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8 �Voice-enabled assistive robots for handling 
autism spectrum conditions: an examination of 
the role of prosody

Abstract: Autism spectrum conditions (ASC) are neurodevelopmental conditions, 
characterized by impairments in social interaction, communication (i.e., verbal 
and non-verbal language), and by restricted interests and repetitive behaviour. 
The application of robots as a therapy tool has, however, shown promising 
results, namely because of the robot’s ability to improve social engagement by 
eliciting appropriate social behaviour in children with ASC. Robots can also 
help clinicians in the diagnosis of ASC, by providing objective measurements of 
atypical behaviours that are collected during spontaneous interactions between 
autistic children and automata. In this chapter, we provide a review of real-life 
examples of voice-enabled assistive robots in the context of ASC, examining 
the critical role prosody plays in compensating for the lack of robust speech 
recognition in the population of children with ASC. This is followed by a critical 
analysis of some of the limitations of speech technology in the use of socially 
assistive robotics for young persons suffering from ASC.

8.1 Introduction

Autism spectrum conditions (ASC) are neurodevelopmental conditions in which 
those who suffer from autism experience difficulties with social interaction and 
communication (both verbal and non-verbal) with others. They also manifest 
overall behaviour that is generally repetitive and stereotyped. Because of these 
difficulties, individuals with ASC are thus challenged when using verbal and non-
verbal communication for social interaction, lacking a sense of social reciprocity 
that can result in the failure to develop and maintain appropriate peer relation-
ships (American-Psychiatric-Association, “DSM-IV Diagnostic and Statistical 
Manual of Mental Disorders”, 1994, World-Health-Organization, “ICD-10 – Inter-
national classification of diseases”, 1994).

The social communication deficits, often present in those suffering from ASC, 
have a pervasive impact on their ability to meet age appropriate developmental 
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tasks. Such tasks may include everyday negotiation with the schoolteacher or 
the shopkeeper to the formation of intimate relationships with peers. As a con-
sequence, youngsters with ASC often experience rejection, bullying and isola-
tion (Frith 2003). Overtime, these social communication difficulties hamper the 
independent functioning of individuals with ASC, including their attainment of 
occupational and residential goals. Autism plays a significant role in their lives, 
affecting their ability to find friends, intimate partners and mates, and increases 
the likelihood of their suffering psychiatric disorders (Howlin 2004). For these 
reasons, it is imperative to attend to the social communication difficulties of indi-
viduals with ASC as early as possible. Indeed, studies of intervention into ASC 
have shown that the earlier the intervention is provided, the more effective the 
intervention is in getting the autistic child or young adult on the course where 
they can lead a relatively functional and autonomous life (Howlin & Rutter 1987). 

The ability to attend to socio-emotional cues, interpret them correctly and 
respond to them with an appropriate expression plays a major role in social deve-
lopment. Three decades of research have shown that children and adults with 
ASC experience significant difficulties recognizing and expressing emotions and 
mental states (Hobson 1993; Baron-Cohen 1995). These difficulties are especially 
apparent when people affected by ASC attempt to recognize emotions from facial 
expressions (Hobson 1986; Celani, Battacchi & Arcidiacono 1999; Deruelle et al. 
2004; Golan, Baron-Cohen & Hill 2006), vocal intonation (Boucher, Lewis & Collis 
2000; Golan et al. 2007) as well as gestures and body language (Grèzes et al. 2009; 
Philip et al. 2010). Such impairments, when taken altogether, lead to difficulties 
in the integration of multimodal emotional information in context (Yirmiya et al. 
1992; Golan, Baron-Cohen & Golan 2008; Silverman et al. 2010). 

Limited emotional expressiveness in non-verbal communication is also 
characteristic of ASC, and studies have demonstrated individuals with ASC 
have difficulties directing appropriate facial expressions to others (Kasari et al. 
1990; Kasari et al. 1993), modulating their vocal intonation appropriately when 
expressing emotion (Macdonald et al. 1989; Kasari, Chamberlain & Bauminger 
2001; Michaud, Duquette & Nadeau 2003; Paul et al. 2005) and using appropriate 
gestures and body language (Attwood 1998). Integration of these non-verbal com-
municative cues with speech has for example been shown to be asynchronous 
(de Marchena & Eigsti 2010). In addition, individuals with ASC have difficulties 
understanding conversational rules and employing these rules when taking part 
in a reciprocal conversation (Tager-Flusberg 1992; Chin & Bernard-Opitz 2000; 
Peterson et al. 2009). 

Given the serious communication deficits found in the autistic population, 
robots have been found to play a significant role. In Section 2, we provide a brief 
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historical overview of how broad developments in a number of fields, such as 
Information Communication Technology, Embodied Conversational Agents, and 
Socially Assistive Robots, have played a significant role in helping children who 
suffer from ASC. In Section 3, we examine the various voice-controlled robots that 
have been used to diagnose and treat autistic children. In Section 4, we provide 
critical analysis of technologies that perform automatic processing of prosody 
as applied to the socially assistive robot used for helping autistic children. In 
Section 5, we discuss in detail the limitations of assistive robots and provide a 
comparative analysis to alternative technology solutions. In Section 6, we provide 
our conclusion to the chapter.

8.2 �Background: the role of information communication 
technology for diagnosing and treating ASC

The rapid progress in technology, especially in the field of information commu-
nication technology (ICT) and robotics, provides new perspectives for innova-
tion in diagnosis and treatment of individuals with ASC. The depicted goals are 
quite ambitious, since the use of ICT technology focuses on the broad range of 
communicative problems specific to ASC. Technologic advances in recent years 
have led to the development of several ICT-enabled solutions for the empow-
erment of children with ASC (Bölte et al. 2006; Golan, Baron-Cohen & Golan 
2008; Schuller et al. 2013a, 2014). For example, there exist ICT programs that aim 
to teach socio-emotional communication and social problem solving such as I 
can Problem-Solve (Bernard-Opitz, Sriram & Nakhoda-Sapuan 2001); others aim 
to teach emotion recognition from pictures of facial expressions and strips of 
the eye region such as in FEFFA (Schuller et al. 2013a). Emotion Trainer teaches 
emotion recognition of four emotions from facial expressions (Silver & Oakes 
2001); Let’s Face It teaches emotion and identity recognition from facial expres-
sions (Tanaka et al. 2010), and Junior Detective program combines ICT with 
group training in order to teach social skills to children with ASC (Beaumont & 
Sofronoff 2008).

Embodied conversational agents (ECA) were also proposed to facilitate the 
collection of socio-emotional data from autistic children, allowing further auto-
matic analysis of these data. The Rachel ECA was proposed to encourage children 
with ASC to produce affective and social behaviours (Mower et al. 2011b). Speech 
interactions between autistic children and the Rachel ECA were compared with 
those obtained during parent-moderated interactions, using both verbal (i.e., 
analysis of manual transcriptions) and non-verbal features (i.e., pitch, energy 
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and spectrum coefficients) (Mower et al. 2011a). No significant differences were 
found on these features between the two types of studied interactions, i.e., with 
parents or ECA, which means that data collected by using ICT can be representa-
tive of the child’s abilities in the production of both verbal and non-verbal beha-
viours. Furthermore, ECA agents were used on children with ASC to show that the 
amount of social engagement to share enjoyment interactions in speech is related 
to acoustic patterns occurring before laughter events (Chaspari et al. 2012). 

Interesting attempts to support socio-emotional communication in children 
with ASC also come from the field of socially assistive robotics (SAR). Indeed, 
children with ASC generally find socially assistive robots more predictable and 
less intimidating than humans. These robots can therefore be seen as a medium 
to enable interests for social and affective behaviours for children having ASC. 
Indeed, social skills such as mutual attention, turn-taking, sharing, and greeting 
can be practiced through child-robot interaction, even in a triadic interaction, 
such as the interaction of child, robot, and adult or child, robot and another 
child (Werry & Dautenhahn 1999; Kozima, Nakagawa & Yasuda 2005; Scassel-
lati 2005b; Duquette, Michaud & Mercier 2008; Stanton et al. 2008; Feil-Seifer & 
Mataric 2009; Kozima, Michalowski & Nakagawa 2009). 

Multiple studies have shown that children with ASC will interact with robots 
using social behaviours, e.g., by directing speech to the robot (Kozima, Nakagawa 
& Yasuda 2005; Robins et al. 2005; Duquette, Michaud & Mercier 2008; Stanton 
et al. 2008; Feil-Seifer & Mataric 2009; Kozima, Michalowski & Nakagawa 2009). 
Several of these studies have further demonstrated that children with ASC will 
interact with a parent, caregiver, or another human while engaged with a robot 
partner (Kozima, Nakagawa & Yasuda 2005; Robins et al. 2005; Kozima, Micha-
lowski & Nakagawa 2009), for instance, by expressing excitement to the robot, 
and then returning this excitement to a parent (Kozima, Michalowski & Naka-
gawa 2009). Such results are very interesting as they enable parents for the first 
time to share affective behaviours with their autistic children, even if it requires 
the use of an external medium such as a robot. The lack of possibilities for parents 
to share affective and social behaviours with their children who are affected by 
ASC is one of the most heart-wrenching issues they must face in addition to the 
difficulties of seeing their children unable to integrate successfully into society. 

Technological advances serve autistic children in yet another way. Robots 
can be designed to have magnified facial features, with the goal of increasing 
children’s attention to these features. Even if these exaggerated features might 
not be commonly seen in everyday life interactions, they still represent an impor-
tant component for enabling socio-emotional communication, thus teaching 
autistic children how to recognize emotions (Michaud & Théberge-Turmel 2002). 
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For example, Robins et al. (2005) studied the interaction of four children suffering 
from ASC with a humanoid robot over a period of 3 months. The authors repor-
ted an improvement in the children’s imitation, turn-taking and role-switching 
abilities, as well as improved communicative competence. The use of robots can 
thus help to develop important social skills that are not originally developed in 
children with ASC, which can be quite promising. 

All in all, though a number of robots have been created with different appea-
rances, behaviours and target activities they are capable of doing, only a small 
subset of them can be considered to be voice-enabled, i.e., with the integration of 
speech-based technologies. The reason for this is that the integration of speech 
technology in robots is both difficult and challenging, especially when the robots 
are intended to interact with children. 

Potamianos and Narayanan (2007) have examined major differences in child-
ren versus adult voices showing how acoustic, lexical and linguistic characteris-
tics of solicited and spontaneous children’s speech are correlated with age and 
gender. These differences are, however, even greater when looking at the popu-
lation of children affected by ASC. This makes the automatic speech processing 
tasks much more complex when dealing with the ASC population. When one 
adds in the background noise of children’s homes and doctors’ offices, it makes it 
even harder for automatic speech recognition systems to perform accurately. Yet, 
in spite of these challenges, we do, however, consider the integration of voice-
based technologies in robots as an important component to enable multimodal 
interaction between children with ASC and robots. The ability to convey socio-
affective behaviours through speech is probably the most natural way to engage 
social interactions, in addition to facial expressions and body gestures. 

8.3 �Anthropomorphic, non-anthropomorphic,  
and non-biomimetic assistive robots 

A multitude of robots have been used in autism therapy for children across dif-
ferent sites in the world with different level of success (Scassellati, Admoni & 
Mataric 2012; Cabibihan et al. 2013). A wide variety of physical appearances can 
be seen in the state-of-the-art assortment of representative systems. Scassellati, 
Admoni and Mataric (2012) demonstrate how robots can be grouped into three dif-
ferent types of physical appearance according to their resemblance with humans: 
anthropomorphic, non-anthropomorphic and non-biomimetic. 

Anthropomorphic robots can be built to resemble to a child’s physical appea-
rance (Kozima & Yano 2012) with either realistic silicon rubber face mask and 
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minimal-expressive facial features (Pioggia et al. 2007; Dautenhahn et al. 2009), 
a doll’s face with typical, albeit stylized, human appearance (Billard 2003), or a 
face that resembles a child’s physical appearance but with simple and limited 
expressive abilities (Duquette, Michaud & Mercier 2008; Feil-Seifer & Mataric 
2008). The representation techniques used in cartoons are often used to create 
robots with simple but grossly exaggerated primary features (Matsumoto, Fujii & 
Okada 2006; Kozima, Nakagawa & Yasuda 2007). Simplified stimuli can also be 
represented via robots with machine-like bodies and cartoon faces displayed on a 
screen (Ferrari, Robins & Dautenhahn 2009). 

Non-anthropomorphic robots are designed to resemble an animals’ appea-
rance, such as the commercial robots AIBO (Stanton et al. 2008) and Pleo (Kim  
et al. 2012). Such robots appear social but non-intimidating; and in fact they 
might be more helpful than anthropomorphic robots in eliciting less complex 
and elementary social interactions. They can also be used as a mean to collect 
spontaneous data from children with ASC in a non-intrusive way, in that autistic 
children are often attracted to such robots which they find fascinating and non-
threatening (Michaud, Duquette & Nadeau 2003).

Non-biomimetic robots do not match any biological features or appearance. 
Instead, they have a very simple visual appearance, such as a toy, and are desig-
ned to be very easy to use. These robots are generally used to engage children in 
a task or game with adults and other children (Michaud et al. 2005; Feil-Seifer & 
Mataric 2009). However, only some of them can perceive or generate vocal mes-
sages, such as Roball (Michaud et al. 2007), Tito (Duquette, Michaud & Mercier 
2008) and Troy (Goodrich 2012). Even fewer can properly be considered as voice-
controlled assistive robots, namely Paro (Marti et al. 2005), Robota (Billard et al. 
2007) and Nao (Gillesen et al. 2011).

The frequently used Nao robot (Aldebaran Robotics) is roughly a half a meter 
tall walking robot, having 25 mechanical degrees of freedom. It is equipped with 
two digital high definition cameras (for computer vision such as facial and shape 
recognition), two speakers (for text-to-speech synthesis) and four microphones 
(for voice recognition and sound localization). It also has different touch sensors 
and wireless communication capabilities. It can thus engage in interaction through 
movement, speech, different LEDs in the face and body and in touch (Gillesen et al. 
2011). The peculiarity of Nao lies on its design that is intended to look approacha-
ble and portray emotions similarly to a two-year old child. Gillesen et al. (2011) 
linked Nao to a visual programming environment that functions as an interface 
between robot and trainer. This was used to tailor the behaviour of the robot to 
the learning objectives and personal characteristics of each unique individual  
with ASC. 

Bereitgestellt von | De Gruyter / TCS
Angemeldet

Heruntergeladen am | 16.10.19 14:15



� Voice-enabled assistive robots for handling autism spectrum conditions   213

Huskens et al. (2013) investigated the effectiveness of the robot intervention, 
using Nao, compared to a human-trainer intervention. They reported that the inter-
ventions conducted on six children with ASC by the robot and a human trainer 
were both effective in promoting self-initiated questions. Ismail et al. (2012) esti-
mated the concentration by eye contact measurements in the interaction between 
the humanoid robot and children with ASC. They conducted an analysis on 12 
children with ASC and reported that robot-based intervention could engage more 
eye contact than human-human interaction. Besides being used to help children 
with ASC, Nao was also used in nursery schools as an assistive robot for children 
suffering from attention deficits or hyperactivity to improve their cognitive skills 
(Fridin & Yaakobi 2011). 

The Paro robot was built by Sankyo Aluminium Industry and has the appea-
rance of a baby seal. It is equipped with the four primary senses: sight (light 
sensor), audition (determination of sound source direction and speech recogni-
tion), balance and tactile sense. Its moving parts include vertical and horizontal 
neck movements, front and rear paddle movements and independent movement 
of each eyelid, which is important for creating facial expressions. Marti et al. (2005) 
investigated the use of this artificial pet in the therapeutic treatment of three child-
ren with severe cognitive impairment. Kim et al. (2010) proposed and analysed a 
robot-assisted method to monitor children with ASC during free playing session 
with the animal-like robot. Regarding the interaction dynamics, it was reported 
that the robot has permitted to mediate social exchange and stimulate attachment 
and engagement with ASC children. However, it was not clear which behavioural 
and physical particularities of the robot have led to these results. Pipitpukdee & 
Phantachat (2011) conducted a study on 34 children with ASC. They reported that 
the pet robot can effectively increase communication skills of children with ASC. 

The last example of a voice-enabled assistive robot is the small humanoid 
robot Robota (Billard et al. 2007). It is a doll-shaped versatile robot that can move 
its arms, legs and head. In addition, it has capabilities for vision, speech reco-
gnition (Conversay) and speech synthesis (ELAN). Robota was used within the 
Aurora project1 that investigates the potential use of robots as therapeutic or edu-
cational “toys” specifically for use by children with ASC. In a preliminary study, 
Dautenhahn & Billard (2002) tested the interaction of Robota with 14 children 
with ASC. The children played imitation games with the robot and promising 
research findings were reported. 

1 http://www.aurora-project.com
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Although the past decade has seen significant progress in the development 
of socially aware robots, there are few studies on the clinical evaluation of such 
technology when used as a medium for the diagnosis or treatment of ASC. For 
example, the use of socially aware robots as a tool for overcoming the autistic 
triad (Diehl et al. 2012), a term used in the professional literature and by practi-
tioners to refer to the three main impairments of autism: social and emotional,  
language and communication and flexibility of though. Indeed, the exis-
ting technology may need to be improved further in order to simulate realistic 
socio-emotional behaviours, so as to enable real-life clinical applications. The 
integration of emotion recognition and emotion synthesis in robots could be 
for example a first step in this direction, which will give the robots the ability 
to perceive affective behaviours produced by individuals with ASC, and respond 
to them in an appropriate way. This could also allow for the study of how social 
engagement, e.g., through turn-taking and emotional variations, could be driven 
for ASC children interacting with such robots. In the next section, we pinpoint 
the main goals and benchmarks for developing the next generation of socially 
assistive robots for children with ASC.

8.4 �Adding prosody to socially assistive robots:  
challenges and solutions

Socially assistive robots are being studied as a tool to elicit target behaviours for 
diagnosis (Scassellati 2005a, b, 2007) and socialization (Werry et al. 2001; Dau-
tenhahn & Werry 2002; Michaud et al. 2005; Kozima, Nakagawa & Yasuda 2005) 
of children with ASC. With respect to diagnosis, assistive robots can monitor 
children through long-term analysis of continuous data, or through machine-
learning models of normative and diagnostically relevant behaviour. With regard 
to socialization, robots can be used to model, teach and practise social commu-
nication that involves speech, gestures and facial expression. In this scenario 
the use of speech technology embodied into socially assistive robots provides 
new perspectives to augment their capabilities when used both for diagnosis 
and for socialization. However, the technology implemented to date is based on 
speech recognition abilities, which may not work properly on children’s voice, 
especially when these voices are atypical due to ASC, as mentioned earlier in 
this chapter. 

Another way of integrating speech technologies in assistive robots is through 
the automatic processing of paralinguistic or non-verbal cues, such as speech 
prosody. Such an approach has the added advantage of compensating for the lack 
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of robust speech recognition. That is, by having access to the information trans-
mitted by children through their non-verbal cues, such as prosody, a robot can 
better understand the autistic child by using low-level descriptors reflecting such 
non-verbal cues. However, as pointed out by Rodriguez and Lleida (2009), the 
extraction of prosodic features is also challenging when working with a child’s 
voice when compared to an adult’s voice due to the child’s voice manifesting spe-
cific shapes of their vocal tract, which are not present in an adult. 

Yet, in spite of these sorts of challenges with extraction of prosodic features 
from a child’s voice (i.e., rhythm, stress, intonation and expressivity), prosody 
remains critical to human-robotic interaction for children suffering from ASC. 
And it is for this reason that there is a growing interest over the past two decades 
in investigating voice and language impairment in the ASC child population by 
looking at prosody (Van Lancker, Cornelius & Kreiman 1989; McCann & Peppé 
2003; Paul et al. 2005; Russo, Larson & Kraus 2008; Bonneh et al. 2011; Demouy 
et al. 2011). In fact, atypical prosody has been identified as a core feature of indivi-
duals with ASC (Kanner 1943). The observed differences between autistic children 
and the typically developing (TD) population is that the former show, among other 
things, monotonic or machine-like intonation, aberrant stress patterns, deficits 
in pitch, intensity control and voice quality. Before performing a detailed analysis 
of the role of prosody in helping children with ASC, we first outline prosody in 
general, taking a look at the role it serves in non-verbal communication.

Prosody (intonation, intensity, and speed in the acoustics of the speech 
signal) is a supra-segmental phenomenon known to modulate and enhance the 
meaning of the spoken content through expressiveness at several communica-
tion levels, i.e., “grammatical”, “pragmatic”, and “affective” (Paul et al. 2008). 
Whereas prosody by itself is neither grammatical, pragmatic nor affective, these 
terms describe the function prosody takes on in spoken interactions. For example, 
grammatical prosody is used to signal syntactic information (Warren 1996). As 
such, acoustic stress is used to signal whether a token is being used as a noun 
(consider, e.g., “convict”) or a verb (“convict”).2 Pitch contours signal the end of 
utterances and denote whether they are, for example, questions (e.g., by a rising 
pitch or in rare cases, such as the “Belfast Down”, a falling pitch towards the end 
of the word or word phrase) or statements (e.g., by a steady or slightly falling 
pitch). Pragmatic prosody on the other hand conveys the speaker’s intentions or 
the hierarchy of information within the utterance (Paul et al. 2008) which results 
in optional changes in the way an utterance is expressed (Van Lancker, Canter &  

2 This grammatical difference between verb and noun in the way the word is pronounced is  
valid for English and does not apply to all languages.
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Terbeek 1981). Thus, it carries social information beyond that conveyed by the 
syntax of the sentence. 

Lastly, affective prosody serves a more global function than those served by 
the prior two forms. In so doing, it conveys a speaker’s general emotional state, 
basically how they feel at that given moment (Winner 1988), and includes asso-
ciated changes in register when talking to different listeners, e.g., peers, young 
children or people of higher social status (Paul et al. 2008). Because prosodic 
deficits contribute to language, communication and social interaction disorders 
and lead to social isolation, the atypical prosody in individuals with communica-
tion difficulties has become a very important research topic. Undoubtedly, proso-
dic awareness is integral to language skills; consequently, a deficiency in prosody 
may affect both language development and social interaction.

Nonetheless, it has been very difficult to characterize prosodic production 
differences between ASC and TD children, using manual procedures (Martínez-
Castilla & Peppé 2008; Diehl & Paul 2012), even though there are marked diffe-
rences in prosody between these two populations. However, some recent studies 
have proposed automatic systems to assess prosody production (van Santen, 
Prud’hommeaux & Black 2009) or speech atypicalities (Maier et al. 2009) in 
children.3 Such automatic procedures may overcome the difficulties created by 
categorizing the evaluations (Martínez-Castilla & Peppé 2008) and by the human 
judging bias. Indeed, the acoustic correlates of prosody are perceptually much too 
complex to be fully categorized into items by humans, whom have furthermore 
subjective opinions (Kent 1996), and for which inter-judge variability is also pro-
blematic. However, multiple challenges have to be faced by automated systems 
in characterizing the prosodic variability of language atypicalities in children. 

As outlined in the previous paragraph, speech prosody concerns many per-
ceptual features such as pitch, loudness, and rhythm, which are all found in the 
acoustic speech waveform. Moreover, these acoustic correlates of prosody present 
high variability due to a set of contextual variables (e.g., disturbances caused by 
the recording environment) and speaker’s idiosyncratic variables, such as affect 
(Lee & Narayanan 2005) and speaking style (Laan 1997). Yet, prosodic variations 
due to affective and speaking style are considered as the mean to automatically 
recognise the non-verbal behaviours communicated by children, rather than dis-
turbances that compromise robustness of automatic speech recognition. 

Systems based on speech prosody can, for example, be used to assess the 
performance of a child on a given task, e.g., producing specific prosodic contours 

3 Automatic systems have also been used to assess early literacy in children (Black et al. 2009).
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to convey sentence modality or emotions. In this case, the system is tuned for 
each group of children, e.g., TD and ASC, to recognise their sentence modality 
or emotions, and performance can be compared between the groups to provide 
cues regarding the observed atypicalities of ASC. Prosody-based systems can also 
be directly used to perform an automatic diagnosis, by comparing the children’s 
groups. A system is, in this case, tuned to search for differences in speech pro-
duction between each group of children, which can also be a mean to identify 
the particularities of ASC, by looking at the features retained by the system when 
performing the automatic recognition of typical vs. atypical speech.

8.4.1 �Automatic recognition of intonation contour in atypical children’s voice 
using static and dynamic machine learning algorithms

A recent study addressed the feasibility of designing a system that automatically 
assesses a child’s grammatical prosodic skills through intonation contours imi-
tation (Ringeval et al. 2011). This task, which is usually administered by speech 
therapists, was performed automatically using both static (k-nearest neigh-
bours (kNN)) and dynamic (Hidden Markov Models (HMM)) machine-learning 
algorithms. Using the child pathological speech database (CPSD) that con-
tains prompted imitation of 26 sentences, representing four types of intonation 
contour (raising, falling, descending and floating) produced in French by child-
ren with ASC (10 male and 2 female at the age of 6 to 18 years), pervasive deve-
lopmental disorders non-otherwise specified (PDD-NOS; 9 male and 1 female at 
the age of 7 to 14 years), dysphasia (DYS; 10 male and 3 female at the age of 6 to 
18 years) and TD children (52 male and 12 female at the age of 6 to 19 years), it 
was shown that TD children do not use the same strategy as pathologic children 
(PC) to convey grammatical prosodic information. Instead, PC subjects use more 
prosodic contour transitions (i.e., variations of pitch and energy over time) than 
statistically specific features (e.g., mean/standard-deviation of pitch and energy 
on the whole imitated sentence) to convey the modality. 

These findings can be illustrated by the better performance obtained with a 
dynamic classifier (i.e., HMM) compared to a static classifier (i.e., kNN) in the auto-
matic recognition of the prosodic contours imitated by the PC subjects, whereas 
the opposite has been observed for TD children, i.e., the static classifier performed 
better than the dynamic classifier, see Fig. 8.1. According to the used machine-
learning algorithm, 6 low-level descriptors (LLDs) were used for the dynamic 
approach (i.e., pitch, energy and their first and second order derivatives), whereas 
162 features were used for the static approach (i.e., the combination of the 6 LLDs 
with a set of 27 statistical measures), cf. table 1 in Ringeval et al. (2011).
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Details of the performance for the fusion intonation recognition system are 
given in Tab. 8.1. The measure of performance is unweighted average recall (UAR), 
which takes into account the unbalanced distribution of instances over the cate-
gories of intonation contour. The score obtained for all groups of pathology were 
close to those of TD children and similar between each pathologic group for the 
“descending” intonation, such as statements, while all other intonations were 
significantly different (p < 0.05) between TD children and PC. However, the system 
had very high recognition rates for the “rising” intonation for DYS and TD children 
whereas it performed significantly worse for both ASC and PDD-NOS (p < 0.05).  
This result is consistent with studies that showed that autistic children have more 
difficulties at imitating questions than statements (Fosnot & Jun 1999) as well as 
with imitating both short and long prosodic items (McCann et al. 2007; Paul et al. 
2008). As pragmatic prosody was strongly conveyed by the “rising” intonation 
due to the short questions, it is not surprising that such intonation recognition 
differences were found between DYS children and ASC children.

Indeed, both ASC and PDD-NOS children show pragmatic deficits in com-
munication, whereas DYS children only show pure language impairments. 
Moreover, Snow (1998) hypothesized that rising pitch requires more effort in 
physiological speech production than falling tones and that some assumptions 
could be made regarding the child’s ability or intention to match the adult’s 
speech. Because the “rising” intonation included very short sentences (half the 
duration) compared with others, which involves low working memory load, DYS 

Fig. 8.1: Unweighted average recall of intonation contours using linearly weighted (by a  
weight-factor alpha) combination of static (alpha=1 equals only static) and dynamic (alpha=0 
resembles the “other end of the scale”, i.e., dynamic only) classifiers; left: results on typically 
developing children, right: results on pathologic children; DYS: dysphasia; ASC: autism  
spectrum conditions; NOS: pervasive developmental disorders not-otherwise specified  
(Ringeval et al. 2011). 
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children were not disadvantaged compared to ASC children as was found in 
(Wells & Peppé 2003).

Whereas some significant differences were found in the PC’s groups with the 
“rising” intonation, the global mean recognition scores did not show any dis-
similarity between children. All PC subjects showed similar difficulties in the 
administered intonation imitation task as compared to TD children, whereas dif-
ferences between DYS and PDDs only appeared on the “rising” intonation; the 
latter is probably linked to deficits in the pragmatic prosody abilities of PDD and 
PDD-NOS. The automatic approach used to assess PC prosodic skills in an intona-
tion imitation task confirms the clinical descriptions of the subjects’ communica-
tion impairments (Demouy et al. 2011). This is a very promising result when aiming 
at automatically evaluating atypicality in children’s voice with ASC that perform a 
specific task such as intonation contours imitation in the described case. The inte-
gration of such an automatic approach in voice-enabled socially assistive robots 
could provide an interesting support for the assessment of prosodic skills during 
clinical evaluations. Additionally, the long-term monitoring of prosodic skills of 
children suffering from ASC in everyday life interaction could be made possible 
by having a robot present in non-clinical and uncontrolled environment, e.g., at 
school or at home. The data collected in such long-term interaction could thus be 
analysed to assess progress of children with ASC in specific tasks, but also identify 
which kind of context can foster progress in social engagement.

8.4.2 Automatic recognition of emotions in atypical children’s voice

To our best knowledge, only few studies exist, which deal with automatic emotion 
analysis in speech of autistic children. A preliminary study has recently focused 

Tab. 8.1: Performance of automatic recognition of intonation contours reproduced by four 
groups of children, using fusion of static and dynamic classifiers (Ringeval et al. 2011).

[%] TD ASC NOS DYS

Descending 64 64 70 63
Falling 55 35*T 45*T 39*T

Floating 72 48*T 40*T 31*T

Rising 95 57*T,D 48*T,D 81*T,A,N

All 70 56*T 53*T 58*T

Performance is given in UAR; * = p < 0.05: alternative hypothesis is true when comparing data from  
child groups, i.e., T, A, N and D; T: typically developing; A: autism spectrum conditions; N: pervasive  
developmental disorders non-otherwise specified; D: dysphasia.
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on the recognition of emotional vocal expressions by comparing performance of a 
few prosodic features against large sets of acoustic, spectral and cepstral features 
(Marchi et al. 2012b). The study was conducted on the ASC-DB database (Marchi  
et al. 2012a) that contains prototypical emotions (the “big six” emotions as 
defined by Ekman (1999), except disgust, plus four mental states: ashamed, calm, 
proud and “neutral”) uttered in Hebrew by 9 children suffering from ASC (8 male 
and 1 female; age 6 to 12) and 11 TD children (5 female and 6 male; age 6 to 9). 
Overall, it includes 529 utterances of emotional speech: 178 utterances of children 
with ASC (focus group), and 351 utterances of TD children (control group). 

Three emotion recognition tasks were performed separately on the data coll-
ected from both TD and ASC children: one task was devoted to the recognition 
of one emotion out of the nine emotion categories, a second task focused on the 
classification of high and low arousal, and the last task on the classification of 
positive and negative valence. Support vector machines (SVMs) were used for the 
automatic classification task with a linear kernel. Leave-one-speaker-out cross-
validation was used to ensure speaker independence during the automatic evalu-
ation. Two feature sets were used for the analysis of the extent to which specific 
prosodic features are relevant for the recognition of a child’s emotional state: a 
large features set (termed here “IS12”), stemming from the INTERSPEECH 2012 
Speaker Trait Challenge (Schuller et al. 2012), that contains 6128 acoustic features 
including spectral features, voice quality features and prosodic features; and a 
reduced feature set (termed here “PROS”), that consists of four statistical functio-
nals (mean, standard deviation, maximum and minimum values) computed on 
few prosodic descriptors: energy such as root-means-square signal frame energy; 
fundamental frequency (F0); and duration of the F0 contours.

Table 8.2 shows the results as reported for the optimal configuration by Marchi 
et al. (2012b). As one may expect, the nine-class task is the most challenging and 
a large decrease of performances is observed when only prosodic features (i.e., 
“PROS”) are used in the cases where valence aspects are included, whereas the 
arousal task seems to be comparably well modelled by prosodic features exclusively, 
i.e., without as high a loss in performance. In fact, this may also stem from the com-
monly agreed fact that arousal is easier assessed by acoustics than valence is.

These empirical studies show that the analyses of prosodic and spectral fea-
tures allow a reliable automatic recognition of emotions in atypical children’s 
voice. Therefore, such systems could be integrated into voice-enabled socially 
assistive robots, which will provide the ability to know the emotional state of the 
child and drastically improve the quality of the child-robot interaction. Besides 
the automatic recognition of emotions in the voice of autistic children, another 
promising novel task that could be integrated into voice-enabled socially assistive 
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robots deals with the recognition of ASC by their acoustics, and will be discussed 
in the next section.

8.4.3 Automatic diagnosis of atypical children’s voice

The relatively novel task of the automatic diagnosis of children with ASC based 
on their acoustic features has been addressed more broadly in the context of 
an open research competition at the recent INTERSPEECH 2013 Computational 
Paralinguistic Challenge (ComParE 2013) by Schuller et al. (2013b). The autism 
sub-challenge was based upon the CPSD database that was proposed by Ringeval  
et al. (2011), which was previously described in Section 4.1 above. As a reminder, 
speech data were collected by the imitation of prosodic contours by four groups 
of children (TD, ASC, PDD-NOS and DYS). For the purpose of the computational 
paralinguistic challenge, the organisers divided the data into speaker disjoint 
subsets for training, development and testing (Schuller et al. 2013b). The subject 
ID (anonymous code) of the children was made available to participants of the 
challenge only on training and development partitions, and was blinded on the 
test partition; participants were permitted to submit their predictions on the test 
dataset up to five times. Two speaker independent evaluation tasks have been 
defined for the challenge: a binary “typicality” task (i.e., typically vs. atypically 
developing children) by clustering the three non-control group children into one 

Tab. 8.2: Performance of automatic recognition of 9-class emotion and 2-class arousal and 
valence from speech of ASC children (focus group) and TD children (control group) for two 
different features sets (Marchi et al. 2012b).

UAR [%] IS12 PROS

Focus group subset
9-class Emotion 42.6 28.9
2-class Arousal 84.9 78.8
2-class Valence 82.1 55.1

Control group subset
9-class Emotion 55.9 18.8
2-class Arousal 89.0 77.5
2-class Valence 81.8 52.4

Unweighted Average Recall (UAR) for a nine emotions task and for binary arousal/valence tasks on a focus 
group subset and on a control group subset. Shown are (the best) performances obtained with speaker 
z-normalization for two feature sets (IS12, PROS).
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group, and a “full four-way” “diagnosis” task, i.e., classifying into all four above 
named groups of (a-)typical development. 

The baseline approach that was used for these two tasks used a large set of 
acoustic features as reported by Schuller et al. (2013b); this set is actually a slight 
four percent extension of the features that were described in the previous Section 
4.2 and contains 6373 features. Static classification was used for the baseline of 
the organisers: the “typicality” and “diagnosis” tasks were assessed by SVMs with 
linear kernel. Table 8.3 shows the results for the two tasks. The binary “typicality” 
task can alternatively be solved by mapping from the four-way task to the two-way 
decision leading to a high 90.7% UAR on the test set. The four-way “diagnosis” task 
led to a significant decrease in performance, with only 67.1% UAR on the test set. 

The performance of this baseline system was, however, slightly improved 
by participants of ComParE 2013: the best system reached 93.5% UAR and 69.4% 
UAR on the test partition, for the “typicality” and “diagnosis” tasks, respectively 
(Asgari, Bayestehtashk & Shafran 2013). The improvement was made possible by 
adding voice quality features to the baseline feature set, and using a combina-
tion of both SVM based regression and classification. The results of this challenge 
show that the recognition of atypical voice between TD and three groups of PDD, 
including ASC, can be carried out in an automatic way with a performance that 
was by far higher than the chance level (25% UAR for four classes). The automa-
tic diagnosis is, however, demanding in terms of accuracy and robustness of the 
automatically extracted prosodic features. 

Marchi et al. (2012b) addressed another study on the automatic recognition 
of atypical speech between TD children and children suffering from ASC. The 
evaluations were based upon the ASC-DB database of prototypical emotional 
utterances as described shortly above in Section 4.2. The emotional speech of 
children with ASC comprises 178 utterances of which, 90 and 88 are performed, 
respectively, by children with Asperger syndrome (AS) and high-functioning (HF) 

Tab. 8.3: Performance for the automatic recognition of children’s (a-)typicality from the voice 
(imitated intonation contours; baseline and best participant result of the ComParE 2013 autism 
sub-challenge) (Schuller et al. 2013b).

UAR [%] Baseline Best

2-class Typicality 90.7 93.5
4-class Diagnosis 67.1 69.4

UAR for typicality and diagnosis tasks; baseline and winning team (best) on the test set, by training on the 
training and development sets.
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diagnosis. The experimental set-up of the experiments is identical to the one 
described in Section 4.2. 

The recognition of atypical speech was evaluated by the authors with two 
tasks: the “typicality” task concerns the classification of typically developing 
children versus children with ASC; the “diagnosis” task aims to distinguish 
between Asperger syndrome and high-functioning diagnosis. The “typicality” 
task was performed on the full data set, whereas the “diagnosis” task was evalu-
ated on the focus group only.

Table 8.4 shows the results obtained with the “large” feature set (IS12) and 
the prosodic feature set (PROS) as detailed above in Section 3.2. With the high 
dimensional feature set a UAR of 80.0% and 82.6% is obtained for typicality and 
diagnosis, respectively. Both tasks visibly rely significantly on spectral and voice 
quality features, thus using only prosodic features was observed by the authors 
to lead to a severe decrease in performance. 

The inclusion of automatic diagnosis of autistic children by using prosodic 
and spectral features could lead to an increased flexibility of the voice-enabled 
socially assistive robots. In fact, personalised models could be automatically 
loaded according to the inferred diagnosis. This could enable robots to be used in 
group scenarios where the interactions could include typically developing child-
ren and children suffering from ASC.

8.4.4 The acoustics of eye contact

A further aspect that could open new perspectives for socially assistive robots 
employed in therapy with autistic children is the use of acoustics to detect visual 
focus of attention from conversational audio cues. Indeed, an important aspect of 
social interactions in short dialogues is the attention paid to others as is usually 

Tab. 8.4: Performance of automatic recognition of atypical speech (Marchi et al. 2012b).

UAR [%] IS12 PROS

Full data set
2-class Typicality 80.0 55.5
Focus group subset
2-class Diagnosis 82.6 59.3

UAR for typicality and diagnosis tasks, respectively on the entire dataset and on the focus group subset. 
Typicality classes: typically developing children vs. children with ASC. Diagnosis classes: Asperger  
Syndrome, high-functioning.
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manifested by specific patterns in gaze behaviour between subjects. The ability 
to detect visual attention only based on speech data could be a mean to integrate 
such information without using dedicated algorithms based on visual informa-
tion processing and without ever-present “camera-observation”. If cameras are 
used, adding acoustic analysis could also help to improve performance of accor-
ding systems. More importantly, however, analysis of acoustic properties of ASC 
children that have eye contact with their conversational partners could verify if 
the voice naturally matches the situation. 

Eyben et al. (2013) have provided a first analysis whether such visual atten-
tion has an impact on the acoustic properties of a speaker’s voice. The analysis 
was conducted on the multi-modal GRAS² corpus, which was recorded for analy-
sing attention in human-to-human interactions of short daily-life communication 
with strangers in public places. Recordings of four test subjects interacting with 
several strangers while equipped with eye tracking glasses, three audio recording 
devices, and motion sensors are contained in the corpus. This study finds signi-
ficant correlations between the acoustics of the voice and the distance between 
the point of view and the eye region of the dialogue partner. Further, it shows that 
automatic classification of binary decision of eye-contact vs. no eye-contact from 
acoustic features alone is feasible with a UAR of up to 70%. 

This result reveals that the automatic detection of eye-contact during dyadic 
interaction can be estimated from speech features with a performance signifi-
cantly higher than chance. A robot could, for example, use such information to 
provide a stimulus to children with ASC when eye-contact between their con-
versational partners is assumed, with the goal of increasing their interest in 
exchanging socio-affective interactions with others.

8.5 Limitations

Diehl et al. (2012) have conducted a study to understand the current status of 
empirically-based evidence on the clinical applications of robots in the diagno-
sis and treatment of ASC. They found that most of the findings are exploratory 
and have methodological limitations that make it difficult to draw firm conclu-
sions about the clinical utility of robots. This observation concords with the fact 
that the majority of human-robot interaction currently occurs in research labo-
ratories where systems are specifically engineered for one environment and for 
a pre-determined prototypic user population. As SAR become more widespread 
in homes, schools, and hospitals, the question of scalability and adaptability 
arises. Besides this aspect of controlled environments that calls for more robust 

Bereitgestellt von | De Gruyter / TCS
Angemeldet

Heruntergeladen am | 16.10.19 14:15



� Voice-enabled assistive robots for handling autism spectrum conditions   225

integration of signal processing-based technology in SAR, for SAR to be effec-
tively used in various conditions there are still several remaining issues regarding 
the development of the technology itself. Despite the fact that some recent deve-
lopment appears promising for diagnosis and therapy of children with ASC, there 
exist some important limitations that need to be overcome, especially regarding 
the integration of speech based technology. The most crucial ones are outlined 
below.

Speech recognition and synthesis – The communication parameters play 
a relevant role in the way a robot can effectively interact with a user. Avramides 
et al. (2012) have reviewed these characteristics and have shown that the natural-
ness of the interactions is related to the type of voice the robot uses, which can 
be either a synthetized or recorded voice; a female, male or artificial voice which 
may or may not contain emotion. 

Since socially assistive systems must provide those suffering from ASC a way 
to learn social skills that can be used practically in social interactions, SAR need 
to recreate a real-life conversation scenario. However, speech recognition of child-
ren is a difficult problem in itself, but it is even greater when children have ASC 
(Gerosa et al. 2009). For example, while spontaneous speech often contains dis-
fluencies that significantly perturb the reliability of automatic speech recognition 
systems (Yildrim & Narayanan 2009), study findings suggest that ASC children 
show a significantly higher amount of disfluencies than typically developing 
children (Koegel et al. 1998; Scott et al. 2013). Considering the limitations of actual 
ASR systems (ten Bosch 2003), the majority of interactive systems for children with 
ASC that enable speech input are actually prompted by a human user (Tartaro & 
Cassel 2010; Milne et al. 2010). The other major area which plays an important role 
for socially assistive systems is speech synthesis. However, it is known that the 
production of speech synthesis for truly natural, emotional or child speech still 
presents massive difficulties (Tartaro & Cassel 2010; Watts et al. 2010). 

Emotion recognition and speech corpora – Whereas many studies exist 
that have investigated the ability of autistic children to recognize and mimic 
facial emotion expressions, few studies deal with children’s vocal emotion reco-
gnition and expression abilities (Loveland et al. 1997; Boucher, Lewis & Collis 
2000). Furthermore and as mentioned in the beginning of this chapter, there 
are also few studies that deal with automatic emotion analysis of speech of ASC 
children (Marchi et al. 2012a, b). Boucher, Lewis & Collis (2000) indicate that 
autistic children show differences in control of articulation and intonation when 
compared to regular children. Thus, when developing automatic emotion analy-
sis systems for children suffering from ASC, many parameters of current systems 
must be re-evaluated under these conditions. 
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Many recent studies dealing with naturalistic emotions, however, deal with 
adult speech. The reason for that is that many commercially interesting applica-
tions of emotion recognition technology, such as for detecting customer frustra-
tion with call center agents and IVRs, road rage among motor vehicle drivers, and 
perturbations in those participating in high stakes computer gaming are prima-
rily intended for adults. Unfortunately at present there are only few child speech 
corpora with emotion labels, which can be used for research regarding children’s 
emotional speech. Likely the most widely used and known one is the FAU Aibo 
Emotion corpus (Steidl 2009), which was used for the first INTERSPEECH 2009 
Emotion Challenge (Schuller et al. 2009). A recognition rate of 44% for a 5-class 
task is the current state of the art, which was obtained by fusing the decisions of 
the best challenge submissions. 

These results indicate the great challenges of naturalistic emotions in con-
junction with children’s speech (Schuller et al. 2011). Indeed, as children’s speech 
differs largely from adult speech due to some of the variables we outlined above 
such as different vocal tract sizes, immature pronunciation, simpler grammar 
and vocabulary, methods and models tuned to traditional tasks of performing 
adult speech and emotion recognition must not only be adapted to the domain of 
children’s speech, but must be revisited ab initio so that we can learn how such 
models can be adapted to accommodate the unique construction of children’s 
voices.

Additionally, the availability of speech corpora is positively correlated with 
typicality: the more typical the population is, the easier it generally is to collect 
enough data for building relevant models. The less typical the envisaged popula-
tion is, the more difficult it is to obtain sufficient amounts of data. For example, 
children with ASC are a population that is atypical in several respects: they are a 
limited age group, they might have problems with an experimental setting where 
their speech should be recorded, and they belong to a specific subgroup of child-
ren. Recruiting children for scientific studies is also often more difficult than it 
is for adults, because the consent of the parent is needed for the child to partici-
pate in the study. Several ethical issues also need to be carefully addressed when 
recording data, especially with children. As a consequence, current databases of 
children with ASC rarely contain more than 10 subjects, which can only provide 
indicative pointers rather than strong markers of their corresponding deficien-
cies. Given the described limitations, it is clear that speech emotion recognition 
in children is error-prone. 

In this context, it seems noteworthy to mention a recent ICT-enabled solution, 
namely the ASC-Inclusion project (Schuller et al. 2013a, 2014). This project deals 
with children’s vocal emotion recognition among other modalities. Its goal is to 

Bereitgestellt von | De Gruyter / TCS
Angemeldet

Heruntergeladen am | 16.10.19 14:15



� Voice-enabled assistive robots for handling autism spectrum conditions   227

create an internet-based platform that will assist children with ASC to improve 
their socio-emotional communication skills, attending to the recognition and 
expression of socio-emotional cues and to the understanding and practice of 
conversational skills. It does so by combining several technologies in one game 
environment, including further analysis of users’ gestures and facial expressions. 

8.6 Conclusions

In this chapter, we discussed the perspectives and limitations of speech techno-
logy applied to socially assistive robotics for individuals with ASC. We first gave 
examples of voice-enabled assistive robots, for which there is empirically-based 
evidence in the professional literature on the clinical applications of such robots 
in the diagnosis and treatment of ASC. We subsequently explored how the use 
of speech technology embodied in socially assistive robots provides new per-
spectives to augment the capabilities of robots when used for both diagnosis and 
socialization. More specifically, we showed how speech prosody could be seen 
as a promising avenue to improve real-life systems that are used for the automa-
tic recognition of atypicalities in ASC children’s voice, as a natural extension of 
typical ASR systems that encounter massive problems with analyzing children’s 
voices in general (Steidl et al. 2010; Wöllmer et al. 2011). 

Based on this reflection of the state-of-the-art and the latest results in the field 
that we provided in this chapter, we find that new research paradigms are very 
much needed to address this important topic. Such paradigms require nothing 
less than a multi-disciplinary approach, closely uniting computer and industrial 
engineers with clinicians and others working in related fields. This will ensure 
that the development of socio-affective based technology will find its way out of 
the laboratories so that it can be made an integral part of the design of socially 
assistive robots that can help in the everyday lives of children with ASC.
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