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Preface

This book describes nine of the most promising results from doctoral studies in
Information Technology at the Department of Electronics, Information, and
Bioengineering of Politecnico di Milano. Information Technology has always been
interdisciplinary, as many aspects have to be considered in IT systems. The char-
acteristics of the IT Ph.D. doctoral studies at Politecnico di Milano is an emphasis on
this interdisciplinary nature, that is becoming more and more important in the recent
technological developments, in collaborative projects and in the education of young
researchers. The focus of advanced research is therefore on a rigorous approach to
specific research topics starting from a broad background in different aspects of
Information Technology, and in particular in the areas of Computer Science and
Engineering, Electronics, Systems and Controls, and Telecommunications.

Each year, more than 50 doctors are graduated from the program. The present
book collects the nine best results from the defended theses in 2018–19 selected for
the IT Ph.D. Award. Each of the nine authors provides a chapter summarizing
research results, including an introduction, description of methods, main achieve-
ments, and future work on the topic. Hence, this book provides a cutting-edge
overview of the newest research trends in Information Technology developed at
Politecnico di Milano, in an easy-to-read format for presenting the main results also
to nonspecialists in the specific field.

Milan, Italy Barbara Pernici
July 2019
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Introduction

The Ph.D. Program in Information Technology

A fundamental pillar for the research work in the Department of Electronics,
Information, and Bioengineering (DEIB) is its Ph.D. program in Information
Technology, with more than 50 doctors graduating each year. The program is
characterized by a broad approach to information technology, in the areas of
Computer Science and Engineering, Electronics, Systems and Controls, and
Telecommunications.

The characteristics of the IT Ph.D. doctoral studies in the DEIB department is an
emphasis on interdisciplinarity, that is becoming more and more important in the
recent technological developments in which the boundaries between disciplines are
becoming increasingly fuzzy in collaborative projects and education of young
researchers. Therefore, the focus of the program is on providing a broad doctoral-
level educational approach and research environment and at the same time, a rig-
orous approach to the specific research topics developed by the Ph.D. candidates in
different aspects of Information Technology, based on both on theoretical
approaches and on the validation of new ideas in selected application domains.

Starting with the present volume, we present the ongoing research work in
doctoral studies in the department, through a collection of summaries illustrating
the results of the best Ph.D. theses defended in the academic year 2018–19. In this
chapter, the coordinators of each of the areas are going to introduce the four areas
of the Ph.D. program in Information Technology, namely Computer Science and
Engineering, Electronics, Systems and Controls, and Telecommunications, and
provide a short introduction to the papers selected for the volume.

vii



Telecommunications Area

The research carried out by the Ph.D. graduates within Telecommunications
Engineering span heterogeneous disciplines, which include information theory,
communication networks, signal processing, and microwaves and photonics.

The two theses selected to be part of this volume address two different aspects
and applications of digital signal processing. The contribution on “Advances in
Wave Digital Modeling of Linear and Nonlinear Systems” advances the theory of
wave digital modeling, that is, the construction of digital representation of analog
systems. The thesis re-vitalizes and extends the theory of Wave Digital Filters
(WDF) of the late 70s by proposing novel approaches, which can be applied to
generic physical systems provided that they can be described by an equivalent
electric circuit. The contributions provided in the work have relevant implications
not only in the field of numerical simulation of physical phenomena, but also in the
field of digital audio signal processing, as it allows to model different kinds of
processing structures in a unified fashion.

The second contribution comes from the Ph.D. thesis “Interference Mitigation
Techniques in Hybrid Wired-Wireless Communications Systems for Cloud Radio
Access Networks with Analog Fronthauling”; the work addresses the fifth gener-
ation (5G) of radio mobile networks with the goal of improving the indoor coverage
of 5G networks. The key contribution of the work is a novel architecture to provide
coverage indoors by leveraging preexisting copper-based cables connections. The
thesis first theoretically demonstrates the feasibility and efficiency of the proposed
solution, and finally also describes the realization and performance evaluation of a
prototype platform, which experimentally proves the capability of the proposed
architecture to notably extend indoor coverage.

Electronics Area

The Ph.D. focused in Electronics explores the enabling frontier scenarios of current
and future era technologies of information, communication, control, automation,
energy, and mobility.

Design and innovation of devices, circuits and electronic systems continue to
provide the fundamental building blocks necessary for modern life in all its per-
spectives, including its most recent declinations “smart-” (smart cyberphysical-
systems, smart industries, smart manufacturing, smart living, smart mobility, smart
lighting, smart cities, smart aging, etc.) and “autonomous-” (autonomous driving,
autonomous vehicles, autonomous-manufacturing, autonomous agents, etc.), so
pervasive in modern daily human activities.

For instance, the new concept of smart mobility finds one of the most significant
declinations in self and highly assisted driving, where the continuous-wave
frequency-modulated (FMCW) radar is a key element. This short-range measuring
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radar set capable of determining distance increases reliability by providing distance
measurement along with speed measurement, which is essential in modern auto-
motive applications. Dmytro Cherniak has given a strong contribution to the field of
integrated FMCW radar. These innovations support the emerging market for
autonomous vehicles, which will rely heavily on radar and wireless sensing to
achieve reliable all-weather mobility. High performance and low-power con-
sumption meet in the first implemented digital PLL-based FMCW modulator
prototype fabricated in 65-nm CMOS technology that demonstrates the
above-state-of-the-art performance of fast chirp synthesis, also developed and
fabricated in 28-nm CMOS technology focusing on low-fractional spur operation.

From a completely different perspective, the human brain is a marvelous
machine, which is capable of solving challenging problems in a very short time and
with small energy consumption. Recognizing a face, learning to walk, and taking a
quick decision under a large number of stimuli are generally straightforward
functions for mankind. However, recreating this type of computation in silicon with
the same speed, energy consumption, and hardware resources is practically
impossible with the current microelectronic technology. The work by Valerio Milo
addresses these challenges, by showing that a new type of devices and architecture
is needed if we want to mimic the brain computation. It is shown that synaptic
devices made of inorganic materials, such as metal oxides, show the same type of
plasticity that is observed in biological synapses. By taking advantage of such
biological plasticity rules within artificial spiking neural networks, it is possible to
learn, make associations, and take decisions, which are some of the most funda-
mental cognitive functions of the human brain. Although the work is at the very
early stages, the results are very promising for supporting the grand challenge of
bio-inspired circuits that can compute as the brain, and even illuminate about the
biological processes of learning in our brain.

Computer Science and Engineering Area

The Computer Science and Engineering Area covers five different research lines,
ranging from System Architectures, to Data, Web and Society, to Artificial
Intelligence and Robotics, to Advanced Software Architectures and Methodologies,
and Information Systems. Research on these lines are covering both foundational
aspects as well as application-driven aspects. The group of System Architectures is
active on several research topics, including security, performance evaluation,
dependability, electronic design automation, processor and multiprocessor archi-
tectures, operating systems, embedded systems, computational intelligence, wire-
less sensor networks, enterprise digital infrastructures, and high-performance
computing. The research in the area of Data, Web, and Society addresses tech-
nologies, design methods, and tools for data management systems, information
management and querying on the Web, and multimedia and multichannel com-
munication. The research group on Artificial Intelligence and Robotics also covers
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the areas of autonomous agents, computational intelligence, machine learning,
autonomous robotics, computer vision, including related philosophical aspects. The
research group on Software Architectures and Methodologies addresses topics on
dependable evolvable software engineering, compiler technologies, and natural
language processing and accessibility. Finally, the research line on Information
Systems focuses on the following sectors: design of adaptive information systems,
data and information quality, Big Data and data analysis, social media intelligence,
information security and security analysis, service quality and green information
systems, and design and monitoring of multiparty business processes integrated
with smart objects.

The four Ph.D. theses selected in the Computer Science and Engineering Area
fall in the System Architectures research line, but they are addressing four different
and challenging research problems.

The Ph.D. thesis “Learning and Adaptation to Detect Changes and Anomalies in
High-Dimensional Data” by Diego Carrera investigates the problem of monitoring a
datastream and detecting whether the data generating process changes, from normal
to novel and possibly anomalous conditions, has relevant applications in many real
scenarios, such as health monitoring and quality inspection of industrial processes.
In the first part, the thesis models data as realization of random vectors, as it is
customary in the statistical literature. In this setting, the thesis focuses on the change
detection problem, where the goal is to detect whether the datastream permanently
departs from normal conditions. The thesis theoretically proves the intrinsic diffi-
culty of this problem when the data dimension increases and propose a novel
nonparametric and multivariate change detection algorithm. In the second part, the
thesis focuses on data having complex structure and adopts dictionaries yielding
sparse representations to model normal data. Novel algorithms are proposed to
detect anomalies in such datastreams and to adapt the learned model when the
process generating normal data changes.

The Ph.D. thesis titled “Enhancing Video Recommendation Using Multimedia
Content” by Yashar Deldjoo is focused on how to improve video recommendation
systems by using complex multimedia content and learning form multimodal
sources. The Ph.D. thesis investigates the possibility of uncovering relationships
between modalities and obtaining an in-depth understanding of natural phenomena
occurring in a video. The thesis studies the automated extraction of multimedia
information from videos and their integration with video recommender systems. In
the thesis, a variety of tasks related to movie recommendation using multimedia
content have been studied, implemented, and evaluated. The results of this thesis
confirm the fact that recommender system research can benefit from knowledge in
multimedia signal processing and machine learning over the past years for solving
various recommendation tasks.

The Ph.D. thesis titled “Dynamic Application Autotuning for Self-aware
Approximate Computing” by Davide Gadioli addresses the problem of software
application autotuning to support self-aware approximate computing in several
scenarios, from embedded systems to high-performance computing. To improve
computation efficiency, this thesis focuses on a software-level methodology to
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enhance a target application with an adaptive layer that provides self-optimization
capabilities. The benefits of dynamic autotuning framework, namely mARGOt, has
been evaluated in three case studies. The first case study is a probabilistic
time-dependent routing application from a navigation system in smart cities, the
second use case is a molecular docking application to perform virtual-screening,
and the third one is a stereo-matching application to compute the depth of a
three-dimensional scene. Experimental results have shown how it is possible to
improve computation efficiency by adapting reactively and proactively the appli-
cation to provide continuously the most suitable software-knobs configuration
according to application requirements and system monitoring.

The Ph.D. thesis “CAOS: CAD as an Adaptive Open-Platform Service for High
Performance Reconfigurable Systems” by Marco Rabozzi studies the increasing
demand for computing power in fields such as genomics, image processing and
machine learning, pushing towards hardware specialization and heterogeneous
systems to keep up with the required performance level at a sustainable power
consumption. Despite the potential benefits of reconfigurable hardware, offering a
compelling trade-off between efficiency and flexibility, one of the main limiting
factors to the adoption of Field- Programmable Gate Arrays (FPGAs) is complexity
in programmability, as well as the effort required to port software solutions to
efficient hardware–software implementations. This thesis presents the CAOS plat-
form to guide the application developer in the implementation of efficient hard-
ware–software solutions for high-performance reconfigurable systems. The
platform assists the designer from the high-level analysis of the code, towards the
optimization and implementation of the functionalities to be accelerated on the
reconfigurable nodes. Finally, CAOS is designed to facilitate the integration of
external contributions and to foster research on Computer-Aided Design
(CAD) tools for accelerating software applications on FPGA-based systems.

Systems and Controls Area

The Systems and Control area covers various fields, ranging from systems theory
and control system science, to robotics and industrial automation, nonlinear and
networked complex systems, ecosystems and environmental modeling, and oper-
ations research, with attention both to basic research and industrial applications.
Various classes of dynamical systems are studied, including nonlinear systems,
switched and hybrid systems, stochastic systems, discrete event systems, cyber-
physical systems, large-scale, and networked systems. Various methodologies are
investigated and developed regarding estimation, control (e.g., predictive, dis-
tributed, and robust methods), model identification, and data analysis (black box or
gray box estimation, learning, filtering, and prediction). Specific application areas
of interest are automotive, railway and aerospace control, modeling and control of
energy systems (with regard to generation, distribution, and management),
mechatronics and motion control, robotics, process modeling, simulation and
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control, modeling and control of manufacturing systems. Another area of research
focuses on the theoretical and numerical analysis of nonlinear dynamical systems,
leading to applications in biology, epidemiology, social sciences, and vehicle
dynamics. The quantitative analysis and management of environmental systems at
both global and local scales is also pursued with the aim to develop efficient and
sustainable decision systems. Finally, the operations research and discrete opti-
mization group investigates complex decision-making problems, for which it
develops mathematical models and efficient optimization methods, using various
tools, such as mathematical programming, combinatorial optimization, stochastic
programming, robust optimization, bilevel programming, and continuous approxi-
mation models.

The Ph.D. thesis “A General Framework for Shared Control in Robot
Teleoperation with Force and Visual Feedback” by Davide Nicolis falls in the
robotics area, and studies the control of robotic systems for teleoperation,
employing a control system structured in two levels. A lower level employs sliding
mode controllers to robustly guarantee the dynamic behavior of both the master and
slave systems. The higher level of the control system performs a performance
optimization taking into account various motion-related constraints. The thesis
features various original contributions, ranging from the design of the sliding mode
controller that assigns the robot's impedance in the task space, to the generation of
virtual fixtures with a rendering of the force feedback to the operator, to a stability
study of the overall system. A particularly appreciable aspect of the work is the
application of servo-visual control techniques on the slave robot, thereby endowing
it with a certain degree of autonomy, which delivers some of the cognitive load
of the operator. Finally, the thesis also addresses the problem of recognizing the
human's intentions using machine learning techniques, especially, designed for
assistive robotic applications. All the theoretical results of this work have been
experimentally validated on realistic experimental platforms (using single- and
double-arm ABB robots).

Barbara Pernici
Matteo Cesana
Angelo Geraci

Cristina Silvano
Luigi Piroddi

DEIB, Politecnico di Milano, Milan, Italy
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Chapter 1
Advances in Wave Digital Modeling
of Linear and Nonlinear Systems: A
Summary

Alberto Bernardini

Abstract This brief summarizes some of the main research results that I obtained
during the three years, ranging from November 2015 to October 2018, as a Ph.D.
student at Politecnico di Milano under the supervision of Professor Augusto Sarti,
and that are contained inmy doctoral dissertation, entitled “Advances inWaveDigital
Modeling of Linear and Nonlinear Systems”. The thesis provides contributions to all
the main aspects of Wave Digital (WD) modeling of lumped systems: it introduces
generalized definitions of wave variables; it presents novel WD models of one- and
multi-port linear and nonlinear circuit elements; it discusses systematic techniques
for theWD implementation of arbitrary connection networks and it describes a novel
iterative method for the implementation of circuits with multiple nonlinear elements.
Though WD methods usually focus on the discrete-time implementation of analog
audio circuits; the methodologies addressed in the thesis are general enough as to be
applicable to whatever system that can be described by an equivalent electric circuit.

1.1 Introduction

My doctoral dissertation presents various contributions to the recent evolution of
modeling and implementation techniques of linear and nonlinear systems in the
Wave Digital (WD) domain. The overarching goal of WDmethods is to build digital
implementations of analog systems, which are able to emulate the behavior of their
analog counterpart in an efficient and accurate fashion. Though suchmethods usually
focus on the WD modeling of analog audio circuits; the methodologies addressed
in the thesis are general enough as to be applicable to whatever physical system
that can be described by an equivalent electric circuit, which includes any system
that can be thought of as a port-wise interconnection of lumped physical elements.
The possibility of describing systems through electrical equivalents has relevant
implications not only in the field of numerical simulation of physical phenomena,
but also in the field of digital signal processing, as it allows us to model different

A. Bernardini (B)
Politecnico di Milano, Piazza Leonardo Da Vinci 32, 20133 Milano, Italy
e-mail: alberto.bernardini@polimi.it
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4 A. Bernardini

kinds of processing structures in a unified fashion and to easily manage the energetic
properties of their input-output signals. However, digitally implementing nonlinear
circuits in the Kirchhoff domain is not straightforward, because dual variables (cur-
rents and voltages) are related by implicit equations which make computability very
hard.MainstreamSpice-like software, based on theModifiedNodal Analysis (MNA)
framework [20], is not always suitable for realizing efficient and interactive digital
applications, mainly because it requires the use of iterative methods based on large
Jacobian matrices (e.g., Newton–Raphson) for solving multi-dimensional nonlinear
systems of equations.

WD Filters (WDFs) are a very attractive alternative. During the seventies, Alfred
Fettweis introduced WDFs as a special category of digital filters based on a lumped
discretization of reference analog circuits [19]. A WDF is created by port-wise con-
sideration of a reference circuit, i.e., decomposition into one-port and multi-port
circuit elements, a linear transformation of Kirchhoff variables to wave signals (in-
cident and reflected waves) with the introduction of a free parameter per port, called
reference port resistance, and a discretization of reactive elements via the bilinear
transform. Linear circuit elements, such as resistors, real sources, capacitors and in-
ductors, can be described through wave mappings without instantaneous reflections,
as they can be all “adapted” exploiting the mentioned free parameter; in such a way
that local Delay-Free Loops (DFLs), i.e., implicit relations between wave variables
are eliminated. Series and parallel topological connections between the elements are
implemented using scattering topological junctions called “adaptors”, which impose
special adaptation conditions to eliminate global DFLs and ensure computability.
It follows that WDFs, as opposed to approaches based on the MNA, allow us to
model separately the topology and the elements of the reference circuit. Moreover,
WDFs are characterized by stability, accuracy, pseudo-passivity, modularity and low
computational complexity, making many real-time interactive applications easy to
be realized. Most classical WD structures can be implemented in an explicit fashion,
using binary connection trees, whose leaves are linear one-ports, nodes are 3-port
adaptors and the root may be a nonlinear element. However, WDFs are also charac-
terized by important limitations. The first main weakness of state-of-the-art WDFs is
thatWD structures, characterized by explicit input-output relations, can contain only
one nonlinear element, as nonlinear elements cannot be adapted. In fact, the presence
of multiple nonlinear elements might affect computability, which characterizes clas-
sical linear WDFs, as DFLs arise. As a second main limitation of traditional WDFs,
up to three years ago, there were no systematic methods for modeling connection
networks which embed non-reciprocal linear multi-ports, such as nullors or con-
trolled sources. Finally, very few studies were presented on the use of discretization
methods alternative to the bilinear transform and potentially adjustable step-size in
WD structures.

The thesis presents various techniques to overcome the aforementioned limita-
tions. After a review of the state of the art on WD methods up to 2015, the thesis
is organized in five parts and each part presents original contributions to a specific
important aspect of WD modeling. In the following, Sects. 1.2, 1.3, 1.4, 1.5 and 1.6
resume the content of Part I, Part II, Part III, Part IV and Part V of the thesis; each
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subsection providing a summary of a specific chapter. Section1.7 concludes this brief
and proposes some possible future developments.

1.2 Part I: Rethinking Definitions of Waves

Part I, containing Chaps. 2 and 3 of the thesis, discusses two families of definitions
of wave signals; one based on one free parameter per port, the other based on two
free parameters per port.

1.2.1 Mono-Parametric Definitions of Wave Variables

Chapter 2 presents a generalization of the traditional definitions of voltage waves,
current waves and power-normalized waves, characterized by one port resistance per
port. The generalization is done introducing a scalar parameter ρ in expressions at
the exponent of the port resistance. The generalized definition also includes novel
definitions of waves never appeared in the literature. Such a generalized definition
was firstly presented in [35] and it proved useful for modeling WD structures based
on waves with different units of measure in an unified fashion. In fact, it was used in
[30] and in [16] for modeling arbitrary reciprocal and non-reciprocal multi-port WD
junctions. Chapter 2 also includes the scattering relations of some fundamental circuit
elements and the scattering relations of series and parallel adaptors. It is shown that
some scattering relations are invariant to the wave type (e.g., voltage waves, current
waves, power-normalized waves), while other scattering relations are not invariant
to the wave type since they depend on ρ.

1.2.2 Biparametric Definitions of Wave Variables

Chapter 3 presents the content of the published journal article [7], which introduces
two dual definitions of power-normalized waves characterized by two free parame-
ters per port, instead of one as it happens in traditional WDFs. It is shown that such
dual definitions are two possible generalizations of the traditional definitions based
on one port resistance and that when the two free parameters at the same port are
set to be equal, they reduce to the traditional definition of waves. The WD struc-
tures based on the new definitions of wave variables are called Biparametric WDFs
(BWDFs). It is shown that since BWDFs are characterized by more degrees of free-
dom than WDFs, they enable a higher modeling flexibility. For instance, all ports of
adaptors based on biparametric definitions of waves can bemade reflection free at the
same time. This fact allows us to reduce the number of local DFLs in WD structures
and to design adaptors whose behavior is uniform at all ports. Moreover, when the
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free parameters are properly set, series adaptors can be described using scattering
matrices made of zeros in the diagonal entries and minus ones in the non-diagonal
entries, while parallel adaptors can be described using scattering matrices made of
zeros in the diagonal entries and ones in the non-diagonal entries. This further prop-
erty is useful in many situations for reducing the number of multiplies required for
implementing WD structures based on power-normalized waves. Finally, a discus-
sion on the implementation of nonlinear circuits with multiple nonlinearities using
BWDFs is provided. In particular, it is shown that, despite the use of adaptors with all
reflection-free ports and less multipliers simplifies the modeling of nonlinear circuits
with multiple nonlinearities in many aspects (e.g., considerably reducing the number
of local DFLs and, consequently, the complexity of the implicit equations describing
the circuit in the WD domain), not all global DFLs can be eliminated even using
BWDFs and iterative methods are still required.

1.3 Part II: Modeling Nonlinear One-Port and Multi-port
Elements

Part II, containing Chaps. 4, 5 and 6, is devoted to the modeling of nonlinear one-
ports and multi-ports in the WD domain. The common objective in all chapters
is searching for the conditions that allow us to use explicit scattering relations for
describing nonlinear one-ports and multi-ports in the WD domain. Also the use of
the Newton–Raphson (NR) method for finding the solution of implicit scattering
relations is discussed.

1.3.1 Canonical Piecewise-Linear Representation of Curves
in the Wave Digital Domain

Chapter 4 presents the content of the published article [8], where a method is dis-
cussed that, starting from certain parameterized PieceWise-Linear (PWL) i–v curves
of one-ports in the Kirchhoff domain, expresses them in the WD domain using a
global and explicit representation. Global, explicit representations of nonlinearities
allow us to implement their input-output relations without managing look-up ta-
bles, performing data interpolation and/or using local iterative solvers. It is shown
how certain curves (even some multi-valued functions in the Kirchhoff domain) can
be represented as functions in explicit canonical PWL form in the WD domain. A
general procedure is also provided that returns the conditions on the reference port
resistance under which it is possible to find explicit mappings in the WD domain.
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1.3.2 Wave Digital Modeling of Nonlinear Elements Using
the Lambert Function

Certain transcendental equations involving exponentials can be expressed in explicit
form using the Lambert W function. Chapter 5 presents the content of the published
journal article [15], which explores how theW function can be used to derive explicit
WD models of some one-ports [32] and multi-ports characterized by exponential
nonlinearities, such as banks of diodes in parallel and/or anti-parallel or BJTs in
certain amplifier configurations.

1.3.3 Wave Digital Modeling of Nonlinear 3-Terminal
Devices for Virtual Analog Applications

Chapter 6 presents the content of the article [11] submitted for publication and
currently in peer review. It discusses an approach for modeling circuits containing
arbitrary linear or nonlinear 3-terminal devices in theWD domain. Such an approach
leads us to the definition of a general and flexible WD model for 3-terminal devices,
whose number of ports ranges from 1 to 6. The WD models of 3-terminal devices
already discussed in the literature could be described as particular cases of the model
presented in this chapter. As examples of applications of the proposed approach,WD
models of the three most widespread types of transistors in audio circuitry, i.e., the
MOSFET, the JFET and the BJT are developed. These WD models are designed to
be used in Virtual Analog audio applications. It follows that the proposed models
are derived with the aim of minimizing computational complexity, and avoiding
implicit relations between port variables, as far as possible. Proposed MOSFET and
JFET models result into third order equations to solve; therefore, closed-form wave
scattering relations are obtained. Instead, the Ebers-Moll model describing the BJT is
characterized by transcendental equations which cannot be solved in closed-form in
theWDdomain; consequently, iterativemethods for finding their solutions have been
studied. The standard NR method recently used in the literature on WDFs [25] do
not satisfy all the requirements of robustness and efficiency needed in audio Virtual
Analog applications. For this reason, amodifiedNRmethod is developed that exhibits
a significantly higher robustness and convergence rate with respect to the traditional
NR method, without compromising its efficiency. In particular, the behavior of the
proposed modified NR method is far less sensitive to chosen initial guesses than
the traditional NR method. The proposed method converges for any initial guess
and any incident wave signal within reasonable ranges which are deduced from the
parameters of the implemented reference circuits.
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1.4 Part III: Modeling Connection Networks

Part III, containing Chaps. 7, 8 and 9, focuses on themodeling of arbitrary connection
networks in the WD domain. We refer to a connection network as a linear multi-port
whose ports are connected to arbitrary loads, which might be single circuit elements
or other networks. Connection networks in the WD domain are implemented using
scattering junctions called adaptors. In turn, suchWD junctions are characterized by
scattering matrices, whose properties depend on the characteristics of the modeled
reference connection network in the Kirchhoff domain and on the chosen definition
of wave variables. Connection networks can be classified in two main classes; the
class of reciprocal connection networks and the class of non-reciprocal connection
networks. In turn, the class of reciprocal connection networks includes “wire connec-
tions” of arbitrary complexity (i.e., series/parallel connections or interconnections
which are neither series nor parallel) and connection networks embedding recipro-
cal multi-ports, such as ideal two-winding or multi-winding transformers. On the
other hand, non-reciprocal connection networks, embed one or more non-reciprocal
multi-ports, such as nullors or controlled sources.

1.4.1 Modeling Sallen-Key Audio Filters in the Wave Digital
Domain

In [31, 34] a method based on theMNA analysis of the reference connection network
with instantaneous Thévenin equivalents connected to all its ports is presented. Ideal
sources of instantaneous Thévenin equivalents are set equal to the waves incident
to the WD junction and series resistances are set equal to reference port resistances
(free parameters). Chapter 7 presents the content of the published article [29], where
the MNA-based method is applied for implementing Sallen-Key filter circuits in the
WD domain. In particular, the eighteen filter models presented by Sallen and Key in
their historical 1955manuscript [26] are grouped into nine classes, according to their
topological properties. For each class the corresponding WD structure is derived.

1.4.2 Modeling Circuits with Arbitrary Topologies and Active
Linear Multiports Using Wave Digital Filters

Chapter 8 presents the content of the published journal article [30], where the MNA-
based method, presented in [31, 34] for modeling arbitrary connection networks
using WD adaptors based on voltage waves, is extended in such a way that it can
be applied to all mono-parametric definitions of waves using the generalized def-
inition described in Chap. 2. Moreover, it is shown that, connecting instantaneous
Norton equivalents to the ports of the connection network (instead of instantaneous
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Thévenin equivalents), in order to perform the MNA-based method, brings consid-
erable advantages in terms of computational cost because the number of nodes is
always reduced.

1.4.3 Generalized Wave Digital Filter Realizations of
Arbitrary Reciprocal Connection Networks

Chapter 9 presents the content of the published journal article [16] in which the ap-
proach developed by Martens et al. [23] for modeling and efficiently implementing
arbitrary reciprocal connection networks using WD scattering junctions based on
voltage waves is extended to be used in WDFs based on the generalized monopara-
metric and biparametric definitions of waves discussed in Part I. The method pre-
sented in this chapter is less general than the one presented in Chap. 8 (and pub-
lished in [30]), since it is limited to the modeling of reciprocal connection networks.
However, as far as reciprocal connection networks are concerned, the computational
efficiency of the proposed method generally surpasses or at least matches that of the
method in [30], both when the cost of scattering and the sizes of linear systems to be
inverted in order to form the scattering matrix are considered.

1.5 Part IV: Implementation of Circuits with Multiple
Nonlinearities

As outlined in the introduction, circuits with one nonlinear element can be imple-
mented using the trapezoidal discretizationmethod obtaining explicitWD structures,
i.e., digital structures without DFLs [24]. This is a considerable advantage of WD
modeling over alternative Virtual Analog modeling approaches developed in the
domain of voltages and currents, since they are typically characterized by implicit
equations and require the use of iterative solvers. Unfortunately, such a great benefit
is not preserved when circuits with multiple nonlinearities are considered because
all DFLs cannot be eliminated [7]. However, even in those cases, working in the
WD domain have proven to bring advantages. For instance, in [33] a method is in-
troduced that allows us to group all the nonlinear elements “at the root” of the WD
structure, enabling the possibility of separating the nonlinear part of the circuit from
the linear one; then, the multivariate nonlinear system of equations describing the
nonlinear part is solved using tabulation [13, 14, 33] or multivariate NR solvers
[25]. Another approach is presented in [28], where multidimensional WDFs and the
multivariate NR method are combined for solving nonlinear lumped circuits. An
alternative approach, described in [27], exploits the contractivity property of certain
WD structures for accommodating multiple nonlinearities using fixed point iteration
schemes. However, from a theoretical stand point, in [27], contractivity ensuring
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convergence of the fixed point algorithm is proven and analyzed only considering
linear WD structures.

Part IV, containing Chaps. 10, 11 and 12, is mainly devoted to the WD imple-
mentation of circuits with multiple nonlinearities using a further method called Scat-
tering Iterative Method (SIM) that has been recently developed starting from the
preliminary results presented in [6]. SIM is a relaxation method characterized by an
iterative procedure that alternates a local scattering stage, devoted to the computa-
tion of waves reflected from each element, and a global scattering stage, devoted to
the computation of waves reflected from a WD junction to which all elements are
connected. Similarly to what happens in the implementation methods described in
[27], wave signals circulate in the WD structure back and forth up to convergence.
A proven theorem guarantees that SIM converges when applied to whichever circuit
characterized by a reciprocal connection network and an arbitrary number of linear
or nonlinear one-ports whose i-v characteristic is monotonic increasing. It is worth
noticing that the absence of guarantee of convergence when it comes to implement
a nonlinear circuit using a whichever iterative method, does not necessarily imply
that the method cannot be used for solving that circuit anyway; as a matter of fact,
this happens in most situations in Spice-like software. The proven theorem not only
helps in identifying a class of nonlinear circuits for which the convergence of SIM
is theoretically ensured, but it also gives us insights about a strategy for increasing
its convergence speed, properly setting the free parameters (port resistances). SIM is
able to solve circuits with an arbitrary number Nnl of 2-terminal nonlinear elements
using Nnl independent one-dimensional NR solvers instead of one Nnl-dimensional
NR solver. This fact implies a number of interesting features that greatly differen-
tiate SIM from techniques based on high-dimensional NR solvers [25], like higher
robustness (or even convergence guarantee, when dealing with elements with mono-
tonically increasing i-v curves), higher efficiency and the possibility of solving the
nonlinearities in parallel threads of execution.

1.5.1 Wave-Based Analysis of Large Nonlinear Photovoltaic
Arrays

Chapter 10 presents the content of the published journal article [4] in which SIM
is employed for modeling and efficiently simulating large nonlinear photovoltaic
(PV) arrays under partial shading conditions. Given the irradiation pattern and the
nonlinear PV unit model (e.g., exponential junction model with bypass diode) with
the corresponding parameters, the WDmethod rapidly computes the current-voltage
curve at the load of the PV array [10]. The main features of the WD method are the
use of a scattering matrix modeling the arbitrary PV array topology and the adoption
of one-dimensional solvers to locally handle the nonlinear constitutive equations of
PV units. A rigorous analysis of SIM shows that it can be considered as a fixed-point
method that always converges to the PV array solution. Compared with standard
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Spice-like simulators, the WDmethod is up to 35 times faster for PV arrays made of
thousands of units. This makes the proposed method palatable for the development
of dedicated systems for the real time control and optimization of large PV plants,
e.g, maximum power point trackers based on the rapid exploration of the i-v curve
at the load.

1.5.2 Wave Digital Modeling of the Diode-Based Ring
Modulator

Chapter 11 presents the content of the published article [12] in which SIM is shown
to be suitable also for the discrete-time emulation of audio circuits for Virtual Analog
applications since it is robust and comparable to or more efficient than state-of-the-
art strategies in terms of computational cost. In particular, a WD model of a ring
modulator circuit constituted of four diodes and two multi-winding transformers is
derived. An implementation of the WD model based on SIM is then discussed and a
proof of convergence is provided.

1.5.3 Linear Multi-step Discretization Methods with Variable
Step-Size in Nonlinear Wave Digital Structures

Circuitmodeling in theWDdomain typically entails the implementationof capacitors
and inductors employing the trapezoidal discretization method with fixed sampling
step. However, in many cases, alternative discretization techniques, eventually based
on adaptive sampling step,might be preferable. Chapter 12 presents the content of the
journal article, inwhich an unified approach for implementingWDdynamic elements
based on arbitrary linear multi-step discretization methods with variable step-size as
time-varyingWDThévenin or Norton equivalents is discussed.Moreover, it is shown
that such an approach is particularly suitable to be combined with SIM for solving
circuits with multiple nonlinearities.

1.6 Part V: New Applications of WD Principles

Physical systems that do not come in the form of electrical circuits can often be
accurately represented by electrical equivalents, and then modeled and implemented
as WD structures. In some applications, it is even possible to define an electrical
circuit that models a digital signal processing structure, and use its WD model to
implement such system more efficiently. As an example of the sort, in Part V con-
taining Chap. 13, it is shown how certain first-order beamforming systems can be
represented using electrical equivalents and then implemented in the WD domain.
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1.6.1 Wave Digital Implementation of Robust First-Order
Differential Microphone Arrays

As a secondary research project during my Ph.D., I worked on the modeling of
Differential Microphone Arrays (DMAs) [2, 3, 17, 22]. In this regard, Chap. 13,
presents the content of the published journal article [1], in which a novel time-domain
WD implementation of robust first-order DMAs with uniform linear array geometry
[36] is described. In particular, it is shown that the reference beamforming system,
composed of an array of sensors and a bank of filters (one per sensor) designed
in the frequency domain, can be exactly represented by a bank of simple electrical
circuits. This fact allows us to derive a bank of WDFs, one per sensor, and obtain
a time-domain realization of the same beamformer which is less computationally
demanding than its counterpart implemented in the frequency domain. The proposed
beamformingmethod is extremely efficient, as it requires at most twomultipliers and
one delay for each filter, where the necessary number of filters equals the number
of physical microphones of the array, and it avoids the use of fractional delays. The
update of the coefficients of the filters, required for reshaping the beampattern, has
a significantly lower computational cost with respect to the time-domain methods
presented in the literature [18]. Thismakes the proposedmethod suitable for real-time
DMA applications with time-varying beampatterns.

1.7 Conclusions and Future Works

In this brief, I resumed the main contributions to WD modeling of lumped systems
presented in my doctoral dissertation. As far as future work is concerned, I think the
properties of BWDFs should be explored further. For instance, two parameters per
port could be exploited for increasing the speed of convergence of SIM. Moreover,
it is worth extending the applicability of SIM to circuits containing multi-port non-
linearities and nonreciprocal linear elements. Such extensions would pave the way
towards the realization of new general purpose circuit simulators that are potentially
more efficient, robust and parallelizable than mainstream Spice-like software.

Another promising application of the presented WD modeling techniques is the
design of inverse nonlinear systems, given direct systems represented as electrical
equivalent circuits. In fact, the inverse of a nonlinear circuit system can be obtained
by properly adding a nullor to the direct system itself [21]. In this regard, preliminary
results published in the conference paper [9] show how the approach for modeling
non-reciproca junctions in the WD domain, presented in [30], can be exploited for
modeling the inverse of certain single-input-single-output audio circuits.
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Systems, Iaşi, Romania. https://doi.org/10.1109/ISSCS.2015.7203989

15. Bernardini A, Werner KJ, Sarti A, Smith III JO (2016) Modeling nonlinear wave digital el-
ements using the Lambert function. IEEE Trans Circuits Syst I Regul Pap 63(8):1231–1242.
https://doi.org/10.1109/TCSI.2016.2573119

16. Bernardini A, Werner KJ, Smith III JO, Sarti A (2019) Generalized wave digital filter real-
izations of arbitrary reciprocal connection networks. IEEE Trans Circuits Syst I Regul Pap
66(2):694–707. https://doi.org/10.1109/TCSI.2018.2867508

17. Borra F, Bernardini A, Antonacci F, Sarti A (2019) Uniform linear arrays of first-order steerable
differential microphones. IEEE/ACM Trans Audio Speech Language Process 27(12):1906–
1918. https://doi.org/10.1109/TASLP.2019.2934567

https://doi.org/10.1109/LSP.2017.2787484
https://doi.org/10.1109/LSP.2017.2787484
https://doi.org/10.1109/LSP.2017.2695082
https://doi.org/10.1109/LSP.2017.2695082
https://doi.org/10.1109/TCSI.2017.2756917
https://doi.org/10.1109/TCSI.2017.2756917
https://doi.org/10.1109/TASLP.2019.2931759
https://doi.org/10.1109/TASLP.2019.2931759
https://doi.org/10.1109/EUSIPCO.2016.7760406
https://doi.org/10.1109/TCSI.2017.2679007
https://doi.org/10.23919/EUSIPCO.2017.8081383
https://doi.org/10.1109/ISCAS.2018.8351026
https://doi.org/10.1109/ISCAS.2018.8351026
https://doi.org/10.1109/EUSIPCO.2015.7362466
https://doi.org/10.1109/ISSCS.2015.7203989
https://doi.org/10.1109/TCSI.2016.2573119
https://doi.org/10.1109/TCSI.2018.2867508
https://doi.org/10.1109/TASLP.2019.2934567


14 A. Bernardini

18. Buchris Y, Cohen I, Benesty J (2016) First-order differential microphone arrays from a time-
domain broadband perspective. In: 2016 IEEE international workshop on acoustic signal en-
hancement (IWAENC), pp 1–5. https://doi.org/10.1109/IWAENC.2016.7602886

19. Fettweis A (1986) Wave digital filters: theory and practice. Proc IEEE 74(2):270–327. https://
doi.org/10.1109/PROC.1986.13458

20. Ho CW, Ruehli AE, Brennan PA (1975) The modified nodal approach to network analysis.
IEEE Trans Circuits Syst 22(6):504–509. https://doi.org/10.1109/TCS.1975.1084079

21. Leuciuc A (1998) The realization of inverse system for circuits containing nullors with ap-
plications in chaos synchronization. Int J Circuit Theory Appl 26(1):1–12. https://doi.org/10.
1002/(SICI)1097-007X(199801/02)26:1<1::AID-CTA989>3.0.CO;2-B

22. Lovatello J, Bernardini A, Sarti A (2018) Steerable circular differential microphone arrays. In:
26th European signal processing conference (EUSIPCO), pp 11–15. Rome, Italy. https://doi.
org/10.23919/EUSIPCO.2018.8553083

23. Martens GO, Meerkötter K (1976) On N-port adaptors for wave digital filters with application
to a bridged-tee filter. In: Proceedings of the IEEE international symposium on circuits and
systems, pp. 514–517. Munich, Germany

24. Meerkötter K, Scholz R (1989) Digital simulation of nonlinear circuits by wave digital filter
principles. In: IEEE international symposium on circuits and systems, pp 720–723. https://doi.
org/10.1109/ISCAS.1989.100452

25. Olsen MJ, Werner KJ, Smith III JO (2016) Resolving grouped nonlinearities in wave digital
filters using iterative techniques. In: Proceedings 19th international conference digital audio
effects, pp 279–286. Brno, Czech Republic

26. Sallen RP, Key EL (1955) A practical method of designing RC active filters. IRE Trans Circuit
Theory 2(1):74–85. https://doi.org/10.1109/TCT.1955.6500159

27. Schwerdtfeger T, Kummert A (2014) Amultidimensional approach toWaveDigital Filters with
multiple nonlinearities. In: 22nd Proceedings of the European signal processing conference
(EUSIPCO), pp 2405–2409. Lisbon, Portugal

28. Schwerdtfeger T, Kummert A (2015) Newton’s method for modularity-preservingmultidimen-
sionalwavedigital filters. In: Proceedings of the IEEE internationalworkshopmultidimensional
system Vila Real, Portugal

29. Verasani M, Bernardini A, Sarti A (2017) Modeling sallen-key audio filters in the wave digital
domain. In: 2017 IEEE international conference on acoustics, speech and signal processing
(ICASSP), pp 431–435. New Orleans, LA. https://doi.org/10.1109/ICASSP.2017.7952192

30. Werner KJ, Bernardini A, Smith III JO, Sarti A (2018) Modeling circuits with arbitrary topolo-
gies and active linear multiports using wave digital filters. IEEE Trans Circuits Syst I Regul
Pap 65(12):4233–4246. https://doi.org/10.1109/TCSI.2018.2837912

31. Werner KJ, Dunkel WR, Rest M, Olsen MJ, Smith III JO (2016) Wave digital filter modeling
of circuits with operational amplifiers. In: Proceedings of the european signal processing con-
ference, pp 1033–1037. Budapest, Hungary. https://doi.org/10.1109/EUSIPCO.2016.7760405

32. Werner KJ, Nangia V, Bernardini A, Smith III JO, Sarti A (2015) An improved and generalized
diode clipper model for wave digital filters. In: Proceedings of the 139th convention audio
engineering society, New York. Convention paper. #9360

33. Werner KJ, Nangia V, Smith III JO, Abel JS (2015) Resolving wave digital filters with mul-
tiple/multiport nonlinearities. In: Proceedings of the 18th international conference on digital
audio effects, pp 387–394. Trondheim, Norway

34. Werner KJ, Smith III JO, Abel JS (2015) Wave digital filter adaptors for arbitrary topologies
and multiport linear elements. In: Proceedings of the 18th international conference on digital
audio effects, pp 379–386. Trondheim, Norway

35. Werner KJ (2016) Virtual analog modeling of audio circuitry using wave digital filters. PhD
Dissertation, Stanford University, CA

36. Zhao L, Benesty J, Chen J (2014) Design of robust differential microphone arrays. IEEE/ACM
Trans Audio Speech Lang Process 22(10):1455–1466. https://doi.org/10.1109/TASLP.2014.
2337844

https://doi.org/10.1109/IWAENC.2016.7602886
https://doi.org/10.1109/PROC.1986.13458
https://doi.org/10.1109/PROC.1986.13458
https://doi.org/10.1109/TCS.1975.1084079
https://doi.org/10.1002/(SICI)1097-007X(199801/02)26:1<1::AID-CTA989>3.0.CO;2-B
https://doi.org/10.1002/(SICI)1097-007X(199801/02)26:1<1::AID-CTA989>3.0.CO;2-B
https://doi.org/10.23919/EUSIPCO.2018.8553083
https://doi.org/10.23919/EUSIPCO.2018.8553083
https://doi.org/10.1109/ISCAS.1989.100452
https://doi.org/10.1109/ISCAS.1989.100452
https://doi.org/10.1109/TCT.1955.6500159
https://doi.org/10.1109/ICASSP.2017.7952192
https://doi.org/10.1109/TCSI.2018.2837912
https://doi.org/10.1109/EUSIPCO.2016.7760405
https://doi.org/10.1109/TASLP.2014.2337844
https://doi.org/10.1109/TASLP.2014.2337844


1 Advances in Wave Digital Modeling of Linear and Nonlinear Systems: A Summary 15

Open Access This chapter is licensed under the terms of the Creative Commons Attribution 4.0
International License (http://creativecommons.org/licenses/by/4.0/), which permits use, sharing,
adaptation, distribution and reproduction in any medium or format, as long as you give appropriate
credit to the original author(s) and the source, provide a link to the Creative Commons license and
indicate if changes were made.

The images or other third party material in this chapter are included in the chapter’s Creative
Commons license, unless indicated otherwise in a credit line to the material. If material is not
included in the chapter’s Creative Commons license and your intended use is not permitted by
statutory regulation or exceeds the permitted use, you will need to obtain permission directly from
the copyright holder.

http://creativecommons.org/licenses/by/4.0/


Chapter 2
Enhancing Indoor Coverage by
Multi-Pairs Copper Cables: The Analog
MIMO Radio-over-Copper Architecture

Andrea Matera

Abstract Nowadays, the majority of indoor coverage issues arise from networks
that are mainly designed for outdoor scenarios. Outdoor networks, somewhat uncon-
trollably, may penetrate indoors with the consequence of coverage holes and outage
issues, hence reducing network performances.Moreover, the ever-growingnumber of
devices expected for 5Gworsens this situation, calling for novel bandwidth-efficient,
low-latency and cost-effective solutions for indoor wireless coverage. This is the
focus of this article, which summarizes the content of my Ph.D. thesis by presenting
an analog Centralized Radio Access Network (C-RAN) architecture augmented by
copper-cable, possibly pre-existing, to provide dense coverage inside buildings. This
fronthaul architecture, referred to as Analog MIMO Radio-over-Copper (AMIMO-
RoC), is an extreme RAN functional-split-option: the all-analog Remote Radio Units
take the form of tiny, simple and cheap in-home devices, andBaseBandUnit includes
also signals’ digitization. TheA-MIMO-RoC architecture is introduced in this article
starting from demonstrating its theoretical feasibility. Then, the origin and evolution
ofA-MIMO-RoC are described step-by-step by briefly going through previousworks
based on numerical analysis and simulations results. Finally, the overall discussion is
complemented by results obtained with a prototype platform, which experimentally
prove the capability of A-MIMO-RoC to extend indoor coverage over the last 100–
200m. Prototype results thus confirm that the proposed A-MIMO-RoC architecture
is a valid solution towards the design of dedicated 5G indoor wireless systems for
the billions of buildings which nowadays still suffer from severe indoor coverage
issues.

This work is a summary of the Ph.D. thesis “Interference Mitigation Techniques in Hybrid Wired-
Wireless Communications Systems for Cloud Radio Access Networks with Analog Fronthauling”
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2.1 Introduction

The goal of this article is to present a novel network architecture, referred to asAnalog
Multiple-Input Multiple-Output Radio-over-Copper (A-MIMO-RoC), whose goal
is to guarantee pervasive indoor wireless coverage within buildings. The role of
the proposed A-MIMO-RoC architecture in the fifth generation (5G) of wireless
systems is clarified in the following through four main pillar ideas that inspired this
work: (i) enhance/enable indoor coverage, (ii) Centralized Radio Access Network
(C-RAN) architecture, (iii) analog fronthauling and, finally, (iv) the RoC paradigm.
These concepts, which will continually recur in the remainder of the paper, are now
introduced one-by-one.

2.1.1 Indoor Propagation and C-RAN Architectures

By 2020 5G networks will be a reality, and 96% of wireless data traffic will originate
or terminatewithin a building, with an exponential increase of indoorwirelessmarket
value [2]. However, only 2% of the 30 billion square meters of indoor commercial
real estate have dedicated in-building wireless systems, while the remaining are still
served by networks originally designed for outdoors. This is the reasonwhyproviding
enhanced solutions for indoor coverage is the main task that both industries and
academia are facing for the deployment of upcoming 5G systems.

Network deployment densification is almost mandatory to achieve the 5G perfor-
mance targets. However, it will cause challenging interference scenarios, thus calling
for an actual revolution in the way RAN resources are handled. According to this
context, the C-RAN architecture [3], already adopted in 4G networks, will surely
play a key role also in the next generation 5G networks, albeit it will need to be
substantially redesigned to accommodate the more demanding 5G requirements.

2.1.2 Analog Fronthauling Architectures

In 4G networks, Remote Radio Units (RRUs) and BaseBand Units (BBUs) commu-
nicate over the so-called FrontHaul (FH) link, which is a high-capacity link conven-
tionally based on fiber optics. This architecture is designed to support the streaming
of digitized RF signals according to specific digital streaming protocols, such as the
Common Public Radio Interface (CPRI) [4].

In perspective, it is widely agreed that today’s CPRI-based mobile FH will hardly
scale to the increased 5G radio signal bandwidths, especially for multiple-antenna
RRUs. This is mainly due to signal digitization that, beside the uncontrolled end-
to-end latency, would also cause a severe bandwidth expansion, thus exceeding the
capacity of current FH links. In order to overcome these limitations, numerous RAN
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Fig. 2.1 Functional split options proposed for 5G New Radio (NR) and analog fronthaul

architectures have been recently proposed with the aim of making the redistribution
of RAN functionalities between BBU and RRU more flexible [5] (see Fig. 2.1).

In contrast with these digital RAN architectures, an effective solution to relax the
FH requirements is the overtaking of conventional digital FH connections in favor of
a fully analog relay of RF signals between RRUs and BBUs. Analog FH links com-
pletely by-pass bandwidth/latency issues due to digitization, reduce hardware costs,
improve energy efficiency, and easily allow for synchronization among multiple
decentralized RRUs, thus enabling any MIMO joint-RRUs processing. As shown in
Fig. 2.1, C-RAN architectures with analog FH represent an extreme RAN functional
split option whereby even the Analog-to-Digital and Digital-to-Analog Converters
(ADC/DAC) are shifted to the BBU, while only the RF functionalities are left to
the RRUs, which in turn become extremely low-complexity and analog-based only
devices. RRU functionalities are limited to the relaying of Intermediate Frequency
(IF) signals to/from the BBUs, after having frequency-converted and scaled down
these IF signals in order to comply with FH capabilities. Furthermore, the RRUs
used in analog FH are protocol-independent units, hence capable to transparently
relay signals belonging to any Radio Access Technology (RAT), which represents
an important step towards the wide-range heterogeneity promised by 5G networks.

2.1.3 Radio-over-Copper

Analog C-RAN architectures can be based on different FH technologies. Among
these, Analog Radio-over-Fiber (A-RoF), which is based on the analog relaying of
optical IF signals over long-range fiber-optic links, is a very attractive FH architecture
capable to carry several Gbps in terms of equivalent wireless data-rate [6]. However,
the deployment of a pervasive optical infrastructure would be too costly to provide
a satisfactory business case for practical indoor applications. In this case, the most
intuitive solution is to extend indoor coverage by relaying the analog FH signals
over the pre-existing Local Area Network (LAN) cabling infrastructure of buildings
leading to the so-called A-RoC paradigm [7]. A-RoC architecture allows for the
remotization ofRF equipment, which aremoved in proximity of theUser Equipments
(UEs) without the need of a new network infrastructure, hence improving indoor
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wireless coverage over the last 100–200m. Moreover, by leveraging the Power-over-
Ethernet (PoE) technology, A-RoC enables to power the remote RF equipments over
the same copper-cables, which simplifies the final architecture as no additional power
supply devices are needed. The A-RoC paradigm encompasses both the advantages
of analog FH and the economical benefits of reusing the existing copper-cables
infrastructures, thus becoming a perfect candidate for extending 5G indoor wireless
coverage as pursued by the telecom industry [8–10].

2.1.4 Contribution

This article is intended as a summary of my Ph.D. thesis [1]. Starting from the
native A-RoC concept, it presents a more general and flexible analog FH architecture
capable to carrymulti-RAT/multi-antenna RF signals indoors over 50–200m copper-
cables. This novel FHarchitecture is referred to asAnalog-MIMO-RoC, emphasizing
the multiple-links nature of both radio (by antennas) and cable (by twisted-pairs)
channels connecting the BBU with the UEs.

In particular, this article briefly presents the A-MIMO-RoC architecture from
both theoretical and experimental perspectives. In this direction, firstly, the feasibility
of the proposed A-MIMO-RoC architecture is demonstrated by numerical results,
showing that LAN cables are suitable candidates for relaying RF signals indoors
over more than 100m. Secondly, the evolution of the A-MIMO-RoC architecture is
describedby reviewingpreviousworks that exhaustively present the theorybehind the
A-MIMO-RoC architecture. Theseworks cover both uplink and downlinkA-MIMO-
RoC channels, single- and multi-UE settings, and also provide useful insights on the
performance trade-offs among heterogenous 5G services when they coexist in the A-
MIMO-RoC architecture. Lastly, the overall theoretical discussion is complemented
by experimental validations of a A-MIMO-RoC prototype for multi-antenna FH
indoor applications.

2.2 The Genesis of the A-MIMO-RoC Architecture

By reviewing importantmilestones in the evolution of copper-basedFHarchitectures,
this section describes how A-MIMO-RoC origins from the native A-RoC concept.

The A-RoC concept dates back to [7], where twisted-pairs copper-cables were
proposed for femto-cell systems to exchange analog RF signals between a remote
location hosting all PHY/MAC functionalities (BBU) and an in-home antenna device
performing only the analog relay of signals (RRU).

Afterwards, the A-RoC architecture gained lots of attention becoming the basis of
commercial solutions exploiting the pre-existing LAN cables of buildings to extend
indoor coverage over distances longer than 100m [8]. By using all 4 twisted-pairs
contained into the LAN cable at low-frequency (characterized by low attenuation
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and crosstalk interference [11]), one can serve up to 4 antennas (e.g., 4× 4 MIMO)
per LAN cable.

Still based on the A-RoC concept, Huang et al. [12] proposed an LTE-over-copper
architecture based on the colocation of RRU and Digital Subscriber Line (DSL)
equipment in the same street cabinets. Authors proved that, by employing a single
twisted-pair in the 21–24MHz cable frequency band (not used by any DSL service),
it is feasible to transport a 3GPP compliant LTE radio signal up to 350m away from
the cabinet. Crosstalk mitigation in LTE-over-copper systems is covered inMedeiros
et al. [13] for the case of 6 twisted-pairs interfering with each other, still in the 21–24
MHz frequency range.

All the aforementioned works proved the feasibility of A-RoC as an alterna-
tive/complementary technology for FH links. However, none of them attempted to
push the usage of cable frequency beyond the first tens of MHz, thus not making
an efficient usage of the large bandwidth offered by copper-cables. As detailed in
the following, this is precisely one of the key characteristics of the A-MIMO-RoC
architecture presented here.

2.3 Theoretical Feasibility and Challenges
of A-MIMO-RoC

This article presents an extension of the A-RoC paradigm to multiple-antennas
RRUs and multiple twisted-pairs copper-cables, e.g., LAN cables (i.e., Cat-5/6/7).
As shown in Fig. 2.2, the result is amore flexible and general FH architecture, namely

Fig. 2.2 The analog MIMO Radio-over-Copper architecture for indoor wireless coverage



22 A. Matera

0 100 200 300 400 500

Frequency [MHz]

-90

-80

-70

-60

-50

-40

-30

-20

-10

0
|H

i,j
|2  [d

B
]

100m cable;
Blue lines: Cat-5
Red lines: Cat-6
Yellow lines: Cat-7

FEXT

IL

Noise floor @ -140dBm/Hz

50 75 100 125 150 175 200

LAN cable length [m]

10

20

30

40

50

60

70

80

90

N
um

be
r 

of
 R

R
U

 a
nt

en
na

s 
(2

0-
M

H
z 

ea
ch

)

Cat-5

Cat-7

Cat-6
SINR

Fig. 2.3 The transport capabilities of LAN cables: IL and FEXT characteristics vs frequency (left)
and number of RRU antennas served per LAN cable versus cable type and cable length (right) [11]

A-MIMO-RoC,which is characterized by the cascade of aMIMOwired channel over
a MIMO wireless channel. Inspired by the A-RoC concept, an important stepping-
stone towards the proposal of theA-MIMO-RoCarchitecture has been to demonstrate
the huge transport capabilities offered by LAN cables, which contain 4 twisted-pairs
bonded together offering up to 500MHz bandwidth/pair (2 GHz overall). To this aim,
the high frequency portion of LAN cables for indoor C-RAN applications has been
first explored in our previous work [11] by numerical simulations. As shown in the
left part of Fig. 2.3, although cable InsertionLoss (IL) and Far-End-Crosstalk (FEXT)
among the 4 pairs rapidly increase versus frequency, the Signal-to-Interference-plus-
Noise Ratio (SINR) is high enough to allow for transmission up to several hundreds
of MHz. This is confirmed by the right portion of Fig. 2.3, which shows that more
than 60 RRU antennas carrying a 20MHz LTE channel/ea. can be served by a 100m
Cat-5 cable with approx. 500 MHz bandwidth/pair, and this number raises up to
approx. 70 and 80 RRU antennas for Cat-6 and Cat-7 LAN cables, respectively.

Previous work [11] asserts the theoretical feasibility of the proposed architecture.
However, in practice, the analog nature of A-MIMO-RoC poses several technical
challenges that complicate its design and optimization: (i) as mentioned, FEXT
among the 4 pairs and IL, if not properly handled, severely limit the performance
of LAN cables, especially at high cable frequency (see the left part of Fig. 2.3), (ii)
for a large number of RRU antennas, it arises the problem of how to map the signal
to/from each antenna onto the available cable resources defined in space dimension
(i.e., the 4 twisted-pairs) and frequency dimension (i.e., the frequency bandwidth of
each twisted-pair), (iii) the all-analog RRU equipment (e.g., home-device) should be
as simple/cheap as possible, but in the meanwhile able to handle up to several tens of
antennas, (iv)LANcables are subject to strict power constraints thatmust be carefully
taken care of in the system design, especially in downlink direction, (v) in case of
multiple-UEs, interference cancellation techniques for compound A-MIMO-RoC
should be properly designed, but still releasing the RRU from any computationally
complex signal processing, and (vi) in heterogeneous 5G networks, the coexistence
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among different services with different constraints in terms of data-rate, reliability
and latency must be carefully investigated.

The goal of my Ph.D. research activity has been to propose effective solutions to
the problems above. These are briefly presented in the next section.

2.4 A-MIMO-RoC: Numerical Analysis and Simulations
Works

This section describes the evolution of the A-MIMO-RoC architecture by briefly pre-
senting the main works contributing to build the A-MIMO-RoC theory and address-
ing the critical issues introduced in the previous section. In this regard, the critical
aspects (i), (ii), (iii) mentioned above have been addressed in our previous works
[14, 15], which present a single-UE uplink A-MIMO-RoC scenario based on LAN
cables. In particular, [14] proposes a novel and flexible resource allocation strat-
egy between the RF signals at each RRU antenna, received from the UEs over the
wireless channel, and the twisted-pair/frequency resources over the cable FH link.
This wireless-wired resource mapping, referred to as Space-Frequency to Space-
Frequency (SF2SF) multiplexing due to the space-frequency nature of both wireless
and wired signals, is shown in the paper to substantially mitigate the impairments
introduced by the cable FH, once evaluated in terms of UE throughput. An example
is shown in Fig. 2.4, in which the RRU receives the signal from the single-UE, maps
it onto the cable by exploiting the SF2SF multiplexing principle, and then relays it

Fig. 2.4 Impact of SF2SF multiplexing on the single-user A-MIMO-RoC performance [14] (color
figure online)
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to the BBU over the LAN cable. The SINR for the single-UE signal at the BBU
is shown as performance metric by varying the angular position of the UE within
the array coverage area, and assuming that two adjacent hotspots interfere with the
useful signal. Each solid grey line in the plot is obtained by randomly selecting a
SF2SF allocation at the RRU. For the purposes of this article, beside the expected
performance losses in correspondence of the two interfering hotspots, it is enough
to notice the great gain the can be achieved by selecting the best SF2SF at each
angle (dashed-dotted red line) which attains the performance of the ideal mobile FH
(dashed blue line). More details can be found in [14].

A similar scenario is considered in [15], where the coexistence between FH sig-
nals and other services (e.g., DSL, PoE, etc.) over the same LAN cable has been
tested for indoor, thus confirming the performance boost provided by SF2SF mul-
tiplexing technique. Still focusing on the single-UE A-MIMO-RoC channel, [16]
presents an information theoretical study for heterogenous 5G networks, whereby
enhanced Mobile Broadband (eMBB) and Ultra Reliable Low Latency Communi-
cations (URLLC) services coexist in the same physical resources. The analysis in
[16] provides some useful insights on the performance trade-offs between the two
services when they coexist in the uplink of the proposed A-MIMO-RoC architecture.

The problem of optimally designing SF2SF multiplexing is tackled for the A-
MIMO-RoC downlink channel in single- and multi-UE settings in [17] and [18],
respectively. In addition to all the issues due to the analog relaying of signals already
mentioned for the uplink channel, the downlink SF2SF problem is complicated by
the different power constraints that need to be jointly fulfilled both at the cable input
and at the RRU antennas. Furthermore, in multi-UE settings digital precoding at the
BBU needs to be properly designed in order to cope with the resulting multi-UE
interference. As a first step, [17] confirms the potential of SF2SF also for the single-
UE downlink A-MIMO-RoC channel. Then, [18] shows that, in multi-UE settings,
the SF2SF multiplexing optimization (performed at the RRU), jointly designed with
digital precoding of the overall wired-plus-wireless channels (performed at the BBU)
and UE ordering optimization, is able to cope with both multi-UE interference and
analog FH impairments, thus providing substantial performance gains in terms of
minimum rate guaranteed for all the UEs. Finally, [19] focuses on the precoder
design problem proposing a nearly-optimal BBU precoding algorithm and RRU
power amplification strategy for the multi-UE A-MIMO-RoC downlink channel.

2.5 A-MIMO-RoC Prototype and Experimental Results

The A-MIMO-RoC prototype platform has been purposely developed in order to
validate by real-world experiments the proposed FH architecture. The goal of this
section is to describe part of the experiments that have been conducted in order to: (i)
confirm the transport capabilities offered by the pre-existing copper cabling infras-
tructure of buildings, and (ii) experimentally prove the potential of the proposed
SF2SF wireless-wired resource allocation strategy, expected to enable A-MIMO-
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RoC to transparently carry multi-antenna RF signals over a single LAN cable. In
particular, this is achieved by demonstrating the possibility to relay MIMO LTE sig-
nals, in an all-analog fashion, over LAN cables exploiting also high cable-frequency
(tested here up to 400MHz) with negligible performance degradation.

2.5.1 Experimental Settings

The A-MIMO-RoC prototype, shown in Fig. 2.5, is composed by two identical bi-
direction LAN-to-Coax Converters (L2CCs). The prototype platform has been tested
through the TRIANGLE testbed, the essence of the H2020 TRIANGLE project [20],
that allowed us to experimentally measure the end-to-end performance degradation
introduced by the analog relaying over the copper-cable that is interposed between
the two L2CCs. The LTE signals to be relayed over copper have been generated by
the Keysight UXM RAN emulator.

The TRIANGLE testbed has been employed in its typical device-testing config-
uration, but inserting a 4-pairs RJ45 LAN cable between the RF output ports of the
UXM and the RF connections at the UEs. The cable interfaces with the UXM and the
UEs bymeans of the two L2CCs, which represent the core of theA-MIMO-RoC plat-
form. The L2CCs perform impedance adaptation, cable equalization, coax-to-pairs
mapping/demapping and RF/IF conversion (i.e., that implement SF2SF functionali-
ties), and include all-passive/all-analog devices along the signal path to ensure fully
bi-directional operations.

Fig. 2.5 A-MIMO-RoC prototype and experiment setup
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For all wireless communications performed by exploiting theA-MIMO-RoC plat-
form, we used a 50mCat-5e LAN cable (which is the cable type commonly deployed
in buildings) with a bandwidth experimented here up to 400MHz per each twisted-
pair. For the LTE signals, RF cables have been used to connect the second L2CC
(i.e., the one on the left of Fig. 2.5) to the UE.

The top of Fig. 2.5 shows a simplified block diagram of the experimental setup, the
bottom details the role of each component used for the experiments. In particular, the
experiment setup is as follows (only the downlink is described, uplink is symmetri-
cal): (i) up to 4 LTE signals are generated by theUXM; (ii)RF cables are connected at
each RF output of the UXM; (iii) the signal carried on each RF cable is IF-converted
to match the LAN cable bandwidth (e.g., in the 10–400 MHz range), possibly mul-
tiplexed in frequency over cable by the first L2CC; (iv) each IF-converted signal is
conveyed by one of the 4 twisted-pairs: cable adaptation/equalization, coax-to-pairs
mapping and RF-to-IF conversion between coax and twisted-pair are performed by
the first L2CC; (v) at the other end of the cable, RF cables are connected to the RF
connectors of the second L2CC, that performs cable adaptation/equalization, pairs-
to-coax de-mapping and IF-to-RF conversion to interface with the UEs under test;
(vi) the DEKRA Performance Tool and the TestelDroid test suite, integrated into the
TRIANGLE testbed, are used to test the UEs performances [20].

2.5.2 A-MIMO-RoC for LTE Versus Cable IF

This experiment concerns the tests about relaying over copper a 2× 2 MIMO LTE
signal. The goal is two-fold: (i) to prove the feasibility of transporting 2 LTE RF
bands, corresponding to the MIMO signal, over 2 different twisted-pairs of the LAN
cable, but at the same cable IF ( fIF) to validate the extreme case of a strong mutual
interference between two twisted-pairs (see Fig. 2.6); and (ii) to evaluate the perfor-
mance degradation caused by increasing fIF, i.e., by using fIF for which interference
among pairs and attenuation are more severe.

Performance have been evaluated in downlink direction in terms of throughput
and BLER for different MCSs, from 0-QPSK to 17-16QAM [22]. Figure2.7 shows

Fig. 2.6 A-MIMO-RoC experiment settings and RF signals mapping over cable
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Fig. 2.7 Experiments for a 2× 2 MIMO LTE signal: BLER and throughput versus MSC and IFs
[21]

both throughput and BLER for a Static MIMO channel, BWLT E = 5MHz and three
different cable fIF = 75,175,400MHz. For brevity, this is the only configuration
shown in this article. However, additional results for LTE signals with different
MIMO channel models and RF bandwidths are in [21]. The LTE system settings and
signalmapping over cable adopted for the tests are reported in Fig. 2.6. Themaximum
theoretical throughput achievable by each MCS [22] over the considered channel
bandwidth BW is shown as reference. Figure2.7 proves that the performance loss due
to theA-MIMO-RoCprototype is almost negligible for all consideredMCS and cable
fIF selections. As expected, BLER increases for high MCS, but the degradation w.r.t
the maximum throughput is still small. Concluding, Fig. 2.7 confirms experimentally
the feasibility of relaying MIMO LTE signals over copper-cables at high frequency,
even in the worst case of 2 LTE bands carried over 2 twisted-pairs at the same
fIF = 400MHz, and thus maximally interfering with each other.
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2.6 Conclusions

This article summarized the content of my Ph.D. thesis by presenting the Analog
MIMO Radio-over-Copper (A-MIMO-RoC) architecture: an analog Cloud Radio
Access Network (C-RAN) architecture that exploits analog FrontHaul (FH) links
based on pre-existing copper-cables, e.g., Local Area Network (LAN) cables, to
distribute Radio-Frequency (RF) signals into buildings at low cost, complexity and
latency. The article first introduced theA-MIMO-RoC architecture by showing simu-
lation results that assert the feasibility of LAN cables to efficiently relay RF indoors
over the last 50–200m. Then, several previous works have been briefly reviewed
in order to present the theory behind A-MIMO-RoC. These works cover multiple
aspects of A-MIMO-RoC including wired-wireless resource allocation strategies for
uplink and downlink channels, interference mitigation techniques for single- and
multi-user settings, and the investigation of performance trade-offs for heteroge-
neous 5G networks with multiple services coexisting in the same physical resources.
The overall theoretical discussion has been finally supported by experimental results
obtained with a hardware prototype platform. These confirmed that A-MIMO-RoC
is not only an interesting research topic providing numerous theoretical insights, but
mainly a practical solution capable to cope with real-world problems that engineers
and researchers are facing today in deploying next generation 5G indoor networks.
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Chapter 3
Chirp Generators for Millimeter-Wave
FMCW Radars

Dmytro Cherniak and Salvatore Levantino

Abstract The vast number of radar applications generates the demand for
highly-linear, low-noise, fast chirp generators implemented in nanoscale CMOS
technologies. Off-the-shelf chirp synthesizers are realized in BiCMOS technologies
and demonstrate excellent phase noise performances, though, at high cost and limited
modulation speed. This chapter describes a new class of fast and reconfigurable chirp
generators based on digital bang-bang phase-locked loops, suitable for integration in
modern CMOS processes. After analyzing the impact of the chirp generator impair-
ments on a frequency-modulated continuous-wave (FMCW) radar system, a novel
pre-distortion scheme for the linearization of critical blocks is introduced to achieve
at the same time low phase noise and fast linear chirps. The chirp generator fabricated
in 65-nm CMOS technology demonstrates above-state-of-the-art performance: It is
capable of generating chirps around 23-GHz with slopes up to 173 MHz/µs and idle
times of less than 200 ns with no over or undershoot after an abrupt frequency step.
The circuit consuming 19.7 mA exhibits a phase noise of −100 dBc/Hz at 1 MHz
offset from the carrier and a worst case in-band fractional spur level below−58 dBc.

Keywords CMOS · Phase-locked loops · Radar

3.1 Introduction

Cost reduction is the cornerstone in nowadays radar systems. The radar technol-
ogy, which has been for a long time, since the invention in early 1930s, exclusive
to military and defence, is now being adopted in a wide spectrum of applications
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including automotive, industrial and consumer market [1, 2]. In the context of
advance driver assistance system (ADAS) and autonomous driving, the radar tech-
nology has been employed for about two decades for object detection as well as
range, relative velocity and azimuth sensing. In the future, the combination of radar
sensors with machine learning will enable the vision of the vehicle. In comparison
with other environmental perception sensors such as cameras and light detection and
ranging (LIDAR), radars operate under foggy, dusty, snowy and badly lighted envi-
ronment, which is essential for the automotive applications [3, 4]. Initial automotive
radar sensors were extremely expensive as they were based on discrete circuit ele-
ments. The next-generation radar systemswere implementedwith several monolithic
microwave integrated circuits (MMICs) in high-performance GaAs technology [1].
Further cost reduction and increased level of integration was achieved by moving to
SiGe bipolar or BiCMOS technology [5]. Most of the nowadays radar systems are
realized in BiCMOS technology, but the fast development of the automotive industry
demand for a single-chip radar solution in modern CMOS technology [6].

In a frequency-modulated continuous-wave (FMCW) radar system, an FM-
modulated carrier is transmitted and the delay between the reflected and the trans-
mitted carriers is taken as a measure of the distance, i.e. the range, between the radar
and the target. Using triangular or saw-tooth waveforms to frequency-modulate the
carrier, the delay between the reflected and transmitted signals can be easily and
accurately measured by detecting the frequency offset between the two signals, as
shown in Fig. 3.1. A carrier with a linear FM modulation is referred to as a chirp
signal. The performance of an FMCW radar is mainly determined by the speed, lin-
earity and phase noise of the chirp generator [7]. Different radar applications require
different chirp configurations as well as different noise levels. In general, enlarging
the modulation bandwidth, i.e. the peak-to-peak amplitude of the chirp modulation
signal, improves the range resolution and lowering the phase noise increases the
signal-to-noise ratio (SNR). However, reducing the period of the chirp (enabling fast
chirps) would be one of the keys to improve the radar system performances. In fact,
fast chirps allow:

• a larger separation in frequency of the targets,
• increasing the beat frequency beyond the flicker noise corner,
• increasing the maximum unambiguous velocity,
• improving the velocity resolution,
• averaging the detected signal, thus improving the SNR [8].

3.2 Digital PLL with Two-Point Modulation Scheme

The architecture of theDPLL-basedmodulatorwith the two-point injection technique
is presented in Fig. 3.2a. The modulation signal mod[k] is simultaneously applied
with inverted sign to the feedback path of the phase-locked loop as well as added
to the output of the digital loop filter. The above configuration allows to overcome
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the bandwidth limitation of the conventional PLL-based modulators [9]. Figure 3.2b
presents the simplified linearized phase-domainmodel of theDPLL-basedmodulator
architecture in Fig. 3.2a. The signals ϕr [k], ϕd [k] and ϕv[k] in Fig. 3.2b represent
the variable phase of the reference, divided and output clocks, respectively. The
signal � fv[k] is the variation of the DCO output frequency and fr is the reference
frequency. The transfer function of the DLF is the standard proportional-integral one:
HDLF (z) = β + α/(1 − z−1).

The expression of the loop gain is given by

Gloop(z) = K · HDLF (z) · z−1

1 − z−1
, (3.1)

where K = K f Ktdc/(N f 2r ), being N the feedback divider ratio, Ktdc the TDC gain
expressed in [s/bit], K f the DCO gain expressed in [Hz/bit].

Denoting as mod(z) and � fv(z) the z-transforms of the time-domain signal
mod[k] and the output frequency variation � fv[k], and being Gloop(z) the PLL
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loop gain, the transfer function from mod(z) injected into the feedback to � fv(z) is:

Hlp(z) = fr · Gloop(z)

1 + Gloop(z)
, (3.2)

that is the standard low-pass transfer function of a PLL multiplied by fr .
The transfer function from the other point of injection, at the DLF output, is

instead the following one:

Hhp(z) = g0K f

1 + Gloop(z)
, (3.3)

that is a high pass one.
If the value of the gain g0 is exactly equal to fr/K f , the linear superposition of

the two transfer functions results in an all-pass transfer function:

Hmod(z) = Hlp(z) + Hhf (z) =
= fr ·

(
Gloop(z)

1 + Gloop(z)
+ 1

1 + Gloop(z)

)
= fr .

(3.4)

In practice, the DCO gain K f in (3.3) is not only variable over process, tem-
perature and voltage (PVT), but also dependent on the output frequency, given the
nonlinearity of a typical DCO tuning characteristic. Thus, the two-point injection
technique requires an accurate estimation of g0 coefficient in order to guarantee that
it is always equal to fr/K f . Any inaccuracy in DCO gain estimation would alter the
Hmod(z) transfer function from its ideal value and give rise to the following frequency
error:

� ferror = mod(z) · [ fr − Hmod(z)], (3.5)

where Hmod(z) is the transfer function from mod(z) to � fv(z), given by (3.4).
Intuitive considerations may suggest that the error made in the estimation of K f

is suppressed by the loop to some extent. However, how this error impacts the output
� ferror is not obvious and has never been addressed in the literature. In the following,
the analysis of chirp linearity errors in the presence of DCO gain errors is carried
out.

Replacing the DCO gain in (3.3) with the estimate K̂ f and computing again the
expression of Hmod(z), we derive the following equation:

Hmod(z) = fr ·
(
K f

K̂ f

· 1

1 + Gloop(z)
+ Gloop(z)

1 + Gloop(z)

)
=

= fr · 1 + (1 + εK f ) · Gloop(z)

(1 + εK f ) · [1 + Gloop(z)] ,
(3.6)
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where the last expression follows after introducing the relative gain error εK f , such

that K̂ f = K f · (1 + εK f ).
The chirp error εchirp normalized to the modulation amplitude BW can be derived

(3.5) by replacing the expression of Hmod obtained in (3.6):

εchirp(z) = � ferror
BW

= mod(z) · fr
BW

· εK f

1 + εK f

· 1

1 + Gloop(z)
. (3.7)

Equation (3.7) reveals that, in the presence of DCO gain estimation error, the
spectrum of the chirp error is given by the spectrum of the modulation signal after
high-pass shaping with dominant pole located at around the closed-loop bandwidth
of the PLL [the last factor in (3.7)]. This means that the PLL is able to reject chirp
errors induced by the gain error, as long as the modulation speed is slow enough with
respect to the bandwidth of the closed loop. If, instead, a portion of the spectrum of
mod[k] falls outside PLL bandwidth, the loop plays no role and the error propagates
to the output causing chirp distortion.1

3.3 Adaptive Digital Pre-distortion

In FMmodulators based onDPLLs, the nonlinearity of theDCO is themain source of
chirp distortion. In practical DCOs, there are several sources of nonlinearity. On top
of the intrinsic 1/

√
LC nonlinearity, DCOs may also exhibit a random or periodic

nonlinearity due to mismatch within the digitally-controlled capacitor bank.
Figure3.3 presents a typical class-BLCoscillatorwhere the resonant tank includes

a fixed inductor LT and a digitally-controlled capacitorCT x , which is typically imple-
mented using high-quality metal-metal capacitors with near-zero temperature and
voltage coefficients [10]. However, the parasitic capacitance Cp of the MOS devices
(e.g. cross-coupled differential pair, switch, etc.) exhibits a non-zero temperature
and voltage coefficients which make the frequency-tuning curve dependent on those
parameters.

In principle, DCO tuning characteristic can be linearized by applying the pre-
distortion concept depicted in Fig. 3.4. The compensation can be implemented in
either analog or digital way. Reference [11] presents a transformer-based LC-
oscillator which mitigates the effect of the variable inductance. However, this
approach requires complex electromagnetic (EM) simulations for an accurate design
of the transformer and of the digitally-controlled capacitors. A more common
approach is to implement pre-distortion in the digital domain by means of a look-up
table (LUT) or a polynomial which is the inverse of the tuning characteristic of the

1More rigorously, the loop gain, Gloop(z), in (3.7) should be slightly different from the nominal
one, since it is also affected by the DCO gain errors itself εK f . This correction, however, implies
only a negligible variation in the loop gain value, and does not alter appreciably the final result
given in (3.7).
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DCO. In [12], the pre-distortion coefficients are stored in a 24 kbit SRAMLUTwhich
is filled during the calibration phase that takes 4 s at the start-up. The main issue of
this approach is that the pre-distortion coefficients are identified in foreground. So,
the calibration is not robust against voltage and temperature variations.

A background calibration of the digital pre-distorter (DPD) was proposed in [13]
which describes a DPLL-based phase modulator for wireless communications. The
gain required to match the characteristics of each capacitor bank of the DCO is
estimated in background by means of the LMS algorithm. The time constant of the
implemented background calibration running at 40 MHz clock is in the range of
100 µs which allows effective tracking of slow temperature and voltage variations.
To implement an ideal DPD for an N -bit DAC (e.g. like the DCO) a LUT with 2N

fields is required [12]. This kind of complexity is acceptable for the foreground DPD
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Fig. 3.5 The conceptual
drawing of a a piecewise-
linear DPD and b two-point
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implementation. However, if the background calibration is required, the complexity
of the digital part significantly increases. An LMS-based implementation would
require a multiplexer and an accumulator for each LUT field.

The concept of a piecewise-linear DPD is aimed to reduce the complexity of the
DPD and make an adaptive implementation feasible. In the context of DPLLs, an
adaptive piecewise-linear DPDwas originally proposed in [14] and later employed in
[15, 16] for the correction of the digital-to-time converter (DTC) and time-to-digital
converter (TDC) nonlinearity. The general idea of the piecewise linear DPD is illus-
trated in Fig. 3.5a. The inverse characteristic of the nonlinear block is approximated
with a piecewise-linear curve. The DPD block is intended to remap the modulation
signalmod[k] to the tuningword tw[k] in order to achieve a linear tuning characteris-
tic of the output frequency fDCO over the modulation signal mod[k]. The piecewise
linear characteristic is constructed with a finite set of {ci } and {gi } coefficients rep-
resenting the position of the segments and the connecting slopes, respectively.

Figure3.5b presents the concept of the two-point digital PLL-based modulator
which incorporates the adaptive DPD. Themodulation signalmod[k] is pre-distorted
at the high-pass injection point before being applied to the phase-locked loop. The
TDC output e[k] is a digital representation of the phase error in the two-point modu-
lator architecture. As it was presented in the previous section, any mismatch between
the two injection points would appear as a phase error at the input of the TDC. Thus,
the error signal e[k] can be utilized to adapt theDPD characteristic in the background.
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3.4 Implemented Prototype

A 23-GHz DPLL-based FMCW modulator was designed and implemented in an
existing65nmCMOS technology [17]. Theprototype features an adaptive piecewise-
linear DPD with multiple slope estimation which is applied for DCO nonlinearity
correction.

Theblockdiagramof the implementedDPLL-basedFMCWmodulator is depicted
in Fig. 3.6. The DPLL is based on a binary phase detector (BPD) (or a single-bit
TDC) which operates in a random noise regime. The regime of the BPD is enabled
by means of a DTC similar to the architecture originally proposed in [18]. The
feedback path starts with a prescaler-by-four implemented in current-mode-logic
(CML), which reduces the frequency of the DCO output to about 5.8 GHz and
allows low-power implementation of the multi-modulus divider (MMD) in true-
single-phase-clock (TSPC) logic. The output of the prescaler is also used to feed the
pad driver.

The single-bit output of the BPD is fed into a digital loop filter which is imple-
mented as a conventional proportional-integral (PI) filter with programmable coef-
ficients. The digital core of the PLL is realized in a single-clock domain which
simplifies its design. The clock used for the digital core is the divided clock after
the DTC (div). The DPLL is fed with a 52-MHz reference clock derived from an
on-chip crystal oscillator with an off-chip resonator.
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Fig. 3.6 Block diagram of the implemented DPLL-based FMCW modulator prototype
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3.4.1 DTC Design and Control

The DTC is intended to cancel the quantization noise introduced by theMMD driven
by a second-order�� modulator. The residual of theMMDquantization noise at the
input of a single-bit TDC is within one LSB of the DTC which shall be designed to
satisfy the random noise operation [18]. The nonlinearity of the DTC is suppressed
by a DPD block [14] which ensures low spur and low phase noise operation of the
implemented digital PLL.

The DTC is implemented as buffer with digitally-controlled capacitor load which
is followed by a slope-regeneration buffer. Both of the buffers are implemented
in CML to improve the rejection to supply disturbances. To realize a large delay-
insertion range and fine LSBwhile maintaining low-area and parasitics, the digitally-
control capacitor of the DTC is segmented in two 5-bit thermometer-coded capacitor
banks, namely a coarse and a f ine bank. Each capacitor bank is implemented using
a digitally controlled MOS varactors. The DTC covers about 150-ps range with fine
resolution of about 300 fs.

The control scheme of the DTC is based on cancellation of the quantization error
which is introduced by the step of the coarse bank at the fine bank. A 16-segment
digital piecewise-linear DPD scheme is applied to correct the nonlinearity of the
coarse bank, to ensure low-noise and low-fractional spur operation. To match the
characteristics of the coarse and fine capacitor banks, the quantization noise of the
coarse bank r [k] is scaled by an adaptive gain ĝr [k] gain. The estimation of ĝr [k]
is implemented based on the LMS algorithm utilizing the quantization noise of the
�� modulator r [k] as a training sequence [18].

3.4.2 DCO Design and Control

To ensure a robust start-up without any additional circuitry, a class-B oscillator
topology with an nMOS cross-coupled differential pair has been preferred over a
class-C implementation. The main tank inductor is implemented as a single turn coil
with a center-tap connected to the supply voltage and with five turns of a top metal
layer connected in parallel. A tail filter made of a 75 pH spiral inductor and a 10 pF
capacitor is employed to filter the noise of the tail current source, as well as to provide
higher impedance at the second harmonic frequency similar to the concept proposed
in [19].

To achieve a wide tuning range and fine frequency resolution, the DCO tuning
characteristic is segmented in four different digitally-controlled capacitor banks. The
coarsest bank is implemented using switched metal-metal capacitors. This capacitor
bank is dedicated to coarse frequency tuning only and is designed to achieve about
13% of the tuning range. The finer banks, dedicated to modulation, are implemented
using digitally-controlled MOS varactors. The finest tuning bank is implemented
using an analog-tuned MOS varactor which is driven by a resistor-string 5-bit DAC.
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The finest frequency resolution of the varactor-DAC cascade is about 150 kHz. The
achieved complete tuning range is about 16%. The worst-case DCO phase noise,
referred to 23 GHz carrier, is −106 dBc/Hz at 1 MHz offset frequency, at 10 mW
power consumption. The flicker corner is located at about 200 kHz frequency offset.
The control scheme of the multi-bank DCO features an adaptive piecewise-linear
DPD applied to the coarsest capacitor bank dedicated to modulation since it con-
tributes the most of the DCO nonlinearity.

The driving scheme for the finer banks is based on canceling the quantization noise
of the coarser capacitor banks [13]. To match the characteristics of two consecutive
banks, the quantization noise from the coarser banks has to be multiplied by a scaling
coefficient (i.e. ĝ f 1 and ĝ f 0). The estimation of the required ĝ f i coefficients are done
utilizing an LMS algorithm as depicted in Fig. 3.6. A digital delta-sigma modulator
�� is used as a quantizer for each of the modulation capacitor banks since the
statistical properties of its quantization noise are well suited for the LMS-based
calibration [14]. The quantization noise of the finest bank is filtered by a second-
order analog low-pass filter after the DAC.

The two-point modulation technique is implemented completely in the digital
domain. The modulation signal mod[k] is simultaneously added to the frequency
control word and applied to the coarse tuning bank of the DCO. The adaptive
piecewise-linear DPD scheme with multiple slopes estimation is introduced only
at the coarse modulation bank, since its mismatch and nonlinearity are the most sig-
nificant ones. The DPD is implemented with 16 segments. The number of segments
is selected as a compromise between the accuracy of the nonlinearity correction and
the digital hardware complexity.

3.5 Measurements

The prototype has been fabricated in a standard 65-nm LP CMOS process with no
ultra-thick metal layer option. The analog and the digital portions of the chip whose
photograph is shown in Fig. 3.7 occupy approximately the same share of the total
0.42 mm2 area. The output of the frequency divider by four is used to carry out
all the measurements. The output of the pad driver is wire bonded to the test board
and used for testing. This setup reducing the output frequency to around 5.8 GHz
simplifies both phase-noise measurement, which does not require external mixers,
and modulation-analysis measurement, as it scales down by four the modulation
depth.

The phase noise spectra in integer- and fractional-N modes measured by a R&S
FSWP phase-noise analyzer are shown in Fig. 3.8. In both cases, the in-band noise
plateau is at about−102 dBc/Hz and the phase noise at 1MHz offset from the carrier
at 5.928GHz is about−112 dBc/Hz. The latter corresponds to about−100 dBc/Hz at
1-MHz offset when referred to the actual DCO output at 23.712 GHz. In fractional-
N mode, the far-out phase noise exhibits a slight increment, increasing the absolute
jitter from 213 fs (in integer-N mode) to about 242 fs (in fractional-N mode). Thanks
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to the DPD of the DTC block, the worst case in-band fractional spur at the offset
frequency of 173.8 kHz is below −58 dBc and the out-of-band spur at the offset
frequency of 1.62 MHz is below −70 dBc.

An Anritsu MS2850A featuring 1-GHz demodulation bandwidth has been
employed as vector signal analyzer (VSA). To assess the efficacy of the DPD
in the DCO control, the modulator has been at first tested without enabling the
adaptive DPD. A single gain for each bank of the DCO is estimated which corrects
for mismatches between coarse and fine banks, but leaves the mismatches among the
elements of the coarse bank and the systematic nonlinearity uncorrected. Figure3.9a
shows the demodulated frequency signal for a saw-tooth chirp with 40 µs period and
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Fig. 3.9 Chirp measurements at divider-by-four output: a 40-µs saw-tooth with single-gain cali-
bration (no DPD), b 10-µs-saw-tooth with DPD, c 1.2-µs saw-tooth with DPD, d 40-µs triangular
with DPD

52-MHz frequency deviation at the output of the divide-by-four block (equivalent
to 208 MHz at DCO output) and the corresponding frequency error. The effects of
DCO nonlinearity are clearly visible in the scope, and the peak chirp error is about
1.058 MHz, that is about 2% with respect to the peak-to-peak chirp deviation.

The following figures, Fig. 3.9b–d, present instead the measurements when the
adaptive DPD is enabled. The peak-to-peak frequency deviation is 52 MHz in both
cases (equivalent to 208 MHz at DCO output). In Fig. 3.9b the chirp rise time is
10 µs, the resulting peak frequency error is below 50 kHz (equivalent to 200 kHz at
DCO output), that is less than 0.1% of the maximum frequency deviation, and the
RMS chirp error is 0.06%. Figure3.9c shows the same frequency deviation covered
in only 1.2µs, that results in a state-of-the-art chirp slope of 173MHz/µs at the DCO
output. In this case, the peak error is below 100 kHz (i.e. below 0.2%). The circuit
can generate also triangular chirps: Fig. 3.9d shows the demodulated waveform for
a 40 µs period. The idle time required to match the 0.1% error specification is lower
than 2.4 ns with no over or undershoot, thanks to the introduced DPD circuit which
allows to exploit completely the two-point modulation technique.
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Table 3.1 Performance comparison

This Work Wu
JSSC14

Yeo
ISSCC16

Vovnoboy
JSSC18

Weyer
ISSCC18

Ginsburg
ISSCC18

Architecture BBPLL + TPM ADPLL +
TPM

ADPLL +
TPM

Analog
PLL

DPLL Analog
cascaded
PLL

Freq. range
(GHz)

20.4–24.6 56.4–63.4 8.4–9.4 75–83 36.3–38.2 76–81

Technology 65nm CMOS 65nm
CMOS

65nm
CMOS

130nm
BiCMOS

40nm
CMOS

45nm
CMOS

Ref. freq.
(MHz)

52 40 276.8 125 120 40

Chirp type Saw-
tooth/Triangular

Triangular Triangular Saw-tooth Triangular Saw-tooth

Chirp
duration
(µs)

1.2–315 420–8200 5–220 50–225 50–2000 40

Saw-tooth
idle time
(µs)

0.2 n/a n/a 15 n/a 15

Max. chirp
� f pp
(MHz)

208 1220 956 8000 500 4000

Max. chirp
slope
(MHz/µs)

173 4.76 32.6 100 9.1 100

RMS freq.
errorb

(kHz)

124/112
(0.06%/0.05%)

384
(0.03%)

1900
(0.12%)

3200
(0.04%)

820
(0.16%)

n/a

Phase
noisea

(dBc/Hz)

−90 −87.7 −86.2 −97 −73.7 −91

Spur level
(dBc)

−58 −62 n/a n/a −55 n/a

Power
(mW)

19.7 48 14.8 590 68 n/a

Area
(mm2)

0.42 2.2 0.18 4.42 0.18 n/a

aAt 1-MHz offset referred to a 79GHz carrier
bAt max. chirp slope

Comparing the presented chirp generator with other state-of-the-art CMOS and
BiCMOS implementations in Table3.1, it can be concluded that the presented DPLL
with two point injection and DCO pre-distortion is able to generate fast chirps with
the largest maximum slope at better than 0.1% linearity, at competitive phase-noise
and power consumption levels.
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3.6 Conclusions

Future radar sensors for autonomous vehicles and consumer applications will require
fast chirp generators in low-cost CMOSprocesses. This chapter presented a new class
of fast, linear chirp modulators based on digital PLLs and two-point injection of the
modulation signal. To mitigate the impact of the nonlinearity of the DCO tuning
characteristic, a novel digital piecewise-linear pre-distorter with reduced hardware
resources is introduced. The pre-distorter automatically tracks any process and envi-
ronmental variations. The chirp modulator fabricated in 65-nm CMOS technology
demonstrated chirp signals around 23-GHz with slopes up to 173 MHz/µs, less than
0.1% error, and idle times of less than 200 ns.
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Chapter 4
Modeling and Simulation of Spiking
Neural Networks with Resistive
Switching Synapses

Valerio Milo

Abstract Artificial intelligence (AI) has recently reached excellent achievements
in the implementation of human brain cognitive functions such as learning, recog-
nition and inference by running intensively neural networks with deep learning on
high-performance computing platforms. However, excessive computational time and
power consumption required for achieving such performance make AI inefficient
compared with human brain. To replicate the efficient operation of human brain
in hardware, novel nanoscale memory devices such as resistive switching random
access memory (RRAM) have attracted strong interest thanks to their ability to
mimic biological learning in silico. In this chapter, design, modeling and simula-
tion of RRAM-based electronic synapses capable of emulating biological learning
rules are first presented. Then, the application of RRAM synapses in spiking neu-
ral networks to achieve neuromorphic tasks such as on-line learning of images and
associative learning is addressed.

4.1 Introduction

In recent years, artificial intelligence (AI) has achieved outstanding performance
in a wide range of machine learning tasks including recognition of faces [1] and
speech [2] which now play a crucial role in many fields such as transportation and
security. To obtain such achievements, AI has first exploited the availability of very
large datasets for training deep neural networks (DNNs) in software according to deep
learning [3]. Moreover, the maturity of high-performance computing hardware such
as the graphics processing unit (GPU) [4] and the tensor processing unit (TPU) [5]
has further contributed to accelerate DNN training, enabling to outperform human
ability in certain tasks such as image classification [6] and playing board game of
Go [7]. However, efficient implementation of AI tasks on modern digital computers
based on vonNeumann architecture and complementary metal-oxide-semiconductor

V. Milo (B)
Dipartimento di Elettronica, Informazione e Bioingegneria, Politecnico di Milano and Italian
Universities Nanoelectronics Team (IU.NET), Piazza Leonardo da Vinci 32, Milano 20133, Italy
e-mail: valerio.milo@polimi.it

© The Author(s) 2020
B. Pernici (ed.), Special Topics in Information Technology, PoliMI SpringerBriefs,
https://doi.org/10.1007/978-3-030-32094-2_4

49

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-32094-2_4&domain=pdf
mailto:valerio.milo@polimi.it
https://doi.org/10.1007/978-3-030-32094-2_4


50 V. Milo

(CMOS) technology has been recently challenged by fundamental issues such as the
excessive power consumption and latency due to the looming end of Moore’s law [8]
and physical separation between memory and processing units [9].

To overcome the so-called von Neumann bottleneck of conventional hardware,
novel non-von Neumann computing paradigms have been intensively explored with
a view of bringing data processing closer to where data are stored [10]. In this
wide range, neuromorphic computing has emerged as one of the most promising
approaches since it aims at improving dramatically computation mainly in terms of
energy efficiency taking inspiration from how the human brain processes information
via biological neural networks [11].

In the last decade, strong research efforts in the field of neuromorphic engineer-
ing have led to build medium/large-scale analog/digital neuromorphic systems using
CMOS technology [9, 12, 13]. However, the use of bulky CMOS circuits to closely
reproduce synaptic dynamics has proved to be amajor issue toward hardware integra-
tion of massive synaptic connectivity featuring human brain. This limitation has thus
led to the exploration of novel memory device concepts, such as resistive switching
random access memory (RRAM) and phase change memory (PCM), which dis-
play features suitable for synaptic application such as nanoscale size, fast switching
behavior, low power operation, and tunable resistance by application of electrical
pulses enabling to emulate synaptic plasticity at device level [14].

This chapter covers the application of hafnium-oxide (HfO2) RRAM devices as
plastic synapses in spiking neural networks (SNNs) to implement brain-inspired neu-
romorphic computing. After reviewing the main features of brain-inspired computa-
tion, physical mechanisms and operation principle of RRAM devices are described.
Then, the scheme and operation of two hybrid CMOS/RRAM synapse circuits capa-
ble of implementing bio-realistic learning rules such as spike-timing dependent plas-
ticity (STDP) and spike-rate dependent plasticity (SRDP) are presented. Finally,
SNNs with resistive synapses are explored in simulation demonstrating their abil-
ity to achieve fundamental cognitive primitives such as on-line learning of visual
patterns and associative memory.

4.2 Brain-Inspired Computing

Brain-inspired computing is considered a promising approach capable of tackling
issues challenging today’s digital processors thanks to its ability to replicate the
massive parallelism and high energy efficiency of the human brain. To achieve such
performance, human brain first relies on a high-density layered architecture consist-
ing of large networks of biological processing units referred to as neurons where each
neuron is connected with other neurons via 104 synapses on average [14]. In addi-
tion to the architecture, another feature playing a key role in brain computation is the
spike-driven information processing. As illustrated in Fig. 4.1a, in biological neural
networks the neurons interact with the next neuron by propagation of voltage spikes
along the axon and their transmission through the synapses, namely the nanoscale
gaps between the axon terminals and the dentrites. As a result of spike transmis-
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Fig. 4.1 a Illustration of some PREs connected to a single POST by synapses in a bio-realistic
neural network. PREs emit spikes that are sent to the POST causing an increase of its membrane
potential. b Sketch evidencing the strong analogy between a biological synapse where conductivity
is tuned by voltage-induced ion migration and a RRAM device where conductivity is controlled by
ionic defect migration resulting in formation/retraction of conductive paths. Reprinted from [18]

sion, calcium ions diffuse in the neuron activating the release of neurotransmitters
within the synaptic gap where they diffuse eventually binding to sites of sodium ion
channels of the post-synaptic neuron. This induces the opening of sodium ion chan-
nels and consequently the diffusion of sodium ions in the cell, which results in an
increase of membrane potential leading to the generation of a spike by post-synaptic
neuron as it crosses an internal threshold [14]. These biological processes at synap-
tic level thus suggest that information is processed by generation and transmission
of spikes whose short duration of the order of 1 ms combined with typical neuron
spiking rate of 10Hz leads to a power consumption of only 20W that is dramatically
lower than power dissipated by modern computers [9, 14]. Therefore, brain com-
puting relies on neurons integrating input signals sent by other neurons and firing
spikes after reaching the threshold, and synapses changing their weight depending
on spiking activity of pre-synaptic neuron (PRE) and post-synaptic neuron (POST).
In particular, two biological rules like STDP [15] and SRDP [16] are considered
two fundamental schemes controlling synaptic weight modulation, which is in turn
believed to underlie learning ability in the brain.

To faithfully replicate the brain-inspired computing paradigm in hardware, in
recent years neuromorphic community has intensively investigated novel material-
based devices such as RRAM which, as shown in Fig. 4.1b, can mimic biological
processes governing synaptic plasticity by exploiting its ability to change resistance
via creation/rupture of conductive filaments in response to application of voltage
pulses thanks to the resistive switching phenomenon [17, 18].

4.3 Resistive Switching in RRAM Devices

RRAM is a two-terminal nanoscale memory device displaying resistive switching,
namely the ability to change the device resistance via the creation and disruption
of filamentary conductive paths under the application of voltage pulses. The RRAM
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Fig. 4.2 Sketch ofRRAMstates, namely the reset state (left) and the set state (right). The application
of a positive voltage to theTEcauses themigration of defects toward the depleted gap, thus recreating
the continuous filamentary path. The application of a negative voltage to the TE causes the retraction
of defects back to the top reservoir, and the formation of a depleted gap

structure relies on ametal-insulator-metal (MIM) stackwhere a transitionmetal oxide
layer, such as HfOx , TiOx , TaOx and WOx , is sandwiched between two metal elec-
trodes referred to as top electrode (TE) and bottom electrode (BE), respectively [19,
20]. To initiate the filamentary path across the MIM stack, a soft breakdown pro-
cess called forming is first operated, which locally creates a high concentration of
defects, e.g., oxygen vacancies or metallic impurities, enhancing conduction. After
forming, RRAM can exhibit bipolar resistive switching, where the application of a
positive voltage can induce an increase of conductance, or set transition, whereas
the application of a negative voltage can lead to reset transition, or a decrease of
conductance [20].

Figure4.2 schematically shows the 2 states of a RRAM device, namely the reset
state (left), or high resistance state (HRS), where the filamentary path of defects is
disconnected because of a previous reset transition. Under a positive voltage applied
to the TE, defects from the top reservoirmigrate toward the depleted gap, thus leading
to the set state (right), or low resistance state (LRS), via a set transition. Applying a
negative voltage to the TE causes the retraction of defects from the filament toward
the top reservoir, and the formation of the depleted gap [20]. Note that the TE and BE
generally differ by material and/or structure, with the TE being generally chemically
active, e.g., Ti, Hf, or Ta, which enables the creation of an oxygen exchange layer
with a relatively high concentration of oxygen vacancies [21]. On the other hand, the
BE is chemically inert to prevent set transition when a positive voltage is applied to
the BE [22].

4.4 Synapse Circuits with RRAM Devices

RRAM devices exhibit features as nanoscale size and low current operation making
them attractive for realization of hardware synapses. The major challenge thus con-
sists of implementing the synaptic plasticity schemes considered at the basis of bio-
logical learning such as STDP [15] andSRDP [16] at device level. To achieve synaptic
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Fig. 4.3 Schematic of a 1T1R RRAM structure serving as synaptic connection between a PRE
circuit and a POST circuit with I&F architecture. Application of a PRE spike at FET gate induces
a synaptic current in 1T1R cell which is integrated by POST leading its membrane potential Vint
to become more positive. As Vint hits the threshold Vth , a POST spike is backward sent at TE to
update synaptic weight according to STDP rule. Adapted with permission from [24]. Copyright
2016 IEEE

plasticity in hardware, the combination of RRAM devices and field-effect transistors
(FETs) serving as both cell selectors and current limiters has been widely used lead-
ing to the design of hybrid synaptic structures such as the one-transistor/one-resistor
(1T1R) structure [23, 24] and the four-transistors/one-resistor (4T1R) structure
[24, 25].

4.4.1 1T1R Synapse

Figure4.3 shows a circuit schematic where a hybrid structure based on serial con-
nection of a Ti/HfO2/TiN RRAM cell and a FET, referred to as 1T1R structure,
works as electronic synapse connecting a PRE to a POST with an integrate-and-fire
(I&F) architecture. This building block was designed to achieve STDP rule which is
considered one of the key mechanisms regulating learning in mammals. According
to STDP rule, synaptic weight can change depending on the relative time delay �t
between spikes emitted by PRE andPOST. If the PRE spike precedes the POST spike,
�t is positive resulting in an increase of synaptic weight or long-term potentiation
(LTP) of the synapse. Otherwise, if PRE spike generation takes place slightly after
the POST spike, �t has negative value leading to a decrease of synaptic weight, or
long-term depression (LTD) of the synapse [15]. The STDP implementation in 1T1R
synapse was achieved as follows. When the PRE sends a 10-ms-long voltage pulse
at FET gate, a current proportional to RRAM conductance flows across the synapse
since its TE is biased by a continuous voltage with low amplitude used for com-
munication phase. This current thus enters POST where it is integrated, causing an
increase of POST membrane/internal potential Vint . As this integral signal crosses
a threshold Vth , the POST sends both a forward spike toward next neuron layer
and a suitably-designed spike including a 1-ms-long pulse with positive amplitude
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followed, after 9 ms, by a 1-ms-long negative pulse, which is backward delivered at
TE to activate a synaptic weight update according to STDP rule. Here, as the PRE
spike precedes the POST spike (0 < �t < 10 ms), PRE voltage overlaps only with
the positive pulse of the POST spike, thus causing a set transition within RRAM
device resulting in LTP of 1T1R synapse. Otherwise, if the PRE spike follows the
POST spike (−10ms< �t <0), overlap occurs betweenPRE spike and the negative
pulse in the POST spike, thus activating a reset transition in RRAM device resulting
in LTD of 1T1R synapse [23, 24]. Note that STDP implementation in 1T1R RRAM
synapse was demonstrated in both simulation using a stochastic Monte-Carlo model
of HfO2 RRAM [23] and hardware as reported in [26].

4.4.2 4T1R Synapse

In addition toSTDP implementationvia 1T1Rsynapse, a novel hybridCMOS/RRAM
synapsewas designed to replicate another fundamental biological learning rule called
SRDP which states that high-frequency stimulation of PREs leads to synaptic LTP
whereas a low-frequency stimulation of PREs leads to synaptic LTD [16]. As shown
in Fig. 4.4a, PRE and POST are connected by a synapse circuit based on a 4T1R
structure including a HfO2 RRAM device and 4 FETs shared into M1–M2 and M3–
M4 branches. PRE circuit includes both a signal channel transmitting a Poisson-
distributed spike train with average frequency fPRE at the M1 gate and its copy
delayed by a time �tD at the M2 gate, and a noise channel driving M3 by application
of noise spikes at low frequency f3, whereas POST circuit relies on an I&F stage
with fire and random noise outputs which alternatively control RRAM TE and M4

gate by a multiplexer. If fPRE > �tD−1, the high probability that M1 and M2 are
simultaneously enabled by overlapping PRE spikes at gate terminals leads to the
activation of synaptic currents within M1/M2 branch causing, after integration by

Fig. 4.4 a Schematic of 4T1R RRAM circuit operating as synaptic connection between a PRE
circuit and a POST circuit with I&F architecture. b Measured and calculated resistance of 4T1R
synapse for increasing fPRE supporting high-frequency synaptic potentiation. Adapted from [25]
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I&F stage, the generation of a fire pulse which is delivered at TE. As a result, overlap
between spikes applied to M1 gate, M2 gate, and TE induces a set transition within
RRAMdevice, namely LTP. Note thatM1/M2 branch is the only active branch during
LTP operation since fire pulse disables M4 because of the inversion by NOT gate in
the POST. Otherwise, if fPRE < �tD−1, no spike overlap between channels driving
M1 and M2 takes place, thus making LTP branch disabled. To achieve LTD at low
fPRE , stochastic overlap among random noise voltage spikes provided at gate of M3

and M4 and a negative pulse applied at TE is exploited. In fact, these overlapping
spikes cause a reset transition within RRAM device resulting in LTD at the synapse.
Therefore, the operation principle of 4T1R synapse supports its ability to replicate
SRDP rule implementing LTP at high fPRE and a noise-induced stochastic LTD at
low fPRE [24, 25].

The ability to reproduce SRDP in 4T1R synapse was validated testing separately
LTP and LTD by use of 2T1R integrated structures. Figure4.4b shows measured
and calculated RRAM resistance as a function of fPRE , evidencing that a resistance
change from initial HRS to LRS can be activated in a 2T1R structure serving as
M1/M2 branch only when fPRE is greater or equal than the reciprocal of�tD = 10 ms
used in the experiment, namely fPRE ≥ 100 Hz. Similar to LTP, LTD was also
experimentally demonstrated in [24, 25] evidencing that RRAMresistance initialized
in LRS can reach HRS provided that PRE noise frequency f3 is higher than POST
noise frequency f4 to achieve a sufficiently high overlap probability among random
noise spikes controlling LTD branch.

4.5 Spiking Neural Networks with RRAM Synapses

4.5.1 Unsupervised Pattern Learning by SRDP

The fundamental ability of biological brain consists of learning by adaptation to
environment with no supervision. This process, which is referred to as unsupervised
learning, relies on schemes such as STDP and SRDP that adjust synaptic weights of
neural networks according to timing or rate of spikes encoding information such as
images and sounds. In particular, unsupervised learning of visual patterns has recently
attracted increasing interest leading to many simulation/hardware demonstrations of
SNNs with RRAM synapses capable of STDP [18, 23, 24, 26–30] and SRDP
[25, 31].

Figure4.5a illustrates a SNN inspired to perceptron network model developed by
Rosenblatt in the late 1950s [32] consisting of 64 PREs fully connected to a single
POST. This network was simulated using 4T1R RRAM structures as synapses to
demonstrate unsupervised on-line learning of images with SRDP by conversion of
image pattern (the ‘X’) and its surrounding background in high-frequency spiking
activity of PREs and low-frequency spiking activity of PREs, respectively. To achieve
this goal, after random initialization of synaptic weights between HRS and LRS
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Fig. 4.5 a Sketch of a perceptron neural network where PREs are fully connected to a single POST.
PREs receive spike sequences at high/low frequency upon pattern/background presentation which
results in potentiation/depression of corresponding synaptic weights according to SRDP rule. Color
plots of synaptic weights at b t = 0, c t = 5 s and d t = 10 s during a calculated on-line learning of
two 8 × 8 sequential images. e Time evolution of calculated conductance supporting the ability of
perceptron with 4T1R SRDP synapses to learn a new pattern after forgetting the previously stored
pattern. Adapted from [25]

(Fig. 4.5b), an image including an ‘X’ pattern was submitted for 5 s to the input layer
leading to high-frequency stimulation of PREs (fPRE = 100Hz) within the ‘X’ and
low-frequency stimulation of PREs (fPRE = 5Hz) outside the ‘X’. As described in
Sect. 4.4.2, this resulted in a selective LTP of ‘X’ synapses and stochastic LTD of
background synapses, thus leading synaptic weights to adapt to submitted image
within 5 s (Fig. 4.5c). After t = 5 s, ‘X’ image was replaced by a ‘C’ image with no
overlap with ‘X’ for other 5 s resulting in a high/low frequency stimulation of PREs
within/outside ‘C’. As shown by color map in Fig. 4.5d, external stimulation causes
potentiation of ‘C’ synapses and depression of all the other synapses,which evidences
network ability to learn a new pattern erasing the previously stored pattern [25]. This
result is also supported by calculated time evolution of synaptic conductance during
learning shown in Fig. 4.5e, which displays a fast conductance increase (LTP) of
pattern synapses and a slower conductance decrease (LTD) of background synapses
achieved using PRE and POST noise frequencies equal to f3 = 50Hz and f4 = 20 Hz,
respectively [25]. This simulation study corroborated the ability of perceptron SNNs
to learn on-line sequential images thanks to 4T1RRRAMsynapses capable of SRDP,
and provided a solid basis for its experimental demonstration presented in [25].

4.5.2 Associative Memory with 1T1R RRAM Synapses

In addition to unsupervised image learning, another brain-inspired function receiving
strong interest is the associativememory, namely the ability to retrieve pastmemories
by their partial stimulation. To achieve this cognitive primitive, pioneering works by
Hopfield [33] and Amit [34] focused on a type of neural network, called recurrent
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Fig. 4.6 a Sketch of a Hopfield recurrent neural network with 6 fully connected neurons receiving
external stimulation Xi , i = 1:6. b Circuit schematic of a Hopfield network with 6 neurons fully
connected via bidirectional excitatory (blue) and inhibitory (red) 1T1R RRAM synapses. c Cal-
culated attractor learning process evidencing storage of the attractor state linking N1, N2 and N3.
d Illustration of associative memory implementation by recall process in an attractor network with
RRAM synapses taking inspiration from Pavlov’s dog experiments. Adapted with permission
from [35]. Copyright 2017 IEEE

neural network or attractor neural network, where the neurons are fully connected
with each other by bidirectional excitatory/inhibitory synapses.

Figure4.6a shows a sketch of a Hopfield recurrent neural network with 6 neurons
evidencing all-to-all synaptic connections, external stimulation Xi provided to each
neuron, and the absence of self-feedback to prevent divergence of network dynamics.
Based on this configuration, the circuit schematic of Hopfield neural network with
bidirectional excitatory/inhibitory 1T1R RRAM synapses shown in Fig. 4.6b was
designed and tested in simulation [35]. In this network, each neuron is implemented
by an I&Fblock that provides signal to other neurons as a PREbut also receives signal
by other neurons as a POST. Specifically, each I&F neuron has two current inputs,
namely the external current spikes Xi and the sum of weighted currents activated
by other neurons, and three outputs driving the gate of row 1T1R synapses, the TE
of column excitatory synapses (blue 1T1R cells) and the TE of column inhibitory
synapses (red 1T1R cells) by voltage pulses, respectively [35].

To demonstrate associative memory in this Hopfield network implementation, the
network was first operated in learning mode stimulating a subset of neurons (N1, N2,
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and N3) with high-frequency Poisson distributed spike trains to store their attractor
state. This process led each attractor neuron to fire three output spikes, namely (i)
a positive voltage pulse at gate of all its row 1T1R synapses, (ii) a positive voltage
pulse at TE of its column excitatory 1T1R synapses and (iii) a negative voltage
pulse at TE of its column inhibitory 1T1R synapses, by causing a stochastic co-
activation of attractor neurons at certain times. As this event occurs, voltage overlap
at gate/TE of synapses shared by pairs of attractor neurons leads mutual excitatory
1T1R cells to undergo a set transition, thus LTP,whereas the corresponding inhibitory
1T1R cells undergo a reset transition, thus LTD. It means that learning phase in
this Hopfield SNN with 1T1R synapses consists of the storage of attractor state
associated with externally stimulated neurons via potentiation/depression of mutual
excitatory/inhibitory synapses by a STDP-based learning scheme inspired to well-
known Hebb’s postulate stating that neurons that fire together, wire together [36].

Figure4.6c shows a calculated learning process with N1, N2, and N3 as attractor
neurons evidencing the gradual storage of corresponding attractor state via potenti-
ation of mutual excitatory synapses (top) due to the convergence of corresponding
RRAM devices to high conductance values (bottom). After implementing attractor
learning, the network was operated in another mode referred to as recall mode. Dur-
ing recall process, a high-frequency stimulation of a part of stored attractor state is
applied, e.g., only one out of 3 attractor neurons, leading to activation of high cur-
rents across high conductance synapses sharedwith other attractor neurons which are
transmitted at their inputs. As a result, attractor neurons with no external stimulation
start spiking, thus retrieving the whole attractor state via a sustained spiking activity
able to persist even after removing external stimulation [35]. Importantly, the ability
of Hopfield networks to recall an attractor state by its incomplete stimulation was
exploited to replicate in simulation a fundamental mammalian primitive referred to
as associative memory taking inspiration from the Pavlov’s dog experiments [37].
Indeed, as illustrated in Fig. 4.6d, after repeatedly stimulating a dog combining the
ring of a bell with the presentation of food leading it to salivate, an external stimula-
tion only with the ring of bell is able to reactivate the bell-food-salivation attractor in
the dog [35]. Finally, Hopfield neural network with 1T1R synapses was also success-
fully used to explore in simulation pattern completion task, namely the reconstruction
of an image stimulating its small features [38], which supports the strong potential
of Hopfield neural networks with resistive synapses in computational tasks.

4.6 Conclusions

This chapter covers design, modeling and simulation of SNNs with CMOS/RRAM
synapses capable of implementing brain-inspired neuromorphic computing. First,
unsupervised learning at synaptic level has been addressed by development of 1T1R
synapse and 4T1R synapse capable of replicating STDP and SRDP, respectively.
Then, applications of these resistive synapses in SNNs have been investigated. A per-
ceptron network with 4T1R synapses has been simulated demonstrating its ability to
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achieve on-line learning of sequential images via SRDP-based adaptation of synap-
tic weights. In addition, attractor learning and recall processes have been achieved
in a Hopfield recurrent neural network with excitatory/inhibitory 1T1R synapses
by simulations supporting its ability to implement associative memory. These results
support RRAMas promising technology for future development of large-scale neuro-
morphic systems capable of emulating unrivaled energy and computational efficiency
of biological brain.
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Chapter 5
Learning and Adaptation to Detect
Changes and Anomalies
in High-Dimensional Data

Diego Carrera

Abstract The problem of monitoring a datastream and detecting whether the data
generating process changes from normal to novel and possibly anomalous conditions
has relevant applications inmany real scenarios, such as healthmonitoring andquality
inspection of industrial processes. A general approach often adopted in the literature
is to learn a model to describe normal data and detect as anomalous those data that do
not conform to the learned model. However, several challenges have to be addressed
to make this approach effective in real world scenarios, where acquired data are often
characterized by high dimension and feature complex structures (such as signals and
images). We address this problem from two perspectives corresponding to different
modeling assumptions on the data-generating process. At first, we model data as
realization of random vectors, as it is customary in the statistical literature. In this
settingswe focus on the change detection problem,where the goal is to detectwhether
the datastream permanently departs from normal conditions. We theoretically prove
the intrinsic difficulty of this problemwhen the data dimension increases and propose
a novel non-parametric and multivariate change-detection algorithm. In the second
part, we focus on data having complex structure and we adopt dictionaries yielding
sparse representations to model normal data. We propose novel algorithms to detect
anomalies in such datastreams and to adapt the learned model when the process
generating normal data changes.

5.1 Introduction

The general problem we address here is the monitoring of datastreams to detect in
the data-generating process. This problem has to be faced in several applications,
since the change could indicate an issue that has to be promptly alarmed and solved.
In particular, we consider two meaningful examples. Figure5.1a shows a Scanning
Electron Microscope (SEM) image acquired by an inspection system that monitors
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Fig. 5.1 aA detail of a SEM image acquired by the considered inspection system depicting nanofi-
brous material. The two small beads, i.e., fiber clots, on the right reduce the quality of the produced
material. b Example of few seconds of ECG signal containing 4 normal heartbeats (one of which
highlighted in green) and an anomalous one (highlighted in red) (Color figure online)

the quality of nanofibrous materials produced by a prototype machine. In normal
conditions, the produced material is composed of tiny filaments whose diameter
ranges up to 100 nanometers. However, several issues might affect the production
process and introduce small defects among the fibers, such as the clots in Fig. 5.1a.
These defects have to be promptly detected to improve the overall production quality.

The second scenario we consider is the online and long-term monitoring of ECG
signals using wearable devices. This is a very relevant problem as it would ease the
transitioning from hospital to home/mobile health monitoring. In this case the data
we analyze are the heartbeats. As shown in Fig. 5.1b, normal heartbeats feature a
specific morphology, while the shape of anomalous heartbeats, that might be due
to potentially dangerous arrhythmias, is characterized by a large variability. Since
the morphology of normal heartbeats depends on the user and the position of the
device [16], the anomaly-detection algorithm has to be configured every time the
user places the device.

Monitoring this kind of datastream raises three main challenges: at first data are
characterized by complex structure and high dimension and there is no analytical
model able to describe them. Therefore, it is necessary to learn models directly from
data. However, only normal data can be used during learning, since acquiring anoma-
lous data can be difficult if not impossible (e.g., in case of ECGmonitoring acquiring
arrhythmias might be dangerous for the user). Secondly, we have to careful design
indicators and rules to assess whether incoming data fit or not the learned model.
Finally,we have to face the domain adaptation problem, since normal conditionmight
changes during time and the learned model might not be able to describe incoming
normal data, thus it has to be adapted accordingly. For example, in ECG monitoring
the model is learned over a training set of normal heartbeats acquired at low heart
rate, but the morphology of normal heartbeats changes when the heart rate increases,
see Fig. 5.2b.



5 Learning and Adaptation to Detect Changes and Anomalies … 65

−0.2 0 0.2
−1.5

−1

−0.5

0

0.5

1

1.5

2
(d)

P

Q

R

S

T

time (s)

60 bpm

−0.2 0 0.2
−1.5

−1

−0.5

0

0.5

1

1.5

2

P

Q

R

S

T

time (s)

90 bpm

−0.2 0 0.2
−1.5

−1

−0.5

0

0.5

1

1.5

2

P

Q

R

S

T

time (s)

120 bpm
(a) (b)

Fig. 5.2 a Details of SEM images acquired at different scales. The content of these images is
different, although they are perceptually similar. b Examples of heartbeats acquired at different
heart rate. We report the name of the waveforms of the ECG [13]

We investigate these challenges following two directions, and in particular, we
adopt two different modeling assumptions on data-generating process. At first, we
assume that data can be described by a smooth probability density function, as cus-
tomary in the statistics literature. In these settings we focus on the change-detection
problem, namely the problemof detecting permanent changes in themonitored datas-
treams. We investigate the intrinsic difficulty of this problem, in particular when the
data dimension increases. Then, we propose QuantTree, a novel change detection
algorithms based on histograms that enables the non-parametric monitoring of multi-
variate datastreams.We theoretically prove that any statistic compute over histograms
defined by QuantTree does not depend on the data-generating process.

In the second part we focus on data having a complex structure, and address the
anomaly detection problem.We propose a very general anomaly-detection algorithm
based on a dictionary yielding sparse representation learned from normal data. As
such, it is not able to provide sparse representation to anomalous data, and we exploit
this property to design low dimensional indicators to assess whether new data con-
form or not to the learned dictionary. Moreover, we propose two domain adaptation
algorithms to make our anomaly detector effective in the considered application
scenarios.

The chapter is structure as follows: Sect. 5.2 presents the most relevant related
literature and Sect. 5.3 formally state the problem we address. Section5.4 focuses on
the contribution of the first part of the thesis, where wemodel data as random vectors,
while Sect. 5.5 is dedicated to the second part of the thesis, where we consider data
having complex structures. Finally, Sect. 5.6 presents the conclusions and the future
works.
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5.2 Related Works

The first algorithms [22, 24] addressing the change-detection problemwere proposed
in the statistical process control literature [15] and consider only univariate datas-
treams. These algorithms are well studied and several properties have been proved
due to their simplicity. Their main drawback is that they require the knowledge of
the data generating distributions. Non-parametric methods, namely those that can
operate when this distribution is unknown, typically employ statistics that are based
on natural order of the real numbers, such as Kolmogorov–Smirnov [25] and Mann-
Whitney [14]. Extending these methods to operate on multivariate datastreams is far
from being trivial, since no natural order is well defined onR

d . The general approach
to monitor multivariate datastreams in is to learn a model that approximates φ0 and
monitor a univariate statistic based on the learned model. One of the most popular
non-parametric approximation of φ0 is given by Kernel Density Estimation [17], that
however becomes intractable when the data dimension increases.

All these methods assume that data can be described by a smooth probability
density function (pdf). However, complex data such as signal and images live close
to a low-dimensional manifold embedded in a higher dimensional space [3], and
do not admit a smooth pdf. In these cases, it is necessary to learn meaningful rep-
resentations to data to perform any task, from classification to anomaly detection.
Here, we consider dictionary yielding sparse representations that have been origi-
nally proposed to address image processing problems such as denoising [1], but they
were also employed in supervised tasks [19], in particular classification [20, 23]. The
adaptation of dictionaries yielding sparse representations to different domain were
investigated in particular to address the image classification problem [21, 27]. In this
scenario training images are acquired under different conditions than the test ones,
e.g. different lightning and view angles, and therefore live in a different domain.

5.3 Problem Formulation

Let as consider a datastream {st }t=1,..., where st ∈ R
d is drawn from a process PN in

normal condition. We are interest in detect whether st ∼ PA, i.e., st is drawn from an
alternative process PA representing the anomalous conditions. Both PN and PA are
unknown, but we assume that a training set of normal data is available to approximate
PN . In what follows we describe in details the specific problems we consider in the
thesis.

Change Detection. At first, we model st as a realization of a continuous random
vector, namelywe assume thatPN andPA admit smooth probability density functions
φ0 and φ1, respectively. This assumption is not too strict, as it usually met after a
feature extraction process.

We address the problem of detecting abrupt change in the data-generating pro-
cess. More precisely, our goal is to detect if there is a change point τ ∈ N in the
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datastreams such that st ∼ φ0 for t ≤ τ and st ∼ φ1 for t > τ . For simplicity, we
analyze the datastream in batchesW = {s1, . . . , sν} of ν samples and detect changes
by performing the following hypothesis test:

H0 : W ∼ φ0, H1 : W � φ0 (5.1)

The null hypothesis is rejected whether T (W ) > γ , where T is a statistic typically
defined upon themodel that approximate the densityφ0, and γ is defined to guarantee
a desired probability of false positive rate α, i.e. Pφ0(T (W ) > γ ) ≤ α.

Anomaly Detection. The anomaly-detection problem is strictly related to change
detection. The main difference is that in anomaly detection we analyze each st inde-
pendently to whether is draw from PN or PA, without taking into account the tem-
poral correlation (for this reason we will omit the subscript t ). In this settings we
consider data having complex structure, such as heartbeats or patches, i.e., small
region extracted from an image. We adopt dictionaries yielding sparse representa-
tion to describe s ∼ PN , namelywe assume that s ≈ Dx, where D ∈ R

d×n is amatrix
called dictionary, that has to be learned from normal data and the coefficient vector
x ∈ R

n is sparse, namely it has few of nonzero components. To detect anomalies, we
have to define a decision rule, i.e., a function T : R

d → R and a threshold γ such
that

s is anomalous ⇐⇒ T (s) > γ, (5.2)

where T (s) is defined using the sparse representation x of s.

DomainAdaptation. The process generating normal dataPN may change over time.
Therefore, a dictionary D learned on training data (i.e., in the source domain), might
not be able to describe normal data during test (i.e., in the target domain). To avoid
degradation in the anomaly-detection performance, D has to be adapted has soon as
PN changes. For example, in case of ECG monitoring the morphology of normal
heartbeats changes when the heart rate increases, while in case of SEM images, the
magnification level of the microscope may change, and this modify the qualitative
content of the patches, as shown in Fig. 5.2.

5.4 Data as Random Vectors

In this sectionwe consider datamodeled as randomvectors. At first we investigate the
detectability loss phenomenon, showing that the change-detection performance are
heavily affected by the data dimension. Then we propose a novel change-detection
algorithm that employs histograms to describe normal data.
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5.4.1 Detectability Loss

As described in the Sect. 5.3, we assume that both PN and PA admit a smooth pdf
φ0, φ1 : R

d → R. For simplicity, we also assume that φ1 that can be expressed as
φ1(s) = φ0(Qs + v), where v ∈ R

d and Q ∈ R
d×d is an orthogonal matrix. This is

quite a general model as it includes changes in the mean as well as in the correla-
tions of components of st . To detect changes, we consider the popular approach that
monitor the loglikelihood w.r.t. the distribution generating normal data φ0:

L(st ) = log(φ0(st )). (5.3)

In practice, we reduce the multivariate datastream {st } to a univariate one {L(st )}.
Since φ0 is unknown, we should preliminary estimatêφ0 from data, and use it in (5.3)
in place of φ0. However, in what follows we will consider φ0 since it make easier to
investigate how the data dimension affect the change-detection performance.

We now introduce two measures that we will use in our analysis. The change
magnitude assesses how much φ1 differs from φ0 and is defined as sKL(φ0, φ1),
namely the symmetric Kullback–Leibler divergence between φ0 and φ1 [12]. In
practice, large values of sKL(φ0, φ1) makes the change very apparent, as proved
in the Stein’s Lemma [12]. The change detectability assesses how the change is
perceivable by monitoring the datastream {L(st)} and is defined as the signal-to-
noise ratio of the change φ0 → φ1:

SNR(φ0, φ1) :=
(

E
s∼φ0

[L(s)] − E
s∼φ1

[L(s)])2

var
s∼φ0

[L(s)] + var
s∼φ0

[L(s)] , (5.4)

where E and var denote the expected value and the variance, respectively.
The following theorem proves detectability loss on Gaussian datastreams (the

proof is reported in [2]).

Theorem 1 Let φ0 = N(μ0, �0) be a d-dimensional Gaussian pdf and φ1 =
φ0(Qs + v), where Q ∈ R

d×d is orthogonal and v ∈ R
d . Then, it holds

SNR(φ0, φ1) ≤ C

d
(5.5)

where the constant C depends only on sKL(φ0, φ1).

The main consequences of Theorem 1 is that the change detectability decreases
when the data dimension increases, as long as the change magnitude is kept fixed.
Remarkably, this results is independent on how the changes affected the datastream
(i.e., it is independent on Q and v), but only on the change magnitude. Moreover, it
does not depend on estimation error, since in (5.4) we have considered the true and
unknown distribution φ0. However, the detectability loss becomes more severe when
the loglikelihood is computed w.r.t. the estimated ̂φ0, as we showed in [2].
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Finally, we remark that the detectability loss holds also for more general dis-
tributions φ0, such as Gaussian Mixture, and on real data. In that case the problem
cannot treated analytically, but we empirically show similar results using Controlling
Change Magnitude (CCM) [6], a framework to inject changes of a given magnitude
in real world datastreams.

5.4.2 QuantTree

In this section we present QuantTree, a novel change detection algorithm that
computes a histogram to approximate φ0. A histogram h is defined as h =
{(Bk, π̂k)}k=1,...,K , where the bins {Bk} identify a partition of the data space, while
the {π̂k} are the probabilities associated to the bins. In practice, we estimate h to
approximate φ0 and πk is an estimate of the probability of s ∼ φ0 to fall inside Bk .
As described in Sect. 5.3, we monitor the datastream in a batch-wise manner and we
consider statisticsTh(W ) defined over the histogram h, namely statistics that depend
only on the number yk of samples of W that fall in the bin Bk , for k = 1, . . . , K .
Examples of such statistics are the Total Variation distance and the Pearson’s statistic.

The proposed QuantTree algorithm takes as input target probability values {πk}
and generates a partitioning {Bk} such that the corresponding probability {π̂k} are
close to {πk}. QuantTree is an iterative splitting scheme that generate a new bin at
each iteration k. The bin is defined by splitting along a component chosen at random
among the d available. The splitting point is selected to contain exactly round(πk N )

samples of the training set, where S is the number of training samples. An example
of partitioning computed by QuantTree is show in Fig. 5.3.

The main property of QuantTree is that its peculiar splitting scheme makes the
distribution of any statistics Th independent on the data-generating distribution φ0.
This properly is formally stated in the following theorem, that we proved in [4].

Theorem 2 LetTh(·) be defined over an histogram h computed byQuantTree.When
W ∼ φ0, the distribution of Th(W ) depends only on ν, N and {πk}k .

Fig. 5.3 A partitioning with
K = 5 bins computed by
QuantTree over a training set
of N = 30 samples. We set
πk = 1/K to yield a uniform
density histograms, thus all
the bins contain 6 samples
each
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In practice, the distribution of any statistic Th depends only on the cardinalities
of the training set and the window W and on the target probabilities {πk}. The main
consequence of Theorem 2 is that the threshold γ that guarantees a given false
positive rate α does not depend on φ0. Therefore, we can precompute γ through
by estimating the distribution of Th over synthetically generated samples though
Montecarlo simulations. To the best of our knowledge, QuantTree is one of the first
algorithms that performs non-parametric monitoring of multivariate datastreams.

We compare the histograms computed by QuantTree with other partitioning in
the literature in [4] through experiments on Gaussian datastreams and real world
datasets. Histograms computed by QuantTree yield a larger power and are the only
ones that allows to properly control the false positive rate. We remark that also
QuantTree suffers of the detectability loss, confirming the generality of our results
on detectability loss.

5.5 Data Featuring Complex Structures

In this section we employ dictionaries yielding sparse representations to model data
having complex structures. At first we present our general anomaly detection algo-
rithm, then we introduce our two domain-adaptation solutions, specifically designed
for the application scenarios described in Sect. 5.1.

5.5.1 Sparsity-Based Anomaly Detection

Our modeling assumption is that normal data s ∼ PN can be well approximated as
s ≈ Dx, where x ∈ R

n is sparse, namely it has only few nonzero components and
the dictionary D ∈ R

d×n approximates the process PN . The sparse representation x
is computed by solving the sparse coding problem:

x = argmin
x̃∈Rn

1

2
‖s − Dx‖22 + λ‖x‖1, (5.6)

where the 
1 norm ‖x‖1 is used to enforce sparsity in x, and the parameter λ ∈ R

controls the tradeoff between the 
1 norm and the reconstruction error ‖s − Dx‖22.
The dictionary D is typically unknown, and we have to learn it from a training set
of normal data by solving the dictionary learning problem:

D, X = argmin
˜D∈Rd×n ,˜X∈Rn×m,

1

2
‖S0 − ˜D˜X‖22 + λ‖X‖1, (5.7)

where S0 ∈ R
d×m is the training set that collects normal data column-wise.
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To assess whether s is generated or not from PN , we define a bivariate indicator
vector f ∈ R

2 collecting the reconstruction error and the sparsity of the representa-
tion:

f(s) =
[‖s − Dx‖2

‖x‖1
]

. (5.8)

In fact, we expect that when s is anomalous it deviates from normal data either
in the sparsity of the representation or in the reconstruction error. This means that
f(s) would be an outlier w.r.t. the distribution φ0 of f computed over normal data.
Therefore, we detect anomalies as in (5.2) by setting T = − log(φ0), where φ0 is
estimate from a training set of normal data (different from the set S0 used in dictionary
learning) using Kernel Density Estimation [5].

We evaluate our anomaly-detection algorithm on a dataset containing 45 SEM
images. In this case s ∈ R

15×15 is a small squared patch extracted from the image.
We analyze each patch independently to determine if it is normal or anomalous.
Since each pixel of the image is contained in more than one patch, we obtain several
decisions of each pixel. To detect defects at pixel level, we aggregate all the decisions
through majority voting. An example of the obtained detections is shown in Fig. 5.4:
our algorithm is able to localize all the defects by keeping the false positive rate
small. More details on our solution and experiments are reported in [8].

In case of ECG monitoring, the data to be analyzed are the heartbeats, that are
extracted from the ECG signal using traditional algorithms. Since our goal is to
perform ECG monitoring directly on the wearable device, that has limited compu-
tational capabilities, we adopt a different sparse coding procedure, that is based on
the 
0 “norm” and it is performed by means of greedy algorithms [11]. In particular,
we proposed a novel variant of the OMP algorithm [9], that is specifically designed
for dictionary D ∈ R

d×n where n < d, that is settings we adopt in ECG monitoring.
Dictionary learning, that is required every time the device is positioned as the shape
of normal heartbeats depends both of the users and device position, is performed on a
host device, since the computational resources of wearable devices are not sufficient.

5.5.2 Multiscale Anomaly-Detection

In the quality inspection through SEM images, we have to face the domain adap-
tation problem since the magnification level of the microscope may change during
monitoring. Therefore,we improveour anomaly-detection algorithm tomake it scale-
invariant. The three key ingredients we use are: (i) a multiscale dictionary that is able
to describe patch extracted from image at different resolution, (ii) a multiscale sparse
representation that captures the structure in the patch at different scales and (iii) a
triviate indicator vector, that is more powerful that the one in (5.8).

Webuild themultiscale dictionary as D = [D1| . . . |DL ]. Each subdictionary Dj is
learned by solving problem (5.7) over patched extracted from synthetically rescaled
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Fig. 5.4 Detail of defect detection at pixel level. Green, blue and red pixel identify the true positive,
false negative and false positive, respectively. The threshold γ in (5.2)was set to yield a false positive
rate equal to 0.05 (Color figure online)

version of training images. Therefore, we can learn amultiscale dictionary even if the
training images are acquired at a fixed scale. To compute themultiscale representation
x we solve the following sparse coding problem:

x̂ = argmin
x

1

2
‖s − Dx‖22 + λ‖x‖1 + ξ

L
∑

j=1

‖x j‖2, (5.9)

where each x j refers to the subdictionary Di and x collects all the x j . The group
sparsity term

∑L
j=1 ‖x j‖2 ensures that each patch is reconstructed using coefficients

of x that refers only to few scales. Finally, we define a trivariate indicator vector f
that includes the reconstruction error and the sparsity as in (5.8) and also the group
sparsity term

∑

j ‖x j‖2. We detect anomalies using the same approach described in
Sect. 5.5.1. Our experiments [7] show that employing a multiscale approach in all
phases of the algorithm (dictionary learning, sparse coding and anomaly indicators)
achieves good anomaly detection performance even when training and test images
are acquired at different scales.

5.5.3 Dictionary Adaptation for ECG Monitoring

Tomakeour anomaly-detection algorithmeffective in long-termECGmonitoring,we
have to adapt the user-specific dictionary. In fact, to keep the training procedure safe
for the user, this dictionary is learned from heartbeats acquired in resting conditions,
and itwould be not able to describe normal heartbeats acquired during daily activities,
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when the heart rate increases and normal heartbeats get transformed, see Fig. 5.2b.
These transformations are similar for every user: the T and P waves approach the
QRS complex and the support of the heartbeats narrows down. Therefore, we adopt
user-independent transformations Fr,r0R

dr×dr0 to adapt the user-specific dictionary
Du,r0 ∈ R

dr0×n:
Du,r = Fr,r0Du,r0 , (5.10)

where r0 and r denotes the heart rates in resting condition and during daily activities,
respectively, and u indicates the user. The transformation Fr,r0 depends only on the
heart rates and is learned from collections Su,r of training sets of normal heartbeats
of several users acquired at different heart rates extracted from publicly available
datasets of ECG signals. The learning has to performed only ones by solving the
following optimization problem:

Fr,r0 = argmin
F,{Xu }u

1

2

L
∑

u=1

‖Su,r − FDu,r0 Xu‖22 + μ

L
∑

u=1

‖Xu‖1 + λ

2
‖W 
 F‖22 + ξ‖W 
 F‖1,

where the first term ensures that the transformed dictionaries FDu,r0 provide good
approximation to the heartbeats of the user u.Moreover,we adopt three regularization
terms: the first one is based on 
1 norm and enforces sparsity in the representations
of heartbeats at heart rate r for each user u. The other two terms represent a weighted
elastic net penalization over F to improves the stability of the optimization problem,
and the weighting matrix W introduces regularities in Fr,r0 .

The learned Fr,r0 (for several values of r and r0) are then hard-coded in the
wearable device to perform online monitoring [18]. We evaluate our solution on
ECG signals acquired using the Bio2Bit Dongle [18]. Our experiments [10] show
that the reconstruction error is kept small when the heart rate increases, implying
that our transformations effectively adapt the dictionaries to operate at higher heart
rate. Moreover, our solution is able to correctly identify anomalous heartbeats even
at very large heart rate, when the morphology of normal heartbeats undergoes severe
transformations.

5.6 Conclusions

We have addressed the general problem of monitoring a datastream to detect whether
the data generating process departs from normal conditions. Several challenges have
to be addressed in practical applications where data are high dimensional and feature
complex structures. We address these challenges from two different perspectives by
making different modeling assumption on the data generating process.

At first we assume that data can be described by a smooth probability density
function and address the change detection problem. We prove the detectability loss
phenomenon, that relates the change-detection performance and the data dimension,
and we propose QuantTree, that is one of the first algorithms that enables non-
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parametric monitoring of multivariate datastream. In the second part, we employ
dictionary yielding sparse representation to model data having featuring complex
structures and propose a novel anomaly-detection algorithm. To make this algorithm
effective in practical applications, we propose two domain-adaptation solutions that
turn to be very effective in long-term ECG monitoring and in a quality inspection of
an industrial process.

Future works include the extension of QuantTree to design a truly multivariate
change-detection algorithm, and in particular to control the average run length instead
of the false positive rate. Another relevant directions is the design of models that
provide good representation for detection tasks. In fact, our dictionaries are learned
to provide good reconstruction to the data, and not to perform anomaly detection.
Very recent works such as [26] show very promising results using deep learning, but
a general methodology is still not available.
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Chapter 6
Enhancing Video Recommendation
Using Multimedia Content

Yashar Deldjoo

Abstract Video recordings are complex media types. When we watch a movie, we
can effortlessly register a lot of details conveyed to us (by the author) through dif-
ferent multimedia channels, in particular, the audio and visual modalities. To date,
majority of movie recommender systems use collaborative filtering (CF) models
or content-based filtering (CBF) relying on metadata (e.g., editorial such as genre
or wisdom of the crowd such as user-generated tags) at their core since they are
human-generated and are assumed to cover the ‘content semantics’ of movies by a
great degree. The information obtained from multimedia content and learning from
muli-modal sources (e.g., audio, visual and metadata) on the other hand, offers the
possibility of uncovering relationships between modalities and obtaining an in-depth
understanding of natural phenomena occurring in a video. These discerning char-
acteristics of heterogeneous feature sets meet users’ differing information needs.
In the context of this Ph.D. thesis [9], which is briefly summarized in the current
extended abstract, approaches to automated extraction of multimedia information
from videos and their integration with video recommender systems have been elabo-
rated, implemented, and analyzed. Variety of tasks related to movie recommendation
using multimedia content have been studied. The results of this thesis can motivate
the fact that recommender system research can benefit from knowledge in multi-
media signal processing and machine learning established over the last decades for
solving various recommendation tasks.

6.1 Introduction and Context

Users base their decisionmaking aboutwhichmovie towatch typically on its content,
whether expressed in terms of metadata (e.g., genre, cast, or plot) or the feeling expe-
rienced after watching the corresponding movie trailer in which the visual content
(e.g., color, lighting, motion) and the audio content (e.g., music or spoken dialogues)
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play a key role in users’ perceived affinity to themovie. The above examples underline
that human interpretation of media items is intrinsically content-oriented.

Recommender systems support users in their decision making by focusing them
on a small selection of items out of a large catalogue. To date, most video recommen-
dation models use collaborative filtering (CF), content-based filtering on metadata
(CBF-metadata), or a combination thereof at their core [33, 35, 42]. While CF mod-
els exploit the correlations encoded in users’ preference indicators—either implicit
(clicks, purchases) or explicit (ratings, votes)—to predict the best-matching user-
item pairs, CBF models use the preference indications of a single target user and
content information available about the items in order to build a user model (aka
user profile) and compute recommendations. CBF approaches typically leverage
metadata as a bridge between items and users, effectively disregarding a wealth of
information encoded in the actual audio visual signals [13]. If we assume the pri-
mary role of a recommender system is to help people make choices that they will
ultimately be satisfied with [7], such systems should thus take into account multiple
source of information driving users’ perception of media content and make a rational
decision about their relative importance. This would in turn offer users the chance to
learn more about their multimedia taste (e.g., their visual or musical taste) and their
semantic interests [10, 13, 44].

The above are underlying ideas about why multimedia content can be useful for
recommendation of warm items (videos with sufficient interactions). Nevertheless,
in most video streaming services, new videos are continuously added. CF models
are unable to make predictions in such scenario, since the newly added videos lack
interactions, technically known as cold-start problem [5] and the associated items
are referred by cold items (videos with few interactions) or new items (videos with no
interactions). Furthermore, metadata can be rare/absent for cold/new videos, making
it difficult to provide good quality recommendations [43]. Despite much research
conducted in the field of RS for solving different tasks, the cold start (CS) problem is
far from solved and most existing approaches suffer from it. Multimedia information
automatically extracted from the audio-visual signals can serve as a proxy to solve the
CS problem; in addition, it can act as a complementary information to identify videos
that “look similar” or “sound similar” in warm start (WS) settings. These discerning
characteristics of multimedia meet users’ different information needs. As a branch
of recommender systems, my Ph.D. thesis [9] investigates a particular area in the
design space of recommender system algorithm in which the generic recommender
algorithm needs to be optimized in order to use a wealth of information encoded in
the actual image and audio signals.

6.2 Problem Formulation

In this section, we provide a formal definition of content-based filtering video rec-
ommendation systems (CBF-VRS) exploiting multimedia content information. In
particular, we propose a general recommendation model of videos as composite
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media objects, where the recommendation relies on the computation of distinct util-
ities, associated with image, audio, and textual modalities and a final utility, which
is computed by aggregating individual utility values [22].1

A CBF-VRS based on multimedia content information is characterized by the
following components:

1. Video Items: A video item s is represented by the triple: s = (sV , sA, sT ) in
which sV , sA, sT refer to the visual, aural, and textual modalities, respectively. sV
encodes the visual information represented in the video frames; sA encodes the audio
information represented in sounds, music, spoken dialogues of a video; finally sT
is the metadata (e.g., genre labels, title) or natural language (e.g., sub-captions or
speech spoken by humans and transcribed as text).

A video is a multi-modal (composite) media type (using sA, sV and sT ). This is
while an audio item that represents performance of a classical music piece can be
seen as an uni-modal (atomic) media type (using only sA). A pop song with lyrics
can be regarded as composite (using sA and sT ), while an image of a scene or a silent
movie atomic as well (using sV ). Multi-modal data supplies the system with rich and
diverse information on the phenomenon relevant to the given task [27].

Definition 6.1 A CBF-VRS exploiting multimedia content is characterized as a
system that is able to store and manage video items s ∈ S, in which S is a repository
of video items.

2. Multimedia Content-Based Representation: Developing a CBF-VRS based on
multimedia content relies on content-based (CB) descriptions according to distinct
modalities (sV , sA, sT ). From each modality, useful features can be extracted to
describe the information of thatmodality.Different features can be classified based on
several dimensions, e.g., the semantic expressiveness of features, level of granularity
among others [4]. As for the former for instance, it is common to distinguish three
levels of expressiveness, with increasing extent of semantic meaning: low-level,mid-
level, and high-level features with respect to which features are categorized as shown
in Table 6.1.

Over the last years, a large number of CB descriptors have been proposed to
quantify various type of information in a video as summarized in Table6.1. These
descriptors are usually extracted by applying some form of signal processing or
machine learning specific to a modality, and are described based on specific feature
vectors. For example, in the visual domain, a rich suite of of low-level visual features
are proposed by research in communities of multimedia, machine learning and com-
puter vision for the purpose of image understanding, which we deem important for a
CBF-VRS. The most basic and frequently used low-level features are color, texture,
edge and shape, which are used to describe the “visual contents” of an image [26].
Besides, in the last two decades the need for devising descriptors that reduce or elim-
inate sensitivity to variations such as illumination, scale, rotation, and view point was

1Note that in this section, although definition of utilities are based on CBF model, in practice they
can include a combination of CBF and CF models at their core.
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Table 6.1 Categorization of different multimedia features based on their semantic expressiveness.
Low-level features are close to the raw signal (e.g., energy of an audio signal, contrast in an image,
motion in a video, or number of words in a text), while high-level features are close to the human
perception and interpretation of the signal (e.g., motif in a classical music piece, emotions evoked
by a photograph, meaning of a particular video scene, story told by a book author). In between,
mid-level features are more advanced than low-level ones, but farther away from being semantically
meaningful as high-level ones. They are often expressed as a combination or transformations of
low-level features, or they are inferred from low-level features via machine learning

Hierarchy/Modalities Visual Audio Textual

High-level (semantic) Events, story Structure, mood,
message

Story, writing style

Mid-level (syntactic) Objects, people, their
interaction

Note onsets, rhythm
patterns

Sentence,
term-frequency

Low-level (stylistic) Motion, color, texture,
shape

Pitch, timbre, loudness Tokens, n-grams

recognized in the community of computer vision. This gave rise to the development of
a number of popular computer vision algorithms for image understanding [46]. They
include for instance scale invariant feature transform (SIFT ) [36], speeded up robust
features (SURF) [6], local binary patterns (LBP) [41], discrete Wavelet transform
(DWT ), such as Gabor filters [37], discrete Fourier transform (DFT ), and histogram
of oriented gradients (HOG) [8]. The peak of these developments was reached in
the early 2010s, when deep convolutional neural networks (CNNs) achieved ground-
breaking accuracy for image classification [34]. One of the most frequently stated
advantages of the Deep Neural Networks (DNNs) is that, they leverage the represen-
tational power of high-level semantics encoded in DNNs to narrow the semantic gap
between the visual contents of the image and high-level concepts in the user’s mind
when consuming media items.

Definition 6.2 A CBF-VRS exploiting multimedia content is a system that is able
to process video items and represent each modality in terms of a feature vector fm =
[ f1, f2, ... f|fm|] ∈ R

|fm| wherem ∈ {V, A, T } represents the visual, audio or textual
modality.2

3. Recommendation Model: A recommendation model provides suggestions for
items that are most likely of interest to a particular user [42].

Let U and S denote a set of users and items, respectively. Given a target user
u ∈ U, to whom the recommendation will be provided, and a repository of items
s ∈ S, the general task of a personalized recommendation model is to identify the
video item s∗ that satisfies

∀u ∈ U , s∗
u = argmaxs∈S R(u, s) (6.1)

2Note that here we step our attention outside the end-to-end learning approaches often performed
by deep neural networks where the intermediate step of feature extraction is not done explicitly,
and instead feature extraction and the final machine learning task are jointly performed.
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where R(u, s) is the estimated utility of item s for the user u on the basis of which the
items are ranked [3]. The utility is infact a measure of usefulness of an item to a user
and is measured by the RS to judge how much an item is worth being recommended.
For example, some examples of such a utility function include a utility represented
by a rating or a profit function [1].

Definition 6.3 Amulti-modal CBF-VRS is a system that aims to improve learning
performance using the knowledge/information aquired from different data sources
of different video modalities. The utility of recommendations in a multi-modal CBF-
VRS can be specified with respect to several specific utilities computed across each
modality, thus

∀u ∈ U , s∗
u = argmaxs∈S R(u, s) = F(Rm(u, s)) (6.2)

where Rm(u, s) denotes the utility of item s for user u with regards to modality
m ∈ {V, A, T }, and F is an aggregation function of the estimated utilities for each
modality.

Based on the semantics of the aggregation, different functions can be employed,
each implying a particular interpretation of the affected process. A standard and sim-
plest form of aggregation functions are conjunctive (such as min operator), disjunc-
tive (such as max operator), and averaging [39, 45]. As an example of the latter, and
the one used in the field of multimedia information retrieval (MMIR), the weighted
average linear combination is commonly used thus

R(u, s) =
∑

m

wmRm(u, s) (6.3)

where wm is a weight factor indicating the importance of modality m, known as
modality weights. Theweights can be chosen as fixedweights or learned viamachine
learning. For example, recently studies based on dictionary learning, co-clustering
andmulti-modal topic modeling have become increasingly popular paradigms for the
task of multi-modal inference [30]. For instance, multi-modal topic modelling (com-
monly methods based on latent semantic analysis or latent Dirichlet allocation) [30]
models visual, audio and textual words with an underlying latent topic space.

6.3 Brief Overview of Ph.D. Research

The main processing stages involved in a CBF-VRS exploiting multimedia content
are shown in Fig. 6.1. The input information are videos (movies) and the preference
indications of a single user on them, and the output is a rank list of recommended
videos (movies) tailored to target user’s preference on the content

• Temporal segmentation: The goal of temporal segmentation is to partition the
video item—infact the audio and image signals—into smaller structural units that



82 Y. Deldjoo

Video 
dataset

Interaction

feedback
user

Match
Content-Based 

Learning of 
User Profile

Temporal 
Segmentation

feedback
Pushing 
recommendations

user profile

item profile

...

Resulting items 
(Top-N Recommendations)

m1 m2 m3 m_N

Feature Extraction
(e.g., color, CNN)

Temporal 
Aggregation

Early Fusion
(e.g., CCA)

Late Fusion
(e.g., rank aggr)

Rank List of 
Items

Fig. 6.1 The general framework illustrating the main processing steps involved in a CBF-VRS
exploitingmultimedia content. The framework focuses on themultimedia processing stages required
to build a CBF system, however it can be extended to incorporate CF knowledge (e.g., in a hybrid
CBF+CF system) and contextual factor (e.g., in context-aware CBF system)

have similar semantic content [29]. For the audiodomain, segmentation approaches
commonly operate at the frame-level or the block-level, the latter sometimes
referred to as segment-level [25, 31]. For the visual domain, temporal segmenta-
tion segments the video into shots based on visual similarity between consecutive
frames [15]. Some works consider scene-based segmentation, where a scene is
semantically/hierarchically a higher-level video unit compared to a shot [15, 32].
Yet a simpler approach relies on capturing video at a fixed frame rate e.g., 1 fps
and use all the resulting frames for processing [40].

• Feature Extraction: Feature extraction algorithms aim at encoding the content
of the multimedia items in a concise and descriptive way, so to represent them
for further use in retrieval, recommendation or similar systems [38]. An accurate
feature representation can reflect item characteristics from various perspectives
and can be highly indicative of user preferences.
In the context of this Ph.D., a wide set of audio and visual features has been
used to solve different movie recommendation tasks. As for the visual domain,
they include mise-en-scène visual features (average short length, color variation,
motion and lighting key) [12, 15], visual features based on the MPEG-7 stan-
dard and pre-trained CNNs [17] and the most stable and recent datasets, named
MultifacetedMovie Trailer Feature dataset (MMTF-14K) andMultifaceted Video
Clip Dataset (MVCD-7K) [11, 21], which we made publicly available online. In
particular, MMTF-14K3 provides state-of-the-art audio and visual descriptors for
approximately 14K Hollywood-type movie trailers accompanied with metadata
and user preference indicators on movies that are linked to the ML-20M dataset.
The visual descriptors consist of two categories of descriptors: aesthetic features

3https://mmprj.github.io/mtrm_dataset/index.

https://mmprj.github.io/mtrm_dataset/index
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and pre-trained CNN (AlexNet) features, each of them including different aggre-
gation schemes for the two types of visual features. The audio descriptors consist
of two classes of descriptors: block-level features (BLF) and i-vector features cap-
turing spectral and timbral features of audio signal. To the best of our knowledge,
MMTF-14K is the only large scale multi-modal dataset to date providing a rich
source for devising and evaluating movie recommender systems.
A criticism of the MMTF-14K dataset however is that its underlying assump-
tion relies on the fact that movie trailers are representative of full movies. Movie
trailers are human-edited and artificially produced with lots of thrills and chills
as their main goal is to motivate users to come back (to the cinema) and watch
the movie. For this reason, the scenes in trailers are usually taken from the most
exciting, funny, or otherwise noteworthy parts of the film,4 which is a strong argu-
ment against the representativeness of trailers for the full movie. To address these
shortcomings, in 2019 we introduced a new dataset of video clips, named Multi-
faceted Video Clip Dataset (MFVCD-7K).5 Each movie in MFVCD-7K can have
several associated video clips, each focused on a particular scene, displaying it at
its natural pace. Thus, video clips in MFVCD-7K can serve as a more realistic
summary of the movie story than trailers.

• Temporal aggregation: This step involves creating a video-level descriptor by
aggregating the features temporally. The following approaches are widely used
in the field of multimedia processing: (i) statistical summarization: it is the sim-
plest approach using the operators mean, standard deviation, median, maximum,
or combinations thereof, e.g., means plus covariance matrix to build an item-level
descriptor; (ii) probabilistic modeling: it is an alternative approach for temporal
aggregation, which summarizes the local features of the item under consideration
by a probabilistic model. Gaussian mixture models (GMMs) are often used for
this purpose; (iii) other approaches: other feature aggregation techniques include
vector quantization (VQ), vectors of locally aggregated descriptors (VLAD) and
Fisher vectors (FV), where the last two were originally used for aggregating image
key-point descriptors. They are used as a post-processing step for video repre-
sentation, for example within a convolutional neural network (CNN) [28]. For
different movie recommendation tasks, we used different temporal aggregation
functions [12, 13, 15].

• Fusion: This step is themain step toward building amulti-modalVRS.Early fusion
attempts to combine feature extracted from various unimodal streams into a single
representation. For instance, in [13, 16] we studied adoption of an effective early
fusion technique named canonical correlation analysis (CCA) to combine visual,
textual and/or audio descriptors extracted from movie trailers and better exploit
complementary information between different modalities. Late fusion approaches
combine outputs of several system run on different descriptors. As an example of
this approach, in [11, 13], we used a novel late fusion strategy based on a weighted
variant of the Borda rank aggregation strategy to combine heterogeneous feature

4https://filmshortage.com/the-art-of-the-trailer/.
5https://mmprj.github.io/MFVCD-7K.

https://filmshortage.com/the-art-of-the-trailer/
https://mmprj.github.io/MFVCD-7K
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Fig. 6.2 The proposed collaborative-filtering-enriched content-based filtering (CFeCBF) movie
recommender system framework proposed in [13] to solve the new/cold-item problem

sets into a unified ranking of videos and showed promising improvements of the
final ranking. Note that a different level of hybridization—from a recommenda-
tion point of view—can involve fusing CBF system with a CF model, which we
considered e.g., in [14, 17].

• Content-based learning of user profile and Recommendation: The goal of this
step is to learn a user-specific model which is used to predict the target user’s
interest in (multimedia) items based on her past history of interaction with the
items [2]. The learned user profile model is compared to representative item fea-
tures (or item profiles) in order to make recommendations tailored to target user’s
preference on the content.

For instance, in [10] a multi-modal content-based movie recommender system
is presented that exploits rich content descriptors based on state-of-the-art multi-
media descriptors: block-level and i-vector features for audio and aesthetic and
deep visual features. For multi-modal learning, a novel late fusion strategy based
on an extended version of the Borda rank aggregation strategy was proposed which
resulted in an improved ranking of videos. Evaluation was carried out on a subset of
MovieLens-20M and multimedia features extracted from 4,000 movie trailers, by (i)
a system-centric study to measure the offline quality of recommendations in terms of
accuracy-related (MRR, MAP, recall) and beyond-accuracy (novelty, diversity, cov-
erage) performance, and (ii) a user-centric online experiment, measuring different
subjective metrics (relevance, satisfaction, diversity). Results of empirical evalua-
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tion indicates that multimedia features can provide a good alternative to metadata (as
baseline), with regards to both accuracy measures and beyond accuracy measures.

In [13] a novel movie multi-modal recommender system is proposed that specif-
ically addresses the new item cold-start problem by: (i) integrating state-of-the-art
audio and visual descriptors, which can be automatically extracted from video con-
tent and constitute what we call the movie genome; (ii) exploiting an effective data
fusionmethod named canonical correlation analysis (CCA) to better exploit comple-
mentary information between different modalities; (iii) proposing a two-step hybrid
approach which trains a CFmodel on warm items (items with interactions) and lever-
ages the learned model on the movie genome to recommend cold items (items with-
out interactions). The recommendation method is thus named collaborative-filtering
enriched CBF (CFeCBF), which has a different functioning concept compared with a
standard CBF system (compare Figs. 6.1 and 6.2). Experimental validation is carried
out using a system-centric study on a large-scale, real-world movie recommendation
dataset both in an absolute cold start and in a cold to warm transition; and a user-
centric online experiment measuring different subjective aspects, such as satisfaction
and diversity. Results from both the offline study as well as a preliminary user-study
confirm the usefulness of their model for new item cold start situations over current
editorial metadata (e.g., genre and cast).

Finally, in Table 6.2, we provide a brief comparison of a selected number of
researchworks completed in the course of this Ph.D. thesis by highlighting theirmain
aspects. Readers are referred to the comprehensive literature review on recommender
system leveraging multimedia content in which I describe many domains where
multimedia content plays a key role in human decision making and are considered
in the recommendation process [23].

6.4 Conclusion

This extended abstract briefly discusses the main outcomes of my Ph.D. thesis [9].
This Ph.D. thesis studies video recommender systems using multimedia content in
detail—a particular area in the design space of recommender system algorithms
where the generic recommender algorithm can be configured in order to integrate a
rich source of information extracted from the actual audio-visual signals of video.
I believe different systems, techniques and tasks for movie recommendation, which
were studied in this Ph.D. thesis can pave the path for a new paradigm of video (and
in general multimedia) recommender system by designing recommendation models
built on top of rich item descriptors extracted from content.
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Chapter 7
Dynamic Application Autotuning
for Self-aware Approximate Computing

Davide Gadioli

Abstract The energy consumption limits the application performance in a wide
range of scenarios, ranging from embedded to High-Performance Computing. To
improve computation efficiency, this Chapter focuses on a software-level method-
ology to enhance a target application with an adaptive layer that provides self-
optimization capabilities. We evaluated the benefits of dynamic autotuning in three
case studies: a probabilistic time-dependent routing application from a navigation
system, a molecular docking application to perform virtual-screening, and a stereo-
matching application to compute the depth of a three-dimensional scene. Experi-
mental results show how it is possible to improve computation efficiency by adapting
reactively and proactively.

7.1 Introduction

The increasing demand for computation power shifted the optimization focus towards
efficiency in a wide range of energy-constrained systems, from embedded platforms
to High-Performance Computing (HPC) [1]. A promising way to improve energy
efficiency is approximate computing [2], which aims at finding a good enough solu-
tion, avoiding the unnecessary computation effort. It is possible to approximate the
computation at different levels: from approximate hardware [3] to software tech-
niques such as loop perforation [4]. Moreover, a large class of applications exposes
software parameters that define an accuracy-throughput trade-off, especially in the
multimedia field [5]. In this chapter, we focus at the software-level, where an appli-
cation exposes software-knobs [6] that can alter its extra-functional behaviour. In this
context, the definition of application performance includes several extra-functional
properties (EFPs) in conflict to each other.

The value of an EFP might depend on the underlying architecture configuration,
the system workload, and the features of the current input. Since this information
usually changes at runtime, it is not trivial to find a one-fits-all configuration of
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the application software-knobs at design-time. This is a well-known problem in the
autonomic computing field [7], where researchers investigate approaches to pro-
vide self-optimization capabilities to a target application, for identifying and seizing
optimization opportunities at runtime.

In this context, we propose a methodology to enhance an application with an
adaptation layer that exposes reactive and proactive mechanisms to provide con-
tinuously the most suitable software-knobs configuration according to application
requirements. The decision process is based on the application knowledge, which
describes the relationship between software-knob configurations and EFPs. It is pos-
sible to learn the application knowledge either at design-time, by using well-known
Design Space Exploration techniques [8], or at runtime by using an external compo-
nent that coordinates a distributed DSE [9]. The benefits of the latter approach are
the following: (1) the application can observe its behaviour with the same execution
environment of the production run, (2) it can leverage features of the production
input, and in the context of a distributed computation, (3) it can leverage the number
of application instances to lower the learning time.

We evaluate the benefits of the methodology implementation, namedmARGOt, in
three real-world case studies. In particular,weuse a stereo-matching application [5] to
assess the benefits of reactive adaptationmechanisms, with respect to changes of both
application requirements and performance. We use a probabilistic time-dependent
routing stage in a navigation car system [10] to evaluate the benefits of the proactive
adaptation mechanisms. Finally, we use a molecular docking application for virtual
screening, to assess the benefits of learning the application knowledge at runtime.

The remainder of the Chapter is organized as follows. First, Sect. 7.2 provides
an overview of autonomic computing, focusing on application autotuning and high-
lighting the main contributions of the proposed methodology. Then, in Sect. 7.3, we
formalize the problem and describe the mARGOt framework. Section7.4 discusses
the benefits of the proposed methodology. Finally, Sect. 7.5 concludes the chapter.

7.2 Autonomic Computing and Application Autotuning

In the context of autonomic computing [7], we perceive a computing system as an
ensemble of autonomous elements capable of self-management. The main idea is to
enable the system to perform autonomously a task which is traditionally assigned
to a human, to cope with the increasing complexity of computation platforms and
applications. For example, if the system is able to incorporate new components
whenever they become available, the system has the self-configuration ability. To
qualify for the self-management ability, a system must satisfy all the related self-*
properties. How to provide these properties is still an open question and previous
surveys [11, 12] summarize the research effort in this area.

In this chapter, we focus on the self-optimization property at the software-level,
which is the ability to identify and seize optimization opportunities at runtime. The
methodologies to provide self-optimization properties are also known in the literature
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as autotuners. It is possible to categorize autotuners in two main categories: static
and dynamic.

Static autotuners aim at exploring a large space of software-knobs configura-
tion space to find the most suitable software-knob configuration, assuming a pre-
dictable execution environment and targeting software-knobs that are loosely input-
dependent. Among static autotuners, we might consider the following works. Auto-
Tune [13] targets multi-node applications and it leverages the Periscope frame-
work [14] to measure the execution time. It targets application-agnostic param-
eters exposed by the computation pipeline such as communication buffers and
OpenHMPP/MPI parameters. QuickStep [15] and Paraprox [16] perform code trans-
formations to automatically apply approximation techniques for enabling and lever-
aging an accuracy-throughput trade-off.OpenTuner [17] and theATF framework [18]
explicitly address the exponential growth in the complexity of exploring the param-
eters space, by using an ensemble of DSE techniques and by taking into account
dependencies between software-knobs. Although very interesting, these approaches
work at design-time and they usually target a different set of software-knobs with
respect to dynamic autotuners.

The methodology proposed in this chapter belongs to the category of dynamic
autotuners, which aim at changing the software-knobs configuration during the appli-
cation runtime according to the system evolution. Therefore, they focus on providing
adaptation mechanisms, typically based on application knowledge. Among dynamic
autotuners, we might consider the following works. The Green framework [19] and
PowerDial [6] enhance an application with a reactive adaptation layer, to change the
software-knob configurations according to a change on the observed behaviour. The
IRA framework [20] and Capri [21] focus instead on providing proactive adaptation
mechanisms to select the software-knob configuration according to the features of
the current input. On the other hand, Petabricks [22] and Anytime Automaton [23]
are capable to adapt the application reactively and proactively. However, they require
a significant integration effort from the application developers. Moreover, they are
capable to leverage only accuracy-throughput trade-off. All these previous works
are interesting and they have significantly contributed to the field, according to their
approach on how to provide the self-optimization capabilities. The main contribu-
tions of mARGOt is to provide a single methodology to provide an adaptation layer
with the following characteristics:

• The flexibility to express the application requirements as a constrained multi-
objective optimization problem, addressing an arbitrary number of EFPs and
software-knobs. Moreover, the application might change the requirements at run-
time.

• The capability to adapt the application reactively and proactively, where the user
might observe the application behaviour continuously, periodically or sporadically.
Moreover, the reaction policies are not only related to the throughput, but they are
agnostic about the observed EFP.

• To minimize the integration effort, we employ the concept of separation of con-
cerns. In particular, application developers define extra-functional aspects in a
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configuration file and the methodology is capable to generate an easy-to-use inter-
face to wrap the target region of code.

Furthermore, being possible to define the application knowledge at runtime,mARGOt
can use an external component to orchestrate a distributed DSE at runtime, during
the production phase.

7.3 The mARGOt Autotuning Framework

This section describes how the proposed methodology can enhance the target appli-
cation with an adaptation layer. At first, we formalize the problem, the application
requirements and how themARGOt interacts with the application. Then, we describe
the main components of the framework and how they can adapt the application reac-
tively and proactively.

7.3.1 Problem Definition

Figure7.1 shows the overview of the mARGOt and how it interacts with an applica-
tion. To simplify, we assume that the application is composed of a single computation
kernel g that reads a streamof input i to produce the required streamof output o. How-
ever, mARGOt is capable to manage several regions of code independently. More-
over, the target kernel exposes a set software-knobs x that alter the extra-functional
behaviour. Since a change of the configuration of these knobsmight lead to a different
quality of the results, we might define the application as o = g(i, x).

Given this definition, the application requirements are expressed as a constrained
multi-objective optimization problem described in Eq.7.1:

max(min) r(x;m | f )
s.t. C1 : ω1(x;m | f ) ∝ k1 with α1 con f idence

C2 : ω2(x;m | f ) ∝ k2
. . .

Cn : ωn(x;m | f ) ∝ kn

(7.1)

where r denotes the objective function to maximize (minimize), m is the vector of
metrics of interest (i.e. the EFPs), and f is the vector of input features. Let C be the
set of constraints, where each constraint Ci is expressed as the function ωi over m
or x , that must satisfy the relationship ∝∈ {<,≤,>,≥}, with a confidence αi , if ωi

targets a statistical variable. If the application is input-dependent, ωi and r depend
on its features.

In this context, the goal of the autotuner is to solve the optimization problem
by inspection, using the application knowledge. The application always needs a
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Fig. 7.1 The overviewof the proposed autotuning framework.Green elements represent framework
components, while blue elements represent application components (Color figure online)

software-knob configuration, therefore if the problem is unfeasible, mARGOt can
relax the constraints, according to their priority, until it finds a valid solution.

We implemented mARGOt as a standard C++ library that should be linked to the
target application. Being the time spent by the framework to select the most suitable
software-knob configuration stolen from the application, the mARGOt implementa-
tion has been designed to be lightweight and to minimize the introduced overhead.
We publicly released the framework source code [24].

7.3.2 Application-Knowledge

To solve the optimization problem we need a model of the application behaviour.
However, the relationship between software-knobs, EFPs, and input features is com-
plex and unknown. Therefore, mARGOt defines the application-knowledge as a list
of Operating Points (OPs). Each OP θ corresponds to a software-knob configura-
tion, together with the reached EFPs. If the application is input-dependent, the OP
includes also the information on the related input features: θ = {x,m, f }.

This representation has been chosen for the following reasons: it provides a high
degree of flexibility to describe the application behaviour, mARGOt can solve effi-
ciently the optimization problem described in Eq.7.1 and it prevents the possibility
to select an invalid software-knob configuration.



96 D. Gadioli

The application-knowledge is considered an input of mARGOt, and there are
several tools that can explore theDesignSpace efficiently. In particular,mARGOt uses
the XML format of Multicube Explorer [25] to represent the application-knowledge.
Moreover, it is possible to learn it at runtime, as described in Sect. 7.3.4.

7.3.3 Interaction with the Application

The core component of mARGOt is the application manager, which is in charge of
solving the optimization problem and of providing to the application the most suit-
able software-knob configuration. The application is able to change the application
requirements at runtime according to the system evolution. Moreover, if the EFPs
are input-dependent, the application can provide features of the actual input to adapt
proactively [9].

To enable the reactive adaptation, mARGOt must observe the actual behaviour
of the application and compare it with the expected one. In particular, we compute
a coefficient error for each observed EFP as emi = expectedi

observedi
, where emi is the error

coefficient for the i-th EFP. Under the assumption of linear error propagation among
the OPs, mARGOt is able to adapt reactively.

The methodology implementation provides to application developers a suite of
monitors to observe the most common metrics of interest, such as throughput or
performance events using PAPI [26]. The customization of a monitor to observe an
application-specific EFP, such as the accuracy, is straightforward.

7.3.4 Runtime Application-Knowledge Learner

The mARGOt flexibility enables the possibility to change the application knowl-
edge at runtime. Therefore, it is possible to learn the application knowledge directly
at runtime, during the production phase. Although this approach is platform inde-
pendent, it focuses on the High-Performance Computing Scenario. The idea is to
perform a distributed Design Space Exploration, leveraging the parallelism level of
the platform to lower the exploration time. In particular, when we spawn an appli-
cation, it notifies its existence to a central coordinator, along with information about
the exploration, such as the software-knobs domains, and the list of EFPs. Accord-
ing to a Design of Experiments, the central coordinator dispatches software-knobs
configuration to evaluate at each application instance, which provides as feed-back
telemetry information. Once the central coordinator collects the required observa-
tions, it uses learning techniques to derive the application-knowledge to broadcast
to the application instances.

Figure7.2 shows an overview of the central coordinator. In particular, it uses a
thread pool of application remote-handlers to interact with application local-handler
of the application instances. The communication uses the lightweight MQTT or
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Fig. 7.2 The proposed
approach to perform a
distributed on-line Design
Space Exploration, using a
dedicated server outside of
the computation node

MQTTs protocols, while we use the Cassandra database to store the required infor-
mation. The learning module leverages a well-known approach [27] to interpolate
application performance, implemented by the state-of-the-art R package [28].

7.4 Experimental Results

This section assesses the benefits of the proposed adaptation layer, by deploying the
mARGOt framework in three different case studies. Each case study highlights a
different characteristic of mARGOt.

7.4.1 Evaluation of the Reactive Adaptation

This experiment aims at assessing the benefits of the reactive adaptationmechanisms.
We focus on a Stereo-matching application deployed in a quad-core architecture
[29]. The application takes as input a pair of stereo images of the same scene and
it computes the disparity map as output. The algorithm exposes application-specific
software-knobs that define an accuracy-throughput trade-off. Moreover, it is possible
to change the number of software threads that the application can use to carry out
the computation.

We create the application-knowledge at design-time, evaluating each configura-
tion in isolation. In this experiment, we execute four instances of stereo-matching,
overlapping their execution: each application has an execution time of 200 s, and we
spawn them with a delay of 50 s between each other. The application designer would
like to maximize the accuracy of the elaboration, provided that the application must
sustain a throughput of 2 fps.

In this experimental setup, we compare two adaptation strategies. On one hand,
we consider as baseline the reaction policy that monitors the throughput of the
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Fig. 7.3 Distribution of deadline misses with respect to the constraint on the throughput, according
to the distance from the target value (2 fps)

application and that reacts accordingly, since it is commonly used in literature. In
particular, if the monitors observe that the actual throughput of the application is
lower than the expected one, mARGOt will choose a configuration with an higher
expected throughput to compensate. On the other hand, we exploit the mARGOt
flexibility to consider also the CPU usage in the requirements. In particular, we define
a constraint on the available resource usage on top of the one on the throughput, to
limit the number of software threads according to the available resources. The value
of the constraint is continuously updated at runtime as follows:

CPUavailable = � − γ + πmeasured

where � is the maximum CPU quota available in the platform, γ is the monitored
CPU quota used by the system, and πmeasured is the monitored CPU quota assigned
to the application by the Operating System. The mARGOt capability to consider an
arbitrary number of EFPs enables this adaptation strategy.

From the experimental results, we can observe how the two strategies are capa-
ble to satisfy the application requirements on average. However, Fig. 7.3 shows the
distribution of the deadline misses for the two strategies. The baseline strategy relies
on the scheduler for a fair assignment of the CPU quota, therefore the contention on
the resources reduces the predictability of the throughput. Conversely, the mARGOt
approach avoids this contention by observing the CPU usage. However, we are not
able to guarantee a fair allocation of the CPU quota by using this approach.

7.4.2 Evaluation of the Proactive Adaptation

This experiment aims at assessing the benefits of the proactive adaptation mech-
anisms. We focus on a phase of a car navigation system: the probabilistic time-
dependent routing (PTDR) application [10]. It takes as input the starting time of the
travel and the speed profiles of all the segments that compose the target path. The
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Table 7.1 Number of independent route traversal simulations by varying the requested maximum
error and the statistical properties of interest

Approach Error (%) Simulations 50th
percentile

Simulations 75th
percentile

Simulations 95th
percentile

Baseline 3 1000 3000 3000

6 300 1000 1000

Adaptive 3 632 754 1131

6 153 186 283

speed profiles of a segment vary during the week, with a fifteen minutes granularity.
To estimate the arrival time distribution, the PTDR application uses a Monte Carlo
approach that simulates multiple times an independent route traversal. The output of
the application is a statistical property of the arrival time distribution such as the 50th
or 75th percentile. This application has been already optimized to leverage the target
HPC node [30], therefore it exposes as software-knob the number of route traversal
simulations.

The application designer would like to minimize the number of route traversal
simulations, given that the difference between the value computed with the selected
configuration and with 1M samples are below a given threshold. The threshold value
might vary according to the type of user that generates the request. In this experiment,
we consider 3% for premium users and 6% for free users.

To evaluate the benefits of the proactive adaptation, we compare two adaptation
strategies. On one hand, we fix the number of samples according to the worst path in
a representative input set [30]. We use this strategy as a baseline. On the other hand,
we use an adaptive strategy that extracts a feature from the actual input to select the
number of simulations according to the target path [10].

Table7.1 shows the experimental results of a large experimental campaign with
randomly selected pairs of Czech Republic routes and starting times. The adaptive
approach can significantly reduce the number of required simulations according to
the target statistical property and the maximum error level. Moreover, we modelled
the car navigation system with the simulation environment Java Modeling Tools to
measure the benefits of the adaptive strategy at the system level. With a load of 100k
requests every 2min, an error threshold of 6%, and assuming that we are interested
in the 95th percentile, the adaptive strategy can reduce the number of nodes by 26%.
These parameters estimate the requested generated by a Smart City with the size of
the Milan urban area.

7.4.3 Evaluation of the Runtime Learner

This experiment aims at evaluating the benefits of learning the application knowledge
at runtime. In the context of the early stages of the drug discovery process, we focus
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Fig. 7.4 Distribution of the
prediction error on the
time-to-solution, by varying
the target pocket

on a molecular docking application for virtual screening [31]. It takes as input two
information. On one hand, the docking site of the target molecule, named pocket. On
the other hand, a huge library of possible solutions, named ligands. The output of
the application is a small set of ligands which may have a strong interaction with the
target pocket, to forward to the later stages of the process. The application exposes
application-specific software-knobs that expose an accuracy-throughput trade-off.

Due to the complexity of estimating a ligand-pocket interaction, and due to the
embarrassingly parallel nature of the problem, this application is a perfect match for
HPC computation. In this scenario, the application designer would like to maximize
the quality of the elaboration, given an upper bound on the time-to-solution. The
relationship between the throughput and the software-knobs configuration depends
on the characteristic of the actual input, especially of the pocket. Therefore, in this
experiment we use mARGOt to learn at runtime such relationship, to be exploited in
the remainder of the production run.

Figure7.4 shows the distributions of the prediction error on the time-to-solution
with six pocket from the RCSB Protein Databank (PDB) [32]. We use a chemical
library with heterogeneous ligands [9]. For example, the number of their atoms range
from 28 to 153. Since the prediction error is limited (<10%), mARGOt is able to
improve the computation efficiency.

7.5 Conclusion

This chapter focuses on a methodology to enhance the target application with an
adaptation layer, based on the application-knowledge, that provides the most suitable
software-knobs configuration according to the application requirements.

We assessed the benefits of mARGOt in three case studies that belong to differ-
ent application domains. Experimental results show how it is possible to improve
drastically the computation efficiency by adapting reactively and proactively. More-
over, it is possible to learn the relationship between EFPs, software-knobs, and input
features using the input of the production run, identifying and seizing optimization
opportunities.
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Chapter 8
CAOS: CAD as an Adaptive
Open-Platform Service for High
Performance Reconfigurable Systems

Marco Rabozzi

Abstract The increasing demand for computing power in fields such as genomics,
image processing and machine learning is pushing towards hardware specializa-
tion and heterogeneous systems in order to keep up with the required performance
level at sustainable power consumption. Among the available solutions, Field Pro-
grammable Gate Arrays (FPGAs), thanks to their advancements, currently repre-
sent a very promising candidate, offering a compelling trade-off between efficiency
and flexibility. Despite the potential benefits of reconfigurable hardware, one of the
main limiting factor to the widespread adoption of FPGAs is complexity in pro-
grammability, as well as the effort required to port software solutions to efficient
hardware-software implementations. In this chapter, we present CAD as an Adap-
tive Open-platform Service (CAOS), a platform to guide the application developer
in the implementation of efficient hardware-software solutions for high performance
reconfigurable systems. The platform assists the designer from the high-level anal-
ysis of the code, towards the optimization and implementation of the functionalities
to be accelerated on the reconfigurable nodes. Finally, CAOS is designed to facilitate
the integration of external contributions and to foster research on Computer Aided
Design (CAD) tools for accelerating software applications on FPGA-based systems.

8.1 Introduction

Over the last 40 years, software performance has benefited from the exponential
improvement of General Purpose Processors (GPPs) that resulted from a combina-
tion of architectural and technological enhancements. Despite such achievements,
the performance measured on standard benchmarks in the last 3 years only improved
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at a rate of about 3% per year [11]. Indeed, after the failure of Dennard scaling [21],
the current diminishing performance improvements of GPP reside in the difficulty to
efficiently extract more fine-grained and coarse-grained parallelism from software.
Considering the shortcomings of GPP, in current years we are assisting at a new era
of computer architectures in which the need for energy-efficiency is pushing towards
hardware specialization and the adoption of heterogeneous systems. This trend is
also reflected in the High Performance Computing (HPC) domain that, in order to
sustain the ever-increasing demand for performance and energy efficiency, started
to embrace heterogeneity and to consider hardware accelerators such as Graphics
ProcessingUnits (GPUs), FPGAs and dedicatedApplication-Specific Integrated Cir-
cuits (ASICs) along with standard CPU. Albeit ASICs show the best performance
and energy efficiency figure, they are not cost-effective solutions due to the diverse
and ever-evolving HPC workloads and the high complexity of their development
and deployment, especially for HPC. Among the available solutions, FPGAs, thanks
to their advancements, currently represent the most promising candidate, offering a
compelling trade-off between efficiency and flexibility. Indeed, FPGAs are becom-
ing a valid HPC alternative to GPUs, as they provide very high computational per-
formance with superior energy efficiency by employing customized datapaths and
thanks to hardware specialization. FPGA devices have also attained renewed inter-
ests in recent years as hardware accelerators within the cloud domain. The possibility
to access FPGAs as on-demand resources is a key step towards the democratization
of the technology and to expose them to a wide range of potential domains [2, 6,
24].

Despite the benefits of embracing reconfigurable hardware in both the HPC and
cloud contexts, we notice that one of the main limiting factor to the widespread
adoption of FPGAs is complexity in programmability as well as the effort required
to port a pure software solution to an efficient hardware-software implementation
targeting reconfigurable heterogeneous systems [1]. During the past decade, we have
seen significant progress in High-Level Synthesis (HLS) tools which partially mit-
igate this issue by allowing to translate functions written in a high-level language
such as C/C++ to a hardware description language suitable for hardware synthesis.
Nevertheless, current tools still require experienced users in order to achieve efficient
implementations. In most cases indeed, the proposed workflows require the user to
learn the usage of specific optimization directives [22], code rewriting techniques
and, in other cases, to master domain specific languages [10, 13]. In addition to this,
most of the available solutions [9, 10, 13] focus on the acceleration of specific ker-
nel functions and leave to the user the responsibility to explore hardware/software
partitioning as well as to identify the most time-consuming functions which might
benefit the most from hardware acceleration. To tackle these challenges, we propose
the CAOS platform bringing the following contributions:

• A comprehensive design flow guiding the designer from the initial software to the
final implementation to a high performance FPGA-based system.

• Well-defined Application Programming Interfaces (APIs) and an infrastructure
allowing researchers to integrate and test their own modules within CAOS.
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• A general method for translating high-level functions into FPGA-accelerated ker-
nels by matching software functions to appropriate architectural templates.

• Support for three different architectural templates allowing to target software func-
tions with different characteristics within CAOS.

Section 8.2 describes the overall CAOS platform, its design flow and infrastruc-
ture, while Sect. 8.3 presents an overview of the supported architectural. Section
8.4 discuss the experimental results on case studies targeting different architectural
templates. Finally, Sect. 8.5 draws the conclusions.

8.2 The CAOS Platform

The CAOS platform has been developed in the context of the Exploiting eXascale
Technology with Reconfigurable Architectures (EXTRA) project and shares with it
the same vision [19]. CAOS targets both application developers and researches while
its design has been conceived focusing on three key principles: usability, interactiv-
ity and modularity. From a usability perspective, the platform supports application
designers with low expertise on reconfigurable heterogeneous systems in quickly
optimizing their code, analyzing the potential performance gain and deploying the
resulting application on the target reconfigurable architecture. Nevertheless, the plat-
form does not aim to perform the analysis and optimizations fully automatically, but
instead interactively guides the users towards the design flow, providing suggestion
and error reports at each stage of the process. Finally, CAOS is composed of a set of
independent modules accessed by the CAOS flowmanager that orchestrates the exe-
cution of the modules according to the current stage of the design flow. Each module
is required to implement a set of well-defined APIs so that external researchers can
easily integrate their implementations and compare them against the ones already
offered by CAOS.

8.2.1 CAOS Design Flow

The platform expects the application designer to provide the application code written
in a high-level language such as C/C++, one or multiple datasets to be used for code
profiling and a description of the target reconfigurable system. In order to narrow
down and simplify the set of possible optimizations and analysis that can be per-
formed on a specific algorithm, CAOS allows the user to accelerate its application
using one of the available architectural templates. An architectural template is a
characterization of the accelerator both in terms of its computational model and the
communication with the off-chip memory. As a consequence, an architectural tem-
plate constrains the architecture to be implemented on the reconfigurable hardware
and poses restrictions on the application code that can be accelerated, so that the
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Fig. 8.1 High-level overview of the CAOS platform. The overall design flow can be divided in
three main parts: the frontend, the functions optimization and the backend flow. The application
code, datasets to profile the application and an HW description constitute the input data provided
by the designer. The final outputs generated by the platform are the bitstreams, that the user can use
to configure the FPGAs, and the application runtime, needed to run the optimized version of the
application

number and types of optimizations available can be tailored for a specific type of
implementation. Furthermore, CAOS is meant to be orthogonal and build on top of
tools that performHigh-Level Synthesis (HLS), place and route and bitstream gener-
ation. Code transformations and optimizations are performed at the source code level
while each architectural template has its own requirements in terms of High-Level
Synthesis (HLS) and hardware synthesis tools to use.

As shown in Fig. 8.1, the overall CAOS design flow is subdivided into three main
flows: the frontend flow, the function optimization flow and the backend flow. The
main goal of the frontend is to analyze the application provided by the user, match
the application against one or more architectural templates available within the plat-
form, profile the user application against the user specified datasets and, finally, guide
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Fig. 8.2 CAOS infrastructure in terms of its main components and their interaction

the user through the hardware/software partitioning of the application to define the
functions of the application that should be implemented on the reconfigurable hard-
ware. The function optimization flow performs static analysis and hardware resource
estimation of the functionalities to be accelerated on the FPGA. Such analyses are
dependent upon the considered architectural template and the derived information
are used to estimate the performance of the hardware functions and to derive the opti-
mizations to apply (such as loop pipelining, loop tiling and loop unrolling). After one
or more iterations of the function optimization flow, the resulting functions are given
to the backend flow in which the desired architectural template for implementing the
system is selected and the required High-Level Synthesis (HLS) and hardware syn-
thesis tools are leveraged to generate the final FPGA bitstreams. Within the backend,
CAOS takes care of generating the host code for running the FPGA accelerators and
optionally guides the place and route tools by floorplanning the system components.

8.2.2 CAOS Infrastructure

In order to simplify the adoption of the platform while being open to contributions,
the CAOS infrastructure is organized as a microservices architecture which can be
accessed by application designers through a web user interface. The infrastructure,
shown in Fig. 8.2, leverages on Docker [8] application containers to isolate the mod-
ules and to provide scalability. Each module is deployed in a single container, and
several implementations of the samemodule can coexist to provide different function-
alities to different users. Moreover, each module’s implementation can be replicated
to scale horizontally depending on system load. The modules are connected together
and driven by the CAOS Flow manager which serves the User Interface (UI) and
provides the glue logic that routes each request to the proper module.
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The interaction between the flow manager and the CAOS modules is performed
by means of data transfer objects defined with a JSON Domain Specific Lan-
guage (DSL). The user can specify at each phase the desired module implementation
and the platform will take care of routing the request to the proper module auto-
matically. Moreover, the platform supports modules deployed remotely by simply
specifying their IP address. Another advantage of the proposed infrastructure is that,
thanks to Docker containers, it can also be easily deployed on cloud instances, pos-
sibly featuring FPGA boards, such as the Amazon EC2 F1 instances. This allows a
complete design process in the cloud in which the user can optimize the application
through a web UI, while the final result of the CAOS design flow can be directly
tested and run on the same cloud instance. CAOS supports the integration of new
implementations of the modules described in Sect. 8.2.1. Researchers are free to
adopt the preferred tools and programming languages that fit their needs, as long as
the module provides the implementation of the REST APIs prescribed by the CAOS
flow manager.

8.3 Architectural Templates

The core idea for devising efficient FPGA-based implementations in CAOS revolves
around matching software functions to an architectural template suitable for its
acceleration. CAOS currently supports three architectural templates: Master/Slave,
Dataflow and Streaming architectural templates. In the next sections, we provide an
overview of the templates, describing the supported software functions and hardware
platforms, the proposed optimizations and the tools on which the templates rely.

8.3.1 Master/Slave Architectural Template

The Master/Slave architectural template [7] targets systems with a shared Double
Data Rate (DDR) memory that can be accessed both by the host running the software
portion of the application and by the FPGA devices on which we implement the
accelerated functionalities (also referred as kernel). The template also requires that
the communication between the accelerator and the DDR memory is performed via
memory mapped interfaces. Such requirements allow to standardize the data transfer
as well as to support random memory accesses to pointer arguments of the target
C/C++ function. Currently, the template supports two target systems: Amazon F1
instances in the cloud and Xilinx Zynq System-on-Chips (SoCs).

The generality of the communicationmodel of theMaster/Slave architectural tem-
plate allows supporting a wide range of C/C++ functions. In particular, the function
has to abide to quite general constraints for High-Level Synthesis (HLS) such as
no dynamic creation of objects/arrays, no syscalls and no recursive function calls.
The Master/Slave architectural template currently leverages on Vivado HLS [23]
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for the High-Level Synthesis (HLS) of C/C++ code to Hardware Description Lan-
guage (HDL). Hence, in the CAOS frontend, we verify the applicability of the tem-
plate to a given function by running Vivado HLS on it and verify that no errors are
generated. In addition to the Vivado HLS constraints, we also require the size of the
function arguments to be known. This is needed by CAOS to properly estimate the
kernel performance throughout the function optimizations flow. During the CAOS
functions optimization flow, the template performs static code analysis by leveraging
on customLow-LevelVirtualMachine (LLVM) [12] passes. In particular, it identifies
loop nests with their trip counts, local arrays and information on the input and output
function arguments. Furthermore, the template collects hardware and performance
estimations of the current version of the target function directly from Vivado HLS.
Such information is then used to identify the next candidate optimizations among
loop pipelining, loop unrolling, on-chip caching and memory partitioning. The user
can then either select the suggested optimization or conclude the optimization flow if
he/she is satisfiedwith the estimated performance. After having optimized the kernel,
the design proceeds to the CAOS backend flow. Here the optimized C/C++ function
is translated to HDL and, according to the target system, the template leverages either
on the Xilinx SDAccel toolchain [22] or Xilinx Vivado [23] for the implementation
and bitstream generation. In both cases, CAOS takes care of modifying the original
application and inserts the necessary code and APIs calls to offload the computation
of the original software function to the generated FPGA accelerator.

8.3.2 Dataflow Architectural Template

The dataflow architectural template trades off the generality of codes supported by
the Master/Slave architectural template in order to achieve higher performance. In
a dataflow computing model, the data is streamed from the memory directly to the
chip containing an array of Processing Elements (PEs) each of which is responsible
for a single operation of the algorithm. The data flow from a PE to the next one in a
statically defined directed graph, without the need for any kind of controlmechanism.
In such a model, each PE performs its operation as soon as the input data is available
and forwards the result to the next element in the network as soon as it is computed.

The target system for the dataflow architectural template consists in a host CPU
and the dataflowaccelerator deployedon aFPGAconnected viaPCIe to the host.Both
the host CPU and the FPGA logic have access to the host DDR memory containing
the input/output data. The FPGA accelerator is organized internally as a Globally
Asynchronous Locally Synchronous (GALS) architecture divided into the actual
accelerated kernel function and a manager. The manager handles the asynchronous
communication between the host and the accelerator, whereas the kernel is internally
organized as a set of synchronous PEs that perform the computation in parallel.
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The architectural template leverages on the OXiGen toolchain [18] and its exten-
sion [17] to translate C/C++ functions into optimized dataflow kernels defined with
the MaxJ language. In order to efficiently perform the translation from sequential
C/C++ code to a dataflow representation, the target function has to satisfy certain
requirements detailed in [18]. An exemplary code supported by the template is shown
in Listing 8.1. The code requirements are validated in the CAOS frontend flow in
order to identify functions that can be optimized with the dataflow architectural tem-
plate. Within the CAOS function optimization flow, OXiGen performs the dataflow
graph construction directly from the LLVM Intermediate Representation (IR) of the
target function.Nevertheless, the initial dataflowdesignmight either exceed or under-
utilize the available FPGA resources. Hence, in order to identify an optimal imple-
mentation that fits within the FPGA resources and available data transfer bandwidth,
OXiGen supports loop rerolling, to reduce resource consumption, and vectorization,
to replicate the processing elements in order to fully utilize the available bandwidth
and compute resources. In order to derive the best implementation, OXiGen relies
on resource and performance models and runs a design space exploration using an
approach based onMixed-Integer Linear Programming (MILP). Once having gener-
ated an optimized kernel, the CAOS backend runs MaxCompiler [13] to synthesize
the MaxJ code generated by OXiGen to a Maxeler DFE (Dataflow Engine) that can
be accessed by the host system.

Listing 8.1 An exemplary code supported by the dataflow template. The function takes as input a
combination of array types and scalar types. The outer loops iterate over the outer dimension of the
array types which are translated as streams. Accesses to the streams are linear with constant offsets.
The function can have a combination of nesting levels iterating over the inputs or local variables.

void foo(type_1∗ in_1 , type_1∗ in_2 , type_2∗ out_1 , int i te r ) {
type_1 tmp_vect [15];
for( int i = const_1 ; i < i te r − const_2 ; i++) {

. . . statements . . .

for( int j = const_3 ; j < 15; j++)
tmp_vect[ j ] = . . . expression . . . ;

type_1 tmp_scalar = . . . expression . . . ;

for( int j = const_3 ; j < 15; j++)
tmp_scalar = tmp_scalar + tmp_vect[ j ] ;

}
}

8.3.3 Streaming Architectural Template

Iterative Stencil Loops (ISLs) represent a class of algorithms that are highly recurrent
in many HPC applications such as differential equation solving or scientific simula-
tions. The basic structure of ISLs is depicted in Algorithm 8.1; the outer loop iterates
for a given number of times, so-called time-steps, while, at each time-step, the inner
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Fig. 8.3 Architecture of an SST-based accelerator for ISL

loop updates each value of the n-dimensional input vector by means of the stencil
function, computing a weighted sum of the neighbor values in the vector.

Algorithm 8.1 Generic ISL Algorithm.
for t ≤ T imeSteps do

for all points p in matrix M do
p ← stencil(p)

The Streaming architectural template specifically targets stencil codes written in
C and leverages the SST architecture proposed by [3] for its implementation. The
architectural template of the SST-based accelerator [14] is depicted in Fig. 8.3. The
basic SST module performs the computation of a single time-step and is concep-
tually separated in a memory system, responsible for storage and data movement,
and a computing system, that performs the actual computation. The SST module is
designed in order to operate in a streaming mode on the various elements of the input
vector; this internal structure is derived by means of the polyhedral analysis that
allows refactoring the algorithm to optimize on-chip memory resource consumption
and implement a dataflow model of computation. Then, the complete SST-based
architecture is obtained by replicating N times the basic module to implement a
pipeline, where each module computes in streaming a single time-step of the outer
loop of the algorithm. Such a pipeline is finally connected with a fixed communica-
tion subsystem interfacing with the host machine. Within this context, CAOS offers
a design exploration algorithm [20] that jointly maximizes the number of SST pro-
cessors that can be instantiated on the target FPGA and identifies a floorplan of the
design that minimizes the inter-component wire-length in order to allow implement-
ing the system at high frequency. In the frontend, CAOS identifies those functions
having the ISL structure shown in Algorithm 8.1, while the CAOS function opti-
mization flow runs the design space exploration algorithm detailed in [20] on the
function to accelerate. The approach starts by generating an initial version of the
system consisting of a single SST [14] to obtain an initial resource estimate. Sub-
sequently, it solves a maximum independent set problem formulated as an Integer
Linear Programming (ILP) to identify the maximum number of SST as well as their
floorplan and solves a Traveling Salesman Problem (TSP) to identify the best routing
among SSTs. Finally, the CAOS backend generates the accelerator bitstream through
Xilinx Vivado while enforcing the identified floorplanning constraints.
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8.4 Experimental Results

Within this section we discuss the results achieved by CAOS on different case studies
targeting the discussed architectural templates. The first case study we consider is the
N-Body simulation, which is a well known problem in physics having applications in
a wide range of fields. In particular, we focused on the all-pair method: the algorithm
alternates a computationally intensive force computation step, in which the pairwise
forces between each pair of bodies are computed and a position update step, that
updates the velocities and positions of the bodies according to the current resulting
forces. CAOS, after profiling and analyzing the application in the frontend, properly
identified the force computation as the target function to accelerate and matched it
to the Master/Slave architectural template. As we can see from Table 8.1, the CAOS
implementation targeting an Amazon F1 instance greatly outperforms, both in terms
of performance and energy efficiency, the software implementation from [5] running
in parallel on 40 threads on an Intel Xeon E5-2680 v2 and the implementation from
[4] on a Xilinx VC707 board. Nevertheless, the bespoke implementation from [5]
targeting the same hardware provides 11% higher performance than the CAOS one.
However, the CAOS design was achieved semi-automatically in approximately a day
of work, while the design from [5] required several weeks of manual effort.

As a second test case, we consider the Curran approximation algorithm [16] for
calculating the pricing of Asian options. More specifically, we tested two flavors of
the algorithm using 30 and 780 averaging points. Within CAOS, we started from a
C implementation and we targeted a host machine featuring an Intel(R) Core(TM)
i7-6700 CPU @ 3.40 GHz connected via PCIe gen1 x8 to a MAX4 Galava board
equipped with an Altera Stratix V FPGA. Since the algorithms operate on subse-
quent independent data items, the overall computations are easily expressed in C
using the structure in Listing 8.1. Hence CAOS identified and optimized the compu-
tations leveraging on the dataflow architectural template. As the initial designs did
not fit within the device, CAOS applied the rerolling optimization for both cases.
As shown in Table 8.2, both CAOS implementations achieve speedups over 100x
against the single thread execution on the host system only. Moreover, we compared

Table 8.1 Performance and energy efficiency of the all-pairs N-Body algorithm accelerated via
CAOS and the results achieved by bespoke designs proposed in [4, 5]

Reference Platform Type Frequency
(MHz)

Performance
(MPairs/s)

Performance/Power
(MPairs/s/W)

[5] Intel Xeon
E5-2680 v2

CPU – 2,642 22.98

[4] Xilinx
VC707

FPGA 100 2,327 116.36

[5] Xilinx VU9P FPGA 154 13,441 672.06

CAOS Xilinx VU9P FPGA 126 12,072 603.61
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Table 8.2 Results achieved by CAOS on the Curran approximation algorithm with 30 and 780
averaging points compared against CPU and the bespoke FPGA-based implementations from [15]

Averaging
points

Rerolling
factor

Speedup w.r.t.
CPU

Speedup w.r.t.
[15]

Input
bandwidth
(MByte/s)

Output
bandwidth
(MByte/s)

30 4 118.4x 1.23x 1,767.64 196.40

780 98 101.0x 0.5x 75.11 8.35

Table 8.3 Results achieved by the CAOS streaming architectural template compared to [14]

Algorithm #SSTs Design frequency (MHz) Performance
improvement
w.r.t. [14] (%)

Design time
reduction
w.r.t. [14]

CAOS [14] CAOS [14]

Jacobi2D 90 88 228 206 13.20 15.84x

Heat3D 25 25 228 206 10.68 1.69x

Seidel2D 19 19 183 183 0 1.08x

the results against the DFE execution times reported from the designs in [15]. For the
version with 30 averaging points, we achieved a speedup of 1.23x. For the version
with 780 averaging points, our implementation shows a speed down of about 0.5x.
Nevertheless, it was obtained in less than a day of work.

As a final test case, we evaluated the streaming architectural template on three rep-
resentative ISL computations (Jacobi2D, Heat3D and Seidel2D) targeting a Xilinx
Virtex XC7VX485T device [20]. Table 8.3 reports the performance improvement
and the design time reduction compared to the methodology in [14]. Thanks to
FPGA floorplanning we are able to increase the target frequency for the Jacobi2D
and Heat3D algorithms of approximately 11%. Additionally, for the Jacobi2D case,
the floorplanner is also able to allocate two additional SSTs improving the perfor-
mance up to 13%. Nevertheless, the Seidel2D algorithm does not provide the same
improvement figure. Indeed, since the total number of SSTs that can be placed into
the design is small, the floorplanning reduces its impact on the overall design by
leaving more room to the place and route algorithm. Regarding the design time, our
approach allows to greatly reduce the number of trial synthesis required, thus leading
to an execution time saving of 15.84x for Jacobi2D.

8.5 Conclusions

In this chapter we presented CAOS, a platform whose main objective is to improve
productivity and simplify the design of FPGA-based accelerated systems, starting
from pure high-level software implementations. Currently, the slowing rate at which
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general purpose processors improve performance is strongly pushing towards spe-
cialized hardware. We expect FPGAs to have a more prominent role in the upcoming
years as a technology to achieve efficient and high performance solutions both in
the HPC and cloud domains. Hence, by embracing this idea, we designed CAOS in
a modular fashion, providing well-defined APIs that allow external researchers to
integrate extensions or different implementations of themodules within the platform.
Indeed, the second, yet not less important, objective of CAOS, is to foster research
on tools and methods for accelerating software on FPGA-based architectures.
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Chapter 9
A General Framework for Shared
Control in Robot Teleoperation with
Force and Visual Feedback

Davide Nicolis

Abstract In the last decade, the topic of human robot interaction has received in-
creasing interest from research and industry, as robotsmust now interfacewith human
users to accomplish complex tasks. In this scenario, robotics engineers are required
to take the human component into account in the robot design and control. This is
especially true in telerobotics, where interaction with the user plays an important
role in the controlled system stability. By means of a thorough analysis and practical
experiments, this contribution aims at giving a concrete idea of the aspects that need
to be considered in the design of a complete control framework for teleoperated
systems, that are able to seamlessly integrate with a human operator through shared
control.

9.1 Introduction

Although many branches of robotics are currently striving for complete autonomy,
such as self-driving cars and drones, a parallel research line is instead trying to tie
together robots and humans in a integrated way. Indeed, on the one hand, robots are
often called to work together with humans as they are inherently designed to interact
with their environment, on the other hand, the purpose of robots is that of being
useful to its users. Therefore “closing the loop” around this human component is
paramount for an optimal system design.

In certain applications demanding high-level reasoning, human presence is not
only advised, but it is also mandatory. Nonetheless, the harshness and inaccessibility
of the environments where they are called to operate makes the use of remotely con-
trolled robotic systems, essential to complete the required tasks.With its first modern
applications in the ’50s in the field of nuclear material handling, robot teleoperation
is nowadays commonly associated by the general public with surgical robots [19].
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Even so, its use has spread to multiple domains, and it has sought the interest not
only of the research community, but also industries. In the frame of the H2020
RoMaNS project, innovative teleoperation interfaces and visual servoing are pro-
posed for the sorting of radioactive material [2], while the WALK-MAN project has
aimed at building a humanoid teleoperated platform for inspection in dangerous
unstructured environments damaged by natural events [11].

Massive attention is being given to telerobotics by industries producing phar-
maceuticals, to handle toxic substances and customize drug production [18]. Clean
room applications of teleoperated robots are now being investigated by ESA and
NASA, in the scope of the Mars Sample Return exploration campaign, which aims
at bringing backMars samples for the analysis of life traces.Whereas classical glove-
box systems are inadequate for planetary protection protocols, a remotely controlled
robot can solve this problem by ensuring a high degree of isolation between the
robotized cell and the external environment [21]. Nevertheless, space telerobotics is
already a reality for in-orbit servicing, and at an advanced research stage in terms
of exploration, with both directly teleoperated systems, such as the ones used in the
Kontur project, and embedding the concept of supervised autonomy in the scope of
METERON [17], with experiments already conducted from aboard the International
Space Station.

9.1.1 Research Challenges

Historically, research on bilateral teleoperation has considered the closed loop sys-
tem stability in presence of communication delays and with uncertain dynamics of
the environment and the user [8]. The foundations of modern teleoperation were
outlined by Anderson and Spong [4] with the scattering approach, highlighting the
trade-off between stability and transparency, i.e. the system displayable impedance
range. More recent approaches have shifted towards less conservative techniques
such as time-domain passivity. However, to ensure practical stability, some feeling
of presence at the remote location has to be sacrificed, degrading the user perception
of the remote environment [10].

In the unstructured environments where teleoperation is required, the robust con-
trol of master and slave robots interaction dynamics are paramount, in order to ensure
the accurate execution of the desired task and its stability. The problem of impedance
control in teleoperation has been investigated in [15], which proposed tuning guide-
lines for the intercontinental control of a humanoid robot subject to communication
delays.

The development of interfaces and control algorithms for kinesthetic, tactile, and
visual feedback in teleoperation has found fertile grounds in research, for applications
where it is critical that the user has a strong sense of presence, while exploiting these
cues to improve the system usability. In [7] classical visual servoing aids a physician
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in the execution of a tele-ecography, by exploiting image features to automatically
turn the robot tool while optimizing the ultrasound image quality. Overall, these
topics outline a research interest that is increasingly focusing on the interaction
between user and control system in the form of shared autonomy architectures.
Splitting the burden of operation between user and robot becomes the main design
objective, in order to reduce operator fatigue and offer an intuitive experience when
using the platform for tasks that are physically and cognitively demanding [3]. Shared
human-robot controllers can be the answer for an efficient and seamless human-robot
cooperation, with estimation and prediction of user behavior being able to further
improve the user experience.

The present paper aims at briefly illustrating a comprehensive control framework
for teleoperated robot systems, from the low level motion control aspects, interac-
tion control, and system stability analysis with human-in-the-loop, to the higher level
visual-aided control algorithms reducing the operator cognitive load. In Sect. 9.2, a
robust controller exploiting sliding mode control techniques is proposed for redun-
dant robot manipulators to arbitrarily and reliably assign the robot impedance in
the task space and track the user input in a teleoperation scenario. The enclosing
optimization-based high level model predictive controller ensures robustness of the
sliding mode to actuation delays and unmodeled system dynamics. System stabil-
ity is proved using absolute stability criteria, with guidelines to tune the controller
parameters. In Sect. 9.3, this architecture is exploited to allow the straightforward
definition of virtual fixtures and their rendering to the operator via force feedback.
Finally, in Sect. 9.4, the framework is extended to include visual feedback from a
camera mounted on a dual-arm slave robot, and visual servoing is employed to im-
prove user interaction with the system, by introducing some autonomy into the slave
robot in terms of camera control. Section9.5 concludes this brief.

9.2 Robust Impedance Shaping of Redundant
Teleoperators

At a local control level, robust control theory is used to guarantee a desired dy-
namic behavior of the robot during interaction. Sliding mode control [20] robustly
shapes master and slave manipulators impedances, irrespectively of uncertainties.
This formulation is addressed by directly specifying the task sliding manifold, while
the manipulator redundancy is considered by successive null-space projections of
sliding manifolds defined by lower priority tasks.

A hierarchical optimization outer layer takes into account individual control and
motion constraints, such as torque or joint limits, while its model predictive nature
also guarantees robust compensation of actuation delays and unmodeled input fil-
ter dynamics. The overall stability analysis in presence of variable communication
delays during contact is performed thanks to Llewellyn’s absolute stability criterion.
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9.2.1 Model Predictive Sliding Mode Control

The generic manipulator dynamics can be represented by the following model

B(q)q̈ + n(q, q̇) = τ − J(q)T Fe (9.1)

where q, q̇, q̈ ∈ R
n are the robot joint positions, velocities and accelerations respec-

tively, B(q) ∈ R
n×n is the symmetric positive definite inertia matrix, n(q, q̇) ∈ R

n

is a vector comprising Coriolis, gravitational, and friction terms, τ ∈ R
n is the ac-

tuation torque, Fe ∈ R
m is the external generalized force due to interaction with

the environment, and finally J(q) ∈ R
m×n is the robot end effector Jacobian, with

m ≤ n. The objective of impedance control is to change the displayed end effector
dynamics according to the following equation

M ¨̃x + D ˙̃x + K x̃ = F̂e (9.2)

where M, D, K > 0 ∈ R
m×m are the desired inertia, damping and stiffness matrices

respectively, while x̃ = xr − x ∈ R
m is the end effector tracking error with xr being

the reference trajectory, and ˆ(·) indicating estimated quantities.
Unfortunately, the simple application of a nominal control law [9] results in a

system that is heavily affected by uncertainties and disturbances (the second term on
the right-hand side of (9.3)), and that is not able to satisfy the dynamics requirement.

M ¨̃x + D ˙̃x + K x̃ = F̂e − MJ B̂
−1

(B̃q̈ + η) (9.3)

Therefore, the following Second Order sliding mode control law [6] is proposed
in order to compensate the uncertainties, while maintaining a negligible control
chattering

v = v0 + vsmc = v0 + k1
�q√‖�q‖

+ k2

∫ t

t0

�q

‖�q‖dτ (9.4)

where v is the auxiliary control to be selected after applying a feedback linearizing
controller to (9.1), v0 the nominal control used to obtain the desired impedance, and
�q the so-called sliding variable. By appropriately choosing �q , we can prove the
following

Theorem 9.1 Consider the partially feedback linearized version of the robot dy-
namics (9.1) and the control (9.4) with sufficiently high gains. Let

�q(t) = q̇(t) − q̇0(t) (9.5)

with q̇0(t) = ∫t
t0 v0dτ + q̇(t0). On the sliding manifold �q = 0, the system evolves

with dynamics free of disturbances and uncertainties. Moreover, this holds beginning
from the initial time instant t0 (integral sliding mode).
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Therefore, thanks to (9.4), we can completely disregard the uncertainties, and
select the nominal control v0 to ensure the desired end effector impedance as in
the nominal case. For redundant manipulators (m < n), however, other tasks can be
accomplished simultaneously. Hence, we enclose the sliding mode controller with a
hierarchical formulation of model predictive control:

• To enforce the desired task hierarchy
• To consider unilateral motion and torque constraints
• To compensate actuation delays and unmodeled input dynamics

The proposed controller results in a cascade of optimizations starting from the higher
priority one, enforcing the impedance (9.6a), to the tasks with lower priority (9.6b)

v0,0 = argmin
v0

‖σ̇‖2Q
s.t. τ ≤τ (v0, vsmc) ≤ τ

q ≤ q ≤ q

Av0 ≤ b

(9.6a)

v0,i = argmin
v0

‖σ̇ i‖2Qi

s.t. constraints up to task i − 1

J i−1v0 = J i−1v0,i−1

(9.6b)

where σ̇ i represents the derivative of the desired task sliding manifold, and Qi cost
weighting factors.

By taking the predictions of the state and the sliding manifolds, robustness up to d
steps of actuation delay is guaranteed by applying the following control law at time
k, where (·)∗ indicates predicted quantities.

τ k = B̂(q∗
k+d)vk + n̂(q∗

k+d , q̇
∗
k+d) + J∗T

k+d F̂
∗
e,k+d (9.7)

vk = v0(σ̇
∗
k+d) + vsmc(�

∗
q,k+d) (9.8)

9.2.2 Robust Impedance Shaping

The application of this Model Predictive Sliding Mode Control scheme (Fig. 9.1)
to a teleoperation system is straightforward, if we modify the desired impedance
in order to reflect the slave environment force Fe on the master (9.9), and ensure
master reference tracking x̃ = xs − kpxdm for the slave (9.10), where k f and kp are
force and position scaling factors, and (·)d indicates a delayed quantity due to the
communication delay between the two systems.
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Fig. 9.1 The proposed model predictive sliding mode control scheme

Mm ẍm + Dm ẋm + Kmxm = Fh − k f Fd
e (9.9)

Ms
¨̃x + Ds

˙̃x + K s x̃ = −Fe (9.10)

Tuning guidelines for the master and slave parameters can be obtained by analyz-
ing the hybrid matrix H describing the interconnected system, while guaranteeing
teleoperation stability in presence of delays.

[
Fh

−ẋs

]
= H

[
ẋm
Fe

]
=

[
Mms2+Dms+Km

s
k f

(1+sτ)2
e−sd2

−kpe−sd1 s
Mss2+Ds∗s+Ks

] [
ẋm
Fe

]
(9.11)

where τ is the force feedback filter constant, and d1, d2 the communication delays.
From (9.11), Llewellyn’s absolute stability condition requires that all impedance
dynamic parameters are greater than zero, and that the following condition is satisfied,
with drt the round-trip communication delay.

�(ω) = 2DmDsω
2

D2
s ω

2 + (Msω2 − Ks)2
+ kpk f

1 + ω2τ 2
· (9.12)

·
(

(1 − ω2τ 2) cos(drtω) − 2ωτ sin(drtω)

1 + ω2τ 2
− 1

)
≥ 0, ∀ω ≥ 0

Given the previous equation, we can show that the optimal tuning that maximizes
teleoperation transparency is obtained by solving the optimization problem

max
Dm ,Ms ,Ds ,Ks

ω0

s.t. 0 < Dm ≤ Dm

0 < Ms ≤ Ms

0 < Ds

0 < Ks 	 2
√
DmDs/(kpk f (2τ + d̄r t )2)

τ = Ms

√
kpk f /(DmDs)

Ds = 2
√
MsKs

(9.13)
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where ω0 is the largest zero crossing frequency of (9.12) when the force feedback
is unfiltered. This formulation and tuning of the teleoperation controller is able to
provide better performance transparency without sacrificing stability, compared to
modern time-domain passivity approaches [16].

9.3 Virtual Force Feedback

Force feedback information can be provided to the user not only through contact
with a real environment, but also via an artificial force feedback generated by virtual
fixtures [1]. The proposed architecture naturally gives itself to the specification of
these robot motion constraints, with the force feedback rendered via the dual solution
of the optimization to help and guide the operator. The robot autonomously can
control some of the tasks and provides kinesthetic information on the status of the
remotely controlled device [13].

In order to understand how the virtual force feedback can be computed, let us
rewrite the hierarchical controller of the slave ((9.6a), (9.6b)) in an alternative way,
by considering two priority stages and highlighting the slack variables wS in the
second one

v0,0 = argmin
v0

‖Ms
¨̃x + Ds

˙̃x + K s x̃ + Fe‖2Q
s.t. AHv0 ≤ bH

(9.14a)

{v0,1, wS} = argmin
v0,wS

‖wS‖2QS

s.t. AHv0 ≤ bH
J sv0 = J sv0,0

σ̇ S = ASv0 − bS ≤ wS

(9.14b)

where we indicate with subscripts H and S, hard and soft virtual fixtures for reasons
that will be now explained.

Let us start by considering the first optimization, and writing down the Karush–
Kuhn–Tucker (KKT) optimality conditions

(
AHv0,1 − bH

)
λH,1 = 0 (9.15a)

∇ f (v0,1) + AT
HλH,1 = 0 (9.15b)

where λH,1 is the dual optimum associated with the hard constraints of the first
stage, and ∇ f (v0,1) the gradient of the cost function in the optimum. Whenever a
hard fixture is active, (9.15a) has to hold, and the corresponding Lagrange multiplier
λH,1 may be different from zero. Equation (9.15b) can then be rewritten as follows
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Ms
¨̃x + Ds

˙̃x + K s x̃ = −Fe − Fv,H (9.16a)

Fv,H = JT†
s AT

HλH,1 (9.16b)

Therefore, with a Lagrangian mechanics interpretation, the second of the KKT con-
ditions represent the slave dynamics with an additional virtual environment force
Fv,H , defined by the virtual fixture Lagrange multiplier. This additional contribution
can then be added to the master manipulator force feedback in (9.9).

For the soft fixture stage, application of the same principle gives the following for
the second KKT condition

AT
S K SwS = −AT

HλH,2 − JT
s λS,2 (9.17)

where λH,2 and λS,2 are the dual optima associated with the constraints of the second
stage, and K S = 2QS represents the soft fixture stiffness. Therefore, the soft fixtures
contribution to the force feedback is easily computed

Fv,S = JT †
s

[
AT

H JT
s

] [
λH,2

λS,2

]
(9.18)

With the proposed controller formulation, we can avoid the tuning of very large
and very small weights to simulate rigid fixture surfaces, since hard constraints are
separately defined in the first optimization stage and are never violated. While we
can also prevent the appearance of unwanted master-slave coordination errors due to
the penetration of soft fixtures in the second stage.

Overall, from (9.9), by applying both environmental and virtual feedbacks, the
desired master dynamics equation becomes the following.

Mm ẍm + Dm ẋm + Kmxm = Fh − k f (Fe + Fv,H + Fv,S)
d (9.19)

9.4 Occlusion-Free Visual Feedback

Visual feedback by means of image-based visual servoing is integrated and exper-
imentally validated on a dual-arm platform, where one arm is teleoperated and the
other completely autonomous and equipped with a eye-in-hand camera sensor. The
proposed extension to the framework helps the user in navigating cluttered envi-
ronments and keep a clear line of sight with its target by autonomously avoiding
occlusions, reducing the operator workload to complete a reaching task by delegat-
ing any camera reorientation to the autonomous arm.

The vision system requirements in a remote reaching task can be summarized as
follows:



9 A General Framework for Shared Control in Robot Teleoperation … 127

0 80 160 240 320 400 480 560 640
u [px]

0

80

160

240

320

400

480

v
[p
x
]

pa

pb

ps

ṗa
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Fig. 9.2 Pictorial representation of the occlusion avoidance constraint in the image plane. The
colored area identifies the projection of the occluding object

1. Autonomous and continuous camera positioning. The user should notworry about
controlling the camera robot.

2. Teleoperated arm and target always visible in the camera field of view (FoV).
3. Occlusions due to additional objects in the scene must be avoided by the camera.
4. Intuitive mapping of the master device in the camera frame. The user should

clearly understand what is happening remotely, and how to influence the system
behavior.

The occlusion-free behavior can be easily included in the slave controller as
an inequality constraint, by using a minimum distance criterion [12]. Indeed, it is
sufficient to notice in Fig. 9.2 that, for a generic point pt in the FoV, an occlusion
only occurs if it enters the polytope area defined by the occluding object projection
in the image. The constraint is defined as follows

( pt − ps)
T ( pt − ps) − tb( pt − ps)

T ( ṗs − ṗt ) ≥ 0,∀s ∈ [0, 1] (9.20)

where the first term on the left represents the squared distance between the feature of
interest pt and a point ps on the segment delimiting the polytope, while the second
one is proportional to their relative velocity. tb is a design parameter that relates
to the maximum time required by the robot to bring to a halt the features in the
image. By making use of the pinhole camera model and the camera Jacobian, it is
straightforward to obtain a dependence on the robot joint accelerations as required
by the optimization procedure (9.6a).

The constraint can also bemade robust to the features relative position and velocity
uncertainties (9.21): �p ∈ Dp and � ṗ ∈ D ṗ.
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( pt − ps + �p)
T ( pt − ps + �p) − tb( pt− ps + �p)

T ( ṗs − ṗt + � ṗ) ≥ 0,

∀s ∈ [0, 1],�p ∈ Dp,� ṗ ∈ D ṗ

(9.21)

It can be shown that this approach has also the benefit of providing robustness against
camera interaction matrix uncertainties as well as unmodeled dynamics of the envi-
ronment.

Although the constraint itself guarantees the absence of occlusions, it does not
ensure an optimal camera motion, nor a movement that is perceived as natural by
the user. To achieve this, a state machine is defined, where in each state different
quantities are regulated and added to the cost function to be minimized in (9.6a). The
two main system phases are identified by an approach state (SA), where there is no
danger of occlusion occurring, and the camera simply follows the teleoperated arm,
and an occlusion state (SO ), where an occlusion is likely to happen, and the camera
has to promptly react.

In the approach phase, the main impedance and tracking task are pursued, while
regulating the teleoperated arm and target goal to fixed points in the FoV (et , eg,com),
and limiting the camera rotation around its optical axis (eφ). When an occlusion
constraint activates, a transition to SO occurs.

v0,0 = argmin
v0

‖et‖2Qt
+ ‖eg,com‖2Qg,com

+ ‖σ̇‖2Q + ‖eφ‖2Qφ
(9.22)

During the occlusion phase, instead, the teleoperated end effector and goal features
velocities are minimized ( ṗt , ṗg,com), along with the occluding object projected area
(ao) and the camera velocity along its optical axis (vcc,z). This allows to create a
camera motion that pushes the occluding object out of the FoV (eo,com) and recovers
nominal operation, transitioning back to SA.

v0,0 = argmin
v0

‖ ṗt‖2Qt
+ ‖ ṗg,com‖2Qg,com

+ ‖σ̇‖2Q+
+‖eo,com‖2Qo,com

+ ‖ao‖2Qo,area
+ ‖vcc,z‖2Qc,z

(9.23)

The proposed framework has been experimentally validated on a platform con-
sisting of a dual-arm ABB YuMi robot slave device, and a Novint Falcon master
device (Fig. 9.3). The controller is not only able to track the user input, but also to
autonomously adjust the camera position to provide an intuitive visual feedback, as
well as environmental and virtual force feedback, fully integrating robot control and
user intention in a single shared autonomy architecture.
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Fig. 9.3 Occlusion-free teleoperation experiment

9.5 Conclusion

We have presented a complete robot teleoperation framework, encompassing robot
dynamics control, as well as user interaction through force and visual feedback. We
have also shown how operator and robot autonomy can coexist by means of a shared
controller experimentally validated on a real industrial dual-arm robot.

Further studies should be conducted on how to improve the user-robot interaction.
In human-robot collaboration for industrial applications, the use of machine learning
techniques have been employed to infer the user intention during collaborative tasks
[5]. Based on humanmotion limb studies and synthetic data, themodel trained in [14]
is able to predict the usermotion and use this information to actively help the operator
via the inclusion of an assistance control component. A similar approach could be
investigated to further reduce the user cognitive burden and simplify task execution
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in telerobotics: [22] provides one possible implementation, with an assistive behavior
learned via demonstration and then integrated with the user input.
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