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Preface

The global demand for power has grown by more than 50% in the last 20 years and
it will increase even more drastically in the next few years with an expanding trend
for electrifying our lifestyle, for example e-mobility and diverse electronic devices.
Apparently, mother nature cannot continue providing us with her generous hospi-
tality if we do not promptly rethink our energy generation concepts and take all
measures necessary to switch to clean and renewable energy with no or at least
limited environmental impact. This is no more a fantasy but a crucial first priority
demand, which, if not thoroughly treated now, will leave irreversible consequences
and this is my concern. However, the sole subsidizing of wind and solar energy is
not yet a sustainable solution. It could be the solution if we thoroughly prepare our
electrical infrastructure to deal with the renewable energy penetration.

Serious renewable energy systems mostly focus on wind energy and it is easily
forgotten that water (hydropower) is not only the main source of renewable energy
but also the most efficient one. Hydropower is an incontestable renewable energy
source, especially since it meets government agendas for sustainable greener energy
sources providing substantial savings in CO2. Finally, when it comes to cost and
reliability, nothing compares to the cost of electricity coming from a hydropower
plant. Hydropower plants are the most important key factor of a sustainable
electrical grid.

Rapid deployment of wind and solar energy generation is going to result in a series
of new problems with regards to the reliability of our electrical grid in terms of
outages, cost, and life-time, forcing us to promptly deal with the challenging
restructuring of our energy systems. Increased penetration of fluctuating renewable
energy resources is a challenge for the electrical grid and there is a need for a backup
capacity and energy storage. Pump Storage Power Plants (PSPP) are the most
efficient and largest commercial energy storage systems. Their main function is to
support the electrical grid during fluctuations that could be mostly caused by wind
energy penetration in the near future. Developing additional hydropower pumped
storage, particularly in areas with recently increased wind and solar capacity, would
significantly improve grid reliability. PSPP plants have to be available on demand to
quickly balance load fluctuations, i.e. inject fast power to the grid in peak load times
or extract power from the grid in times of overcapacity, e.g. when high amounts of
solar or wind power feed the grid. The best thing about this solution is that one
renewable energy source supports the other one. However, there are at least two
decisive challenges to be overcome. First, most of the PSPPs are provided with
fixed-speed generators and cannot absorb or inject an arbitrary amount of electrical
power into the grid. Second, traditional PSPPs are not agile enough to compensate
the dynamic fluctuation of modern electrical grids. Therefore, one of many
advances during the last decades has been the development of adjustable speed
systems to allow for controllable power in the pumping and generating mode.
Solutions are either to use other types of machines, e.g. Doubly Fed Induction
Generators (DFIG) instead of the Synchronous Generators (SG) or to provide the
generators with Power Electronic Converters. However, both solutions save impacts
on the functionality, life-time, and reliability of the generator due to interaction
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influences. The deployment of wind and solar energy is primarily determined by
our capability to comprehensively handle these new interactions, which results in
more reliable generators and consequently increases the acceptance of renewable
energy. We must find methods to deal with aspects such as permanent start-stop
operation, power electronics interactions, monitoring, life-time estimation, and
failure prediction, if we want to move towards reliable renewable systems. High-
quality maintenance and monitoring are essential to ensure a high level of avail-
ability of large generators, since unexpected outages result in huge economic losses,
limit the availability, and impair the reliability of these systems. The latest moni-
toring is a set of offline, online, and intelligent methods based on measurements and
expert knowledge. The main deficit of these methods is the lack of comprehensive
multi-physical modelling of different phenomena. Since there are no methods to
deal with these multi-physical phenomena, we have focused on developing methods
for indirect anticipation of operating conditions. Consequently, these traditional
methods are only applicable to a certain insulation system or test condition, which is
still a subject of debate among researchers. The latest modified monitoring method
is to implement accelerating aging tests, characterize the parameters, and verify the
model in the lab. It is worth mentioning that even on the lab scale, the test objects
are exposed to controlled thermal, electrical, mechanical, and thermal cycling
stresses almost independently, which is not the case in the real generator.

This book covers new technologies and modelling methods of renewable energy
generators including wind, ocean, and hydropower systems in two sections. In the
first section, three topics related to hydro energy systems are presented. The second
section deals with wind energy systems and issues related to the volatile nature of
renewable energies. The control systems of wind power systems for better fre-
quency control and grid stabilization are included in this chapter.

The first chapter is dedicated to computational fluid dynamic simulation of large
hydro generators. The CFD model to be validated consists of the full generator
geometry, which is modeled in high geometrical detail. The steady state multiple
reference frame approach was chosen for the simulations and the influence of
different rotor-stator interfaces and turbulence models was investigated.

Chapter two discusses the hybrid electro-optic sensors for the fault diagnostic
system of hydrogenerators. The application of hybrid electro-optic sensors (HFOS)
with capacitive mechanical sensors in hydrogenerators for fault diagnosis, mea-
surements, and parameter extractions are described in this chapter.

Besides the traditional hydropower plant, there are also non-conventional methods
to use the hydro energy from the oceans.

Chapter three gives an overview of the functionality of tidal generators and
compares the flooded and sealed generators.

Chapter four gives an overview of onshore and offshore wind energy technologies.
Different components of wind farm as well as the technologies used in them are
investigated and possible layouts regarding the foundation of an offshore wind
turbine, floating offshore, as well as the operation of wind farms in the shallow and
deep location of the ocean are studied.

Chapter five presents an adaptive load frequency control based on the least square
method. The controller adopts an internal model control (IMC) structure in two

XIV

scenarios, i.e. static controller gain with adaptive internal model and both the
adaptive controller gain and adaptive internal model. A two-area power system is
used to test and validate both performance and the effectiveness of this controller
through some case studies.

Chapter six describes the supplementary controls to provide ancillary services. It
exploits key examples of these controllers and considers their integration into the
conventional control of renewable generators.

A frequency processor-based frequency-active power set point control architecture
for variable speed wind turbine generator is presented in Chapter seven. Grid
frequency processor based on moving averaged frequency and dynamic dead-band
is tested for two different grid codes. Generated active power set point is provided
to a modified torque-pitch control loop in Type III and Type IV variable speed wind
turbine generator generic models.

Chapter eight investigates the effectiveness of the non-linear control-based model
and the sampled-data design through the power system application. In particular,
the study focuses on a model of a wind turbine system fed by a Doubly Fed
Induction Generator.

Amir Ebrahimi
Professor,

Leibniz University Hannover,
Germany
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Chapter 1

Validating a CFD Simulation
Approach by Ventilation
Measurements for an Air-Cooled
Salient Pole Model Generator
Bastian Diebel, Axel Walter-Krause,
Roland Jester-Zuerker and Babette Schwarz

Abstract

Pressure and flowrate measurements were conducted for an air-cooled salient pole
hydro model generator in order to validate a computational fluid dynamics (CFD)
simulation approach. The ventilation system of the model generator was driven by
adjustable external fans, which allows detailed pressure measurements for a range of
operating conditions. The CFD model to be validated consists of full generator geom-
etry which is modelled in high geometrical detail. The steady-state multiple reference
frame approach was chosen for the simulations, and the influence of different rotor-
stator interfaces and turbulence models was investigated. The comparison of mea-
surement and simulations includes the static pressure along the flow path through the
machine, the performance map of the external fans, and an analytical approach to
describe the dimensionless machine parameters of the model generator. Good overall
agreement was found between measurement and CFD, which justifies the application
of the presented simulation approach in the design of ventilation and cooling systems
for hydro power generators. Qualitatively the CFD simulations reproduced all mea-
sured flow effects. Also quantitatively a good prediction of measured values was
identified for a broad range of operating conditions. However, it was found that the
simulation accuracy does not only depend on the numerical models in use but also on
the specific operating conditions and their affiliated airflow characteristics.

Keywords: electrical machine, salient pole hydro power model generator,
cooling and ventilation, computational fluid dynamics, rotor-stator interface,
turbulence modelling, flow and pressure measurement

1. Introduction

Today’s generator technology is highly efficient. Nevertheless, the remaining
electromagnetic losses in the range of 1% of the generator’s rated power produce
a considerable amount of heat. To remove this heat from the machine, a safe and
reliable ventilation and cooling system is designed during the layout process
individually for each hydro power generator.

During commissioning of many hydro generators, the ventilation and cooling
system is evaluated as a part of the efficiency measurement. In the case of detecting
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insufficient cooling performance at this stage of the project, changes of the ventila-
tion design become expensive and time-consuming. Therefore, reliable tools for
developing the cooling system early in the design phase are required. Within recent
years, computational fluid dynamics (CFD) simulations became a commonly used
tool for such applications. However, in order to achieve the required calculation
accuracy, detailed validation of the simulations is mandatory.

Normally, during commissioning or operation of hydro power generators, the
opportunities for detailed measurements are limited, especially due to unavoidable
standstill for installation and removal of measurement equipment. To overcome this
problem, Voith Hydro operates a fully functional salient pole model generator
which allows detailed measurement campaigns for different machine configura-
tions without the limiting boundary conditions that are found in operational hydro
power plants. This includes but is not limited to the investigation of the ventilation
and cooling system of the model machine.

For this model machine, the airflow of the ventilation and cooling system was
investigated in detail. The static pressure was measured at 17 representative loca-
tions within the machine. Additionally, the flowrate was monitored for each of the
two fans that are mounted on the top of the test rig in order to drive the ventilation
circuit. To obtain the correct thermodynamic state of the cooling air, temperature,
barometric pressure, and relative humidity were measured. Different rotational
speeds of the electric machine as well as of the fans were investigated to evaluate
the ventilation performance within a broad range of operating conditions.

In addition, CFD simulations using the commercial software Star-CCM+ were
performed and compared to the measurements. The simulation model included
the complete geometry of the model machine, with all relevant parts modelled in
high geometrical detail. This allows a direct comparison with all available measure-
ment locations. Instead of modelling the fans, the measured volume flowrate
was specified for the respective operating point. The air-to-water cooler of the test
rig was modelled as porous media. The steady-state multiple reference frame
approach was used for all simulations. The influences of different modelling
methodologies such as the choice of rotor-stator interfaces and turbulence models
were investigated.

In the following, the measured machine configuration is described in detail.
Afterward, the measurement setup and the simulation model are presented. Finally,
the measurement data is evaluated, interpreted, and compared to the simulations.
This includes the discussion of the static pressure along the flow path through the
machine and the performance map of the fans. Also the machine pressure loss is
evaluated by means of dimensionless parameters. For all presented data, the focus is
on the comparison between CFD and measurement results.

2. Model generator configuration

As described in the previous section, measurement data for large hydro power
generators is hard to obtain, as restrictions in accessibility and modifiability of
operational machines do not allow extensive measurement campaigns.

To overcome this problem, Voith Hydro has developed a small-scale model
generator that might be operated similar to representative machines for large hydro
applications. The main objectives of this test rig are to obtain measurement data for
the validation of design tools but also to develop and test new innovative products
and product improvements for hydro power generators. Although a clear focus
during the design of the test rig was on electromagnetic similarity, investigations in
the field of generator cooling and ventilation are possible as well.

4

Advances in Modelling and Control of Wind and Hydrogenerators

The following subsections give a short overview of the model machine and its
investigated cooling and ventilation configuration.

2.1 Overview

The investigated model generator is a synchronous, salient pole electric machine
as it is typical for hydro power applications. On the test rig, the shaft of the
generator is connected to an electric motor that feeds mechanical power into the
system. The electric side of the generator is connected to a frequency converter-
driven grid simulator, which allows numerous operating conditions at rotational
speeds up to 750 rpm and a maximum electric output of 1.1 MVA.

An overview picture of the model generator is shown in Figure 1. The machine
is completely encapsulated and thermally insulated from the environment. The air
cooling circuit is driven by two parallel radial fans that are mounted on the top of
the test rig. One air-to-water cooler removes the heat from the system.

2.2 Ventilation design

As it is typical for salient pole hydro generators, the investigated model
generator is fully air cooled. Figure 2 shows a schematic of the ventilation design,
with blue arrows indicating the flow path.

The airflow is driven through the machine by two adjustable radial fans
mounted on the top of the test rig. On the pressure side of the fans, the air enters the
machine on both sides in axial direction. From there on it splits into two different

Figure 1.
Model generator overview.
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insufficient cooling performance at this stage of the project, changes of the ventila-
tion design become expensive and time-consuming. Therefore, reliable tools for
developing the cooling system early in the design phase are required. Within recent
years, computational fluid dynamics (CFD) simulations became a commonly used
tool for such applications. However, in order to achieve the required calculation
accuracy, detailed validation of the simulations is mandatory.

Normally, during commissioning or operation of hydro power generators, the
opportunities for detailed measurements are limited, especially due to unavoidable
standstill for installation and removal of measurement equipment. To overcome this
problem, Voith Hydro operates a fully functional salient pole model generator
which allows detailed measurement campaigns for different machine configura-
tions without the limiting boundary conditions that are found in operational hydro
power plants. This includes but is not limited to the investigation of the ventilation
and cooling system of the model machine.

For this model machine, the airflow of the ventilation and cooling system was
investigated in detail. The static pressure was measured at 17 representative loca-
tions within the machine. Additionally, the flowrate was monitored for each of the
two fans that are mounted on the top of the test rig in order to drive the ventilation
circuit. To obtain the correct thermodynamic state of the cooling air, temperature,
barometric pressure, and relative humidity were measured. Different rotational
speeds of the electric machine as well as of the fans were investigated to evaluate
the ventilation performance within a broad range of operating conditions.

In addition, CFD simulations using the commercial software Star-CCM+ were
performed and compared to the measurements. The simulation model included
the complete geometry of the model machine, with all relevant parts modelled in
high geometrical detail. This allows a direct comparison with all available measure-
ment locations. Instead of modelling the fans, the measured volume flowrate
was specified for the respective operating point. The air-to-water cooler of the test
rig was modelled as porous media. The steady-state multiple reference frame
approach was used for all simulations. The influences of different modelling
methodologies such as the choice of rotor-stator interfaces and turbulence models
were investigated.

In the following, the measured machine configuration is described in detail.
Afterward, the measurement setup and the simulation model are presented. Finally,
the measurement data is evaluated, interpreted, and compared to the simulations.
This includes the discussion of the static pressure along the flow path through the
machine and the performance map of the fans. Also the machine pressure loss is
evaluated by means of dimensionless parameters. For all presented data, the focus is
on the comparison between CFD and measurement results.

2. Model generator configuration

As described in the previous section, measurement data for large hydro power
generators is hard to obtain, as restrictions in accessibility and modifiability of
operational machines do not allow extensive measurement campaigns.

To overcome this problem, Voith Hydro has developed a small-scale model
generator that might be operated similar to representative machines for large hydro
applications. The main objectives of this test rig are to obtain measurement data for
the validation of design tools but also to develop and test new innovative products
and product improvements for hydro power generators. Although a clear focus
during the design of the test rig was on electromagnetic similarity, investigations in
the field of generator cooling and ventilation are possible as well.

4

Advances in Modelling and Control of Wind and Hydrogenerators

The following subsections give a short overview of the model machine and its
investigated cooling and ventilation configuration.

2.1 Overview

The investigated model generator is a synchronous, salient pole electric machine
as it is typical for hydro power applications. On the test rig, the shaft of the
generator is connected to an electric motor that feeds mechanical power into the
system. The electric side of the generator is connected to a frequency converter-
driven grid simulator, which allows numerous operating conditions at rotational
speeds up to 750 rpm and a maximum electric output of 1.1 MVA.

An overview picture of the model generator is shown in Figure 1. The machine
is completely encapsulated and thermally insulated from the environment. The air
cooling circuit is driven by two parallel radial fans that are mounted on the top of
the test rig. One air-to-water cooler removes the heat from the system.

2.2 Ventilation design

As it is typical for salient pole hydro generators, the investigated model
generator is fully air cooled. Figure 2 shows a schematic of the ventilation design,
with blue arrows indicating the flow path.

The airflow is driven through the machine by two adjustable radial fans
mounted on the top of the test rig. On the pressure side of the fans, the air enters the
machine on both sides in axial direction. From there on it splits into two different

Figure 1.
Model generator overview.
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flow paths. The air on the first path directly enters the pole gaps and the annulus
between rotor and stator (air gap) in axial direction. In the second path, the air
enters the rotor hub openings close to the shaft in axial direction, from where it is
guided radially outward into the pole gap via rectangular ducts. At this point, the
two flow paths unite, and the air passes through the radial cooling ducts in the stator
core toward the air-to-water cooler, where the heat is removed from the machine.
After the cooler, the airflow separates into the two paths toward the fans, where the
ventilation loop is closed.

Compared to the cooling scheme of most hydro generators in operation, two
aspects are rather special about this model configuration: first, the split of flow
paths in the rotor does not occur in most configurations as either all cooling air is
guided radially through the rim or axially through the pole gaps. Second, most
operating hydro generators have the air-to-water coolers distributed periodically
around the stator circumference. For the given model machine, the cooler is posi-
tioned on the top of the test rig, which might lead to a less homogenous circumfer-
ential flow distribution in the stator core cooling ducts.

2.3 Operating conditions

As only the aerodynamic behavior of the investigated machine was of interest,
all measurements were carried out without rotor winding excitation and in stator
winding phase-to-phase short circuit.

To investigate a broad range of relevant operating conditions, measurement data
was recorded for different rotational speeds of the electric machine, as well as for
different rotational speeds of the two fans. Thereby, both fans were always run with
the same rotational speed at a time.

Table 1 gives an overview of the investigated operating ranges. For each
machine speed, measurements for four different fan speeds were done. In total,

Figure 2.
Model generator ventilation scheme.
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measurements and CFD simulations for 12 operating points were conducted, which
provides a full performance map of the model generator’s ventilation system.

3. Measurement setup

The following sections shall provide a full overview of the measurement data
that was obtained during the measurement campaign. Data was acquired for the
static pressure at different positions of the machine, the thermodynamic state of the
cooling air, and the volumetric flowrate through the model generator.

3.1 Static pressure

Static pressure was measured at 17 positions within the generator. All data was
recorded relative to a common reference, which is the ambient pressure within the
laboratory where the generator test rig is located. Figure 3 indicates the pressure
measurement positions within the machine. The pressure positions are named with
abbreviations according to their location, which are documented in Table 2. The
number behind the named positions indicates that multiple circumferential posi-
tions were measured, i.e., 1–2 indicates two circumferential positions, whereas 1–4
represents a circumferential distribution of four sensors.

All positions in Figure 3 indicated with a dot represent single-spot measure-
ments that were realized by locating an open end of a pressure tube at a position

Machine parameter Investigated operating range

Rotational speed electric machine nMachine 0–750 rpm

Rotational speed fan nFan 0–2932 rpm

Table 1.
Operating conditions overview.

Figure 3.
Static pressure measurement positions.
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where minimal flow velocities are expected (Figure 4). The positions indicated by a
line (Figure 3, FI and FO) represent a wall pressure measurement at positions with
higher flow velocities, i.e., before and after the fans. There, three wall pressure
ports have been connected by a circular pipe to measure a circumferentially aver-
aged wall pressure. An example for a circular pipe can be seen in Figure 5.

Abbreviation Location

FI Fan inlet

FO Fan outlet

CA Cold air compartment

WO Winding overhang

HA Hot air compartment

BC Behind cooler

Table 2.
Abbreviations of measurement positions.

Figure 4.
Single-spot measurement.

Figure 5.
Circular pipe measurement.
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All measurement data was acquired simultaneously by a multichannel pressure
transducer. Data reduction was done for the recorded, time-resolved pressure data.
Therefore, arithmetic averaging was done for each operating point after reaching
steady-state operation. As pressure transducers tend to have a small zero drift, a
correction of the recorded pressure readings was applied. To do so, the time-
averaged data was subtracted by the time-averaged pressure reading at complete
standstill of machine and fans. All static measurement data evaluation in this chap-
ter is based on pressure data derived according to the procedure described above.

3.2 Thermodynamic state

The thermodynamic state of the cooling air was acquired by measuring the
temperature T with a type A Pt100 temperature sensor and the relative humidity φ
with a humidity sensor, both positioned on the cold air side of the machine behind
the cooler. The absolute pressure pa was measured in the laboratory. Using the data
from the previously described static measurements, the absolute pressure in the
closed air circuit behind the cooler was calculated using the formula:

pCooler ¼ pa þ pBC: (1)

All data was time-averaged for each operating point, using an arithmetic average
over all measured samples. With the described measurement data, the thermody-
namic state of the cooling air within the model generator is well defined, and the
cold air reference density was derived for each operating condition according to the
ISO 5801 standard [1].

3.3 Volumetric flowrate

The flowrate of the cooling air was measured at the inlet of each of both fans. A
Venturi type measurement principle was used, where the wall pressures for two
positions with different cross-sectional areas at the fan inlet nozzle were measured
and its pressure difference was correlated to the present flowrate.

The correlation of pressure difference and flowrate was done by an in situ
calibration at the model generator. To do so, a calibrated measuring section was

Figure 6.
Volumetric flowrate calibration measurement section.
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installed on the pressure side of each fan. The measurement section can be seen in
Figure 6; it is connected to the fan via an air hose on the far end side in the picture.
With this setup, calibration data was obtained for the full operating range of the
fans in their actual assembly situation.

From the obtained calibration data, a formula was derived to directly correlate
the pressure difference measurement at the fan inlets and the volumetric flowrate
in the measurement section. In accordance with the theory for an incompressible,
Venturi type flow meter [2], the flowrate _VFan through each fan is defined by

_VFan ¼ a � ΔpFan,Venturi �
ρref

ρCooler

� �b

: (2)

In this equation ΔpFan,Venturi is the relative pressure difference at the fan inlet
nozzle, ρref is the air density during in situ calibration, and ρCooler is the density
obtained for each measured operating point behind the air-to-water cooler (Section
3.2). Factors a and b are the calibration coefficients derived from the in situ
calibration measurement data.

4. Simulation setup

In the following sections, the simulation model is described in detail. An over-
view is given for the modelled geometry and the computational domain. The
numerical mesh is presented. Also, the applied numerical models are described, and
an overview is given about the different investigated numerical setups.

4.1 Model overview

The simulation model included all relevant generator parts modelled in high geo-
metrical detail. Due to the single cooler on the top of the test rig, no circumferentially
periodic model segment could be derived as recommended in [3]. The CFD model
featured the complete geometry of the machine. Though this led to high numerical
effort, a direct comparison with all available measurement locations was possible.

Instead of modelling the fans, the measured volume flowrate was specified for
the respective operating point. The cooler was modelled as porous media, where the
pressure loss was taken into account by an additional momentum sink term in the
equations being solved during the CFD simulation. The underlying porosity model
(momentum sink) applies parameters which were derived from the pressure mea-
surements.

An overview of the model is given in Figure 7. Figure 8 shows a cut through the
model, which allows a view on the rotor parts. Furthermore, the geometrically
modelled perforated metal plates can be seen, which produce a uniform inflow into
the cold air compartment. The walls of the parts form the boundaries for the fluid
domains which were used for the CFD calculation. All in all there were three
domains: one domain for the rotating parts, one for the stationary parts, and one for
the porous cooler. All domains were connected by interfaces in order to form a
coherent CFD simulation domain.

4.2 Meshing

A computational mesh was generated for each domain. The unstructured mesh
consisted of polyhedral elements and two wall prism layers. The interfaces between
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the domains were meshed node-conformal in order to improve the accuracy of the
calculation. The total number of cells was 206.6 million.

In Figure 9, a section of the mesh within the pole gap can be seen. Inside the
pole gap, the air cools the pole winding. To increase the heat transferring surface
area, the pole winding is equipped with triangularly shaped cooling fins. To resolve
this geometry feature, a fine mesh is mandatory.

Figure 10 shows the surface mesh of the rotor-stator interface, the cell size in
the air gap between the interface and stator core, and one cooling channel. It can be
seen that the mesh size is small in the area of the air gap and the intake of the
cooling channels to resolve the high velocity gradients that are present in this area.

Figure 7.
Simulation model overview.
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After entering the cooling channel, the airflow is guided in radial direction and is
expected to develop a boundary layer similar to a turbulent channel flow with a low
radial pressure gradient. This is why the cell size can be increased in radial direction
in order to reduce the total number of cells.

4.3 Physical setup

An overview of the numerical setup is given in Table 3. All simulations were
done using the segregated solver in the commercial software STAR-CCM+ v11.06.
Steady-state RANS simulations [4] were conducted. The fluid was modelled with a

Figure 8.
Simulation model overview. Cut through stationary parts.
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constant user-specified density and was considered isothermal. The density and
dynamic viscosity were derived from the measured values (Section 3.2). The
steady-state multiple reference frame approach was used for the simulation.

Figure 9.
Mesh overview. Pole gap.

Figure 10.
Mesh overview. Stator cooling channels.
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Different modelling methodologies were investigated, including the influence of the
frozen rotor and mixing plane rotor-stator interfaces and the effect of the k-ε [5]
and k-ω SST [6] turbulence models.

Using the frozen rotor interface, the solution for one relative position of rotor
and stator is calculated. The mixing plane interface leads to a circumferential aver-
aging of the calculated flow quantities.

The k-ω SST turbulence model combines the benefits of the k-ε and k-ω turbu-
lence model through blending. The k-ε turbulence model leads to better simulation
results in free flows, whereas the k-ω turbulence model is expected to provide better
turbulence modelling for near-wall flows [7].

5. Result evaluation

In the following sections, the CFD results are compared with the obtained
measurement data. The pressure data for different positions in the machine is
evaluated for a range of operating conditions. The focus of the evaluation is to
identify coincidence as well as differences between the measurement data and the
CFD simulation results with different numerical setups.

5.1 Flow path diagram

Figure 11 shows the averaged static pressure for each measurement position
when following the flow path through the ventilation circuit. The values are nor-
malized by the maximum fan outlet pressure that was measured for all operating
conditions. The positions are named according to Table 2. For each flow path
position, the value in the diagram is the average of all associated measurement
positions that are available, e.g., CA 1–4 for the cold air compartment. The diagram
shows the pressure plots for the four different fan speeds at a machine speed of
750 rpm. The other machine speeds have also been investigated but have shown
qualitatively similar results, which is why only the 750 rpm variant is discussed here
as representative example.

When the air passes through the fans, a static pressure rise can be observed for
all operating points except for the point with fans turned off. In this case, conse-
quently, a small pressure drop was measured. From fan outlet to cold air compart-
ment, a pressure decrease can be observed, which is caused by a total pressure drop
especially across the perforated plates mounted at the inlet of the cold air
compartment.

In the cold air compartment, the static pressure of all operating points shown in
the diagram approaches a value of zero. The reason for this is that in this area, there
are several leaks to the outside of the machine, e.g., via the rotor shaft sealing.
Therefore, the pressure equalizes with the ambient state in the laboratory.

Solver STAR-CCM+ v11.06

Analysis type Steady-state

Rotor-stator interface Frozen rotor/Mixing plane

Fluid model Constant density

Heat transfer Isothermal

Turbulence models k-ε/k-ω SST

Table 3.
Physical setup overview.
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Only a small pressure loss is observed from the cold air compartment to the
winding overhang region for all operating points investigated. For the pressure drop
from winding overhang to the hot air compartment, different effects can be seen,
depending on the operating conditions.

With the fans turned off and at 1515 rpm fan speed, a pressure increase was
measured. This is because the rotating components of the machine, comparable to a
pump, transfer energy into the fluid which increases the total pressure of the
system. In parallel, the flowrate provided by the external fans is rather low, leading
to a low pressure loss within the ventilation circuit. Therefore, the pressure increase
dominates over the pressure loss for the mentioned operating points. For the other
operating conditions, the pressure loss in the machine is higher than its pressure
buildup, as the external fans provide higher flowrates with increasing rotational
fan speeds.

From the hot air compartment to the measurement position behind the cooler, a
pressure drop can be observed for all operating conditions.

From the cooler outlet to the fan inlet, a comparably high pressure loss is
present. This is due to the superposition of two effects: the total pressure loss
along the flow path as well as a shift from static pressure to dynamic pressure as
the cross-sectional area decreases when entering the duct toward the suction side
of the fan.

The described pressure path is used to investigate the effect of different rotor-
stator interface formulations and turbulence models. Figure 12 shows all investi-
gated combinations of rotor-stator interfaces (frozen rotor and mixing plane) and
turbulence models (k-ε and k-ω SST) exemplary for the operating point with the
highest machine and fan speed. The pressure level of the simulation data is adapted
in order to obtain the same fan outlet pressure as in the measurements. The fan
outlet is the inlet boundary of the CFD simulation model.

In Figure 12 it can be seen that the calculated pressure drop between fan outlet
and cold air compartment is approximately the same for all investigated combina-
tions. Due to the fact that no rotor-stator interface is crossed, it can be stated that
both turbulence models calculate the pressure drop for a combination of a duct flow

Figure 11.
Measured flow path diagram for nMachine = 750 rpm. Pressure values normalized by the maximum measured
pressure.
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the diagram approaches a value of zero. The reason for this is that in this area, there
are several leaks to the outside of the machine, e.g., via the rotor shaft sealing.
Therefore, the pressure equalizes with the ambient state in the laboratory.

Solver STAR-CCM+ v11.06

Analysis type Steady-state

Rotor-stator interface Frozen rotor/Mixing plane

Fluid model Constant density

Heat transfer Isothermal

Turbulence models k-ε/k-ω SST

Table 3.
Physical setup overview.
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Only a small pressure loss is observed from the cold air compartment to the
winding overhang region for all operating points investigated. For the pressure drop
from winding overhang to the hot air compartment, different effects can be seen,
depending on the operating conditions.

With the fans turned off and at 1515 rpm fan speed, a pressure increase was
measured. This is because the rotating components of the machine, comparable to a
pump, transfer energy into the fluid which increases the total pressure of the
system. In parallel, the flowrate provided by the external fans is rather low, leading
to a low pressure loss within the ventilation circuit. Therefore, the pressure increase
dominates over the pressure loss for the mentioned operating points. For the other
operating conditions, the pressure loss in the machine is higher than its pressure
buildup, as the external fans provide higher flowrates with increasing rotational
fan speeds.

From the hot air compartment to the measurement position behind the cooler, a
pressure drop can be observed for all operating conditions.

From the cooler outlet to the fan inlet, a comparably high pressure loss is
present. This is due to the superposition of two effects: the total pressure loss
along the flow path as well as a shift from static pressure to dynamic pressure as
the cross-sectional area decreases when entering the duct toward the suction side
of the fan.

The described pressure path is used to investigate the effect of different rotor-
stator interface formulations and turbulence models. Figure 12 shows all investi-
gated combinations of rotor-stator interfaces (frozen rotor and mixing plane) and
turbulence models (k-ε and k-ω SST) exemplary for the operating point with the
highest machine and fan speed. The pressure level of the simulation data is adapted
in order to obtain the same fan outlet pressure as in the measurements. The fan
outlet is the inlet boundary of the CFD simulation model.

In Figure 12 it can be seen that the calculated pressure drop between fan outlet
and cold air compartment is approximately the same for all investigated combina-
tions. Due to the fact that no rotor-stator interface is crossed, it can be stated that
both turbulence models calculate the pressure drop for a combination of a duct flow

Figure 11.
Measured flow path diagram for nMachine = 750 rpm. Pressure values normalized by the maximum measured
pressure.
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and a geometrically modelled perforated plate in a stationary domain equally on the
given mesh.

The major differences can be seen between winding overhang and hot air com-
partment. This is due to two effects. On the one hand, the influence of the rotor-
stator interface can be observed, and on the other hand, the highest velocities and
velocity gradients are present in this part of the machine. Therefore the influence of
both, the rotor-stator interface and the turbulence model, can be seen.

For all simulations except for the combination of mixing plane interface and k-ε
turbulence model, a comparable pressure drop is found. Both interfaces combined
with the k-ε turbulence model calculate a rather high pressure drop. However, the
combination of mixing plane and k-ε turbulence model overestimates the pressure
drop significantly. Both interfaces in combination with the k-ω SST model lead to a
good prediction of the pressure drop in this area, with the mixing plane model
leading to the best agreement between measurement and CFD for the given oper-
ating point.

After the cooler, the pressure drop between cooler outlet and fan inlet is again
comparable for all combinations.

Due to the high pressure drop for the combination of mixing plane interface and
k-ε turbulence model between winding overhang and hot air compartment, the
following evaluations were done for the k-ω SST model only.

5.2 Fan performance

The performance map of the ventilation circuit can be derived from the mea-
surement data by plotting the pressure rise at the fans over the flowrate through the
machine. As the static pressure before and after the fans was measured at positions
with the same cross-sectional area and under the assumption that the velocity pro-
files in both positions are similar, it can be assumed that the static pressure rise is
equal to the total pressure rise. Figure 13 shows the performance map of the
machine, with the static fan pressure rise ΔpFan calculated according to Table 2 as

Figure 12.
Flow path diagram for nMachine = 750 rpm and nFan = 2932 rpm. Pressure values normalized by the maximum
measured pressure.
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ΔpFan ¼ 1=2 pFO 1 � pFI 1
� �þ pFO 2 � pFI 2

� �� �
: (3)

The differences in pressure rise and flowrates between both fans are small which
justifies the averaging that is done in Eq. (3). The values in Figure 13 are normalized
by the maximum measured value for each fan pressure rise and volumetric
flowrate.

The colored lines of constant machine rotational speed can be interpreted as
consumer characteristic of the test rig, and the gray lines of constant fan rotational
speed characterize the provider side of the setup.

With the fans turned off, a positive flowrate can be observed for machine speeds
of 375 and 750 rpm. This is due to the rotating parts of the machine (pole, rim, hub)
working on the fluid. The corresponding operating range is called self-ventilation.

When increasing the fan speed, the influence of self-ventilation is reduced, and
the pressure rise due to the fan becomes the dominating flowrate source in the
ventilation circuit. Therefore, the performance map shrinks to a rather narrow
band, especially with comparably small differences between the consumer lines for
0 and 375 rpm. For the present machine setup, the maximum flowrate is reached at
750 rpm machine speed and 2932 rpm fan speed.

In Figure 14 the performance map calculated from CFD with frozen rotor
interface is shown. Figure 15 shows the results for the mixing plane interface.
Again, both diagrams are normalized by the maximum pressure and flowrate
obtained from the measurements. To allow a direct comparison, the measured
performance map is indicated by dashed gray lines.

In general it can be stated that the results for both interface models qualitatively
agree well with the measurement data. All effects described above are represented
in the simulation results, including the negative pressure rise in the area of low
flowrates and the narrowing of the consumer lines at higher flows.

When concentrating on the machine speeds 0 and 375 rpm, also good quantita-
tive agreement is reached between simulations and measurement for both interface
formulations. The mixing plane results match the measured performance map well,

Figure 13.
Measured fan performance map. Values normalized by the maximum measured fan pressure rise and the
maximum measured flowrate.
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ΔpFan ¼ 1=2 pFO 1 � pFI 1
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� �� �
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especially in the area of higher flowrates. In this area, the frozen rotor interface
tends to overestimate the machine’s pressure loss.

Rather significant differences can be found at 750 rpm machine speed, particu-
larly in the self-ventilation area with low flowrates. In this operating range, both
interface models overestimate the negative pressure rise that is provided by the

Figure 14.
Fan performance map calculated from CFD with frozen rotor interface. Thin dashed lines indicate the
measured performance map for comparison. Values normalized by the maximum measured fan pressure rise
and the maximum measured flowrate.

Figure 15.
Fan performance map calculated from CFD with mixing plane interface. Thin dashed lines indicate the
measured performance map for comparison. Values normalized by the maximum measured fan pressure rise
and the maximum measured flowrate.
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rotating electrical machine itself. This can be seen especially for the mixing plane
interface where the negative pressure rise in the case of the fans turned off is
predicted roughly two times higher than measured. This is an important finding as
it shows that the simulation model reveals some sensitivity in predicting absolute
pressure values when rotational effects dominate over the pressure loss of station-
ary parts in the system.

To evaluate the different predictions of such rotational effects, a closer look at
the simulation results for 750 rpm machine speed and fans turned off shall be taken
in the following. Figure 16 shows static pressure plots for both interface definitions
through the axial center of the machine. The pressure values are normalized by the
magnitude of the measured fan pressure rise at the investigated operating point.
The rotor pole gap, the air gap where the rotor-stator interface is positioned, and the
stator core ventilation ducts can be seen in the picture.

First of all it can be noted that both contour plots appear very similar, with a
qualitatively comparable pressure distribution. For both simulations, the absolute
pressure difference depicted in the plot is higher than 14 times the magnitude of the
measured fan pressure rise. Compared to this range, the differences in the predicted
static fan pressure rise for frozen rotor (Figure 14) and mixing plane (Figure 15)
which is similar to the absolute value of the measured fan pressure rise are rather
small.

The most significant difference between both contour plots is the pressure level
on the radial outside of the pole gap. Locally restrained to this circumferential
position, the pressure is visibly higher for frozen rotor than for mixing plane.

The reason for this is that for the mixing plane interface, circumferential aver-
aging of pressure and velocity leads to a well-distributed flow in the stator core
ventilation ducts. Compared to this, for the frozen rotor interface, an increased
amount of airflow is directly guided into the ventilation ducts at the same

Figure 16.
Static pressure contour plot through the axial center of machine. Rotor pole gap, air gap, and stator core
ventilation ducts are visible. Operating point is 750 rpm machine speed and fans turned off. Mixing plane
(top) and frozen rotor (bottom) interface. Values normalized by the magnitude of the measured fan pressure
rise at the investigated operating point.
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especially in the area of higher flowrates. In this area, the frozen rotor interface
tends to overestimate the machine’s pressure loss.

Rather significant differences can be found at 750 rpm machine speed, particu-
larly in the self-ventilation area with low flowrates. In this operating range, both
interface models overestimate the negative pressure rise that is provided by the

Figure 14.
Fan performance map calculated from CFD with frozen rotor interface. Thin dashed lines indicate the
measured performance map for comparison. Values normalized by the maximum measured fan pressure rise
and the maximum measured flowrate.

Figure 15.
Fan performance map calculated from CFD with mixing plane interface. Thin dashed lines indicate the
measured performance map for comparison. Values normalized by the maximum measured fan pressure rise
and the maximum measured flowrate.

18

Advances in Modelling and Control of Wind and Hydrogenerators

rotating electrical machine itself. This can be seen especially for the mixing plane
interface where the negative pressure rise in the case of the fans turned off is
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To evaluate the different predictions of such rotational effects, a closer look at
the simulation results for 750 rpm machine speed and fans turned off shall be taken
in the following. Figure 16 shows static pressure plots for both interface definitions
through the axial center of the machine. The pressure values are normalized by the
magnitude of the measured fan pressure rise at the investigated operating point.
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stator core ventilation ducts can be seen in the picture.

First of all it can be noted that both contour plots appear very similar, with a
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which is similar to the absolute value of the measured fan pressure rise are rather
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on the radial outside of the pole gap. Locally restrained to this circumferential
position, the pressure is visibly higher for frozen rotor than for mixing plane.

The reason for this is that for the mixing plane interface, circumferential aver-
aging of pressure and velocity leads to a well-distributed flow in the stator core
ventilation ducts. Compared to this, for the frozen rotor interface, an increased
amount of airflow is directly guided into the ventilation ducts at the same
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circumferential position as the pole gap. Therefore, with the total mass flow being
determined by the model boundary conditions, the pressure loss locally increases in
the stator ducts in this position. In contrast to this effect, the circumferentially even
flow distribution for the mixing plane interface leads to a comparably smaller
overall pressure drop over the stator core ventilation ducts.

The described local increase of pressure radially outside of the pole gap for the
frozen rotor interface propagates in upstream direction through the pole gap and
eventually leads to the previously described differences in the performance maps of
Figures 14 and 15.

5.3 Dimensionless machine parameters

It is a common practice to design hydro generator ventilation systems using
analytical evaluations based on dimensionless parameters. Thus, in this section the
capability to predict such dimensionless parameters shall be investigated for the
CFD models. An approach to describe the pressure loss of a generator by three
coefficients that can be assumed to be constant for geometrically similar machines is
presented in [8]. In this method, a pressure loss coefficient ζ that is assumed to be
proportional with the flowrate to the power of two is calculated for the machine in
standstill. This yields the formula

ΔpM,stat n, _V
� � ¼ ΔpM n ¼ 0, _V

� � ¼ ρζ
_V
2

DI
4 , (4)

where DI is the inner diameter of the stator, n the rotational speed of the electric
machine, and _V the volumetric flowrate of the cooling circuit. The equation above
shows a quadratic dependency with _V, whereas ζ is the only unknown. Therefore,
the coefficient ζ can be derived from fitting this quadratic function to the measured
and calculated machine pressure loss data in generator standstill. This was done
using the least squares method for measurement and CFD.

For the rotating machine, another two coefficients that contribute to the pres-
sure balance are defined in [8]. The coefficient ε represents an additional pressure
loss due to machine rotation and is assumed to be proportional with the flowrate
and the rotational speed; the coefficient ψ0 represents the pressure buildup due to
the rotating runner and is assumed to be proportional with the rotational speed to
the power of two. Therefore, the pressure contribution by the rotating machine can
be described as

ΔpM,rot n, _V
� � ¼ ρ ε

_Vn
DI

þ ψ0n
2DI

2
� �

: (5)

The most convenient way to derive the coefficients ε and ψ0 from the measured
data is to introduce two dimensionless parameters. The first parameter is the pres-
sure number

ψ ¼ Δp
ρn2DI

2 (6)

and the second parameter is the volume number

φ ¼
_V

nDI
3 : (7)
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Inserting Eqs. (6) and (7) in (5) yields the dimensionless formula:

ψM,rot φð Þ ¼ εφþ ψ0: (8)

Note that this equation is only valid for the rotating machine but becomes
undefined for the generator in standstill. The advantage of the dimensionless form
is that it only depends on one variable which is the volume number φ. By fitting the
linear right hand side of Eq. (8) to the measured and calculated data using a least
squares approach, the coefficients ε and ψ0 can be derived.

The total machine pressure loss is the sum of the stationary and the rotating
pressure loss. With Eqs. (4), (7), and (8), the machine pressure number can be
described as

ψM φð Þ ¼ ψM,stat φð Þ þ ψM,rot φð Þ ¼ ζφ2 þ εφþ ψ0: (9)

For the given machine, the influences of ζ and ψ0 are dominating the pressure
loss, whereas ε only has a small influence within the investigated operating range.

Figure 17 shows the pressure number ψM over the volume number φ for the
measurement and the CFD simulations with frozen rotor and mixing plane inter-
face. At lower volume numbers, both simulations underestimate the pressure num-
ber, whereas both simulations tend to overestimate the pressure number for higher
volume numbers.

The mixing plane interface approximates the measurement results better for
higher volume numbers and the frozen rotor interface for lower volume numbers.
The evaluated operating points, excluding those without machine rotation, which
are used to derive the necessary parameters described above, are also shown in
Figure 17 exemplarily for the simulation with mixing plane interface. These points
help to understand the deviation between the two investigated interfaces. Most of
the points for the highest machine rotation rate (blue crosses) correspond to lower
volume numbers in comparison to the points for the mid rotation rate (gray
crosses). Therefore, for this generator, the low-volume numbers are mainly

Figure 17.
Dimensionless machine pressure loss.
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influenced by the operating points with high rotational machine speeds. Compara-
ble to Section 5.2, the frozen rotor interface leads to better results for the highest
machine rotation speed, and therefore, the deviation between measurement and
CFD simulation with frozen rotor interface is lower for low-volume numbers. For
high-volume numbers, the influence of the medium machine speeds is higher, and
therefore, the mixing plane interface results are closer to the measurement.

Figure 18 shows the derivative of the pressure number with respect to the
volume number and therefore the gradients of the curves in Figure 17. The curves
in Figure 18 mainly show the influence of the pressure loss coefficient ζ (Eq. (9)).
The lowest gradient can be observed for the measurements followed by the mixing
plane interface and the frozen rotor interface. Therefore, the mixing plane interface
approximates the gradient of the pressure number in dependency of the volume
number to be more accurate in comparison to the frozen rotor interface, for the
given machine configuration.

6. Summary and conclusions

Due to the need of detailed measurement data to validate simulation tools, Voith
Hydro designed and built a model generator which allows the investigation of new
generator design features or different configurations, e.g., different ventilation
concepts. In this chapter, one specific ventilation concept was described.

Measurements and CFD simulations were conducted and compared to each
other. The measurements showed the expected machine behavior and are therefore
perfectly suitable to validate the presented simulation approaches. All in all, four
simulation configurations were investigated which consist of two different rotor-
stator interfaces and two turbulence models.

A comparison of the pressure paths showed that the combination of mixing
plane interface and k-ε turbulence model overestimates the pressure drop between
winding overhang and hot air compartment, whereas all other configurations

Figure 18.
Derivative of the dimensionless machine pressure loss.
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showed a good prediction of the whole pressure path. The best approximation of the
pressure path was reached with the mixing plane interface and the k-ω SST turbu-
lence model, for the presented operating point.

For all other investigations, only the k-ω SST turbulence model was considered.
Looking at the fan performance map, good overall agreement between CFD and

measurement was found for both investigated rotor-stator interfaces. However,
there are several operating ranges where one of the interfaces is superior to the
other one. A comparison of the dimensionless machine pressure loss showed that
the curve gradients were resolved better with the mixing plane interface.

All in all it can be concluded that both combinations of rotor-stator interfaces
and the k-ω SST turbulence model match the measurement data of the given
ventilation concept well. This justifies the application of the presented simulation
approach in the design of hydro power generator ventilation and cooling systems.
Qualitatively, all measured flow effects were reproduced in the CFD simulations.
When predicting absolute pressure levels, some deviations between measurement
and CFD were present especially at lower flowrates, but in general good agreement
was found over the full operating range.

As future work it is recommended to further investigate the effect of the chosen
rotor-stator interface on the simulation accuracy for different operating conditions.
In this context, transient simulations might be conducted for selected operating
points. On the test rig, different ventilation concepts will be realized and investi-
gated similarly to the measurement approach presented in this chapter. Further-
more, the model generator additionally is equipped with numerous temperature
measurement sensors, providing validation data for even more detailed conjugate
heat transfer simulations, which will also be investigated in future work.
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stator interfaces and two turbulence models.

A comparison of the pressure paths showed that the combination of mixing
plane interface and k-ε turbulence model overestimates the pressure drop between
winding overhang and hot air compartment, whereas all other configurations

Figure 18.
Derivative of the dimensionless machine pressure loss.
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showed a good prediction of the whole pressure path. The best approximation of the
pressure path was reached with the mixing plane interface and the k-ω SST turbu-
lence model, for the presented operating point.

For all other investigations, only the k-ω SST turbulence model was considered.
Looking at the fan performance map, good overall agreement between CFD and

measurement was found for both investigated rotor-stator interfaces. However,
there are several operating ranges where one of the interfaces is superior to the
other one. A comparison of the dimensionless machine pressure loss showed that
the curve gradients were resolved better with the mixing plane interface.

All in all it can be concluded that both combinations of rotor-stator interfaces
and the k-ω SST turbulence model match the measurement data of the given
ventilation concept well. This justifies the application of the presented simulation
approach in the design of hydro power generator ventilation and cooling systems.
Qualitatively, all measured flow effects were reproduced in the CFD simulations.
When predicting absolute pressure levels, some deviations between measurement
and CFD were present especially at lower flowrates, but in general good agreement
was found over the full operating range.

As future work it is recommended to further investigate the effect of the chosen
rotor-stator interface on the simulation accuracy for different operating conditions.
In this context, transient simulations might be conducted for selected operating
points. On the test rig, different ventilation concepts will be realized and investi-
gated similarly to the measurement approach presented in this chapter. Further-
more, the model generator additionally is equipped with numerous temperature
measurement sensors, providing validation data for even more detailed conjugate
heat transfer simulations, which will also be investigated in future work.
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Chapter 2

Hybrid Electro-Optic Capacitive
Sensors for the Fault Diagnostic
System of Hydrogenerator
Ievgen O. Zaitsev and Anatolii Levytskyi

Abstract

This chapter presents one of the ways of solving a problem ensuring reliability
reducing instability and emergence of the power generators during its work. Its way
use hybrid electro-optic sensors (HFOS) with capacitive mechanical sensors at
their structure of the fault diagnosis system of hydro generators for measurement
parameters of machine mechanical defects as quality parameters of air gap, shaft
out, core compression ratio and other. So this chapter also contains: principle of
measurement of the sensor, which based on measuring the mutual displacement of
the flatness of the generator structural element relative to coplanar sensor elec-
trodes surface; the design principle for developing HFOS with capacitive mechani-
cal sensor which combines the benefits of microelectronic and fiber-optic
technology; determination response characteristics of the sensitive sensor (capaci-
tive sensors with coplanar electrodes) of HFOS for monitoring air gap defects and
power accumulators of core clamping system and system of control; analytical
calculations and experimental studies of air gap HFOS with the AD7746 at its
operating excitation frequency using; optimum geometry calculation of air gap
sensor electrodes for bulb hydro generators type SGK 538/160-70М; analyze appli-
cation the air gap HFOS for the control system in the bulb hydro generators type
SGK 538/160-70М.

Keywords: hydro generator, air gap, hybrid, measurement, capacitive sensor,
displacement

1. Introduction

Hydroelectric power plants (HPP) are an important part of generating capacities
that are capable not only for generating electricity but also due to the high mobility
of hydraulic units and the pumped storage power plants use to provide a balanced
load on the unified power grid during peak hours. Most of the hydroelectric power
plants that are part Ukrhydroenergo PJSC have worked for a long time, more than
20 years. Only 45 hydraulic units from 103 were reconstructed in 2018, which made
it possible to extend their lifespan by at least 40 years [1].

So, an important problem to be solved during the reconstruction of existing
hydroelectric units as the design of new is to increase the reliability of operation and
determine the actual technical condition of the hydraulic unit as a whole mechanical
system. The solution to this problem requires a range of specialized measuring
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system. The solution to this problem requires a range of specialized measuring

25



instruments for registration of diagnostic parameters, characterizing the flow of
work processes in the hydraulic unit systems of their technical diagnostics.

Vibration diagnostics systems are widely used to obtain information on the state
of the hydraulic unit. Sensors of this system mounted directly on the machine body
for measured vibration parameters [2]. But, monitoring only the vibration parame-
ters makes it possible to identify not all defects in various machine components.
This is due with inaccuracy of diagnosis is often associated with measurement
errors and incorrect interpretation of vibration measurement results, caused by
insufficient temperature stability of vibration transducers, high noise levels,
neglecting the features of machine vibration in the high-frequency and low-
frequency areas, errors in the determination of discrete components of vibration
during spectral analysis, and also due insufficient consideration in diagnostic sys-
tems specificity of stochastic fluctuations of the electromechanical equipment [3].

So, an important aspect to improve the performance of electric machines at the
electricity generating station (thermal, atomic, hydro) it is the monitoring of their
mechanical parameters. Change of mechanical parameters characterizes technical
condition of the electric machine’s equipment and exerts impact on the main ener-
getic affectivities of working the generating station [4, 5].

Detection of defects which appear in the operating time of the machine at an
initial stage of their emergence and timely acceptance the right decisions on their
elimination before the emergence of an emergency situation provides a high level of
readiness, reducing of downtime, lowering of costs of repairs.

Nowadays the usual ways to improve the performance of new and existing
electrical equipment is design and realized new instruments for monitoring
mechanical parameters of electrical equipment of the power generator [6–9].

2. Air gap as crucial parameters for characterizing technical
condition of HPP

One of the major mechanical parameters that characterize the technical condi-
tion of electric machines equipment is its air gap. In hydro generators it is provided,
the air gap is small in small as compared with the stator bore diameter. The air gap is
a nominal or measured value between the hydrogenerator rotor and stator, or
literally speaking it is the “heart” of a hydrogenerator, because in the air gap the
mechanical energy is transformed into the electric energy [10]. While machine
work it is difficult to obtain stable size and uniformity of the air gap. The air gap
deviations from nominal value are resulting of distortion of the air gap between the
stator core and rotor. The air gap deviations from nominal value are resulting of
distortion of the air gap between the stator core and rotor. The air gap deviations
may be caused by deviations of machine construction, static or dynamic eccentric-
ities, cone rotor, ellipse-shaped surfaces of the stator and rotor and other factors
[11]. Technological inaccuracies resulting in an eccentricity are practically impossi-
ble to avoid in a production process of the power generators for HPP [12, 13].

Therefore control and monitoring of the air gap that is one of the most important
quality parameters of HPP is very important. For doing this usually way it is the air
gap sensors use [6–9]. Information’s from the sensors in automated measuring
systems used to simplify testing and minimize repair time, to avoid accidents
during machine operation. Capacitive sensors for measuring air gap in
hydrogenerators are represented by the following companies:

• Vibro-Meter LS120 for range 2–33 mm [14]

• Iris Power for different ranges from 5 to 47 mm [15];
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• Bently Nevada offers a 4000 Series Air Gap Sensor System with an air gap
sensor up to 20 mm [16];

• HUBER+SUHNER has developed the air gap sensor consisting of a fiber-optic
loop [17].

All existing sensors are designed to be used only on definite types of generators.
Sensors adaptation underuse into a definite type generator requires considerable
financial costs [16, 18]. So promising for the construction of technical diagnostics of
power equipment is used HFOS [4, 16]. HFOS combines the benefits of fiber optic
and microelectronic technologies [8, 9, 19].

3. Air gap parameters and their influence on key characteristics
of hydrogenerators

The air gap between the rotor and the stator is one of the most important
parameters of a powerful generator. The size of the air gap largely determines the
characteristics of the machine and its behavior during operation.

Due to the irregularity of the air gap, an asymmetry of electromagnetic forces
occurs in the GG, which in turn leads to the appearance of vibration and an increase
in the surface temperature of the rotor. One of the signs that the vibration has arisen
due to the uneven gap is its dependence on the excitation current. When the
excitation is removed, the vibration disappears completely.

The small size of the pole distributions of the hydrogenerators causes large
scattering of their pole system, high inductions in the cores of the poles and causes
difficulty in placing the required volume of the excitation copper winding at the
poles. This leads to hydrogenerators resort to reduce air gaps. In practice, given the
above factors, the values of air gaps are taken in one thousandth of the rotor
diameter.

The value of the air gap also significantly influences a number of other charac-
teristics of hydrogenerators, namely: the end magnetic fluxes of losses in the
extreme packets of the core and the stator pressure plates, the vibrational state of
the machine during operation. Thus, both the thermal state of the hydrogenerators
as a whole and the level of local heating are largely determined by the value of the
air gap. In addition, the areas of acceptable modes of operation of hydrogenerators
(with the condition of non-excitation) are also determined by the value of the air
gap [20–30].

Distortion of the rotor and stator shape of the hydrogenerators, which leads to
an uneven air gap, can cause accidents (due to rotor engagement on the stator),
failure of the windings, steel cores, and poles. It is especially difficult to achieve a
stable operating gap even if the air gap is small (compared to the stator bore
diameter). Creating a design that resists the magnetic pull in such a machine
configuration is one of the most difficult tasks in the development of
hydrogenerators.

Often, damage caused by a change in shape or a violation of the alignment of the
stator and rotor cores has been observed. Thus, the largest at one time HG HPP
Grand Coulee Dam (USA), having an air gap of 25 mm with a rotor diameter of
19 m, repeatedly failed due to the displacement of the active parts of the machine.
At the same time, there was even engagement of the rotor for the stator, which led
to the need for their reconstruction with increasing the air gap and increasing the
strength of the stator core [20]. Serious problems with deformation of the rim of the
rotor were on the hydropower generators Mica Creek (Canada). These machines,
with a diameter of 14 m, have a nominal air gap value of 20.6 mm [20].
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The difficulties with maintaining the air gap within the acceptable limits for the
hydrogenerator is illustrated by the example given by a representative of Alstom
Jeumont [20]. When the stator core is heated, the diameter of 17 m will expand by
5 mm and the rotor by 5.3 mm (the estimated air gap for this machine is 24 mm).
Considering also the magnetic pull forces between the stator and the rotor, which
are aimed at reducing the air gap, the designer has a difficult task to maintain the
cylindricality of the rotor rim, the uniform expansion of the stator and the spokes of
the crosspiece.

During operation of capsule SGs type SGK 538/160-70 of Kyiv and Kaniv
hydroelectric power stations, due to the distortion of the stator shape and imperfect
rotor shape, the air gap between the rotor and stator varied in both radial and axial
direction: at a nominal value of 5 mm the gap did not exceed 3.5 mm [24, 29]. Due to
the significant reduction of the air gap, the load on the damper winding, which it
was not designed for, increased sharply. In the end, this led to the destruction of the
damper system: there was a rupture of the cores, the burning of core steel and the
fall of the damper rods from the core into the air gap, as well as significant damage
to the core and stator winding. During the reconstruction of these hydropower
generators, the following was done to prevent such accidents: the nominal air gap
between the rotor and the stator was increased to 6 mm, the adjusting gaskets for
the rotor poles were introduced, and the requirements for the correct form of the
stator bore were increased.

The irregularity of the air gap, accompanied by the deviation of the bore of the
stator core and the bypass pole of the rotor from the cylindrical shape, can occur
during the installation, after it, as well as under operating conditions of the gener-
ator. Electromagnetic forces of the mutual attraction of the stator and rotor, as well
as redistribution of internal stresses, can lead to deformation of the stator and rotor
core. Uneven heating of the stator packs and rotor poles can also contribute to the
deformation of the generator units.

It is also known that the irregularity of the air gap in height and radius of the
magnetic system of the hydrogenerator is the cause of the vibration of the stator and
rotor and the cause of additional losses on the surface of the rotor poles [30].

The deviation of the air gap from the nominal value can also be caused by
defects in the design of fastening elements, violations of the technology of assembly
of the hydrogenerator at the station, degradation processes during operation of the
unit under the action of electromagnetic and thermomechanical loads [20].

Analyzing the above, it can be argued that to control the air gap in powerful GH
requires reliable high-performance devices, designed with the design features of the
machine.

4. The architecture of the control system with HFOS for electric
machine faults monitoring system

The architecture of electric machines faults diagnostic system incorporates a
wide range of mechanical sensors to control many technological parameters. How-
ever, in practice, during operation of the machine, external influences (electro-
magnetic fields, temperature, etc.) act on the measuring equipment. For avoiding
external influence on the sensor and control systems operation unit is used fiber
optic and other electro-optical components. The benefits of the optics components
make possible to use HFOS in applications for measurement parameters of
mechanical faults in working environment of large generator with high-EMI field,
temperature, pressure, explosive, noisy, etc. [9].
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The HFOS structure for large generator faults monitoring system shows on
Figure 1, has following notation: PSCS – primary special capacitive sensor of the
mechanical parameters with capacitance-to-digital converter on board; SigPr –
microcontroller unit or signal processing unit; SW – switch; OPS – converter optical
energy to power supply of HFOS unit; OF – optical fiber; OCS CMP – control
systems operation unit for large generator fault diagnostic system; Optical Tx/Rx –

indirect way its converter optical digital code to electrical digital code with digital
controller and reversed way its electrical to optical digital code.

Figure 1 shows a simplified structure of control system processing tools with a
complete mapping of the structure of the HFOS microelectronic and optoelectronic
components in functional groups. The system consists of two parts: HFOS in iso-
lated area and processing tools of the monitoring system. The monitoring system
processing tools located in isolated areas on safe distance which provides a low level
of external influences (electromagnetic fields, temperature, etc.) [8, 9].

Group of unit of HFOS in isolated area integrates a capacitance-to-digital con-
verter (CDC) AD7745/AD7746 from Analog Devices, Inc. (Norwood, MA, USA)
[31] on primary capacitive sensor circuit board material made from FR4 copper clad
laminate printed circuit board (PCB) [32], optical Tx/Rx implementations by anal-
ogy described in [33] with low power microcontroller and vertical-cavity surface-
emitting semiconductor laser with very low threshold current, semiconductor
photovoltaic energy converter (labeled as the “OPS”).

In the system described in the work [9], a pair of optical fibers connects the
OPS and vertical cavity surface emitting semiconductor laser to the external system
to receive power energy by optical cable and measurement data by fiber optic.
Moreover, one optical fiber to receive control data to microcontroller from main
system used.

Figure 1.
Control system with HFOS.
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The HFOS structure for large generator faults monitoring system shows on
Figure 1, has following notation: PSCS – primary special capacitive sensor of the
mechanical parameters with capacitance-to-digital converter on board; SigPr –
microcontroller unit or signal processing unit; SW – switch; OPS – converter optical
energy to power supply of HFOS unit; OF – optical fiber; OCS CMP – control
systems operation unit for large generator fault diagnostic system; Optical Tx/Rx –

indirect way its converter optical digital code to electrical digital code with digital
controller and reversed way its electrical to optical digital code.

Figure 1 shows a simplified structure of control system processing tools with a
complete mapping of the structure of the HFOS microelectronic and optoelectronic
components in functional groups. The system consists of two parts: HFOS in iso-
lated area and processing tools of the monitoring system. The monitoring system
processing tools located in isolated areas on safe distance which provides a low level
of external influences (electromagnetic fields, temperature, etc.) [8, 9].

Group of unit of HFOS in isolated area integrates a capacitance-to-digital con-
verter (CDC) AD7745/AD7746 from Analog Devices, Inc. (Norwood, MA, USA)
[31] on primary capacitive sensor circuit board material made from FR4 copper clad
laminate printed circuit board (PCB) [32], optical Tx/Rx implementations by anal-
ogy described in [33] with low power microcontroller and vertical-cavity surface-
emitting semiconductor laser with very low threshold current, semiconductor
photovoltaic energy converter (labeled as the “OPS”).

In the system described in the work [9], a pair of optical fibers connects the
OPS and vertical cavity surface emitting semiconductor laser to the external system
to receive power energy by optical cable and measurement data by fiber optic.
Moreover, one optical fiber to receive control data to microcontroller from main
system used.

Figure 1.
Control system with HFOS.
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The group of blocks in a safe area integrates “optical Tx/Rx,” SigPr system and
digital part with a special software solution for detection and monitoring mechani-
cal faults of the electric machines. In the remote zone there is a user interface
through which the operator controls the operation of the system and receives
information about the state of the object.

5.Work principle by HFOS for large generator faults monitoring system

5.1 Principle of work primary capacitance sensor for electric machines
mechanical faults monitoring system

Capacitive sensors can be applied for measuring a different kind of non-
electrical quantities [34, 35], such as mechanical parameters of electric machines
equipment: geometrical dimensions change, displacement and vibration of
grounded surfaces, air gap, and position of the object, core compression ratio and
others. Capacitive mechanical sensors are the most widely used non-optical sensors
in short-range positioning applications owing to their excellent resolution [18].

The principle of measurement of a capacitive sensor is based on the change in
the capacitance with the distance of the capacitor with parallel electrodes coplanar
witch are located in one place. Figure 2 has shown the typical design of coplanar
sensor. The coplanar sensor consists of the following parts: hi-potential electrode 1;
low-potential electrode 2; low-potential guarding electrode 3; dielectric substrate 4;
metal substrate 5, which is installed on a grounded surface special elastic element
which is located on the stator between stator bore and rotor polys [36].

Electrical capacity C of the coplanar sensor between electrodes 1 and 2 will
change when change air gap between rotor and stator bore of the hydrogenerator
[8] and can be calculated as [32, 36]:

C ¼ f dð Þ (1)

where d is a distance between the electrodes of the capacitance sensor.
Based on this principle was implemented mechanical sensor for measuring the

value of air gap and other in the hydrogenerator.

Figure 2.
Capacity sensor with coplanar electrodes.
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5.2 Principle of work microelectronic components

The base of the principle of operation the system shown in Figure 1 is described
in [9] and is as follows: the primary measuring transducer (sensing element PSCS)
converts the value of a controlled parameter of a mechanical defect into a digital
code like NRZ. Then the SigPr communication subsystem collects measurement
information from the PSCS and converts the information data into a modulated
optical signal [9]. The signal is transmitted by optic fiber-cable (OF) to optical
Tx/Rx module where optical signal converted into an electrical signal. The electrical
signal as digital code like NRZ send to processing tools as data information
processing system OCS CMP and use for analysis with special software tools. In the
case of the transmission of digital control data signals for PSCS transducers, the
OCS CMP system works in the similarly [9]. The architecture of HFOS was detail
analysis in work [8, 9].

For converter capacitance value of the primary sensor to digital code chosen
capacitance-to-digital converter (CDC) AD7745/AD7746 (Analog Devices, Inc.,
Norwood, MA, USA) with temperature sensor. The use of a 24-bit sigma-delta
converter allows the resolution of the measurement range of an informative
capacity of 4fF [31].

5.3 Principle of work power optoelectronics components

The benefits of fiber optics make it possible to use the capacitive sensor in
applications for measurement mechanical parameters of power generator in their
working environment with high-EMI and magnetic field, temperature, pressure,
hazardous, explosive, noisy and etc. Data sent by data optic fiber. Power supply for
primary measuring converters HFOS in an isolated area can transmit by the
following ways [19, 33, 34, 37–45]:

a. with the autonomous power supply:

• using battery power directly adjacent to the meters;

• with the help of energy from power sources realized by technology
“Energy Harvesting” and located directly adjacent to and / or component
of the meters;

b. powered by a fiber optic line:

• energy transmitted through the power optical line, which can be used:

i. single-mode fiber;

ii. multimode fiber;

iii. optical harness;

• using the energy transmitted through the information-power optical
line, implemented on the basis of “Wavelength-Division Multiplexing”
technologies (multimode fiber).

In the system that we are reporting, the second option was used when light
connected to one optical fiber with a unique photovoltaic converter on the one
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hand, and a powerful laser that was located in SigPr on the other was used to power
it. For photovoltaic energy converter it proposed to use semiconductor photovoltaic
cells based on crystalline GaAs.

5.4 Principle of work software solution

Remove module of the monitoring system consist of optical converters with
microcontroller for communication and a personal computer, which functions
under the control of specialized software. Its functions designed for [5]:

• the definition of the class of possible defects (the most important or most
frequently encountered) that must be identified;

• selection of diagnostic signals available for measurement, and control points on
the object under study;

• development of a mathematical model of the diagnostic object, the analysis of
which allows substantiating possible diagnostic parameters;

• development of algorithms for obtaining numerical values of selected
diagnostic parameters;

• construction of decisive rules for identifying and classifying defects; creation
of means implementing certain steps of the diagnostic process from the
selected measurement and diagnostic signals before making diagnostic
solutions.

The system software (primary data acquisition and processing module)
consists of the following parts: a data processing software module from CDC and
CDC control, a microcontroller configuration module, a primary data processing
module [46].

The CDC control module algorithm for converter capacitive value to
code and receive the digital data to the monitoring system use algorithm
from [31] for “AD7746,” the data exchange for designed to provide the
organization of data exchange between hardware and software monitoring system
and CDC.

Operations of calculating the value of the mechanical parameters special soft-
ware solution is used. Processing of the received data in the control module of
mechanical parameters state of the control is used for the value of the mechanical
parameter and analyzed its status and changes. In turn, obtained at the work of the
module of mathematical processing and module of automatic control of the state of
the electrical equipment node is transferred to the data storage organization module
for database management based on the history of measurements. In this case, it is
possible to create knowledge bases with diagnostic features, which depend on the
value of the physical parameter that is control of the certain state of the power
equipment.

The connection of the monitoring system and HFOS module in the isolated
area is transfer with a developed communication protocol for the fiber-optic
line communication. In addition, the module for input and output information
SigPr is designed for organizing the exchange data between the modules of
the system.
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6. Sensitive elements of air gap HFOS for the hydrogenerator faults
monitoring system

6.1 Basic principle of the air gap control in the large hydrogenerator

Nowadays the usual method for the designed and realized sensor for the air gap
measurement in the powerful hydrogenerator is a capacitive method [4, 10, 47–49],
now. When you use the method of capacitive sensors mounted on the bore of the
stator core.

In this method, the electrical C capacitance sensor depends on the size of the air
gap d and can be calculated by Eq. (1).

In [50] present variant when the two capacitive sensors are mounted on the
same plane with the angle between them is 90 degrees. Figure 3 shows example of
the installation air gap sensor with the control system on the stator core of the bulb
hydro generators type SGK 538/160-70М. Figure 3 has the following notation: 1 –
stator core; 2 – air gap capacitive sensor; 3 – connecting cable between the sensor
and the converter; 4 – secondary transmitter; 5 – connecting cable between the
converter and the computer; 6 – computer with processing tools.

6.2 Influence on the measurement accuracy of the air gap of the skew of the
sensor electrode relative to the surface of the stator core

Influence on the measurement accuracy can be calculated by use obtaining
results in the paper [49–51] by the equations

ΔC12i ¼ ε0ε

π
Δ yi ln

th πs
4zi

þ th π sþ2bð Þ
4zi

� �2

4th π sþ2bð Þ
4zi

th πs
4zi

, (2)

where b –width of the electrodes 1 and 2; s – the distance between the electrodes
1 and 2; zi – the distance between the plane and the plane of the strips 5 and 4 after
the onset of warp (Figure 4).

Figure 3.
Example of an installation control system with two HFOS.

33

Hybrid Electro-Optic Capacitive Sensors for the Fault Diagnostic System of Hydrogenerator
DOI: http://dx.doi.org/10.5772/intechopen.88947



hand, and a powerful laser that was located in SigPr on the other was used to power
it. For photovoltaic energy converter it proposed to use semiconductor photovoltaic
cells based on crystalline GaAs.

5.4 Principle of work software solution

Remove module of the monitoring system consist of optical converters with
microcontroller for communication and a personal computer, which functions
under the control of specialized software. Its functions designed for [5]:

• the definition of the class of possible defects (the most important or most
frequently encountered) that must be identified;

• selection of diagnostic signals available for measurement, and control points on
the object under study;

• development of a mathematical model of the diagnostic object, the analysis of
which allows substantiating possible diagnostic parameters;

• development of algorithms for obtaining numerical values of selected
diagnostic parameters;

• construction of decisive rules for identifying and classifying defects; creation
of means implementing certain steps of the diagnostic process from the
selected measurement and diagnostic signals before making diagnostic
solutions.
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organization of data exchange between hardware and software monitoring system
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for database management based on the history of measurements. In this case, it is
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The connection of the monitoring system and HFOS module in the isolated
area is transfer with a developed communication protocol for the fiber-optic
line communication. In addition, the module for input and output information
SigPr is designed for organizing the exchange data between the modules of
the system.

32

Advances in Modelling and Control of Wind and Hydrogenerators

6. Sensitive elements of air gap HFOS for the hydrogenerator faults
monitoring system

6.1 Basic principle of the air gap control in the large hydrogenerator

Nowadays the usual method for the designed and realized sensor for the air gap
measurement in the powerful hydrogenerator is a capacitive method [4, 10, 47–49],
now. When you use the method of capacitive sensors mounted on the bore of the
stator core.

In this method, the electrical C capacitance sensor depends on the size of the air
gap d and can be calculated by Eq. (1).

In [50] present variant when the two capacitive sensors are mounted on the
same plane with the angle between them is 90 degrees. Figure 3 shows example of
the installation air gap sensor with the control system on the stator core of the bulb
hydro generators type SGK 538/160-70М. Figure 3 has the following notation: 1 –
stator core; 2 – air gap capacitive sensor; 3 – connecting cable between the sensor
and the converter; 4 – secondary transmitter; 5 – connecting cable between the
converter and the computer; 6 – computer with processing tools.

6.2 Influence on the measurement accuracy of the air gap of the skew of the
sensor electrode relative to the surface of the stator core

Influence on the measurement accuracy can be calculated by use obtaining
results in the paper [49–51] by the equations

ΔC12i ¼ ε0ε

π
Δ yi ln

th πs
4zi

þ th π sþ2bð Þ
4zi

� �2

4th π sþ2bð Þ
4zi

th πs
4zi

, (2)

where b –width of the electrodes 1 and 2; s – the distance between the electrodes
1 and 2; zi – the distance between the plane and the plane of the strips 5 and 4 after
the onset of warp (Figure 4).

Figure 3.
Example of an installation control system with two HFOS.

33

Hybrid Electro-Optic Capacitive Sensors for the Fault Diagnostic System of Hydrogenerator
DOI: http://dx.doi.org/10.5772/intechopen.88947



Considering A0A1 = d0, A1A2 = Δzi, Δzi/yi = tgα, zi defined as:

zi ¼ d0 þ Δzi ¼ d0 þ yitgα, (3)

where yi – the distance between 5 and point of start coordinates O; d0 – the
distance between the plane and the plane of the electrodes 4 before warp; α – the
angle between the plane and the plane of the electrodes 4, resulting warp.

The capacity C12Σ of the sensor use Eqs. (2) and (3) can calculate as:

C12Σ ¼
Xi¼∞
i¼1

C12i ¼
Xi¼∞
i¼1

ε0ε
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4 d0þ yitgαð Þ

: (4)

Without warp capacitance C12 between electrodes 1 and 2 is defined by
Eq. (4) [50].

Figure 4.
Scheme for calculating the influence of plane electrode sensor.
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The error of warp δП defined by using Eqs. (2) and (3) as:

δП ¼ С12 � С12П
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(5)

Define capacity C12Σ and C12 sensor gap [50], for use in capsule hydrogenerators
SGK 538/160-70М with next parameters b = 12 mm, s = 2 mm, L = 180 mm, using
Eq. (4) and [32]. Result defines capacity C12Σ and C12 shown in Figure 5.

Using Eq. (7), determine the numerical value of warp error for the
hydrogenerators SGK 538/160-70М and plot them in Figures 6 and 7.

6.3 Experimental studies

6.3.1 Design of the sensitive elements of air gap HFOS

The air gap sensor for the control system in the hydrogenerator is designed and
realized in the Department of electric and magnetic measurements of the Institute
of Electrodynamics of the NAS of Ukraine. The development sensor with processing
unit was shown in Figure 8.

6.3.2 Temperature stability

Generally, the coplanar air-gap sensor is developed and designed for work in
temperature range from �30 to +80°C. The low-limit of temperature can be during

Figure 5.
Capacity C12Σ and C12 as measurement range: 1 –Change of capacitance C12Σ in a nominal measuring range from
2 to 10 mmwith warp; 2 – change of capacity C12 without warp; 3 – the capacities difference ΔC ¼ C12 � C12Σ .
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an initial setup or during a planned inspection of the hydrogenerators. In the
operator the hydrogenerators have temperature nearly 70–80°C.

Figure 6.
Angle warp as error for d0 = 6 mm.

Figure 7.
Air gap as error for warp α ≈ tg α = 0.001.

Figure 8.
Realized sensors in the department of electric and magnetic measurements of IED NASU: top – reverse side of the
sensor; bottom – operational side of the sensor with working electrodes.
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Study influence of temperature stability is described detail in work [51]. And
obtained result of the study’s influence of the temperature on the stability of the air
gap sensor was shown in Figure 9.

6.3.3 Electromagnetic stability

For experiments was designed special stand. The values of electromagnetic field
industrial frequency are described in the works [52, 53]. The stand works as follows:
variable voltage from the source is creating magnetic field in the air gap of coil. This
magnetic field is modeling of electromagnetic field industrial frequency in turbo
generator. In experiment values of electromagnetic field varied in range between
0.1 and 0.68 T. The principle of operation and the scheme of a special stand are
described detail in following works [54].

The results of the natural experimental study of electromagnetic field influence
on the measurement accuracy error of the air gap sensor shown in Figure 10.

Study industrial frequency magnetic field influence on microcontroller
functioning stability is described as detail in work [55].

Figure 9.
A plot of the capacitance values in the temperature range from �30 to +80°C: 1 – the curve of capacitance
C12P for the direct change; 2 – the curve of capacitance C12Z for the reverse change.

Figure 10.
The test sensing element for air gap HCS: δП;B¼0,1 Т for the direct change induction of electromagnetic field and
δЗ;B¼0,1 Т – for the reverse change induction of electromagnetic field.
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7. Conclusion

1.The structure and principle of operation of hybrid electro-optical sensors for
the fault diagnosis system of large generators presented. Using fiber optic for
data transmission allows you to easily and economically solve the
implementation of anti-noise sensors for monitoring, control and
measurement systems that are not subject to electromagnetic interference,
electrical interference, explosive, can work in high-voltage or high-
temperature environments. The hybrid sensor of the proposed design can be
easily adapted to measure various parameters of mechanical defects in large
generators.

2. It is shown that the skew of the sensor plane relative to the stator bore leads to
technological errors.

3.The obtained experimental results confirm the possibility of using the
proposed coplanar air gap sensor for air control systems in capsular
hydrogenerators of the SGK 538/160-70M type.
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Chapter 3

Tidal Turbine Generators
Faisal Wani, Jianning Dong and Henk Polinder

Abstract

Recently, tidal stream turbines have become a preferable mode of harvesting
tidal energy. The main issue for low utilization of tidal energy is the high levelized
cost of energy (LCoE) from tidal stream turbines. A major reason for this is the high
operation and maintenance costs for submerged installations. A possible way of
minimizing the LCoE and improving the availability is to use a flooded (or a
wetgap) generator rather than a conventional airgap generator. Inside flooded gen-
erators, the gap between the stator and rotor is filled with the seawater. This
architecture has the potential to improve cooling and reduce reliance on ancillary
systems (e.g., bilge system), thereby improving reliability. The chapter begins with
a brief description of the generator systems used in current tidal stream turbines.
The focus of the chapter is, however, to give a basic insight into the design aspects
of the flooded generators, and compares it with the currently used sealed airgap
generators in tidal turbine systems.

Keywords: tidal stream turbines, permanent magnet generators, flooded
generators, corrosion, rotor-can

1. Introduction

Energy from tides is predictable over a span of several years, unlike other
renewable sources of energy such as solar and wind. Furthermore, tidal energy is
influenced little by weather conditions. Grid operators prefer a predictable energy
resource as it facilitates economic and reliable grid operation. According to [1], the
estimated global potential for tidal energy is around 500 GW, as shown in Figure 1.
There are two main ways of harnessing tidal energy: tidal range (or dams) and
tidal stream turbines.

Recently tidal stream turbines have become a preferable mode of harvesting
tidal energy over tidal range (or dams) technology. The commercial success of wind
turbines is to a large extent responsible for this shift in harnessing tidal energy.
Furthermore, the potential for tidal stream turbines is expected to be more than
the tidal range technology [2].

A typical tidal stream turbine is shown in Figure 2, which is an example of a
horizontal axis tidal turbine (HATT). Although vertical axis tidal turbines and other
topologies such as oscillating hydrofoil, enclosed tip turbine and tidal kites are also
used to harness tidal energy, most of the research and development efforts are
focused on HATTs; see Figure 3. This is primarily because of their higher techno-
logy readiness level (TRL), and similarity to commercial wind turbines. Some of the
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Chapter 3

Tidal Turbine Generators
Faisal Wani, Jianning Dong and Henk Polinder

Abstract

Recently, tidal stream turbines have become a preferable mode of harvesting
tidal energy. The main issue for low utilization of tidal energy is the high levelized
cost of energy (LCoE) from tidal stream turbines. A major reason for this is the high
operation and maintenance costs for submerged installations. A possible way of
minimizing the LCoE and improving the availability is to use a flooded (or a
wetgap) generator rather than a conventional airgap generator. Inside flooded gen-
erators, the gap between the stator and rotor is filled with the seawater. This
architecture has the potential to improve cooling and reduce reliance on ancillary
systems (e.g., bilge system), thereby improving reliability. The chapter begins with
a brief description of the generator systems used in current tidal stream turbines.
The focus of the chapter is, however, to give a basic insight into the design aspects
of the flooded generators, and compares it with the currently used sealed airgap
generators in tidal turbine systems.

Keywords: tidal stream turbines, permanent magnet generators, flooded
generators, corrosion, rotor-can

1. Introduction

Energy from tides is predictable over a span of several years, unlike other
renewable sources of energy such as solar and wind. Furthermore, tidal energy is
influenced little by weather conditions. Grid operators prefer a predictable energy
resource as it facilitates economic and reliable grid operation. According to [1], the
estimated global potential for tidal energy is around 500 GW, as shown in Figure 1.
There are two main ways of harnessing tidal energy: tidal range (or dams) and
tidal stream turbines.

Recently tidal stream turbines have become a preferable mode of harvesting
tidal energy over tidal range (or dams) technology. The commercial success of wind
turbines is to a large extent responsible for this shift in harnessing tidal energy.
Furthermore, the potential for tidal stream turbines is expected to be more than
the tidal range technology [2].

A typical tidal stream turbine is shown in Figure 2, which is an example of a
horizontal axis tidal turbine (HATT). Although vertical axis tidal turbines and other
topologies such as oscillating hydrofoil, enclosed tip turbine and tidal kites are also
used to harness tidal energy, most of the research and development efforts are
focused on HATTs; see Figure 3. This is primarily because of their higher techno-
logy readiness level (TRL), and similarity to commercial wind turbines. Some of the
main tidal energy developers are listed in Table 1. As is evident, most of them
prefer horizontal axis tidal turbines. Consequently, the focus of this chapter will
be also on HATTs.
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The power captured by a HATT is given by the same equation as that of a wind
turbine. Mathematically, power captured by the turbine is given by

P ¼ 1
2
Cp λð ÞρAv3, (1)

where Cp is the power coefficient, ρ is the density of the water, A is the area
swept by the turbine blades and v is the velocity of the tidal stream. The power

Figure 1.
Global tidal energy potential (Source [1]).

Figure 2.
Nova M100 tidal turbine (Source: ©Nova Innovation).
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coefficient, Cp is a function of the tip-speed ratio denoted by λ (for a constant blade
pitch angle). Tip-speed ratio is the ratio of the blade tip-speed to the incoming
velocity of the fluid. A typical Cp � λ curve is shown in Figure 4.

A disadvantage of the tidal energy is that the levelized cost of energy (LCoE) is
currently much higher than the average LCoE from more developed sources of
energy [3]. In [3], minimizing the operation and maintenance (O&M) expenses,
and increasing the capacity factor have been identified as major factors in minimiz-
ing the LCoE from tidal turbines; see Figure 5.

One possible way of minimizing the O&M expenses and improving the capacity
factor is to use a flooded (or wetgap) generator rather than the sealed airgap
generator [3]. In a flooded generator, instead of an airgap the stator-rotor gap is
filled with the seawater. As a result, the design of a flooded generator has to be
different from the airgap generator. To begin with in a flooded generator a stator
and a rotor can (or sleeve) are required to protect the active machine parts from
corrosion. This will be illustrated later in the chapter. Compared to the conventional
airgap generators, the design of flooded generators has been little addressed in
literature. We discuss some design aspects of the flooded generators in this chapter.

Figure 3.
Focus of R&D efforts for different tidal stream technologies (Source: [3]).

Company name Country base Device type Generator typea Device nameb

Andritz Hydro Hammerfest Norway HATT IG + GB HS1000

Atlantis Resources Limited UK HATT PMSG + GB AR1500

Marine Current Turbines UK HATT IG + GB SeaGen S

Nautricity UK HATT PMSG-DD CoRMaT

Nova Innovation UK HATT IG + GB Nova M100

Schottel Group Germany HATT IG + GB SIT

Scotrenewables UK HATT IG + GB SR2000

Tocardo Tidal Turbines Netherlands HATT PMSG-DD T200

Minesto Sweden Tidal Kite — Deep Green

Deepwater Energy BV Netherlands VATT — Oryon Watermill

Source: European Marine Energy Centre (emec.org.uk).
aIG: induction generator; GB: gearbox; PMSG: permanent magnet synchronous generator; DD: direct drive.
bNot all the devices from the same manufacturer are listed.

Table 1.
Some of the main tidal energy developers around the world, and their device types.
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This chapter gives a qualitative comparison between a conventional airgap and a
flooded generator for tidal stream turbines. The qualitative comparison is based on
the pros and cons of each generator type, followed by their structural differences.
Both of these generators are assumed to be permanent magnet (PM) radial-flux
direct-drive generators, unless otherwise stated. This design is used for comparison
as the radial-flux PM machines are well suited to both flooded and conventional
architectures.

In Section 2, a brief overview of generator technologies used in the current tidal
stream turbines is given. Section 3 illustrates the conventional design of the gener-
ators used in tidal turbines, and their structural aspects and limitations. In Section 4,
a relatively new concept called the flooded generator is proposed for application in
tidal turbines. Section 5 gives a general guideline for design of flooded generator.
Section 6 gives the conclusions from this chapter.

Figure 4.
A typical Cp� λ for a tidal turbine [4]. Only indicative values are shown here; these values do not reflect the
maximum Cp in a tidal turbine.

Figure 5.
Likely reduction in per unit LCoE for 20 and 50% reduction in cost component (Source: [3]).
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2. Generator types in tidal turbines

Squirrel cage induction machines and PM synchronous machines are commonly
used as generators in tidal turbines. Among synchronous generators, PM machines
are more attractive compared to the electrically excited synchronous generators,
despite being expensive. This is primarily because of the lower failure rates and
possibility of higher pole numbers in PM machines. Usually generators can be
classified in either of the two categories: high-speed generators with a gearbox, and
low-speed direct-drive generators [5].

2.1 High-speed generators with a gearbox

The size of the generator is directly related to its torque rating. This implies for
the same power, high-speed machines are smaller. In addition to the manufacturing
costs, transport and assembly costs are also likely to be lower for high-speed
machines. Since tidal turbines rotate at low speeds, a gearbox is necessary between
the turbine and the high-speed generator; see Figure 6a.

Atlantis Resources AR1500 turbine uses a radial flux surface-mounted PM synchro-
nous generator with a two-stage epicyclical gearbox [6]. On the other hand, Andritz
Hydro Hammerfest HS1000 and Schottel’s Instream turbine comprises an induction
generator with a three-stage and a two-stage planetary gearboxes, respectively [7, 8].

2.2 Low-speed direct-drive generators

Low-speed direct-drive generators can be directly coupled to the turbine with-
out the need for a gearbox; see Figure 6b. This significantly improves the overall

Figure 6.
(a) High-speed generator coupled to the tidal turbine via a gearbox; (b) low-speed direct drive generator.
PMSG—Permanent magnet synchronous generator; SCIG—Squirrel cage induction generator; PE—Power
Electronic.
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reliability and efficiency of the system. Direct-drive generators usually have high
pole numbers, and thus small pole-pitch. This makes PM machines suitable for
direct-drive applications because induction machines with high pole numbers result
in an inefficient design due to lower power factor [9].

DCNS-OpenHydro and Tocardo T2 turbines respectively, used a direct-drive
PM generator. Nautricitys CoRMaT is another innovative direct-drive generator
with two contra-rotating rotors. CoRMaT’s design is unconventional as the stator of
the axial-flux PM generator is also mounted on one of the rotors to double the
relative speed between the stator and the rotor. The torque is equally divided
between the two rotors. Because of its peculiar design, the device is always perpen-
dicular to the tidal flow ensuring maximum capture of the power [10, 11].

3. Conventional design for tidal generators

Most tidal turbine manufacturers use a conventional airgap generator. In an
airgap generator, the stator-rotor gap inside the generator is occupied by air. Such
generators are almost invariably used in energy generation, such as hydro power
stations, and wind turbines. For tidal turbines, the airgap generator has to be
enclosed in a water-tight nacelle. The inner nacelle space is isolated by the seawater
using a high-pressure rotary seal on the rotating shaft of the turbine, as shown in
Figure 7. Sealing the nacelle protects against the corrosion and/or electrical break-
down of critical components such as the generator coils and magnets, and bearings.

The drawback with this topology is that it makes the power take-off (PTO)
system vulnerable to any water ingression in the nacelle, mostly via the leakage
through the seals [3, 12]. Water-tight rotary seals on the shaft are also susceptible to
wear, and generate losses due to friction. Besides decreasing efficiency, these losses
may end up heating the bearings and compromising their lifetime [12]. To avoid
high friction losses, small leakage of the fluid is allowed, which acts as a lubrication
film between the seal faces. Whereas, a thicker fluid film decreases wear, it will also

Figure 7.
A sealed airgap direct-drive generator; only necessary details for discussion are shown here.
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increase leakage. Normally in ships or submarines this leakage water accumulated
over time is drained using a bilge pump. Having a bilge pump in a tidal turbine will
add to the cost, and may compromise reliability. However, large tidal turbines of
the order of 1 MW do use bilge pumping systems alongside dehumidifiers. In
addition to wear, seals usually fail when subjected to unforeseen or abnormal
operating conditions [13]. This includes foreign material such as sediments
intrusion in the sealing faces, imperfect shaft alignment, corrosion, sticking
and clogging.

From above it is clear that the seal breakdown or deterioration is a likely possi-
bility in tidal turbines, and thus regular maintenance of the seals is necessary. Even
performing preventive maintenance can increase the O&M expenditure if the
maintenance cycle is frequent or poorly timed. LCoE studies for tidal energy sys-
tems suggest that for competing with other renewable energy sources, tidal turbines
must survive for about 20 years, with a service interval of 5 years [14]. Unfortu-
nately, not much data is publicly available about the reliability of seals in tidal
turbines, still it is possible to have a reasonable estimate about seal reliability from
other applications. For instance, the failure rate of seals in marine propellers [15], or
canned motor pumps [16], can provide a rough guide about the seal failure rates in
tidal turbines. From the failure rate of seals in propellers and canned motor pumps,
it appears challenging to completely rely on high-pressure seals for the aforemen-
tioned maintenance interval without any failure or leakage. This has led to a dis-
cussion about the possible use of flooded generators in tidal turbines [14, 17].

Despite relying on the seals for their proper functioning, airgap generators have
their own advantages. First of all, it is a time-tested architecture and rules-of-thumb
often suffice to design a generator with desired requirements. Secondly, because of
no additional sleeves in the airgap, the effective airgap length is smaller. This means
that the required magnet volume is less, reducing the cost of generator. Moreover,
no sleeves also mean manufacturing process is simpler and less expensive. Thirdly,
if the sleeve material is electrically conductive, additional eddy current losses in the
machine will reduce the efficiency of the generator. Lastly, the drag losses in the
airgap are lower than in the watergap.

4. Flooded generators

Among early tidal turbine developers, DCNS-Openhydro and Voith tried to use
this topology. Nautricity’s CORMAT and NOVA Innovation’s TiPA are two exam-
ples of tidal turbines where flooded generators are used. Envisaging the use of
flooded generators in tidal energy generation has been a recent development. On
the other hand, their motor counterparts—commonly known as canned motors—
have been around for quite some time [18].

Inside a flooded generator, not only electromagnetic parts but also other com-
ponents such as bearings are susceptible to corrosion. Same can be said about the
canned motors. As far as bearings are concerned, as a starting point it might be
reasonable to consider the bearings used in canned motors. Normally canned
motors are used in pump applications [16]. This means there is usually a high-
pressure fluid available which can be used as a lubricant in either a hydrostatic or a
hydrodynamic bearing. It is obvious that non-corrosive materials with good resis-
tance to abrasion must be used in the bearings.

In an ideal scenario, flooded generators would also be equipped with seawater-
lubricated hydrodynamic bearings. But there are obvious problems to this solution
for tidal turbines. First, the tidal turbines usually run at low speeds (<40 rpm); and
second, the seawater has very low viscosity. Both of these would mean too thin a
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fluid film thickness for good hydrodynamic lubrication [12]. Hydrostatic water-
lubricated bearings would require an external motor-driven pump, which not only
adds to the cost but also creates another potential fault point. Therefore, most tidal
turbine manufacturers prefer commonly used roller bearings with some oil/grease
lubrication.

The drawback with using roller bearings is that they are susceptible to
corrosion, silt penetration and fatigue due to cyclic stresses. In such a case, a high
pressure seal is still required, but it is better protected from debris and marine
growth, and can often be smaller than in the sealed airgap design. Also, in a flooded
generator, it is also possible to fill the space inside the generator with fresh water
at a slightly higher pressure than the ambient pressure. Filling the generator with
clean/fresh water might increase the life of any hydrodynamic bearings inside
the generator.

To avoid fouling or clogging of organic material in the flooded gap, it is likely
that a debris seal will be used in tidal turbines, thereby preventing the free water
circulation in the watergap [19]. These seals are in addition to the bearing seals, as
illustrated in Figure 8. However, debris seals are not required to provide high-
pressure sealing—but only block large particles including marine life from entering
the generator—which means they are cheaper and require less maintenance.

The safeguarding of the electromagnetic parts of the generator—the stator
windings and the rotor magnets—is addressed in the next section.

5. Design choices for flooded generators

It has already been stated that the main difference between the airgap and the
flooded generators is the presence of stator and rotor cans in the latter. These cans
are used to enclose the stator windings and rotor magnets, and prevent their
exposure to the seawater. Previous sections mainly dealt with the structural features
of the conventional and flooded generators. The focus of this section is to
look at the flooded generator design more from the electromagnetic and
thermal perspectives.

Figure 8.
A representative figure of a flooded generator; only necessary details for discussion are shown here.
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5.1 Rotor-can materials

In Figure 8 we see that a protective layer of some material has to be used to
protect the active electromagnetic parts of the generator against contact with water.
In literature, we find instances of both metallic as well as non-metallic materials
being used for the rotor-can in flooded generators or canned motors [20].

With metallic materials, such as stainless steel, a high eddy-current loss in the
rotor can or may occur because of the asynchronously rotating components of the
stator magneto-motive forces (MMF). However, the magnitude of these losses
could either be significant or insignificant depending on the winding layout in the
stator, wetgap dimensions, thickness of stator and rotor-cans, conductivity of the
material and electrical current loading in the stator. A PM machine with integer slot
distributed winding usually results in very low losses for low-speed direct drive
generators, even with conductive rotor-can material [21]. Figure 9 shows the eddy
current loss density in the rotor-can and the permanent magnets. The image is taken
from a study conducted on comparing different rotor-can materials in a flooded
generator [20]. The PM generator in the study is rated at 300 kW at 30 rpm. The
winding layout used in the machine is a fractional slot winding (total no. of
slots = 132, no. of poles = 120), and thus has a relatively high loss in the rotor. The
total eddy-current loss in the rotor from the stator MMF is about 5 kW, which is
about 1.7% of the rated power.

Obviously, for non-conductive can material such as Carbon/Glass fiber, eddy-
current loss in the rotor-can is negligible. However, the catch with using fiber
materials is that water-proofing needs a thicker can. This increases the total mag-
netic reluctance, which implies thicker magnets are required to set up adequate
magnetic field increasing the cost of the generator. Moreover, a relatively poor
thermal conductivity may result in slight increase in the rotor temperature [20].

In a more novel concept of using a flooding generator with active magnetic
bearings, a non-conductive material would be more suited for the rotor-can. A
conductive rotor-can would result in very high losses, and could degrade the per-
formance of the magnetic bearings because of the shielding effect of the rotor-can.

Figure 9.
Eddy current loss density in rotor-can and magnets of a test case PM flooded generator. For sake of clarity, the
cross-section of the generator shown in the figure does not show all the stator slots and magnet poles of the test
case PM generator.
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fluid film thickness for good hydrodynamic lubrication [12]. Hydrostatic water-
lubricated bearings would require an external motor-driven pump, which not only
adds to the cost but also creates another potential fault point. Therefore, most tidal
turbine manufacturers prefer commonly used roller bearings with some oil/grease
lubrication.
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corrosion, silt penetration and fatigue due to cyclic stresses. In such a case, a high
pressure seal is still required, but it is better protected from debris and marine
growth, and can often be smaller than in the sealed airgap design. Also, in a flooded
generator, it is also possible to fill the space inside the generator with fresh water
at a slightly higher pressure than the ambient pressure. Filling the generator with
clean/fresh water might increase the life of any hydrodynamic bearings inside
the generator.

To avoid fouling or clogging of organic material in the flooded gap, it is likely
that a debris seal will be used in tidal turbines, thereby preventing the free water
circulation in the watergap [19]. These seals are in addition to the bearing seals, as
illustrated in Figure 8. However, debris seals are not required to provide high-
pressure sealing—but only block large particles including marine life from entering
the generator—which means they are cheaper and require less maintenance.

The safeguarding of the electromagnetic parts of the generator—the stator
windings and the rotor magnets—is addressed in the next section.
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flooded generators is the presence of stator and rotor cans in the latter. These cans
are used to enclose the stator windings and rotor magnets, and prevent their
exposure to the seawater. Previous sections mainly dealt with the structural features
of the conventional and flooded generators. The focus of this section is to
look at the flooded generator design more from the electromagnetic and
thermal perspectives.

Figure 8.
A representative figure of a flooded generator; only necessary details for discussion are shown here.
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5.1 Rotor-can materials
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However, the magnitude of losses and the shielding effect is a function of the speed.
Hence, such effects could be less critical in low-speed tidal generators. A detailed
analysis should thus be carried out before drawing any sweeping conclusions.

In another study, it was also found that the losses induced in the rotor from
higher order time harmonics introduced from the switching of the power converter
are insignificant for low-speed generators [21]. Figure 10 shows the contributions
from different frequency components of the stator current for the same 300 kW PM
machine as above.

5.2 Stator-can materials

In principle, it is possible to use the same materials for the stator-can as the
rotor-can. However, the use of metallic materials for the stator-can will result in
excessive eddy current losses [20]. This does not mean that designs with metallic

Figure 10.
Rotor eddy-current loss in the stainless steel rotor-can as a function of time harmonic component of current.
Switching frequency is 2 kHz.

Figure 11.
A typical BH-curve for a NdFeB type permanent magnet.
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stator-cans are never used. In fact canned motors have in the past invariably used
metallic materials on the stator-can, and in some applications, materials such as 316
Stainless steel or Hastealloy 276, still continue to be used as stator-cans [16]. How-
ever, these days, materials such as carbon fiber or glass fiber can offer adequate
protection against water ingression, albeit again making the stator-can thicker
compared to a metallic-can. This increased thickness of the stator-can is more
justified than the corresponding increase in the rotor-can thickness because of the
significant improvement in efficiency. Obviously, such design choices also need to
consider the ease in manufacturing.

As mentioned earlier, increased thickness of the can material increases the total
magnetic airgap, thereby increasing the magnet volume and total generator cost.
However, improved efficiency can recover the initial cost. The final choice must be
carefully made based on whether a good protection can be provided by non-metallic

Figure 12.
(a) Temperature inside permanent magnet for different rotor-can materials; (b) maximum temperature in the
stator slots for different rotor can materials. Cooling effect of flooded gap is clearly evident [20].
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materials, and its structurally feasibility. If yes, then they should be selected over
metallic materials.

5.3 Thermal considerations

Another point in the favor of flooded generators is the possibility of better
cooling. This means flooded generators could be designed with high power density.
For permanent magnet generators, this can happen in a two-fold manner. Firstly,
the current density in the stator can be higher. And secondly, the magnets can
operate at a higher permeance coefficient and the risk of demagnetization is lower.
This can be seen from the BH-curve of a typical NdFeB permanent magnet, as
illustrated in Figure 11. In other words, the temperature distribution within the
machine is more uniform. However, this should not be universally assumed to be
true. As Judendorfer et al. [22] suggest, it is possible that the significant improve-
ment in cooling may only be achieved if forced circulation of water is possible.

The presence of water in the stator-rotor gap of the flooded generator facilitates
the transfer of heat between the stator and the rotor. This happens even if the water in
the gap is not continuously replenished with the ambient seawater. Whether the flow
of heat is from the rotor to the stator or vice-versa depends on the stator losses, rotor
losses (including eddy current losses in the can and permanent magnets), thermal
impedance from stator to ambient and from rotor to ambient via bearing, shaft, etc.

As illustrated in Figure 12, the difference in the stator slot and the rotor magnet
temperature is lower in the flooded generator as compared with the airgap genera-
tor (also with a similar rotor-can). Figure 12 is taken from [20], where an airgap
generator is compared with a flooded generator; both generators are assumed to
have rotor-cans to illustrate the transfer of heat in the watergap. Note that the
presence of water in the stator-rotor gap may result in either the increase of average
temperature of the stator or rotor. This is provided that all the external thermal
impedances remain the same.

6. Conclusions

In this chapter a brief overview of generators used in tidal turbine systems was
given. The drawbacks of the conventional generator designs for tidal turbine appli-
cations were discussed. Although conventional designs are normally designed to
operate for longer terms and there is a sense of reliability in the design, innovative
solutions for submerged applications will be required. The primary consideration
(even more than the efficiency) must be reliability. Lower failure rates of the
generator would mean fewer maintenance expenses, and lower cost of energy.
Flooded generators were proposed for applications in the tidal stream turbines.
Different design considerations for flooded generators were explained in this chap-
ter to give reader an overview about the design guidelines of such generators.
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Chapter 4

Ocean Wind Energy Technologies
in Modern Electric Networks:
Opportunity and Challenges
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Ali Esmaeel Nezhad, Joeri Van Mierlo and Maitane Berecibar

Abstract

Wind energy is one of the most important sources of energy in the world. In
recent decades, wind as one of the massive marine energy resources in the ocean
to produce electricity has been used. This chapter introduces a comprehensive
overview of the efficient ocean wind energy technologies, and the global wind
energies in both offshore and onshore sides are discussed. Also, the classification of
global ocean wind energy resources is presented. Moreover, different components
of a wind farm offshore as well as the technologies used in them are investigated.
Possible layouts regarding the foundation of an offshore wind turbine, floating
offshore, as well as the operation of wind farms in the shallow and deep location of
the ocean are studied. Finally, the offshore wind power plant challenges are
described.

Keywords: ocean wind energy, offshore wind energy conversion, offshore
renewable energy, power transmission, offshore wind turbines, active and reactive
powers

1. Ocean wind energy resource

The increasing demand for electric power, the limited availability of fossil fuels,
and increased environmental pollution have made it essential to Integra Clean
Energy sources such as wind in our energy systems. On the other hand, the shortage
of drought and varieties of geographical possibilities justifies the approach to
developing offshore wind farms.

The offshore wind farms are wind turbines that are built several kilometers
offshore in the ocean or sea for more efficient utilization of wind energy. Although
this method is already very costly, increasing technological advances in turbines
materials and bases, composite structures, as well as the construction of
multimegawatt generators accelerate the deployment of offshore wind farms and
make them a huge part of future energy production [1–3].

This chapter starts with introduction to the wind energy resource. After that, the
global ocean wind energy resource is presented. Ocean wind energy technologies
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Abstract

Wind energy is one of the most important sources of energy in the world. In
recent decades, wind as one of the massive marine energy resources in the ocean
to produce electricity has been used. This chapter introduces a comprehensive
overview of the efficient ocean wind energy technologies, and the global wind
energies in both offshore and onshore sides are discussed. Also, the classification of
global ocean wind energy resources is presented. Moreover, different components
of a wind farm offshore as well as the technologies used in them are investigated.
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described.
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1. Ocean wind energy resource
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and increased environmental pollution have made it essential to Integra Clean
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this method is already very costly, increasing technological advances in turbines
materials and bases, composite structures, as well as the construction of
multimegawatt generators accelerate the deployment of offshore wind farms and
make them a huge part of future energy production [1–3].

This chapter starts with introduction to the wind energy resource. After that, the
global ocean wind energy resource is presented. Ocean wind energy technologies
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are explained in the next section. Then, the possible structure of offshore wind
turbine is considered. Finally, challenges of offshore wind power are discoursed.

One of the renewable energy resources that can be used to generate electricity is
ocean wind. Two-thirds of the Earth’s surface is water; this potential could be used
to generate electricity in different parts of the planet. However, using the ocean
wind source varies depending on the geographical conditions and seasons. Cur-
rently, the UK has the world’s leading outsourcing of 51% of its offshore power
plants. Denmark with 21% of the total offshore power plants in the world is in the
second place. Other countries such as the USA, the Netherlands, Belgium, China,
and Japan are also active in this field [4]. Figure 1 shows the items that need to be
considered in the market for the production and sale of electricity through ocean
wind energy. The most critical issues regarding the wind ocean project are founda-
tion type and water depth which are based on geographic information in the region.

1.1 Global ocean wind energy resource

1.1.1 Ocean wind energy in Asia

Over the past few decades, large countries like China and Japan have been using
ocean wind energy for electricity production. According to wind energy reports at
the World Wind Energy Council, China’s investment in this area is more than the
total European Union and is about 3.4 GW [5].

East Asia has a high potential for exploiting ocean wind energy, and many pro-
jects in this area, specifically in China, South Korea, and Japan, have been carried
out and implemented. Among Asian countries, China has more shares in the use of
wind energy. China was the first country in the Asia-Pacific region which used wind
ocean energy. Table 1 shows several offshore wind energy projects in Asia [5, 6].

China had installed more than 3.4 GW of ocean wind capacity at the end of 2016
and should end up with around 900 GW more by the end of 2030. According to

Figure 1.
Essential issues in assessing ocean wind power plant.

62

Advances in Modelling and Control of Wind and Hydrogenerators

China’s Five-Year Plan, five gigawatts will be added to the country’s electricity grid
by 2020 [4]. Taiwan also has the potential to produce electricity from ocean wind
energy, and according to the plan of the Ministry of Energy, by 2025, it will be the
top among the active countries in Asia that use this energy [7]. Today there are only
two ocean turbines operating in the country, and two projects in a total of 320 MW
are due to be installed by 2020. Japan has only 61 MW of installed energy for ocean
wind energy by the end of 2016, given that it has more access to the ocean. South
Korea has so far only mustered a couple of ocean wind prototypes and a single
demonstration project, in a total of 35 MW [7].

1.1.2 Ocean wind energy in Europe

The European continent has many potentials for electric power generation
through ocean wind energy. It is revealed that this energy will play an important
role to produce electricity for Europe in the future [8].

The Netherlands started to work on offshore wind farms after Denmark [9].
Also, two ocean wind farms were built up in the Netherlands with two different
capacity levels of 108 MW and 120 MW in 2006. Two new ocean wind farms were
build up in Sweden by 2001 and 2002. Ireland constructed its first ocean wind farm
in 2004 wind turbines of 3.5 MW. Moreover, Germany’s first ocean wind farm was
constructed with 20,000 MW capacity. The UK used ocean wind energy by 2000
with 3.8 MW capacity. France started to use ocean wind energy in 2005, but the
construction of wind power plants for economic reasons was postponed to 2009.
Table 2 shows several offshore wind energy projects in Europe [8–10].

According to the EWEA1, The European countries target is determining 20%
of its power from sustainable sources by 2030. EWEA has set an objective to
achieve 40 GW and 150 GW of ocean wind energy by 2020 and 2030, respectively.
Additionally, through 2030, EWEA estimates yearly establishments of ocean

Country Planned capacity Project name

1 China 1.5 MW Bohai Suizhong, LiaoDong Bay

2 China 20 MW Dongshan Island

3 China 50 MW Hebei

4 China 100 MW Nan’ao, southeast of Guangdong

5 China 25 MW Shanghai Dong Mai

6 China 102 MW Shanghai Dong Mai

7 China 100 MW Fengxian No. 1

8 China 300 MW Fengxian No. 2

9 China 400 MW Nanhui

10 China 200 MW Hengsha

11 Hong Kong 200 MW Hong Kong offshore

12 Japan 2 � 600 KW Setana, Hokkaido

13 South Korea 500 MW Limjado, Jeonnam Province

14 Taiwan 4 MW Ferry

Table 1.
Several ocean wind energy projects in Asia [5–7].

1 European Wind Energy Association.
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wind energy will be equal to 13,700 MW. Ocean wind energy will support 13.9% of
total EU demand [10].

1.1.3 Ocean wind energy in Africa

Africa’s wind energy resources are focused along the coastal area and mainland
shelves. These regions ordinarily have high onshore and offshore wind energy
possibilities. In 2004, the African Development Bank investigated to create a wind
atlas of Africa and create a quantitative guide of wind speeds over the African
continents [11]. Outcomes from the investigation showed that Africa’s best wind
energy is found in countries adjusted along the western, northern, eastern, and
southern shores of the African continent. The special cases are landlocked countries
such as Chad and Ethiopia where the topographical highlights of the land are
responsible for the high wind speeds in some high-elevation zones. Additionally,
according to research conducted in 2007, eight countries (Egypt, Somalia, Maurita-
nia, Sudan, Libya, Chad, Kenya, and Madagascar) have high potential for onshore
wind energy and five countries (Mozambique, Tanzania, Angola, South Africa, and
Namibia) have high potential for ocean wind energy [11].

1.1.4 Ocean wind energy in America

The United States has vast ocean-wide areas such the Great Lakes, Hawaii,
Alaska, and Gulf Coast with potential to use offshore wind energy to produce
electricity [12]. As a result, the US Department of Energy’s, Wind Energy Technol-
ogies Office has conducted many studies on various technologies to facilitate elec-
tricity generation from wind.

According to the US Department of Energy, the USA will have 3 GW, 22 GW,
and 86 GW of ocean wind by 2020, 2030, and 2050, respectively. Therefore, the
USA will utilize 5.5% of its accessible ocean wind resources. The US Bureau of
Energy anticipated ocean wind improvement along both the Gulf of Mexico and

Country Planned capacity Project name

1 Denmark 4.95 MW Vindeby

2 The Netherlands 2 MW Lely

3 Denmark 40 MW Middelgrunden

4 Denmark 160 MW Horns Rev

5 The UK 60 MW North Hoyle

6 The UK 60 MW Scroby Sands

7 The Netherlands 108 MW Egmond ann Zee

8 Sweden 110 MW Lillgrund

9 Netherland 120 MW Princess Amalia

10 The UK 90 MW Inner Dowsing

11 Germany 2.5 MW Breitling

12 Ireland 25.2 MW Arklow Bank

13 Sweden 10 MW Yttre Stengrund

14 Italy 0.08 MW Brindisi

Table 2.
Several offshore wind energy projects in Europe [8–10].
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West and East Coasts, in the Great Lakes, by 2050. Table 3 shows several ocean
wind energy projects in the USA [12, 13].

1.2 Ocean wind energy technologies

In the last few decades, the technology used to exploit ocean wind energy for
generating electricity has been increased day by day. These technologies depend on
the geographic region, the depth of water, and the wind speed. The main parts of
the ocean wind power plant include [14]:

1.Tower

2.Blades

3.Gearbox

4.Power electronic components

5.Transmission system (cables)

6.Generator

1.2.1 Ocean wind turbine blade technology

The blades of the ocean wind turbine are one of the unique parts of the wind
turbine structure. They have unique mechanical and aerodynamic characteristics.
Moreover, the technology of manufacturing wind turbine blades has undergone
new developments in both process fields and materials used in them. As a result,
manufacturers of these blades are trying to optimize mechanical properties in the
aerodynamic blades by design optimization and using new materials. Composite
fibers and various resins, including various materials, have been used in the pro-
duction of wind turbine blade rotor.

Extraction of kinetic energy from the wind is carried out by wind turbine blades.
Therefore, having an optimal design to get the most energy out of the wind is very
important. Wind turbine blade design consists of two main parts. In the first step,
the aerodynamic design is performed to achieve the required power rating
according to the turbine wind turbine and to obtain the highest electric power

Country Planned capacity Project name

1 The USA 30 MW Block Island (RI)

2 The USA 468 MW Cape Wind (MA)

3 The USA 500 MW US Wind (MD)

4 The USA 1000 MW DONG Energy (MA)

5 The USA 1000 MW Deepwater ONE (RI/MA)

6 The USA 2000 MW Dominion Virginia Power (VA)

7 The USA 450 MW Blue Water’s Mid-Atlantic Wind Park

8 The USA 400 MW Offshore MW (MA)

Table 3.
Several ocean wind energy projects in the USA [12, 13].
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factor. In the second step, changes should be made to the blades so that the amount
of aerodynamic noise generated by the blades is within the permissible range.

1.2.2 Ocean wind turbine tower technology

Wind turbine tower is the most significant, heaviest, and most expensive part of
the wind turbine. Regarding the safety level, its failure can cause the entire wind
turbine to fail. Proper design of the wind turbine tower significantly reduces the
cost and increases the life of the wind turbine.

The tower is a cone-shaped steel structure with four segments mounted on
each other by screws and flanges. The tower design includes the following main
steps [15]:

• Connector analysis

• Shell strength analysis (static analysis, bending, and aging)

• Vibration analysis

• Design and selection of all internal components of the tower (entrance door,
ladder, elevator, and internal platforms)

1.2.3 Ocean wind turbine gearbox technology

The purpose of using a gearbox is to transmit relatively large forces, change the
torque or change the direction of rotation, or change the angle of the rotation axis.
Gearboxes are increasing the nominal speed of a rotor from a small amount (a few
tens of rpm) to a high value (at a rate of several hundred or several thousand rpm),
which is suitable for triggering a standard generator. Ideally, the resultant value is
constant in the torque at the inlet and outlet of the gearbox, but due to the energy
losses in a mechanical device, torque is reduced in the output axis. In a wind
turbine, the power transfer from the main rotor to the generator is usually done in
three ways [16].

1.2.3.1 Direct drive transfer gearbox

In this method, the transmission is not used from the gearbox, and the torque is
directly inputted from the main rotor to the generator. So, instead of using the
gearbox and extending the main rotor, a generator with more poles is used. To
accommodate more poles on the generator, the diameter should be increased. One
of the benefits of using this design is to reduce the cost of the gearbox maintenance
as well as reduce gearbox shocks and increase efficiency.

1.2.3.2 Power transfer by conventional gearbox (parallel shaft)

In this method, the power output is transmitted by a conventional gearbox to the
generator. The gears used in this gearbox can be simple or spiral. To increase the
upper period, it may be possible to use two or more rounds. In parallel shaft
gearbox, the bearings are used to keep the gear shaft on the main body. In this type
of gearbox, a helical gear is used, so in addition to radial force, the bearings must
also bear a large axial force.
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1.2.3.3 Transmission by planetary gearbox

Using this type of gearbox is very common in wind turbines. The gearbox uses
three types of gears, the Sun gear in the middle, the Planetary gear, and the Ring
gear, which is an internal gear. The division of force into planetary planes, reduced
gearbox size, reduced slip between the gear and the planet, and increased efficiency
relative to other gearboxes are benefits of the planetary gearbox.

1.2.4 Ocean wind turbine energy conversion systems

Wind turbine blades convert wind energy into rotational energy in the trans-
mission system, and in the next step, the generator transfers the turbine’s energy to
the grid. The most types of electric generator part in wind turbines are asynchro-
nous and synchronous generators. Also, DC generators have been used for some
smaller turbines. Table 4 shows the different structure of ocean wind energy
conversion [17].

In general, generators used to convert energy from offshore wind farms can be
divided into two main categories, which can be described as follows:

Asynchronous generators Synchronous generators

Table 4.
Different topologies of wind energy conversion systems.
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• Synchronous generator

• Induction generator

A. Squirrel cage induction generator

B.Wound rotor induction generator

1.2.5 Ocean wind turbine power transmission technology

The construction of wind farms requires a large space. Therefore, the best option
for removing this limitation is the construction of these power plants in the ocean.
Because the distance between offshore wind farms and the distribution network is
high, it is better to use high-voltage direct current (HVDC) to transmit energy
produced. The suitable transmission for ocean wind farms based on HVDC is
line-commutated HVDC and voltage source converter (VSC-HVDC) [18–20]. If the
length of the transmission lines is less than 50 kilometers, the use of high voltage
alternating current transmission systems is not recommended. In the HVDC

Figure 2.
(a) Structure of thyristor-HVDC and (b) structure of IGBT-HVDC.

Figure 3.
Different types of AC transmission line of ocean wind farm.
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technology to control active power, reactive power, and voltage thyristors is
replacing with IGBT (Figure 2a and b).

The HVAC transmission network is divided into different types, each with its
advantages and disadvantages. The low-frequency AC transmission (LFACT) and
fractional frequency transmission system (FFTS) are new transmission systems
which have been used for the wind farm as a solution to cover the disadvantages of
conventional AC transmission line. Figure 3 shows a different type of AC trans-
mission line of the ocean wind farm.

2. Active and reactive power control in the ocean wind energy system

Recently, one of the most eco-friendly and accessible renewable energy sources
(RESs) being utilized all across the world is wind energy [21]. Considering the
beneficial characteristic of clean energy resources such as flexible control and regu-
lation, RESs’ expansion programs and sustainable growth to reduce the greenhouse
gas emissions are the main purposes of European Commission in Energy Road map
2050 [22]. Regarding the necessity of employing renewable energies, and also the
remarkable global growth in the use of such energy sources, wind energy has
important advantages such as zero-emission energy production and low operating
costs. In spite of these benefits, there is a severe uncertainty in predicting wind
speed as a big challenge for such system’s integration [23]. Various machines are
used in wind turbines including permanent magnet synchronous generator
(PMSG), squirrel cage induction generator (SCIG), and doubly fed induction gen-
erator (DFIG). Hence, the DFIG is one of the most significant types of generators
being installed in wind turbines. In DFIG, both stator and rotor are connected to the
main power grid directly and by power electronic converters, respectively [24–28].
As it can be seen in Figure 1, the typical circuit of a doubly fed induction generator
DFIG is specified, by taking into consideration the several important parts including
maximum power point tracking (MPPT), rotor and grid side controllers and power
electronic converters, and pulse wide modulation PWM. Both windings of the stator
and rotor of the induction machine are connected to the grid directly and by power
converters, respectively. To active and reactive power control, several different
types of controller have been evaluated in pervious, research works. For instance,
Ref. [29] uses sliding mode (SM) and PI controller, for controlling the stability and
also to track reference power and remove fluctuations or active and reactive pow-
ers’ disturbances. After pointing out the performance of the PI controller in the
output, the obtained results are compared with a SM controller. It has been revealed
that the PI controller has a more desired performance than SM controller from the
output responses of the controllers’ point of view. In [30], a neural-type-1 fuzzy
controller is used to produced powers of wind turbine; the derived results are
compared to a PI controller, specifying that the neural-fuzzy controller operates
better than the PI controller. Refs. [31, 32] have used fuzzy-PI and sliding mode and
also robust fuzzy-sliding mode controller (F-SMC) to control and better manage the
generated Ps and Qs of the wind turbine system output. Hence, comparing of
controllers’ performance indicates that the output responses of the fuzzy-
proportional integration controller are better than sliding mode controller. All the
controllers used in the literature have been used to enhance the stability and to
eliminate the fluctuation and disturbances as well as improve the reference power
tracking. Furthermore, each control method has modified the pervious approaches
and also improved the active and reactive powers extraction of DFIG. Another type
of controller employed in DFIG generator is the fuzzy-sliding mode controller. In
fact, the F-SMC is a controller which finds the best numerical values for the scaling
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The construction of wind farms requires a large space. Therefore, the best option
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Figure 2.
(a) Structure of thyristor-HVDC and (b) structure of IGBT-HVDC.

Figure 3.
Different types of AC transmission line of ocean wind farm.
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technology to control active power, reactive power, and voltage thyristors is
replacing with IGBT (Figure 2a and b).
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controller is used to produced powers of wind turbine; the derived results are
compared to a PI controller, specifying that the neural-fuzzy controller operates
better than the PI controller. Refs. [31, 32] have used fuzzy-PI and sliding mode and
also robust fuzzy-sliding mode controller (F-SMC) to control and better manage the
generated Ps and Qs of the wind turbine system output. Hence, comparing of
controllers’ performance indicates that the output responses of the fuzzy-
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factor of the sliding mode. Due to the presence of fuzzy controller, all gain coeffi-
cient value is more accurate. Wind turbine operation is affected by uncertainty due
to the uncertainty in the wind speed forecasts; thus the abovementioned controllers
are not appropriate as they are not capable of dealing with severe uncertainties. It is
noteworthy that the PI controller is point to point and type-1 fuzzy controller is able
to only cover a small range of uncertainty in its outputs. By considering the high
uncertainty in the wind speed, it is needed to design a controller with the capability
of covering severe uncertainties. According to the control methods used in the
literature, and also in order to improve and enhance the power control (Ps & Qs) in
wind turbines systems, a new control method based on type-2 fuzzy logic control
laws is presented. In this research, all parameters and equations are linear enabling
the system designer to use MAMDANI inference system. The T2FL controller is a
suitable alternative for the controlling of the powers in DFIG to deal with severe
uncertainty.

2.1 Mathematical model of wind energy conversion system

Indeed, the DFIG is an induction machine which its stator and rotor is interfaced
to the main power grid. The connection of the stator and electrical energy trans-
mission from its windings to the main power grid is carried out by 3-phase power
transmission lines from wind turbine to the grid. On the other hand, the rotor
wounds of the induction machine are fed through the AC-DC/DC-AC back to back
power converters, which received the electrical energy from 3-phase power trans-
mission lines between stator and the main power grid. In this section, a general
model is presented within a dynamic framework, by considering the variation
parameters of the wind turbine based on induction machine. In this regard, the
mathematical and dynamic equations are expressed as currents, voltages, and flux
relations in q-d-0 reference frame and also the electromagnetic and mechanical
torque. Figure 1 illustrates the wind turbine circuit loop general operation process
with controllers, in particular the rotor-side one [30, 33].

2.1.1 Universal model of the wind turbine

By taking into consideration the rate of wind speed at the different times and
also due to the coefficient λwind:βð Þ, the mechanical power transferred from wind
turbine blades to the rotor shaft can be written as follows [27, 34]:

Pt ¼ π ρ R2V3
wind Cp λwind:βð Þ

2
(1)

wherein ρ is air density and R, Vwind, andCp λwind:βð Þ are the radius of the
turbine rotor, wind speed, and the coefficient of the power capture, respectively.
Hence, the power capture coefficient Cp λwind:βð Þ can be defined as follows [33, 34]:

Cp λwind:βð Þ ¼ C1
C2

λi
C3β� C4

� �
e
�C5
λi þ�C6λ (2)

where λwind and β are denoted as ratio of the tip speed and blades pitch angle,
respectively. Therefore, λwind can be calculated according to the following:

λwind ¼ ωtotal:R
U

¼ ωr:G:R
U

(3)
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With regard to the relation (1), the input mechanical torque of the wind turbine
is obtained by following:

Tmech ¼ Ptotal

ωtotal
¼

π ρ R2V3
wind Cp λwind:βð Þ

2

ωtotal
(4)

2.1.2 DFIG mathematical model theory

Generally, there are three states or significant vector models, which are used to
design an induction machine called as Park, Clark, and Concordia. Hence, 2-phase
vector model reference frame of PARK is considered for designing the induction
generator. On the other hand, all relationships of doubly fed induction machine are
used, is under the dynamic equations in 3-phase (a, b, c) transformation frame
system to (q-d-0) 2-phase reference frame. The main parameters of formulas can
be described as stator and rotor voltage, current, flux in q-d-0 system, and also
electromagnetic and mechanical torque [35–38].

Figures 4 and 5 represent the vector diagram of the DFIG PARK’s model and
2-phase reference frame, respectively. In these figures the conversion system from
(a, b, c) reference rotating frame to (q-d-0) reference frame has been shown [32].

DFIG’s voltage equations of the stator and rotor in 2-phase reference system are
defined as follows [34, 37]:

Ud Stator ¼ RStatorId Stator þ 1
ωbase

dψd Stator

dt
� ω
ωbase

ψq Stator

Uq Stator ¼ RStatorIq Stator þ 1
ωbase

dψq Stator

dt
þ ω
ωbase

ψd Stator

8>>><
>>>:

(5)

Ud Rotor ¼ RRotorId Rotor þ 1
ωbase

dψd Rotor

dt
� ω� ωRotor

ωbase
ψq Rotor

Ud Rotor ¼ RRotorIq Rotor þ 1
ωbase

dψq Rotor

dt
þ ω� ωRotor

ωbase
ψd Rotor

8>>><
>>>:

(6)

where U:R:I:ψ is characterized as the stator and rotor voltages, resistances, and
currents, fluxes in d-q reference frame, and also the rotor base speed, rotor speed,
and angular speed is denoted by ωb:ωr:ω respectively.

Figure 4.
Doubly fed induction generator PARK’s model [32].
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factor of the sliding mode. Due to the presence of fuzzy controller, all gain coeffi-
cient value is more accurate. Wind turbine operation is affected by uncertainty due
to the uncertainty in the wind speed forecasts; thus the abovementioned controllers
are not appropriate as they are not capable of dealing with severe uncertainties. It is
noteworthy that the PI controller is point to point and type-1 fuzzy controller is able
to only cover a small range of uncertainty in its outputs. By considering the high
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turbine blades to the rotor shaft can be written as follows [27, 34]:
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wherein ρ is air density and R, Vwind, andCp λwind:βð Þ are the radius of the
turbine rotor, wind speed, and the coefficient of the power capture, respectively.
Hence, the power capture coefficient Cp λwind:βð Þ can be defined as follows [33, 34]:
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where λwind and β are denoted as ratio of the tip speed and blades pitch angle,
respectively. Therefore, λwind can be calculated according to the following:

λwind ¼ ωtotal:R
U
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With regard to the relation (1), the input mechanical torque of the wind turbine
is obtained by following:
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ωtotal
¼
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wind Cp λwind:βð Þ
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(4)

2.1.2 DFIG mathematical model theory

Generally, there are three states or significant vector models, which are used to
design an induction machine called as Park, Clark, and Concordia. Hence, 2-phase
vector model reference frame of PARK is considered for designing the induction
generator. On the other hand, all relationships of doubly fed induction machine are
used, is under the dynamic equations in 3-phase (a, b, c) transformation frame
system to (q-d-0) 2-phase reference frame. The main parameters of formulas can
be described as stator and rotor voltage, current, flux in q-d-0 system, and also
electromagnetic and mechanical torque [35–38].

Figures 4 and 5 represent the vector diagram of the DFIG PARK’s model and
2-phase reference frame, respectively. In these figures the conversion system from
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and angular speed is denoted by ωb:ωr:ω respectively.
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Also, the induction machine’s currents are in 2-phase reference frame, which are
calculated as follows:

Id Stator ¼ ψd Stator

Xl Stator
� ψmd

Xl Stator

Iq Stator ¼
ψq Stator

Xl Stator
� ψmq

Xl Stator

8>><
>>:

(7)

Id Rotor ¼ ψd Rotor

Xl Rotor
� ψmd

Xl Rotor

Iq Rotor ¼
ψq Rotor

Xl Rotor
� ψmq

Xl Rotor

8>><
>>:

(8)

By considering current Eqs. (7) and (8), the parameters
ψ :ψMagnetic:Xl Stator:Xl Rotor are known as the, flux, magnetizing flux, and stator and
rotor leakage reactance in q-d two-dimensional vector space. Hence, under such
condition the fluxes of the stator and rotor windings can be formulated as follows:

ψq Stator ¼ ωbase

ð RStator ψmq � ψq Stator

� �

Xl stator
þ Vq Stator

0
@

1
Adt

ψd Stator ¼ ωbase

ð
RStator ψmd � ψd Statorð Þ

Xl Stator
þ Vd Stator

� �
dt

8>>>>><
>>>>>:

(9)

ψq Rotor ¼ ωbase

ð RRotorðψmq � ψq RotorÞ
Xl rotor

þ ωRotor

ωbase
ψd Rotor þ Vq Rotor

� �
dt

ψd Rotor ¼ ωbase

ð RRotor ðψmd � ψd RotorÞ
Xl rotor

þ ωRotor

ωbase
ψq Rotor � Vd Rotor

� �
dt

8>>><
>>>:

(10)

In addition, by taking into consideration the current and flux parameters in
2-phase reference frames of the rotor and stator of the induction generator, the
torques can be obtained as (11) and (12):

Telectromagnetic ¼
1:5 P ψd Stator Iq Stator � ψq StatorId Stator

� �

2ωbase
(11)

Figure 5.
The DFIG in the 2-phase reference frame [32].
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where P, ωbase are the number of pole and base speed of the induction generator’s
rotor, respectively, which are considered in the calculation of electromagnetic
torque. Due to the relation (11), the mechanical torque can be written as follows:

TMechanical ¼ J
d
dt

ωrm � Tem þ Tdamp (12)

In (12), the parameters Tdamp, J are defined as the damping torque and rotor
moment of inertia, considering the rotor speed variations.

2.1.3 Ps & Qs power control process in DFIG-based WECS

The active and reactive power control strategy is that the fuzzy controller by
receiving error signals and derivative of the error and also, after a control process,
the signals generated through the controller is delivered to the power electronic
converters and DFIG’s rotor and to the active and reactive output power control of
the wind turbine. The relationships of Ps & Qs powers are defined as follows
[40, 41]:

Ps ¼ 1
Xl Magnetic

ψd Statorð Þ þ XMagnetic

Xl Stator
1:5 Id Rotor Vd Rotorð Þ

� �
(13)

Qs ¼
1

Xl Magnetic
ψq Stator

� �
þ XMagnetic

Xl Stator
1:5 Iq Rotor Vq Stator
� �� �

(14)

2.2 Controller design based on the type-2 fuzzy logic theory T-2FLC

2.2.1 Type-2 fuzzy controller statement

T-2 fuzzy controller is a developed controller in that its operation strategy is
under the uncertainty. Therefore, this type of controller is appropriate for systems
with high uncertainty such as wind or solar power plants, which the generation is
exactly under the pure uncertainty. The performance of the T2FLC because of
covering a large scale of high uncertainty to control the wind turbine parameters is
more desired than the T1 fuzzy or another controller technique. Structurally, both
T1 and T2 fuzzy controllers are the same, but with this difference in the interior
structure of T2FLC, due to the presence of uncertainty, there is a section as type
reducer (TR). The calculation and the conversion of the type of fuzzy from type 2
to type 1 are the important functions of the TR section. Depending upon the
linearity and nonlinearity of the model, two types of inference system exist in
T2FLC. The MAMDANI inference system is used for the systems with linear
equations, and TSK inference system is employed for the systems with nonlinear
equations.

2.2.2 Extended fuzzy sets

Generally, T2 fuzzy sets are extended of type-1 fuzzy sets. On the other hand,
T2FS is a fuzzy set with membership degree of fuzzy. Type-2 fuzzy sets can com-
pensate the limitation of type-1 fuzzy sets in covering uncertainties as a new
method with its specific advantages. Forasmuch as fuzzy sets are defined based on
linguistic variables, thus the T2FS is appropriate to model uncertainty process
using linguistic variable. The primary membership grade in T1FSs is a crisp number
in [0, 1], whereas the primary membership grade in T2FSs is a T1FSs in range of
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where P, ωbase are the number of pole and base speed of the induction generator’s
rotor, respectively, which are considered in the calculation of electromagnetic
torque. Due to the relation (11), the mechanical torque can be written as follows:

TMechanical ¼ J
d
dt

ωrm � Tem þ Tdamp (12)

In (12), the parameters Tdamp, J are defined as the damping torque and rotor
moment of inertia, considering the rotor speed variations.

2.1.3 Ps & Qs power control process in DFIG-based WECS

The active and reactive power control strategy is that the fuzzy controller by
receiving error signals and derivative of the error and also, after a control process,
the signals generated through the controller is delivered to the power electronic
converters and DFIG’s rotor and to the active and reactive output power control of
the wind turbine. The relationships of Ps & Qs powers are defined as follows
[40, 41]:
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2.2 Controller design based on the type-2 fuzzy logic theory T-2FLC

2.2.1 Type-2 fuzzy controller statement
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more desired than the T1 fuzzy or another controller technique. Structurally, both
T1 and T2 fuzzy controllers are the same, but with this difference in the interior
structure of T2FLC, due to the presence of uncertainty, there is a section as type
reducer (TR). The calculation and the conversion of the type of fuzzy from type 2
to type 1 are the important functions of the TR section. Depending upon the
linearity and nonlinearity of the model, two types of inference system exist in
T2FLC. The MAMDANI inference system is used for the systems with linear
equations, and TSK inference system is employed for the systems with nonlinear
equations.

2.2.2 Extended fuzzy sets

Generally, T2 fuzzy sets are extended of type-1 fuzzy sets. On the other hand,
T2FS is a fuzzy set with membership degree of fuzzy. Type-2 fuzzy sets can com-
pensate the limitation of type-1 fuzzy sets in covering uncertainties as a new
method with its specific advantages. Forasmuch as fuzzy sets are defined based on
linguistic variables, thus the T2FS is appropriate to model uncertainty process
using linguistic variable. The primary membership grade in T1FSs is a crisp number
in [0, 1], whereas the primary membership grade in T2FSs is a T1FSs in range of
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[0, 1] and the secondary membership is a crisp number in [0, 1] as well [17, 22].
Figure 6 represents T2FSs with its upper, lower, and footprint ranges of the
uncertainty.

As shown in Figure 7, A T2FS consists of foot printing of uncertainty (FOU),
upper membership function (UMF), lower membership function (LMF), and
embedded fuzzy system wherein the FOU and embedded FS have been shown as
blue lines. If all membership grades of FT2 sets are the same in the secondary part of
FT2 sets, the sets of FT2 are the internal type, otherwise the general type. With
respect to the uncertainty in the membership function of FT2 sets, the general
concept of type-2 fuzzy set is defined by the relations below [37, 38].

A type-2 fuzzy set is characterized in a function (H) and is described as follows:

H ¼ y:v
� �

:μH y:v
� �� �� �

:∀y ∈Y:∀v ∈Zy ⊆ 0:1½ � (15)

wherein

y∈Y:v∈Zy ⊆ 0:1ð Þ:0≤ μH y:v
� �

≤ 1 :

Figure 6.
The general circuit of a DFIG and its connection to the grid.

Figure 7.
Type-2 fuzzy set with FOU and embedded FS and lower and upper memberships.
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In order to reduce the computational complexity, the interval fuzzy sets (IFSs)
are proposed as an alternative to the general fuzzy sets (GFSs). Hence, a set ðeHÞ of
interval type2 is defined as follows:

eH ¼
ð

y∈Y

ð

v∈Zy

1
y:v
� �Zy ⊆ 0:1½ �

eH : Y ! E:F½ � : 0≤ E≤ F≤ 1f g
:

8><
>:

(16)

The performance of fuzzy inference engine is under the considered rules. With
seven membership functions, 49 of the commands written to form IF-THEN have
been considered as represented in Table 1 [37–42]. The relation of footprint of
uncertainty is as follows:

FootPrintin eH
� �

¼ ∪∀y∈YZy ¼ y:v
� �

: ∪∈Zy ⊆ 0:1½ �� �
(17)

According to the impacts of the uncertainty in FT2 sets, the bound of FT2 sets
includes two fuzzy type-1 set membership functions as upper membership function
(UMF) and lower membership function LMF. The embedded fuzzy sets in the set of
H can be defined as follows as a eHe set [18]:

eHe ¼
ð

y∈Y

1
v

� �
y

:v∈Zy (18)

2.2.3 Principle process of the type-2 fuzzy logic inference system

The general performance of T2FLC is based on rules and relationships which
have been considered for it. As it can be seen in Figure 8, the principle process of
type-2 and type-1 fuzzy control systems are the same, but with this difference that
the FT2 control system has a unit called fuzzy type reducer. FT2 system comprises
five important parts in that the first part is the fuzzifier unit, while the inputs of
[0, 1] interval are converted to fuzzy sets. The second part is the inference engine
unit wherein; all fuzzy sets are inferred by rule base unit, simultaneously.
Depending upon linearity or nonlinearity of the fuzzy control inputs and the equa-
tions, the inference system in (T2FLS) control system can be MAMDANI or TSK.
The next part after the inference engine taken into consideration the most impor-
tant part of FT2 logic system is the rule base unit. All fuzzy inference calculations
are according to the human knowledge and written in the frame of IF-THEN.

Figure 8.
Overall process of FT2 logic system.
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Figure 6.
The general circuit of a DFIG and its connection to the grid.

Figure 7.
Type-2 fuzzy set with FOU and embedded FS and lower and upper memberships.
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In order to reduce the computational complexity, the interval fuzzy sets (IFSs)
are proposed as an alternative to the general fuzzy sets (GFSs). Hence, a set ðeHÞ of
interval type2 is defined as follows:
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ð

y∈Y

ð

v∈Zy

1
y:v
� �Zy ⊆ 0:1½ �

eH : Y ! E:F½ � : 0≤ E≤ F≤ 1f g
:

8><
>:

(16)
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The fourth section of FT2 system is the type reducer. Since the FT2 sets are based on
the uncertainty and due to the high computational burden of the fuzzy system, this
is not possible for the system output to be converted to [0, 1] directly. First, all the
sets of the FT2 are converted to FT1 sets using the type reducer and then applied to
the defuzzifier unit and converted to [0, 1] in the output. The last part of the FT2
system is the defuzzifier unit in that its performance is in the opposite way of the
fuzzifier system and converts all fuzzy sets to [0, 1] [38–40].

By taking into consideration the significant parts of type-2 fuzzy topology, the
process of inference is expressed in the form of mathematical, which is denoted as
follows:

EM ¼ FLower:FUpper
� �

(19)

subject to

FM
Lower ¼ min μNK

1

� �
Lower

y1
� �

:… μNK
P

� �
Lower

yP
� �h i

(20)

FM
Upper ¼ min μNK

1

� �
Upper

y1
� �

:… μNK
P

� �
Upper

yP
� �� �

(21)

And the minimum and maximum computational of type reducer can be
expressed in the fractional functions as follows:

Zl ¼ minδi ∈ FK
Lower xið Þ�FK

Upper xið Þ½ �
PN

i¼1 xi δiPN
i¼1 δi

(22)

Zr ¼ maxδi ∈ FK
Lower xið Þ�FK

Upper xið Þ½ �
PN

i¼1 xi δiPN
i¼1 δi

(23)

Finally, defuzzification is the next step after the type reduction unit which in
order to achieve the controller’s output is done by:

Zc ¼ Zl

2
þ Zr

2
(24)

2.2.4 Type-2 fuzzy controller design

Generally, Figure 9 shows the process of the data inference, analyze and con-
version them from crisp system input [0, 1] to the type-2 fuzzy system and again
transform to the crisp system output [0, 1]. According to the main system’s input
equations, the design of FT2 controller has been done using the FT2 toolbox. The
FT2 controller detail, such as error, change of error that is gain input (KP, KD),
fuzzy inference system unit, output gain (KU) with its intervals, the number of
considered membership functions for inputs and output, some of its laws, and, also,
the type of inference, is expressed in the form of a toolbox. Given the linearity of
the equations of DFIG, the MAMDANI inference system with Gaussian member-
ship functions has been considered for the FT2 controller [39]. The main part of
type-2 controller is the fuzzy inference (FIS) section, in which all operating levels of
fuzzy sets can be done by this part. Since this work is focused on the rotor-side
controller RSC and also by considering the presence of uncertainty in the wind
speed, elimination of the oscillation (overshot), as well as stability enhancement of
the output powers Ps & Qs of the wind turbine based on DFIG, is the principal
target of this essay. With regard to Figure 1 that indicated the general structure of
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the DFIG, hence, as it can be seen, the type-2 fuzzy controller input parameters are
the active and reactive powers, and its output is the voltage of the rotor in the q-d-0
reference frame. The performance of fuzzy inference engine is under the consid-
ered rules. With seven membership functions, 49 of the commands written to form
IF-THEN have been considered as represented in Table 1 [37, 38, 40]. To better
indicate the concept of the type-2 toolbox and its application to T2FL controller
design, the general scheme of an interval type-2 toolbox with MAMDANI inference
strategy and also the type of inputs and output membership functions with its
ranges are depicted in Figures 5 and 7, respectively. As shown in Figure 8, the
structure of type-2 fuzzy logic controller is composed of input gains (KP, KD),
type-2 fuzzy inference unit, output gain (KU), and plant as well. Indeed, the plant
section is a mathematical transfer function. Since the type-2 fuzzy inference section
is the main part of T2 controller and on the other hand its function is directly based
on the IT2 toolbox, thus, under such conditions, it is required that all parameters’
information about the type-2 controller system, such as input and output scaling
factors, number of rules and command, membership functions, and its ranges, are
defined in the toolbox as well. All sections of the T2 fuzzy logic controller are shown
in Figure 10.

Notation 1: Each letter in Table 5 has a special meaning. For instance, negative
big (NB), negative medium (NM), negative small (NS), zero (ZO), positive small
(PS), positive medium (PM), and positive big (PB).

As shown in Figure 11, the structure of type-2 fuzzy logic controller is composed
of input gains (KP, KD), type-2 fuzzy inference unit, output gain (KU), and plant as

Figure 9.
Type-2 fuzzy logic toolbox.

Figure 10.
Input and output Gaussian membership functions with its intervals.
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well. Indeed, the plant section is a mathematical transfer function. Since the type-2
fuzzy inference section is the main part of T2 controller and on the other hand its
function is directly based on the IT2 toolbox, thus, under such conditions, it is
required that all parameters’ information about the type-2 controller system, such
as input and output scaling factors, number of rules and command, membership
functions, and its ranges, are defined in the toolbox as well. All sections of the T2
fuzzy logic controller are shown in Figure 11.

Each of letters in Table 1 has a special meaning. For example, negative big is the
meaning of NB, and ZO is the abbreviation of zero, while the following describes
the fuzzy rules:

If error is negative big and change of error is negative big, then KU is
negative big.

2.2.5 Tuning of FT2 controller’s gains using the PSO algorithm

PSO is one of the most popular optimization algorithms which is operated
according to the social treatment of birds and aquatics movement. The process of
optimization in the algorithm ends whenever using the pre-defined stop criteria
[43, 44]. In this article, (PSO) algorithm is used to tuning the input and output
scaling factors of the controller. To optimize the output powers (Ps & Qs) of the
wind turbine through the T2 fuzzy controller, it is required to properly tune the
input and output gains of the controller [45–47]. Under such conditions, each of the
input and output scaling factors of the type-2 controller will have a suitable number,
in which its numerical amounts are determined by PSO algorithm. In the presence
of uncertainty and due to the complexity and the large number of the FT2 equa-
tions, it would be very difficult or even impossible to choose an optimal number or
enter values manually into the input and output gains. Accordingly, PSO algorithm
has been used in this paper to accelerate adjusting the coefficients to get the proper
number and more accurate response to regulate the input and output scaling factors
of the controller. The PSO algorithm is based on the particles’ behavior including
the velocity and the location of particles [48–53]. Taking into consideration the
general structure of the PSO algorithm, the process of coefficients regulation of the

Figure 11.
The main structure of the type-2 fuzzy logic controller simulation.

E/COE NB NM NS ZO PS PM PB

NB NB NB NB NM ZERO ZERO ZERO

NM NB NB NB NM ZERO ZERO ZERO

NS NB NB NB NM ZERO ZERO ZERO

ZO NM NM NM ZERO PM PM PM

PS ZERO ZERO ZERO PB PB PB PB

PM NB NM NS PM PB PB PB

PB PS PM PB PB PM PB PB

Table 5.
Type-2 fuzzy rule chart.
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FT2 controller’s input and output gains using PSO algorithm is defined in three
steps. At the first step, a general cost function is created including the names of the
controller’s gains characteristic; the name of the main system that the type-2 fuzzy
controller is considered for, i.e., a DFIG-based wind turbine; and the sum of error
and the change of the error. In the second step, the main values such as the number
of parameters, the minimum and maximum values of the input and output of the
FT2 controller gains (KP, KD, KU), the name of the cost function, the number of
maximum iteration, as well as all parameters relating to the PSO algorithm are
defined. In the third step, the best numerical value of the FT2 controller gains is
determined by running the PSO algorithm. By considering a larger number of
iteration loops in the algorithm to adjust the gains of the controller, the output
response will be improved. The general structure process of the type-2 controller’s
gain regulation has been depicted in Figure 12. As shown in Figure 9 and also with
the presence of the T2 fuzzy controller in this system, the PSO algorithm adjusts all
scaling factors of the T2FL controller by receiving the error and change of error
(E, COE) as the input and then chooses the best value for each gain of the controller
(KP, KD, KU) in the output. To better understand the optimization procedure by
the PSO algorithm, all the algorithms’steps are described as a flowchart in Figure 13.

Notation 2: Indeed, the PSO algorithm is based on the cost function for which it
is intended. In order to membership functions tuning of the type-2 fuzzy controller
gains, the cost function is defined as follows:

Function H= Cost Function-FCN (KP, KD, KU)
Sim (‘DFIG’)
H=Sum ((e. ^ 2) + (De. ^ 2))
End

2.3 Simulation results

This part expresses the simulation results obtained using the presented frame-
work. In this regard, the obtained results using the proposed FT2 controller are
compared with those obtained by the FT1 controller. Figure 14(a) and (b) shows
the error and change of error surfaces of the FT1 and FT2 controllers, respectively.
In this regard, the FT2 controller has a smoother surface than FT1 due to the
covering uncertainty in a large and different ranges and high computational burden.
This paper is focused on the power (P & Q) control using the RSC. According to the
circuit loop of doubly fed induction machine, the general power control process in

Figure 12.
Tuning of fuzzy type-2 controller gain process using PSO algorithm.
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the DFIG-based wind turbine can be stated in multiple stages. At the first stage,
after entering the value of the measured power (the generated power by the DFIG
in the initial moment without controller’s function), reference power is compared
by the type-2 fuzzy controller. Regarding the transfer function considered for the
T2 FLC, the output signal of the controller is the rotor voltage in d-q reference
frame. Since the input of pulse wide modulation (PWM) unit is the voltage in the a,
b, c reference frame, at the second stage, first the controller’s output voltage in d-q
frame is converted to the a, b, c frame by a d-q to a, b, c unit transformation; after
that the controller’s output signal will be sent to the PWM block, and at the third
stage, the output signal of the PWM will be transferred to the rotor-side power
converter. In the presence of uncertainty of the wind speed, the main goal of this
simulation is to show the stability of the powers on the considered reference
numerical amount, using a T2 fuzzy controller. In order to power stability on the
value of 400 W, the reference power should be adjusted to 400. The active and
reactive power output responses have been exactly stabilized at the reference

Figure 13.
Flowchart of the PSO algorithm.

Figure 14.
(a) and (b),The FT1 and FT2 control surface.
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amount which is considered for the outputs of the T1 and T2 fuzzy controllers. All
the results are depicted in Figures 15 and 16. As it can be seen in the figures, both
the powers Ps & Qs are in the stable mode after multiple overshot in the transient
state of the FT1 controller output, but in FT2 controller, the active and reactive
powers have been stabilized without any overshoot or oscillation in the transient
state. Indeed, before the active power and reactive power are stabilized in the
output, all overshoots or disturbances are removed in the transient states by the FT2
controller. In the FT2 controller due to the high computational burden, the active
and reactive powers become stabilized with more latency compared to the FT1
controller. In this part, to better indicate the wind turbine and also for more

Figure 15.
(a) and (b). The output results of the active power (a) and reactive power (b), controlled using the FT1
controller.

Figure 16.
(a) and (b). The active power (a) and reactive power (b) output control using the FT2 controller.
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information, all the numerical values of the main parameters of the DFIG design
with its acronyms are organized in Table 6. The DFIG numerical amount chart
consists of voltage, resistance, inductance leakage of the rotor and stator, magnetic
inductance, moment inertia, and the number of poles.

Notation 3: Since, in this paper, the main control aim is sustainable of the
output powers without any fluctuation or is less overshoots at the reference value;
hence, the numerical value 400 W is considered for both controllers, as the refer-
ence amount.

2.3.1 P & Q powers controlled using type-1 fuzzy controller

With regard to Figure 15(a) and (b), both powers Ps and Qs of the type-1
controller’s output, until reaching to the stable conditions, have faced multiple
oscillation (overshoots) in its transient state, and also, by taking into consideration
the presence of uncertainty, the powers are stabilized at the reference amount 400
W. The FT1 controller just covers a small interval in its output, and as the perfor-
mance of the main system which is based on the uncertainty, the FT1 controller
would not be able to properly control the output powers because of the presence of
uncertainty, in which the transient states of FT1 controller output are with multiple
fluctuations. However, multiple fluctuations occur in the FT1 controller’s output
mainly due to the uncertainty.

2.3.2 Ps & Q powers controlled using type-2 fuzzy controller

Figure 16 demonstrates the active and reactive powers outputs. Therefore, as
shown, the performance of T2 controller is better than T1 controller; in other
words, the powers have improved in its transient mood by considering the presence
of the uncertainty, and on the one hand, T2FLC has a smoother surface in its control
of the output powers. Since the computational burden of the mathematical theory
of the type-2 fuzzy strategy is high, the output response of the FT2 controller until
the stable state is associated with a time delay of several seconds. Due to the
capability of the FT2 controller in covering a large range of the uncertainty, fluctu-
ations have been removed, and it presents a smoother behavior in its transient state.
In this paper, as previously described, with a little time delay, both P & Q power
outputs of the FT1 and FT2 controller are stabilized at the value of 400 W. The
stability of the active and reactive powers at the reference value has been depicted

Parameters Acronyms Numerical values

Frequency (F) 60

Stator line voltage (VL rmsð Þ) 200

Stator resistance (RS) 3.35

Rotor resistance (Rr) 1.99

Stator leakage inductance (LLS) 6:94e�3

Rotor leakage inductance (LLrp) 6:94e�3

Magnetic inductance (LM) 163.73e�3

Moment inertia (J) 0.1

Number of pole (P) 4

Table 6.
Numerical values of the main parameters of the DFIG with its acronyms.
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in Figure 16(a) and (b), respectively. Ps and Q powers output response of T1FLC
indicates the controlled output power stability at the pre-defined reference value in
Figure 13. As specified in Figure 16(a), it has been shown that the active power is
stabilized at the value of 400 W. By taking into consideration the type-1 and type-2
controller functions, the major difference between them is to cover the uncertainty.
The T1 controller cannot cover uncertainty, or in other words, it just controls the
powers over a small specified range, while the T2 fuzzy controller can cover the
uncertainty in large scales.

Both active power and reactive power output response of the type-1 FLC indi-
cate the controlled output power stability at the pre-defined reference value in
Figure 16. In Figure 16(a), it has been shown that the active power is stabilized at
the value of 400 W. Regarding the functions of type-1 and type-2 fuzzy controllers,
the major difference between them is to cover the uncertainty. The T1 controller
cannot cover uncertainty, or in other words, it just controls the powers over a small
specified range, while the T2 fuzzy controller can cover the uncertainty in large
scales.

2.3.3 Voltages [UasUbsUcs] and currents [IasIbsIcs] of the stator

In this section, the results of 3-phase voltage and currents between DFIG’s stator
and the main power grid through the power transmission lines have been investi-
gated. Hence, the results of the stator 3-phase voltages are characterized in the
frame of [UaUb Uc]. Also, in order to show the numerical range of sinusoidal output
of the wind turbine, the numerical value 200 V is intended for the output system.
Figure 17(a) indicates that the output voltage of the DFIG’s stator is in the range of

Figure 17.
(a) and (b). 3-phase voltages from grid to the stator in (a, b, c) reference frame with the sinusoidal waveform.
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Figure 18.
(a) and (b). 3-phase currents of the stator in (a, b, c) reference frame with sinusoidal waveform.

Figure 19.
(a) and (b). 3-phase rotor voltage with sinusoidal waveform.
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(�200, +200) exactly. So, the sinusoidal waveform of the three-phase voltages has
specified in Figure 14(b) clearly. Figure 18(a) is illustrates the stator current
response by taking into consideration the range of (�10, +10). Generally, the
waveforms of the stator 3-phase currents are sinusoidal as well, which have been
depicted in Figure 18(b).

2.3.4 Voltages [UarUbr Ucr] of the rotor

The input of the PWM is the voltage in [arbrcr] frame. Regarding the input
voltages of the rotor, which will be in a, b, c frame, therefore, before the delivery of
the signal from controller to the PWM, the output of the FT2 controller that is the
voltage rotor in d-q-0 frame should be converted to a, b, c reference system. The
interval of the rotor’s 3-phase voltage depends upon the considered value. In this
paper, the desired numerical amount is (200 V). Figure 19(a) represents the three-
phase rotor output voltage that is stable in the range of [�200, +200]. The value of
the PWM unit input voltage must be in per unit. In principle, the rotor voltage
waveform is sinusoidal which has been depicted in Figure 19(b).

3. The possible structure of an offshore wind turbine

In general, the structure of ocean wind farms can be divided into two main
categories:

1.From the perspective of the foundation used for construction

2.From the depth of water view

This chapter addresses the above issues.

3.1 Offshore wind turbine from foundation point of view

Offshore turbines are placed in the water and have more complexity to install on
a turbine mounted on the land. Figure 20 shows the different foundations for ocean
wind turbines. Additionally, offshore wind turbine foundation must withstand
harsh condition as well. This explains the wide variety of foundation developed over
the years for offshore turbines, some more proven than others [54].

Figure 20.
The different foundations for ocean wind turbines.
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3.2 Offshore wind turbine from the depth of water point of view

The layout of offshore wind farm changes based on the geographic area, the
structure of the wind turbine, and the depth of water. The structure of water
turbines in shallow water, deepwater, and floating has been investigated.

3.2.1 Shallow water offshore turbine

For areas with a water depth of fewer than 40 m, the use of offshore wind farms
is appropriate.

Figure 21 shows the typical structure of shallow water wind turbines:

A.Gravity base

B. Mono-plie

C.Mono-caisson

D.Multi-pile

E. Multi-caisson

3.2.2 Deepwater offshore wind turbine

For areas with a water depth of more than 40 m, the use of low wind turbine is
appropriate. Figure 22 shows the typical structure of deepwater wind turbines:

A.Tripod tube steel

B. Guyed tube

C. Spaceframe

D.Talisman energy concept

Figure 21.
Models of ocean wind turbines in shallow water.
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3.2.3 Floating offshore wind turbine

Floating wind turbines are constructed on a floating structure on water, which is
kept in different ways on the ocean floor. This method is used in areas where it is
not possible to make a foundation for them. Figure 23 shows three types of floating
structures in an offshore wind turbine.

1.Tension leg mooring systems

2.Catenary mooring systems

3.Ballasted catenary configuration

3.3 Offshore wind farm design

The design of offshore wind farms should be considered from three crucial
points. Figure 24 shows the design process for a typical ocean wind turbine.

Figure 22.
Models of ocean wind turbines in deepwater.

Figure 23.
Three types of engineered design for anchoring floating structures.
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4. Challenges of offshore wind power plants

In general, two types of offshore wind power plant structures are challenging,
(i) fixed offshore wind turbine and (ii) floating offshore wind turbine. Also,
important issues that are being considered as the current challenge in offshore wind
farms are the turbine layout and the way electricity is transmitted from the ocean to
the shore [55].

Offshore installations currently consist of only a small percentage of the renew-
able energy market. However, due to the advancement of technology in the design
and evaluation of these types of energy resources, it is expected that much progress
will be made shortly. Offshore wind farms are in the early stages of their commer-
cialization. They demand a higher cost of capital than onshore wind farms, but this
can be compensated by higher capacity factors [56]. Offshore wind farms allow
more widespread utilization of wind energy potentials. The reason for the higher
capacity factors and the possibility of more use of offshore wind energy are as
follows:

Figure 24.
The design process for a typical ocean wind turbine.
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• There are no obstacles and restrictions for installing wind turbines for offshore
turbines.

• It is possible to build sizeable enormous wind farms offshore.

• In places where the wind speed is average, it can be constructed.

• Offshore turbines have more extended and higher blades, leading to more
swept areas and higher electricity outputs.

The offshore turbines are designed for use in offshore. Due to the lack of focus
on such issues as shaking and impulse, noise, and visual contamination, there is a
relatively different technical path. Although the issue of increasing turbine size for
offshore turbines is a problem, this will increase the profit but also increase the
operating costs. In this regard, the changing of the design and the ability to consider
considerations are likely to provide better conditions in the design of offshore
turbines.

Now, new turbines have a power of at least 5 MW. Therefore, a 1000 MW
power plant can be achieved by installing 200 turbines [56]. Increase in the cost of
the offshore wind turbine installation in the sea and the transfer of energy to the
coast are most significant problems which need to be considered. Researchers are
still trying to find the ways to reduce the cost of ocean wind farm.

Another challenge in the construction of offshore wind farms is the shortage of
large ships that can carry large and heavy parts such as turbines. Also, another
challenge in the field of offshore wind farms is the incentive to participate in the
electricity market. Power transfer from the plant to the power grid using suitable
infrastructures is also challenging for the use of this future energy. There are many
other challenges that need to be addressed with the availability of sufficient tech-
nology in the world and companies who are active in wind turbine production [57].
Currently, the number of companies specialized in this field is insufficient, and it is
expected that the number of these companies will increase shortly. Finally, to
expand the use of this energy source, the training of a specialist who can build and

Figure 25.
The lifecycle of an offshore power plant.
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operate offshore wind farms is another issue that should be addressed by electricity
companies.

Regarding the abovementioned explanation, the major challenges of offshore
wind technology are the high cost of offshore wind provision, lack of current
infrastructure to support the fabrication such as installation, operation intercon-
nection, maintenance of the system, and the challenges related to the lack of site
data and lack of experience.

Figure 25 shows the lifecycle of an offshore power plant. According to this
diagram, to solve the first challenge, it should be possible to reduce the impact of
this problem in the long-term reports, with the development of industries and the
reduction of installation costs and increased reliability of the system.

Nowadays, installation of ocean wind turbines requires specialized vessels,
grid interconnections, purpose-built portside infrastructure, and robust undersea
electricity transmission lines will be useful from the financial point of view.
Regarding the last challenge, ocean wind projects confront new and untested
allowing processes, which contributes to the uncertainty and risk faced by potential
project developers and financiers.
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Chapter 5

An Adaptive Load Frequency
Control Based on Least Square
Method
Adelhard Beni Rehiara, Naoto Yorino, Yutaka Sasaki
and Yoshifumi Zoka

Abstract

Modern power system becomes a complex system consisted with various load
and power stations. Therefore, it may spread into some areas of power system in
neighborhood, and so a load frequency control (LFC) is a necessity device to
regulate the frequency of the power system by distributing the load to the generat-
ing units and controlling tie-line power interchange between areas. The integration
of renewable energy sources (RES) into a power grid has presented important issues
about stability and security of power system. In such conditions, the use of con-
ventional LFC may not be sufficient to protect the power system against the power
changes. In this chapter, an adaptive LFC controller is proposed using the least
square method (LSM). The controller adopts an internal model control (IMC)
structure in two scenarios, i.e., static controller gain with adaptive internal model
and both the adaptive controller gain and adaptive internal model. A two-area
power system is used to test and to validate both performance and the effectiveness
of this controller through some case studies.

Keywords: adaptive controller, power system stability, LSM, LFC, IMC, res

1. Introduction

Demand load in a power system is continuously varied by the time and the
change of the active and reactive power demand has introduced generator-load
mismatching power. When the load increases, it will slow down the rotor speed
which result drop of the frequency. On the other hand, when the load is reduced,
the load frequency will rise. The change of load frequency will directly affect
electrical motor performance, further interfering the protection of the system [1].

Smart grid technology is well developed, and it currently has been widely used
in the power system operation due to the need for integrating renewable energy to
the existing power grid. Penetration of the renewable energy resources such as solar
generations and wind turbines to the power grid has introduced significant issues of
stability and security of the power system. However, frequency stability is a major
issue in the power system operation due to continuous output change of the renew-
ables. Therefore a load frequency control (LFC) is an essential device to back up the
automatic generation control (AGC) to keep the frequency stable during power
system operation [2].
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Smart grid technology is well developed, and it currently has been widely used
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the existing power grid. Penetration of the renewable energy resources such as solar
generations and wind turbines to the power grid has introduced significant issues of
stability and security of the power system. However, frequency stability is a major
issue in the power system operation due to continuous output change of the renew-
ables. Therefore a load frequency control (LFC) is an essential device to back up the
automatic generation control (AGC) to keep the frequency stable during power
system operation [2].
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The frequency controllers in a power system consist of AGC and LFC systems as
primary control and secondary control. An AGC will respond to small changes of
frequency in a generator, and an LFC will have to regulate load frequency in a large
area of the power system and large change in load frequency which is typically in
between �5 and 6% of the frequency bias [2–5].

In this chapter, adaptive LFC controllers are introduced, where an adaptive IMC
model that is repeatedly updated by the least square method (LSM) in real-time
operation is proposed. It is shown that the target model is successfully identified
and therefore that the proposed LFC controller scheme effectively keeps the system
frequency at a desired set point. The effectiveness of the proposed controller is
demonstrated by the simulations using a standard LFC model representing two-area
interconnected power system.

2. Power system model

2.1 Mathematical modelling of generator

Eq. (1) is well known as a swing equation that describes the rotor dynamics and
hence is known as the swing Equation [6, 7]. The internal EMF angle δ is called the
load angle that indicates how much power can be transferred:

2H
ωs

d2δ
dt2

¼ Pm � Pe (1)

For small perturbation, the swing equation of a synchronous machine will be
formed in Eqs. (2) and (3) for its small deviation in speed. Therefore, Laplace
transformation of Eq. (3) is shown in Eqs. (4) [6, 7]:

2H
ω

d2Δδ
dt2

¼ ΔPm � ΔPe (2)

dΔ ω
ωs

dt
¼ 1

2H
ΔPm � ΔPeð Þ (3)

Δf ¼ 1
2Hs

ΔPm � ΔPeð Þ (4)

The mathematical model of the generator as formulated in Eq. (4) can be figured
in Figure 1.

Figure 1.
Block diagram for generator.
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2.2 Mathematical modelling of load

The load on a power system consists of a variety of electrical devices which is
a resistive or inductive load. The equipment used for lighting purposes and heating
are basically resistive in nature, and this kind of load is independent to frequency.
On the other hand, rotating devices, such as fans and pumps, are basically a com-
posite of the resistive and inductive components which are dependent to the
frequency changes. The speed-load characteristic of the composite load is given
by [6, 7]:

ΔPe ¼ ΔPL þDΔf (5)

where ΔPL is the load change and DΔf is the frequency sensitive load change.
D is expressed as percent change in load by percent change in frequency. By adding
the load to the generator, block diagram of both load and generator is figured out
in Figure 2.

2.3 Mathematical modelling for prime mover

The electrical energy is generated inside a power generation by converting the
other kind of energy sources by means of a prime mover. The prime mover may be
diesel machines, hydraulic turbines at waterfalls, or steam turbines. The model for
the turbine relates the changes in mechanical power output ΔPm to the changes in
the steam valve position ΔPV [6, 7]:

GT ¼ ΔPm

ΔPv
¼ 1

1þ Tts
(6)

Figure 3 expresses the prime mover block diagram, where Tt is the turbine
constant which has the range in between 0.2 and 2.0 seconds.

2.4 Mathematical modelling for governor

The electrical power will exceed the mechanical power input when the electrical
load is suddenly increased. This condition will result in the extraction from the

Figure 2.
Generator and load block diagram.

Figure 3.
Block diagram for prime mover.

97

An Adaptive Load Frequency Control Based on Least Square Method
DOI: http://dx.doi.org/10.5772/intechopen.90300



The frequency controllers in a power system consist of AGC and LFC systems as
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2H
ωs

d2δ
dt2

¼ Pm � Pe (1)
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2H
ω

d2Δδ
dt2

¼ ΔPm � ΔPe (2)

dΔ ω
ωs

dt
¼ 1

2H
ΔPm � ΔPeð Þ (3)

Δf ¼ 1
2Hs

ΔPm � ΔPeð Þ (4)

The mathematical model of the generator as formulated in Eq. (4) can be figured
in Figure 1.

Figure 1.
Block diagram for generator.
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2.2 Mathematical modelling of load

The load on a power system consists of a variety of electrical devices which is
a resistive or inductive load. The equipment used for lighting purposes and heating
are basically resistive in nature, and this kind of load is independent to frequency.
On the other hand, rotating devices, such as fans and pumps, are basically a com-
posite of the resistive and inductive components which are dependent to the
frequency changes. The speed-load characteristic of the composite load is given
by [6, 7]:
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rotating energy of the turbine. Then the kinetic energy stored in the machine is
reduced and slows down the speed of prime mover. Therefore, to compensate the
reduced speed, the governor sends a command to supply more volumes of water or
steam or gas to increase the prime mover speed.

Speed regulation R is given as the curve slope in Figure 4. The typical speed
regulation values of generator are in between 5 and 6% from zero to maximum of
load [6, 7]:

ΔPg ¼ ΔPref � 1
R
Δf (7)

The quantity of ΔPg is converted to the position of steam valve ΔPV by a
governor time constant Tg. Therefore, the s-domain relation of ΔPV and ΔPg is a
linear relationship by considering the simple time constant Tg [6, 7] (Figure 5):

ΔPv ¼ 1
1þ Tgs

ΔPg
1

1þ Tgs
(8)

Finally, Figure 6 summarizes a combining of all of the block diagrams from
earlier block diagrams for a single area system.

Figure 4.
Speed drop regulation.

Figure 5.
Block diagram for governor.
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A completed LFC block diagram for multi-area power system, including
controller, frequency bias, and tie-line power change, can be redrawn in Figure 7
[2–4, 8].

The tie-line power change Ptie is calculated for all area n using Eq. (9), and the
area control error (ACE) which is a suitable linear combination of frequency f and
tie-line power changes for each area is found using Eq. (10) as follows [3, 4, 9]:

ΔPtie,i ¼ 2π
s

Xn
j¼1
j 6¼i

TijΔf i �
Xn
j¼1
j 6¼i

TijΔf j

2
664

3
775 (9)

ACEi ¼ ΔPtie,i þ βiΔf i (10)

A general state-space model is used to describe the power system model as
shown in Eqs. (11) and (12):

_x tð Þ ¼ Ax tð Þ þ Bu tð Þ þ Fw tð Þ (11)

y tð Þ ¼ Cx tð Þ þDu tð Þ (12)

where x(t), u(t), w(t), and y(t) are the matrices of state variables, input vari-
ables, control variable, and output variable, respectively. Four variables of the state
variables are ΔPg,i, ΔPm,i, Δfi, and ΔPtie,I, and the input variables are ΔPL,i and Δvi.
ΔPc,I is the control variable, while ACEi is the output variable.

Figure 6.
Completed power system block diagram.

Figure 7.
Power system dynamics.
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Due to no direct connection between input and output variables, the feed for-
ward matrix D is removed from the model. Therefore the system matrices of a LFC
system are written in Eqs. (13)–(16) [3, 4, 9]:

Ai ¼

� 1
Tg,i

0 � 1
RiTg,i

0

1
Tt,i

� 1
Tt,i

0 0

0
1

2Hi
� Di

2Hi
� 1
2Hi

0 0 2π
PN
j ¼ 1

j 6¼ i

Tij 0

2
666666666666664

3
777777777777775

(13)

Bi ¼ 1
Tg,i

0 0 0
� �T

(14)

Ci ¼ 0 0 βi 1½ � (15)

Fi ¼

0 0

0 0

� 1
2Hi

0

0 �2π

2
66664

3
77775

(16)

where Pg,i, Pm,i, PL,i, Pc,i, yi, Hi, di, Ri, βi. Tij,Tg,i, and Tt,i are the output of
governor, the prime mover power, the load, the control action, the output of system,
the inertia constant, the damping coefficient, the characteristic of speed droop, the
bias factor of frequency, the tie-line synchronizing coefficient between reference area
i and area j, and the time constant of governor and turbine, respectively.

2.5 System response of power change

Consider a single machine system connected to an infinite bus as shown in
Figure 8, and its swing equation in steady-state condition can be expressed in
Eq. (17) [6]:

Figure 8.
Single machine system.
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H
πf 0

d2δ
dt2

¼ ΔPm � ΔPmax sin δ (17)

If there is some change in mechanical power input Pm as the result of distur-
bances or load changes, power angle δ will change to a new state as δ = δ0 + Δδ.
Then it will further influence swing equation into Eq. (18). The change affects the
swing equation in terms of incremental changes in power angle as in Eq. (19):

H
πf 0

d2δ0
dt2

þ H
πf 0

d2Δδ
dt2

¼ ΔPm � ΔPmax sin δ0 � ΔPmax cos δ0Δδ (18)

H
πf 0

d2Δδ
dt2

þ ΔPmax cos δ0Δδ ¼ 0 (19)

The quantity of Pmax cos δ0 is known as the synchronizing coefficient Ps which is
the slope of power angle curve at δ0. The root(s) of the second-order differential
equation in Eq. (19) can be shown in Eq. (20):

s2 ¼ � πf 0
H

PS (20)

It can be seen from Eq. (20) that there are possibilities of roots in s-plane when
Ps is either positive or negative. A root in the right hand s-plane, where causes
system unstable and responses increased exponentially, is gotten when synchroniz-
ing coefficient Ps is negative. In other way, two roots will be on j-ω axes of s-plane
for Ps negative that causes system responses, oscillatory and undamped with natural
frequency as in Eq. (21):

ωn ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
πf 0
H

PS

r
(21)

3. Controller structure

3.1 Model predictive control

Model predictive control (MPC) is an advance optimal control in the field of
control systems engineering. In an MPC, the optimal trajectory movement is given
by properly choosing the MPC gain so that the control errors can be minimized.

The objective of the predictive control is to compute the manipulated variable u
in order to optimize the output behavior of a controlled plant y. An MPC will use its
internal model to calculate the manipulated variable [10] (Figure 9).

At a given discrete time k, the plant output is estimated through prediction
horizon Np from time k + 1 to k +Np, and the MPC controller output is predicted by
control horizon Nc. The output of the plant is continued to be minimized based on
specified objective function which is typically in the form of a quadratic function as
shown in Eq. (22) [10]:

J kð Þ ¼
XNp

m¼1

Δŷ kþmjkð ÞTQ Δŷ kþmjkð Þ þ
XNc

m¼1

Δu kþmjkð ÞTR Δu kþmjkð Þ þ …

… þ
XNp

m¼1

u kþmjkð ÞTN u kþmjkð Þ (22)
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where N, Q, and R are the error weight matrices of the control action, output
system, and rate of change in control action, respectively. Δŷ(k + m|k) is the output
of plant in prediction, Δu(k + m|k) is the change rate in control action under
prediction, and u(k + m|k) is the prediction of the action of optimal control, for the
measurements given at time k + m from the reference time k.

In order to have optimal result, prediction horizon and control horizon have to
be set properly so that the MPC controller can work in high performance. On the
other hand, absence of doing this will cause the MPC to lose optimal action that will
result in a high overshoot response.

In a short time control horizon, Nc will respond with high control action that
results in an overshoot after the end of control horizon time. While long time
control horizon bring the controller be aggressive and used much energy to accel-
erate and decelerate the control action in order to keep it constant at set point. In
same way, too long prediction horizon Np will drop controller performance due to
the extra time needed for calculating the trajectory movement, while short time
prediction horizon will cause inaccurate calculation of the trajectory.

For a given a linear system in continues time, a system state condition is
expressed in Eq. (23) while Eq. (24) shows its formulation for discrete system with
sampling time k.

_x ¼ Axþ Bu (23)

x kþ 1ð Þ ¼ Ax kð Þ þ Bu kð Þ (24)

y kð Þ ¼ Cx kð Þ (25)

Then the model will be converted to an augmented model so that later the
quadratic programming problem with respect to ΔU could be formed easily.
Because u(k) = u(k-1) + Δu(k), then Eq. (24) can be rewritten as in Eq. (26), and its
state space from is given in Eqs. (27) and (28) [11]:

x kþ 1ð Þ ¼ Ax kð Þ þ Bu k� 1ð Þ þ BΔu kð Þ (26)

x kþ 1ð Þ
u kð Þ

� �
¼ A B

0 1

� �
x kð Þ

u k� 1ð Þ

� �
þ B

1

� �
Δu kð Þ (27)

y kð Þ ¼ C 0½ � x kð Þ
u k� 1ð Þ

� �
(28)

Figure 9.
Principle of MPC.
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For the Np prediction horizon based on the above equation model, the output of
the prediction could be written as:

ŷ kþ 1ð Þ
ŷ kþ 2ð Þ

⋮
ŷ kþNpð Þ

2
6664

3
7775 ¼

CA
CA2

⋮
CANp

2
6664

3
7775x kð Þ þ

CB
CABþ CB

⋮
PNp�1

i¼0
CAB

2
666664

3
777775
u k� 1ð Þ þ …⋯

þ

CB 0 ⋯ 0

CABþ CB CB ⋯ 0

⋯ ⋯ ⋯ ⋯
PNp�1

i¼0
CAB

PNp�2

i¼0
CAB ⋯ CB

2
666664

3
777775

Δu kþ 1ð Þ
Δu kþ 2ð Þ

⋮
Δu kþNpð Þ

2
6664

3
7775 (29)

Eq. (29) can be simplified as in Eq. (30):

Ŷ ¼ ΩX þ Πuþ GΔU ¼ F þ GΔU (30)

Then the objective function could be written as:

J ¼ Ŷ � r
� �þ T Ŷ � r

� �þ λΔUTΔU

¼ F þGΔU � rð ÞT F þ GΔU � rð Þ þ λΔUTΔU
¼ ΔUT GTGþ λI

� �
ΔU þ 2ΔUTGT F � rð Þ

(31)

Therefore, Eq. (31) could be solved efficiently by a quadratic programming.

3.2 Internal model control (IMC)

An IMC controller structure can be seen on Figure 10 where an internal model is
used parallel with the plant. This internal model, which is also called efferent model,
used plant model to estimate plant output. It is known that to find the internal
model as same as plant model is difficult due to plant dynamics that is not well
captured in the modeling part.

In an IMC controller, an efferent model is expected to correct the actual output
before it is feedback to the controller. This is the difference between MPC control-
lers with classical controllers. In order to get maximum performance, the efferent

Figure 10.
IMC structure.
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model may have input and output relation as close to the real plant model so that the
only feedback signal is the disturbance.

As a type of controller, an IMC can control a plant directly. This controller can
also be used to tune another controller if it is difficult to be the best parameter for
this controller. Based on the IMC structure, this main controller can be any type of
controller so that this IMC can be combined with any type of controllers [12]. The
control law for an IMC control is written in Eq. (32) to Eq. (34) [13, 14]:

y ¼ PQrþ 1�GQð Þd (32)

u ¼ Qr�Qd (33)

e ¼ 1� PQð Þr� 1� GQð Þd (34)

The difference between classical controller and an IMC is that an IMC will
correct the actual output before it is fed back. Since an IMC uses the efferent model,
the model should be a perfect model to have the highest control performance. The
way to provide the model in an IMC can be in forward model, inverse models,
combination of both forward and inverse models, or adaptive model.

3.3 Adaptive model structure

Due to highly nonlinearity in a power system, the classical model of power
system may not be accurate to configure the real power system. Therefore the other
objective of this paper is to find simple model of a load frequency of power system
using the least square method (LSM). In order to capture the essential dynamics of
power system, a first-order lag model is adopted in this chapter as follows:

G sð Þ ¼ K
1þ sT

(35)

The power system model, including governor, turbine, and rotating mass and
load model as in Figure 7 will be replaced by the first-order lag model in Eq. (35).
Therefore it has become a simple model as formulated in Eq. (36):

Δf i ¼ Gi sð ÞPC,i (36)

Expanding Eq. (35) gives

Δxi
:
¼ Aixi þ Biui (37)

Δ _f i ¼ � 1
Ti

Δf i þ
Ki

Ti
ΔPC,i ¼ AiΔf i þ BiΔPC,i (38)

For discrete time system, the above equation can be described in a matrix form
as follows:

Δf i kþ 1ð Þ
Δf i kþ 2ð Þ

⋮
Δf i kþMð Þ

2
6664

3
7775 ¼ Ai½ �

Δf i kð Þ
Δf i kþ 1ð Þ

⋮
Δf i kþM� 1ð Þ

2
6664

3
7775þ Bi½ �

ΔPC,i kð Þ
ΔPC,i kþ 1ð Þ

⋮
ΔPC,i kþM� 1ð Þ

2
6664

3
7775 (39)

Consider a linear equation of least square method y = Hx; a solution for
minimizing the error can be written as [15, 16]:
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J xð Þ ¼ y�Hxk k2 (40)

Then expanding J(x) gives

J xð Þ ¼ y�Hxð ÞT y�Hxð Þ
¼ yTy� yTHx� xTHTyþ xTHTHx

¼ yTy� 2yTHxþ xTHTHx

(41)

Taking the derivative for the J(x) gives

∂

∂x
J xð Þ ¼ �2HTyþ 2HTHx (42)

Minimizing the derivative by setting it to zero gives

HTHx ¼ HTy (43)

If HTH is invertible, then the least square solution is given in Eqs. (44) and (45)
for its simple form:

x ¼ HTH
� ��1

HTy (44)

x ¼ H†y (45)

The least square solution for the discrete time system of the power system model
is shown in Eq. (46).

Δf i,kþ1

⋮

Δf i,kþM

2
666664

3
777775
¼

Δf 1,k ⋯ Δf n,k ΔPC1,k ⋯ ΔPCm,k

⋮ ⋮ ⋮ ⋮

⋮ ⋮ ⋮ ⋮

Δf 1,kþM�1 ⋯ Δf n,kþM�1 ΔPC1,kþM�1 ⋯ ΔPCm,kþM�1

2
666664

3
777775

þ

Ai,1

⋮
Ai,n

Bi,1

⋮
Bi,m

2
666666664

3
777777775

(46)

where H† is the pseudo inverse of the Hmatrix. A and B matrices are taken from
the LFC state-space model, and ACE is selected as input u to the LFC controller.

3.4 Model simplification

In order to adopt the least square solution into the internal model of the LFC
system, the complex system of the LFC is likely to be reduced into a first-order
model. After the disturbance is entering the LFC system, generations are expected
to change as fast as possible to meet the load demand. This expectation may not be
achieved due to slow response of governor and turbine operations. For these
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purposes, both turbine and generator responses are neglected to derive a simple
expression for the time response.

Considering an LFC model in Figure 11, the model in steady-state condition at
ΔPL = 0 will be a third-order transfer function as written in Eq. (47):

Δf ¼ KgKtKp

KgKtKp

R þ sTg þ 1
� �

sTt þ 1ð Þ sTp þ 1
� �� �

2
4

3
5�ΔPL

s
(47)

where Kg, Kt, and Kp are a constant of the governor, turbine, and power system,
respectively.

Typically in a LFC system, power system time constant is relatively higher than
governor and turbine time constant as described in Eq. (48). Therefore both gover-
nor and turbine time constant are negligible, and by adjusting KgKt = 1, Eq. (47) is
simplified to be a first-order system in Eq. (49):

Tg <Tt < <Tp (48)

Δf ¼ Kp

Kp

R þ sTp þ 1
� �� �

2
4

3
5�ΔPL

s
(49)

The first-order system effectively reduced the unexpected response. An example
of system responses of first-order and third-order systems is given in Figure 12.

The dynamics response of a frequency control means how the frequency is
immediately corrected after the disturbance and before the system reaches new
steady-state condition [17]. In this case, a static first-order model may not solve the
LFC problem since the disturbance is fluctuated by the time. Therefore an adaptive
model of first-order system is suggested to be used in solving this problem.

3.5 Computational procedure

Power system model is expressed in a first-order lag system. The way to build
the model can be a combination of either inertia constant and damping or a gain and
time constant. In this case, the second combination will be used to provide the
power system model using the least square method. The power system equation can
be written as follows.

Block diagram of the adaptive LFC system is shown in Figure 13 as rewritten
from [1]. The adaptive internal model is utilized to provide an update model of the
power system, and the model is generated by using a LSM method. The proposed
adaptive LFC controller uses MPC controller as its main controller combining with
an adaptive efferent model as the internal model.

Figure 11.
Power system model.
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Figure 12.
First- and third-order system responses.

Figure 13.
Adaptive LFC system using IMC structure.

Algorithm 1:
IMC with adaptive model (type 1)

Algorithm 2:
IMC with adaptive model and controller (type 2)

1. set disturbances and noises
2. configure presetting model
3. ⁝
4. for j = 1 to simulation time
5. ⁝
6. for i = 1 to n-area
7. calculate Δu
8. upgrade state matrix Δ
9. if j = desired time then
10. update K & T by LSM
11. change internal model
12. end
13. calculate model output Δym
14. correct signal Δ = Δy � Δym
15. ⁝
16. end
17. end.

1. set disturbances and noises
2. configure presetting model
3. ⁝
4. for j = 1 to simulation time
5. ⁝
6. for i = 1 to n-area
7. calculate Δu
8. upgrade state matrix Δ
9. if j = desired time then
10. update K & T by LSM
11. change internal model
12. define new MPC gain Kmpc

13. end
14. calculate model output Δym
15. correct signal Δ = Δy � Δym
16. ⁝
17. end
18. end.
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In order to reach the best controller solution, the simulation will be done using the
given algorithms. IMC type 1 includes the adaptive internal model, while in IMC type 2,
controller gainKmpc is also updated with the change of internal model. Therefore, IMC
type 2 uses an algorithm of both adaptive internal model and adaptiveMPC controller.

4. Controller test

The investigated power system consists of a two-area power system which is
modified from a three-area poser system in [2–4, 9, 18]. The controller performance
is tested by comparing a classical MPC controller and the proposed adaptive IMC
controller. System configuration is based on Figure 7 where the system parameter
is shown in Table 1.

The proposed adaptive LFC controller type 1 and type 2 will be computed as
follows. The gain K from PC to Δf in the detailed model is set to 66.5, which is
presetting the value for each area. An initial value of the time constant T is chosen
as the same value as the power system model of Figure 14, which is set equal to
1. Those will be updated online based on system identification method starting
from t = 20.

The main controller for the proposed controller is an MPC controller which at
initial condition is set as the same as the existing controller. Prediction horizon
Np = 10 and control horizon Nc = 2 are applied to both existing and proposed
controllers. In the whole of simulation period, the existing MPC controller gain is
not change where computed off line in the beginning before simulation is started.

Area D
[pu/Hz]

2H
[pu s]

R
[Hz/pu]

Tg

[s]
Tt

[s]
β

[pu/Hz]
Tij

[pu/Hz]

1 0.016 0.2017 2.73 0.06 0.44 0.3827 T12 = 0.20

2 0.015 0.1247 2.82 0.07 0.30 0.3692 T21 = 0.20

Table 1.
System parameters.

Figure 14.
Multi-area power system configuration.
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Three different cases are performed in simulations under disturbance setting as
in Table 2. The disturbances are load changes which are imposed by white noises.
The random disturbance is white noises with a maximummagnitude about 0.05 pu,
while the step disturbance is a sudden change of load. The step disturbance is
assumed as the action of economic load dispatching which is applied at t = 40 for
case II and case III in addition to the white noise.

4.1 Simulations

A. Case 1.
Simulation results are shown in Figure 15 for Δf responses and in Figure 16 for

ΔPm responses. In this case, only random disturbance is applied. It is observed that
the adaptive controllers both type 1 and type 2 show slightly better performances
compared to the existing MPC:

B. Case 2.
The step disturbance about 0.2 pu is applied at t = 40 s in addition to the random

disturbance. The results are shown in Figure 17 for Δf responses and in Figure 18
for ΔPm responses.

A better performance is observed. It is noted that although the adaptive con-
trollers are a much simpler configuration compared with the existing controller, the
control performance is even better. This is an advantageous feature of the proposed
method.

C. Case 3.
In this case, step disturbance about �0.1 pu. which is applied at t = 40 s assumed

that load is released at t = 40 s including the random disturbance. The results are
shown in Figure 19 for Δf responses and in Figure 20 for ΔPm responses.

Case Disturbance

Random Step change

1 Applied Not applied

2 Applied 0.2 pu.

3 Applied �0.1 pu.

Table 2.
Disturbance setting.

Figure 15.
Case 1: Δf responses.
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Figure 16.
Case 1: ΔPm responses.

Figure 17.
Case 2: Δf responses.

Figure 18.
Case 2: ΔPm responses.
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The similar performance is shown. It is noted that the adaptive controllers can
handle incoming disturbance and also released disturbance with even better per-
formance compared to the existing controller.

4.2 Evaluations

Figures 21–24 show how the internal model parameters are identified. It is
observed from Figures 21 and 23 that initial gain K is updated as soon as the model
identification process is completed at t = 20, which are consistent values based on
the LSM. In the same way, Figures 22 and 24 show that the initial time constants T
are updated very slightly around 1.0. Those values are continuously updated around
the converged values.

LFC system based of IMC-1 is equivalent to the existing MPC controller in some
cases, while the performance of IMC type 2 is even better in all areas and all cases.
Tables 3 and 4 list measured values of the overshoot for the step disturbance and
the standard deviations of both frequency and prime mover responses for all cases.
It is seen from the tables that the performance of the proposed adaptive LFC
controllers is equivalent or better than the conventional MPC controller. This
implies that the adaptive LFC controllers can successfully identify the target model

Figure 19.
Case 3: Δf responses.

Figure 20.
Case 3: ΔPm responses.
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and handle the power system disturbances. In the same way, the controllers keep
the system conditions successfully at the set points.

The simulations are carried out on PC with Intel Core i7 1.8 GHz CPU and 4 GB
RAM using MATLAB 2016a under Windows 10. CPU times for the computation of

Figure 21.
Gain K of IMC type 1.

Figure 22.
Time constant T of IMC type 1.

Figure 23.
Gain K of IMC type 2.
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Figure 24.
Time constant T of IMC type 2.

Case MPC IMC-1 IMC-2

1 13.3645 16.6271 22.0835

2 13.6594 17.0485 23.0585

3 13.6208 16.7182 22.2260

Table 5.
Simulation time (s).

Properties Controller
type

Case 1 Case 2 Case 3

Area 1 Area 2 Area 1 Area 2 Area 1 Area 2

Overshoot MPC 0.1143 0.1339 0.1643 0.1008 0.0194 0.0143

IMC-1 0.1139 0.1348 0.1643 0.1009 0.0193 0.0144

IMC-2 0.0891 0.0362 0.1295 0.0393 0.0210 0.0203

Standard deviation MPC 0.0186 0.0119 0.0094 0.0062 0.0033 0.0022

IMC-1 0.0186 0.0120 0.0094 0.0063 0.0033 0.0022

IMC-2 0.0131 0.0050 0.0073 0.003 0.0031 0.0019

Table 3.
Frequency responses.

Properties Controller
type

Case 1 Case 2 Case 3

Area 1 Area 2 Area 1 Area 2 Area 1 Area 2

Overshoot MPC 0.2472 0.0302 0.0121 0.0325 0.0123 0.0039

IMC-1 0.2472 0.0309 0.0122 0.0325 0.0124 0.0040

IMC-2 0.2027 0.0058 0.0136 0.0236 0.0136 0.0058

Standard deviation MPC 0.0945 0.0034 0.0466 0.0018 0.0018 0.0006

IMC-1 0.0946 0.0034 0.0466 0.0018 0.0018 0.0006

IMC-2 0.0913 0.0041 0.0485 0.0020 0.0028 0.0011

Table 4.
Prime mover responses.
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Figure 24.
Time constant T of IMC type 2.

Case MPC IMC-1 IMC-2

1 13.3645 16.6271 22.0835

2 13.6594 17.0485 23.0585

3 13.6208 16.7182 22.2260

Table 5.
Simulation time (s).

Properties Controller
type

Case 1 Case 2 Case 3

Area 1 Area 2 Area 1 Area 2 Area 1 Area 2

Overshoot MPC 0.1143 0.1339 0.1643 0.1008 0.0194 0.0143

IMC-1 0.1139 0.1348 0.1643 0.1009 0.0193 0.0144

IMC-2 0.0891 0.0362 0.1295 0.0393 0.0210 0.0203

Standard deviation MPC 0.0186 0.0119 0.0094 0.0062 0.0033 0.0022

IMC-1 0.0186 0.0120 0.0094 0.0063 0.0033 0.0022

IMC-2 0.0131 0.0050 0.0073 0.003 0.0031 0.0019

Table 3.
Frequency responses.

Properties Controller
type

Case 1 Case 2 Case 3

Area 1 Area 2 Area 1 Area 2 Area 1 Area 2

Overshoot MPC 0.2472 0.0302 0.0121 0.0325 0.0123 0.0039

IMC-1 0.2472 0.0309 0.0122 0.0325 0.0124 0.0040

IMC-2 0.2027 0.0058 0.0136 0.0236 0.0136 0.0058

Standard deviation MPC 0.0945 0.0034 0.0466 0.0018 0.0018 0.0006

IMC-1 0.0946 0.0034 0.0466 0.0018 0.0018 0.0006

IMC-2 0.0913 0.0041 0.0485 0.0020 0.0028 0.0011

Table 4.
Prime mover responses.
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controllers are listed in Table 5. It is observed that the adaptive LFC controllers are
slower than the conventional method.

In today’s power system condition, where smart grid and energy management
system are applied, the power system dynamics is varying. Therefore an adaptive
model would be an advantage and is required for the better performance of LFC
system.

It is observed that time consuming is increased together with the improvement
of the controller performances. Therefore the IMC type 2 controller needs more
time to compute and update both internal model and controller gain while giving a
better performance. On the other hand this time consuming is the order of milli-
second and so it is acceptable for an LFC system which in general operated in the
order of second. Therefore the proposed controller has bit complexities in hardware
for computing the model and updating the controller since its consuming time is
about 40% higher than the existing MPC controller.

5. Conclusions

This chapter presents adaptive LFC methods based on IMC controller structure,
where the internal model is adaptively updated online in IMC type 1, while both
internal model and MPC controller gain are restructured in IMC type 2 by using the
least square method. The performance of the controller is fair in handling load
disturbances in spite of relatively slow control cycle with ramp rate constraints of
actual systems.

Simulation results show that the gain and time constant of the internal model
have been adaptively changed. This change has guaranteed the better performance
of the proposed controller. Based on the system responses, the adaptive IMC con-
troller type 1 has responses similar to the existing MPC controller, while the adap-
tive IMC controller type 2 has shown its superiority compared to MPC controller
and IMC type 1 controller. In contrary, consuming time becomes larger by the
enhancement of the controller performance.
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Chapter 6

Provision of Ancillary Services by 
Wind Power Generators
Ayman Attya and Jose Luis Dominguez-Garcia

Abstract

The current and future power systems foresee very deep penetration of 
renewable power plants into the generation mix, which will make the provision 
of ancillary services by renewables an ultimate necessity. This would be further 
emphasised when green power stations replace conventional power plants that rely 
on fossil fuels. In this context, many control methodologies could be applied to the 
controllers of the green generators to enable the provision of these services, mainly 
frequency support and voltage regulation. Most of the available models (i.e. in 
power system simulators) do not include such supplementary controls to provide 
ancillary services. Hence, this chapter exploits key examples of these controllers 
that proved to be efficient and widely accepted. In addition, this chapter considers 
their integration into the conventional controls of green generators, where the 
focus is on wind energy.

Keywords: frequency stability, inertia, reactive compensation, small signal stability

1. Introduction

The European Union has announced the binding objectives of 27–32% of energy 
to come from renewable energy sources (RES) by 2030, with an associated CO2 
emissions reduction target of 40% (relative to 1990) and at least 32.5% increase in 
energy efficiency following the COP24 (held in Katowice) to keep global warning 
well below 2°. To do so, some future European energy scenarios even foresee a very 
high RES penetration close to 100% by 2050. Presently, the most competitive RES 
technologies are wind and solar photovoltaic (PV) with hydropower pumped stor-
age and small hydropower stations to support this drift.

Common characteristics of RES technologies (except conventional hydropower) 
are the variability of the primary energy source and the fact that they are typi-
cally connected to the power system through power electronic (PE) converters. 
Therefore, RES power plants are not synchronous and hence do not contribute 
naturally to system inertia. Moreover, they are not mandated to provide any type 
of ancillary services (AS)1, which is still valid given the high share of conventional 
synchronous power plants in the present power systems. Hence, it is still not clear 
how the system stability could be maintained with high penetration of non-syn-
chronous RES generation and associated reduced inertia. This is already a challenge 
in small networks such as that of Ireland, and it is a growing obstacle in larger 

1 Ancillary services are grid support services required by the power system (transmission or distribution 
system) operators to maintain integrity, stability and power quality of the power system.
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synchronous areas of Europe (e.g. Great Britain, Central and Southern Europe and 
Nordic countries). Thus, serious economic consequences may result if efficient and 
cost-effective solutions are not identified and implemented. However, the ambi-
tious plans of achieving very high RES penetration into the installed generation 
capacities (i.e. retirement of synchronous plant) will require the strong participa-
tion of RES plants to support all aspects of power system stability and security of 
the electricity supply.

To incorporate AS provision from RES plants in an effective manner, a series of 
design and operation tools must be created to identify the optimal approach to be 
taken. These tools, and the incorporated benchmark models, must address crucial 
aspects such as, PE converter interfaces, intelligent controllers, market structures, 
communications, and overall power system optimised operation, including system 
health and assets degradation.

The coordination between a wide range of RES plants and the correlated tech-
nologies (e.g. high-voltage direct current (HVDC) corridors and energy storage 
systems (ESS)) must be considered through comprehensive controllers, which 
dispatch and regulate the contributions of these assets to maintain system stability 
during normal conditions and severe events. Thereupon, to model, evaluate and 
validate such scenarios, there is the need for developing comprehensive models of 
RES generation units that include supplementary controllers to enable these units to 
provide a wide range of AS. In this context, this chapter presents the main control 
concepts to provide frequency and voltage support as well as oscillation damping by 
wind turbines and farms according to the state of the art.

2. Modelling of frequency support

One of the key roles of transmission system operator (TSO) is to maintain the 
balance between power generation and load demand. However, the ideal bal-
ance (i.e. zero deviation) is unrealistic due to the dynamic nature of load, which 
cannot be fully controlled by the TSO. Hence, there is always an allowed margin 
of deviation, which reflects to the power system frequency and the associated 
band of acceptable frequency oscillations (typically 20–30 mHz for a 50 Hz power 
system) [1].

For the ages of conventional power systems, where synchronous, centralised 
and fully dispatched generation units dominated, frequency stability has not been a 
problem. In other words, each generation unit has a defined role, achieved through 
simple controls (e.g. governors) to maintain frequency stability. This includes fine 
changes in frequency due to normal load dynamics, major events which could 
occur due to sudden loss of generation units, or network issues as transmission 
lines tripping. Such events initiate large deviation between generation and demand 
leading to severe drops/overshoots in the system frequency. The interconnected 
generation units have to respond as quickly as possible to these events to curtail 
the magnitude of the frequency deviation (frequency nadir) and rate of change of 
frequency (ROCOF) and restore the frequency to the safe ‘deadband’. Why? Because 
if this does not happen, the protection relays operating on these signals will trip, 
disconnecting the generating units, which would excavate the event and could lead 
to a total blackout.

Conventional generation responds ‘naturally’ to any frequency deviation due to 
the inertia of their rotating parts. In particular, the generation units release some of 
the stored kinetic energy (KE) in its rotating parts, converting it to electrical energy 
to tackle the power imbalance (i.e. inertia response). The same process occurs in the 
case of frequency positive deviation, but the unit stores more KE (i.e. the machine 
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accelerates). Typically, thermal power stations have a second defence mechanism, 
‘speed governor’, which regulates the input mechanical power (e.g. from a steam 
turbine) to maintain the deviation between mechanical shaft speed and the syn-
chronous electrical speed within the deadband. This is called the primary response. 
There is a second control loop, which is effective for small deviations, and it is 
applied to restore the frequency to the safe deadband that is the secondary response. 
After a sudden change in load, the unit is re-dispatched to increase or decrease its 
generation set point according to the new conditions (i.e. tertiary response). In 
conclusion, the conventional generation unit applies four successive mechanisms to 
preserve frequency stability by diminishing any incident power imbalance:  
(1) natural inertia response (within 5 s from the event), (2) primary response 
(within 30 s from the event), (3) secondary response (within 10 min of the event) 
and (4) tertiary response (within 1–2 h of the event).

2.1 The widely proposed concepts

The main objective of frequency support (FS) supplementary controllers is to 
provide and regulate a certain of responsive additional active power during fre-
quency excursions. FS controls usually have two operation modes: normal operation 
(active when frequency is within safe deadband) and support operation (active 
during frequency events). At normal operation, the controller has to maintain a 
predefined amount of power reserve that could be utilised at frequency events, i.e. 
support operation. However, the KE extraction concept does not apply any special 
control strategy on the wind turbine in normal operation as explained later. The 
three main concepts are illustrated in Figure 1.

2.1.1 KE extraction

This is the most economic concept from wind farms operators’ viewpoint, as 
it does not violate MPT at normal operation. This method relies on extracting and 
converting a certain amount of the stored KE in the rotating parts of the wind 
turbine (WT) and converts it into electrical energy, i.e. active power to tackle fre-
quency drops [2]. This process mimics the natural inertia response of synchronous 
generators, which are directly connected to the AC grid and not decoupled by the 
power electronic interface as the case in WTs.

Figure 1. 
The main concepts of FS in wind power generation (maximum power tracking (MPT)).
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power electronic interface as the case in WTs.

Figure 1. 
The main concepts of FS in wind power generation (maximum power tracking (MPT)).
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The method could be a high risk to power system stability, as the amount of 
extractable KE is strongly dependent on the incident wind speed, and usually this 
amount is rapidly depleted (2–5 s) according to the magnitude of support power 
and the moment of inertia of the rotating parts, mainly the rotor blades and the 
generator set.

The widely used control models to equip a WT with this method are focused 
on an inner control loop of P or PI type where a predefined constant or frequency-
dependent power step is applied. Hence, the wind turbine is forced to slow down, as 
the input harnessed wind energy is less the electrical demand. The controller always 
suffers several discontinuities due to the applied limiters, e.g. on the allowed WT 
speed not to drop beyond a certain threshold to avoid WT complete stop. Likewise, 
when the WT recovers its nominal rotor speed, its output has to be regularly and 
slightly reduced below the available input aerodynamic energy to ensure a smooth 
and safe recovery to the nominal speed without major power perturbations.

2.1.2 Pitch angle deloading

This is the most applicable method used by the industry due to its simplicity, 
as it does not interfere with the main controls of the WT. The pitch angle (β) is the 
inclination of the WT blade from the axis of the incident wind speed. To harness the 
maximum possible wind energy, pitch angle should be zero. However, a small non-
zero pitch angle would ‘deload’ the input wind energy to the WT. Hence, in this FS 
method, an amended set point is fed to the pitch angle controller to reduce the input 
power to the WT according to the applied deloading approach. There are two types 
of deloading; the first is when the input power is deloaded by a certain ratio of the 
available optimum input, i.e. deloading factor is a percentage, and this is called the 
delta deloading. The second type is to maintain a constant power reserve by reducing 
the input by a certain magnitude in MW, and this is called balanced deloading [3].

2.1.3 Rotor speed deloading

This method is relatively new compared to the other two concepts. It was mainly 
proposed to enable consistent deloading of WT output without using pitch angle 
control. The concept uses a P or PI controller to run the WT at a slightly higher 
or slower rotor speed than the reference speed produced by MPT technique. This 
approach has two outcomes: (1) the WT output is slightly deloaded; however, it is 
challenging to maintain a constant deloading ratio compared to pitch deloading. 
(2) The amount of extractable KE is influenced. Accordingly, it is preferable from 
the KE perspective to run the WT at a slightly higher speed; however this is not the 
favourite option from WT load and fatigue viewpoint [4].

When the WT implements overspeed deloading, at the very early interval of the 
frequency drop, this method provides frequency support with two components: (1) 
the extracted KE as the WT slows down towards the optimum rotor speed (i.e. MPT 
speed) and (2) the margin between the available input power and the deloaded 
output. However, for some control designs, this process ends up rapidly and leaves 
the WT without controllable reserve until the event ends, and the WT recovers the 
normal overspeed operation.

2.1.4 Hybridization of concepts

As expected from the title, many researchers tried to mix two or even three 
concepts to provide FS by wind power [5–7]. The overall objective of these trials is 
to avoid the drawbacks of every concept that can be summarised as follows:
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• Energy wasting due to continuous deloading [8]

• Excessive mechanical loads due to continuous pitching

• Uncontrollable during the event and very short-lasting support

• Unconfirmed predefined reserve amount

The following example illustrates how the three concepts could be applied.
Example: A double-fed induction generator WT (type 3) has a rated power of 

2 MW and speed control range between 0.7 and 1.2 per unit with reference to WT 
base rotor speed. The WT is equipped with active pitching system (β ranges from 
0 to 50°). The WT applies a conventional torque-speed control to track the rotor 
speed that achieves the maximum power point [9].

The grid operator requires the WT to respond to frequency drops, providing an 
incremental positive change in its output within 0.5 s from the instant the frequency 
departs the safe deadband. What are the possible solutions to comply with this 
requirement?

Possible solutions: As a WT operator, they would need to decide the amount of 
support and the adopted FS concept (hint: the economic aspect is not considered in this 
discussion). As the grid operator requirements are so flexible, the KE extraction could be 
a reasonable option such that the WT provides ‘something’ when the frequency drops. 
In that case, the amount of reserve is not predefined but relies on the operation condi-
tions of the WT when the frequency events occur. The simplest way to achieve this is to 
apply an incremental positive change in the reference torque (or power) using Eq. (1):

   τ  ref   =  (1 +  O  F  )  ∙  τ  o     (1)

where   τ  ref    is the reference torque input to the outer control loop,   τ  o    is the opti-
mum torque and OF is the overloading factor, typically 10–15%. This exceptional set 
point continues as long as the frequency event persists or when the WT reaches its 
minimum rotor speed (0.7 per unit in the given example).

Alternatively, it could be assumed that WT would provide a constant reserve of 
10% of the optimum output; hence the simplest way to achieve this is to apply pitch 
angle deloading, using Eq. (2):

   P  ref   =  (1 −  D  F  )  ∙  P  o     (2)

where Pref is the reference power input to the pitch angle controller and DF is the 
deloading factor adjusted to 10% and Po is the optimum output (all values are in per 
unit). The available reserve is   D  F   ∙  P  o   .

Another more sophisticated solution is to maintain a constant reserve of 5% of 
the WT rated power, i.e. 0.1 MW. This could be achieved using pitch angle deloading 
using Eq. (3):

   P  ref   =  P  o   −    D  M   _  P  r  
    (3)

where Pr is the rated power of the WT, namely, 2 MW and the deloading margin 
(DM) is 0.1 MW. The available reserve for this approach is   D  M   .

Both Eqs. (1) and (2) are applied during normal operation, and when frequency 
violates the safe margin, Pref switches to be equal to Po; hence the pitch angle is 
reduced or restored to zero if the incident wind speed is below the rated wind speed 
of the WT.
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0 to 50°). The WT applies a conventional torque-speed control to track the rotor 
speed that achieves the maximum power point [9].

The grid operator requires the WT to respond to frequency drops, providing an 
incremental positive change in its output within 0.5 s from the instant the frequency 
departs the safe deadband. What are the possible solutions to comply with this 
requirement?

Possible solutions: As a WT operator, they would need to decide the amount of 
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In that case, the amount of reserve is not predefined but relies on the operation condi-
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point continues as long as the frequency event persists or when the WT reaches its 
minimum rotor speed (0.7 per unit in the given example).
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Figure 3. 
Pitch deloading controller with nominal reference power as an input (DF, deloading factor; fdropm, worst 
frequency drop to waive the deloading; flow, frequency at end of safety deadband; Td, delay time constant).

The next subsection explains and exploits the modelling and integration of dif-
ferent supplementary controllers.

2.2 Modelling and integration of supplementary controls

The supplementary controllers always act on reference torque or power that 
are input signals to the power electronics interfacing the WT to the network (see 
Figure 2 for a type 3 double-fed induction generator WT). The design of the 
controller relies on the adopted support method, for example, a pitch deloading 
controller receives the WT output power as an input and provides the incremental 
change in the reference power that is fed to the pitch angle controller [10] as shown 
in Figure 3. This would apply an increment change in the actual pitch angle, 
normally by 2–5°, to deload WT output by a certain margin.

This controller could be integrated into the DFIG library model in the Simscape 
Power Systems or DIgSILENT library, which is explained in the next subsection.

2.2.1 Integration of supplementary controllers to library models

The key challenge to the integration process successfully is to adapt the input 
and output signals of the supplementary controller to the main model. This includes 
the units of signals (per unit or actual), the acceptable range of each signal and the 

Figure 2. 
Detailed block diagram of the electromechanical system of a DFIG wind turbine and the associated controls.
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Figure 4. 
(a) The Simulink model of the pitch deloading support and (b) a possible way of integration to the DFIG 
library model controller (the pitch angle controller).

Figure 5. 
(a) The Simulink model of the pitch deloading support and (b) a possible way of integration to the DFIG 
library model controller (the coloured frames in figure a mark the additional blocks to the generic model in 
DIgSILENT).



Advances in Modelling and Control of Wind and Hydrogenerators

122

Figure 3. 
Pitch deloading controller with nominal reference power as an input (DF, deloading factor; fdropm, worst 
frequency drop to waive the deloading; flow, frequency at end of safety deadband; Td, delay time constant).

The next subsection explains and exploits the modelling and integration of dif-
ferent supplementary controllers.

2.2 Modelling and integration of supplementary controls

The supplementary controllers always act on reference torque or power that 
are input signals to the power electronics interfacing the WT to the network (see 
Figure 2 for a type 3 double-fed induction generator WT). The design of the 
controller relies on the adopted support method, for example, a pitch deloading 
controller receives the WT output power as an input and provides the incremental 
change in the reference power that is fed to the pitch angle controller [10] as shown 
in Figure 3. This would apply an increment change in the actual pitch angle, 
normally by 2–5°, to deload WT output by a certain margin.

This controller could be integrated into the DFIG library model in the Simscape 
Power Systems or DIgSILENT library, which is explained in the next subsection.

2.2.1 Integration of supplementary controllers to library models

The key challenge to the integration process successfully is to adapt the input 
and output signals of the supplementary controller to the main model. This includes 
the units of signals (per unit or actual), the acceptable range of each signal and the 

Figure 2. 
Detailed block diagram of the electromechanical system of a DFIG wind turbine and the associated controls.

123

Provision of Ancillary Services by Wind Power Generators
DOI: http://dx.doi.org/10.5772/intechopen.90235

Figure 4. 
(a) The Simulink model of the pitch deloading support and (b) a possible way of integration to the DFIG 
library model controller (the pitch angle controller).

Figure 5. 
(a) The Simulink model of the pitch deloading support and (b) a possible way of integration to the DFIG 
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sampling time that suits the functions of the controller. For example, the controller 
in Figure 3 could be integrated into the average WT model in MATLAB as illus-
trated in Figure 4.

The same control concept could be integrated into the DFIG model in 
DIgSILENT library as illustrated in Figure 5. The integration idea is simple, where 
the default reference power signal (   P  ref  o   )     embedded within the generic frame of 
the WT is amended through an addition block (blue framed) using the controller 
illustrated in Figure 3. The block has two input signals, system frequency measure-
ment at the point of common coupling of the wind farm and   P  ref  o   .

The frequency signal is obtained from an additional block (green framed), 
which is a standard phase-locked loop (PLL) block that can be found in the 
DIgSILENT library. The implementation of this support method in DIgSILENT is 
tested through several case studies in [11], where the response of both the WT and 
the connected power system is captured and analysed.

One of the challenging tasks is to tune the parameters of the PLL [12] to achieve 
an accurate and clean frequency measurement, so that it does not affect the perfor-
mance of the controller negatively. Hence, there is a strong research trend towards 
support methods that do not require frequency measurement [13].

3. Modelling of voltage support

The provision of reactive power/current support is not as challenging as active 
power support (frequency issues and generation-demand balance), as it does not 
require securing power reserves. However, it is a very critical task due to its execu-
tion within very short time (milliseconds) compared to frequency support, mainly 
during faults. In addition, grid code requirements are always very strict in this 
regard; hence it could be challenging for WTs to comply. An interesting question 
may arise: Why are voltage requirements more critical and restrictive while one of 
the most key issues of power system stability is the active power balancing? The 
answer is already implicit in the question, which is because of the power balanc-
ing, as these requirements ensure that generation units stay connected to the grid. 
Hence, these units would continue generating power to the grid as soon as the fault 
is cleared, avoiding any consequential power imbalance.

3.1 Grid code requirements of voltage regulation

Regarding voltage support, the main objective of a grid code is to define when 
the generation unit is allowed to disconnect, commonly known as fault ride through 
requirement. As an illustration, and as shown in Figure 6, the generator must be 
kept connected as long as the minimum voltage (Vfault) is sustained for a duration 
shorter than tclear, which is the clearance time of the fault. Likewise, the relays sens-
ing the rate of change of voltage must be tuned to accommodate the post-fault rate 
of voltage recovery (from tclear to trec1). The recovery could halt where a low-level 
voltage sustains until trec2; however, the generator must be kept connected within 
the defined time span and so on. This pattern differs from one system operator to 
another; in some cases, the intermediate recovery phase is not included to allow 
higher tolerance [14, 15]. The typical values of the pivot voltage and time points of 
this pattern are summarised in Table 1. This should be the first part of compliance, 
where the second part is related to the provided support to voltage recovery to the 
acceptable margin (i.e. typically 1 ± 0.1 per unit). According to the majority of grid 
codes [16, 17], the generation unit should maintain a 1 per unit reactive power/cur-
rent injection during voltage dips, and it reduces gradually in relation to the voltage 
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recovery. Some grid codes define the required pattern of the injected reactive 
current at different voltage levels, similar to the main ride through curve; however, 
it is more accurate to define the reactive current rather than the reactive power as 
the voltage dip mitigates the capability of reactive power transmission; hence the 
current value is more reflective and critical.

3.2 Modelling and integration of supplementary controls

There are three main solutions that enable the WT to ride safely through 
voltage dips; these solutions require the connection of additional equipment to 
the WT, and it differs based on the WT type; however type 3 is brought to focus 
in this chapter. The first solution is the dominant one, namely, a crowbar circuit, 
connected between the rotor-side converter (RSC) and the rotor windings of the 
induction machine of a DFIG. According to the applied technology of the con-
verter, either IGBTs or an advanced voltage source converter (VSC), in addition to 
the ratio between stator and rotor voltages, the presence of a step up transformer 
between the RSC and rotor windings is decided. However, the modern designs 
avoid the presence of this transformer to mitigate the size and cost of the WT. The 
crowbar has different topologies and a three-phase resistive load to dissipate the 
additional energy during the fault and provides an alternative path for fault cur-
rents bypassing the RSC. The same concept can be applied using dc resistive load 
connected via a three-phase bridge [18]; however the crowbar circuit is one of the 
drawbacks of the DFIG compared to the PMSG full-rated converter type 4 WT 
[19]. As an illustration, the WT losses controllability during this stage because the 
RSC is decoupled and replaced by the crowbar circuit to protect the WT back-
to-back converter from high currents and voltages, including the dc link voltage 

Figure 6. 
Generic low voltage ride through (LVRT) grid code requirements.

Voltage limits Value Time limits Value

Vfault 5–30% tclear 0.14–0.25 s

Vclear 70–90% trec1 trec1 ≥ tclear

Vrec1 Vclear < Vrec1 < Vrec2 trec2 trec1 < trec2 < 0.7 s

Vrec2 85–95% trec3 trec2 < trec3 < 1.5 s

Table 1. 
Reference parameters during frequency events.
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sampling time that suits the functions of the controller. For example, the controller 
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is cleared, avoiding any consequential power imbalance.
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the generation unit is allowed to disconnect, commonly known as fault ride through 
requirement. As an illustration, and as shown in Figure 6, the generator must be 
kept connected as long as the minimum voltage (Vfault) is sustained for a duration 
shorter than tclear, which is the clearance time of the fault. Likewise, the relays sens-
ing the rate of change of voltage must be tuned to accommodate the post-fault rate 
of voltage recovery (from tclear to trec1). The recovery could halt where a low-level 
voltage sustains until trec2; however, the generator must be kept connected within 
the defined time span and so on. This pattern differs from one system operator to 
another; in some cases, the intermediate recovery phase is not included to allow 
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125

Provision of Ancillary Services by Wind Power Generators
DOI: http://dx.doi.org/10.5772/intechopen.90235

recovery. Some grid codes define the required pattern of the injected reactive 
current at different voltage levels, similar to the main ride through curve; however, 
it is more accurate to define the reactive current rather than the reactive power as 
the voltage dip mitigates the capability of reactive power transmission; hence the 
current value is more reflective and critical.

3.2 Modelling and integration of supplementary controls
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the WT, and it differs based on the WT type; however type 3 is brought to focus 
in this chapter. The first solution is the dominant one, namely, a crowbar circuit, 
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avoid the presence of this transformer to mitigate the size and cost of the WT. The 
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additional energy during the fault and provides an alternative path for fault cur-
rents bypassing the RSC. The same concept can be applied using dc resistive load 
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[20]. Hence, it is aimed to reduce the connection time of the crowbar circuit 
without compromising the safety of the WT. In addition, this allows to provide 
reactive current support earlier when the controllability of the RSC is retained. 
The second LVRT method is applicable for both types 3 and 4, where a dc chopper 
is connected across the dc link between the RSC and grid-side converter (GSC), 
as shown in Figure 7, to dissipate the additional energy and stop the evolution of 
the magnetic flux of the machine. However, this method is more expensive than 
conventional crowbar circuit [21, 22]. The third method is relatively novel, where 
a superconducting fault current limiter (SFCL) is connected between the RSC and 
GSC as shown in Figure 8. The SFCL operation is based on the physical nature of 
the integrated superconductor where it changes its conducting state from normal to 
superconductivity according to the material characteristics, as well as the ambient 
temperature and the expected current continuity to which the device is designed. 
There are novel topologies of SFCL which are exploited to anticipate dc faults for 
large-rated dc connections within very short time and with reduced current surges 
[23]. This chapter will consider the resistive SFCL type, which is already applied to 
a wide range of electrical equipment; however, it is still an immature technology in 
LVRT hardware of wind turbines [24].

3.2.1 Key control features

The key features of voltage support for wind, applicable to any power electronics 
interfaced to the grid by power electronics, are as follows:

• The triggering time: duration of sustainable fault conditions to trigger the 
support operation mode (typically two to three cycles).

• Connection/activation time: the time for which the LVRT equipment and/or 
operation mechanism remains active from the instant of triggering. It does not 
have a typical value, but it has two main approaches: first, setting a constant 
duration regardless of the fault conditions and second, observing the fault 
and stopping the LVRT operation after a certain period of fault clearance 
assurance.

• The way to sense the fault occurrence: this could be achieved by observing the 
voltage level at the connection point (of the wind farm), machine rotor current 
(in the case of a DFIG wind turbine) and the dc link voltage (the link between 
the GSC and RSC).

These three main features are illustrated in Figure 9. These features were tested 
through comprehensive scenarios, and their dynamic performances were critically 
analysed in [25]; however, this chapter is focused on the modelling aspect rather 
than the impact of these controls on the power system and WT.

The SFCL has not been practically deployed as a LVRT hardware in the wind 
power industry. However, it has a promising potential, mainly that it showed merit 
when it is applied in the protection of distribution networks [23].

The crowbar circuit can be modelled in different ways, where the simplest 
approach is to use ideal switches whose on/off signals are generated by the applied 
LVRT control as illustrated in Figure 9 (The output signal is used to trigger 
the LVRT hardware). The crowbar circuit can have different topologies: delta-
connected equal resistors or Wye-connected equal resistors or dc resistors [18]. The 
most challenging aspect would be the selection of the correct value of the resistor 
that achieves a compromise between suppressing the fault current below safety 
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limit, without causing excessive heat. The crowbar can be connected in series with 
the RSC as illustrated in Figure 10.

The second LVRT hardware is the dc chopper that can be simply modelled as a 
resistor in series with an ideal switch and connected across the capacitor of the dc 

Figure 7. 
Three different LVRT solutions of the DFIG type 3 (GSC, grid-side converter; RSC, rotor-side converter).

Figure 8. 
Schematic representation of the reaction SFCL connection to DFIG.

Figure 9. 
The main features and their common solutions in LVRT for renewable energy units/farms (SFCL, 
superconductive fault current limiter).
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Figure 11. 
The implemented supplementary controllers in DFIG-detailed benchmark in Simulink to enable mechanical 
aid to LVRT in chapter 1.

link between the GSC and MSC. The triggering signal to the ideal switch is provided 
by the applied controller, similar to the crowbar circuit. All these components are 
easy to find and assemble in MATLAB Simscape, where the main challenge is to set 
the values of the controller parameters as well as the dc chopper resistor.

A mechanical ride through method could be used, which relies only on a supple-
mentary controller and does not require special LVRT hardware. As an illustration, 
the key role of protection devices is to dissipate the high fault currents through the 
device impedance; thus it would be helpful to mitigate the input mechanical power 
to the WT, in turn, reducing the generated electrical power feeding fault currents. 
Nevertheless, the speed of response of such mechanical methods might not be fast 
enough to tackle the fault currents, which will be examined through this research 
work. The main idea is to dissipate the input KE (i.e. wind energy) to the WT, by 
increasing the pitch angle to its maximum and using the excess energy to accelerate 
the rotor instead of causing magnetic flux evolution. However, the speed should 
not violate the maximum allowed limit. The pitch control retains normal condi-
tions, and the generator speed is decelerated, such that the WT is able to resume 
normal power production promptly after the event [26]. An example for integrating 
this concept to the benchmark DFIG model in Simscape power library is depicted 
in Figure 11, where it is has two main components: the first part is responsible 
for slightly overspeeding the WT during the fault by implementing an increment 
change to the default reference rotor speed signal. The second part slightly increases 

Figure 10. 
An overall view of the DFIG-detailed benchmark in Simulink.

129

Provision of Ancillary Services by Wind Power Generators
DOI: http://dx.doi.org/10.5772/intechopen.90235

the pitch angle if necessary to reduce the harnessed wind energy during a fault, 
hence reducing the generated electric current by the induction machine.

This method could be supplementary not the sole LVRT method, as it is not 
sufficient to replace the electrical solution (i.e. crowbar, dc chopper, etc.), due to its 
slower response; hence it could not ensure a very rapid suppression of over-currents 
and voltages across the WT converters, which makes the WT subject to possible 
risks of damage and tripping protection.

4. Modelling of oscillation damping controllers

Similar to the case of voltage support provision, oscillation damping does not 
require securing power reserves but proper power management and flexibility.

In the previous ancillary services presented, control variables were clearly 
identified to each end (i.e. frequency-active power, voltage-reactive power), while 
it is not the case of power oscillations. These oscillations are a natural response 
of the power system and/or other connected systems to any perturbation which 
could excite it. The oscillations can be observed in any electrical variable, including 
power, voltage and phase angle, among others.

Historically, the stability problem (commonly known as small signal stability) 
has been mainly the synchronous generators, as they are the large dominating 
machines governing the dynamics of power system under low renewable penetra-
tion. However, lately new causes of oscillations are evolving due to control interac-
tions or sub-synchronous oscillations. Generally, oscillation modes can be classified 
depending on the systems that provoke it and their frequency, as follows:

• Inter-area: the oscillations due to an interaction of a group of generators nearby 
(area) with another group of generators in another area which are intercon-
nected (typical frequency range of 0.1–0.7 Hz).

• Intra-area: the oscillations of a single generator to the rest of the system or area 
(typical frequency range of 0.7–2 Hz).

• Torsional: this is interactions among the mechanical electrical parts of a 
generator (typical frequency range: above 2 Hz).

• Control: this is related to the interplay between the controllers themselves and 
power system dynamics (typical frequency range: above 2 Hz).

The last two types are commonly known as sub-synchronous resonances.
Due to the importance of this stability problem, some grid codes are already 

requesting this service to provide oscillation damping as well as ensure that inte-
grated controllers provide other services do not cause unexpected oscillations [27].

A common simple model for designing power oscillation enhancement control-
lers in conventional generation (known as power system stabilizers) is the well-
known Heffron-Phillips, which represents a conventional generator connected to an 
infinite bus [28]; this model is built in MATLAB/Simulink as shown in Figure 12.

The beauty of such model is that it presents a very simple case presenting the 
minimum dynamics of a conventional generator allowing the design of the PSS to 
damp out the local (inner) oscillations. As it can be seen normally, the PSS uses 
the frequency or generator speed as an input and modifies the exciter voltage. 
The conventional control structure includes a washout filter, to ensure acting 
only on the desired frequency range, and after that a phase compensator (or lead/
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the pitch angle if necessary to reduce the harnessed wind energy during a fault, 
hence reducing the generated electric current by the induction machine.

This method could be supplementary not the sole LVRT method, as it is not 
sufficient to replace the electrical solution (i.e. crowbar, dc chopper, etc.), due to its 
slower response; hence it could not ensure a very rapid suppression of over-currents 
and voltages across the WT converters, which makes the WT subject to possible 
risks of damage and tripping protection.

4. Modelling of oscillation damping controllers

Similar to the case of voltage support provision, oscillation damping does not 
require securing power reserves but proper power management and flexibility.

In the previous ancillary services presented, control variables were clearly 
identified to each end (i.e. frequency-active power, voltage-reactive power), while 
it is not the case of power oscillations. These oscillations are a natural response 
of the power system and/or other connected systems to any perturbation which 
could excite it. The oscillations can be observed in any electrical variable, including 
power, voltage and phase angle, among others.

Historically, the stability problem (commonly known as small signal stability) 
has been mainly the synchronous generators, as they are the large dominating 
machines governing the dynamics of power system under low renewable penetra-
tion. However, lately new causes of oscillations are evolving due to control interac-
tions or sub-synchronous oscillations. Generally, oscillation modes can be classified 
depending on the systems that provoke it and their frequency, as follows:

• Inter-area: the oscillations due to an interaction of a group of generators nearby 
(area) with another group of generators in another area which are intercon-
nected (typical frequency range of 0.1–0.7 Hz).

• Intra-area: the oscillations of a single generator to the rest of the system or area 
(typical frequency range of 0.7–2 Hz).

• Torsional: this is interactions among the mechanical electrical parts of a 
generator (typical frequency range: above 2 Hz).

• Control: this is related to the interplay between the controllers themselves and 
power system dynamics (typical frequency range: above 2 Hz).

The last two types are commonly known as sub-synchronous resonances.
Due to the importance of this stability problem, some grid codes are already 

requesting this service to provide oscillation damping as well as ensure that inte-
grated controllers provide other services do not cause unexpected oscillations [27].

A common simple model for designing power oscillation enhancement control-
lers in conventional generation (known as power system stabilizers) is the well-
known Heffron-Phillips, which represents a conventional generator connected to an 
infinite bus [28]; this model is built in MATLAB/Simulink as shown in Figure 12.

The beauty of such model is that it presents a very simple case presenting the 
minimum dynamics of a conventional generator allowing the design of the PSS to 
damp out the local (inner) oscillations. As it can be seen normally, the PSS uses 
the frequency or generator speed as an input and modifies the exciter voltage. 
The conventional control structure includes a washout filter, to ensure acting 
only on the desired frequency range, and after that a phase compensator (or lead/



Advances in Modelling and Control of Wind and Hydrogenerators

130

lag block) which ensures the proper modification of the dynamic response of the 
generator.

4.1 Wind power to mitigate oscillation resonances

As previously stated, such oscillations could be damped or mitigated by the 
proper regulation of WT controllable variables. To apply this without major modifi-
cations of WT control, a supplementary controller could be integrated. From a wind 
power perspective, the input signal for the supplementary controller could be any 
signal that ensures observability of the oscillations (e.g. active power, frequency, 
phase angle of synchronous generators, voltage magnitude and/or phase) and 
produces a signal which could impact power flow within the power system (e.g. 
active and/or reactive power reference of WT and voltage at the connection point, 
among others).

It is worth to indicate that the typical structure for oscillations damping in 
synchronous generators is known as power system stabilizers, which are designed 
to damp out the generator oscillations of certain frequencies by using a bandpass 
filter and a lead/lag control which ensures stability of the generator by taking the 
advantage of the phase margins (as shown in Figure 13). Although this methodol-
ogy could be used in WTs, the control can be simplified due to the fact that wind 
farm does not have a direct impact on the phase margin of the generator but only on 
the general power flow [29].

Generally, the WT support on oscillation damping could be classified according 
to the type of power being regulated, i.e. active or reactive. In Figure 14, potential 
methods to regulate relevant variables are presented, using appropriate controllers 
to achieve small angle stability.

The damping capability of each variable is completely different. As expected, 
the regulation using active power has a larger impact on enhancing stability than 
using reactive power as a main signal [30].

4.2 Modelling and integration of supplementary controls

It is important to remark that small signal stability is usually evaluated by two 
main methods: linear algebra techniques (mainly, eigenvalues and eigenvectors) 
and time-domain simulations.

Figure 12. 
Heffron-Phillips model for a synchronous generator-infinite bus model.
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The first method, based on a linearized system mathematical model, provides 
a simple method to identify the oscillatory dynamics within the system through 
the eigenvalues (i.e. λ = σ ± j∙ω). In this case, ω refers to the frequency of the oscil-
lation (ω = 2∙π∙ f); and σ refers to the non-oscillatory part, which indicates the 
stability (negative = stable and positive = unstable), as well as the damping ratio 
(damping = −σ/(σ^2 + ∙ω^2)).

One common model benchmark for the power oscillation analysis is known as 
the Kundur (two-area model) [31].

In order to analyse the impact and contribution of wind power, the supple-
mentary controllers could be integrated into comprehensive model which includes 
a detailed wind farm (each wind turbine represented by a separated mode) or 
aggregated (wind farm represented by one wind turbine of equivalent rating); 
an example is shown in Figure 15. This model is developed in MATLAB/Simulink 
environment which already included different built-in models. It is worth noting 
that the wind farm is based on the GE 3.6 MW model [32], which include active 
and reactive power control and voltage regulator, among other control systems, as 
shown in Figure 16.

The supplementary controls have been applied to the main control loops to 
adjust the reference values accordingly. The impact of the supplementary controller 
is clear at the GSC of the WT, as it is responsible for the interaction with the power 
system. It is of note that in the case of DFIG WT, the maximum reactive power 
limited by the generator rating not the grid-side converter rating.

Finally, from the modelling and control design perspective, one advantage of 
using MATLAB/Simulink for these studies is the integrated toolboxes for lineariza-
tion of the whole system, which include system state identification and simplify the 
control design and oscillation detection. With the system identification methods 
(from the linear perspective), the user could select the desired input and output of 
the plant and identify the transfer function that links these signals. Linear transfer 
functions help to produce the state-space model; hence the eigenvalues and eigen-
vectors can be easily computed to obtain the corresponding oscillation modes and 

Figure 13. 
Conventional PSS scheme (BPF, bandpass filter).

Figure 14. 
Simple classification for oscillation damping provision.
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lag block) which ensures the proper modification of the dynamic response of the 
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produces a signal which could impact power flow within the power system (e.g. 
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synchronous generators is known as power system stabilizers, which are designed 
to damp out the generator oscillations of certain frequencies by using a bandpass 
filter and a lead/lag control which ensures stability of the generator by taking the 
advantage of the phase margins (as shown in Figure 13). Although this methodol-
ogy could be used in WTs, the control can be simplified due to the fact that wind 
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the general power flow [29].
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methods to regulate relevant variables are presented, using appropriate controllers 
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The damping capability of each variable is completely different. As expected, 
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using reactive power as a main signal [30].
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It is important to remark that small signal stability is usually evaluated by two 
main methods: linear algebra techniques (mainly, eigenvalues and eigenvectors) 
and time-domain simulations.
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a simple method to identify the oscillatory dynamics within the system through 
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(damping = −σ/(σ^2 + ∙ω^2)).

One common model benchmark for the power oscillation analysis is known as 
the Kundur (two-area model) [31].

In order to analyse the impact and contribution of wind power, the supple-
mentary controllers could be integrated into comprehensive model which includes 
a detailed wind farm (each wind turbine represented by a separated mode) or 
aggregated (wind farm represented by one wind turbine of equivalent rating); 
an example is shown in Figure 15. This model is developed in MATLAB/Simulink 
environment which already included different built-in models. It is worth noting 
that the wind farm is based on the GE 3.6 MW model [32], which include active 
and reactive power control and voltage regulator, among other control systems, as 
shown in Figure 16.

The supplementary controls have been applied to the main control loops to 
adjust the reference values accordingly. The impact of the supplementary controller 
is clear at the GSC of the WT, as it is responsible for the interaction with the power 
system. It is of note that in the case of DFIG WT, the maximum reactive power 
limited by the generator rating not the grid-side converter rating.

Finally, from the modelling and control design perspective, one advantage of 
using MATLAB/Simulink for these studies is the integrated toolboxes for lineariza-
tion of the whole system, which include system state identification and simplify the 
control design and oscillation detection. With the system identification methods 
(from the linear perspective), the user could select the desired input and output of 
the plant and identify the transfer function that links these signals. Linear transfer 
functions help to produce the state-space model; hence the eigenvalues and eigen-
vectors can be easily computed to obtain the corresponding oscillation modes and 
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their main causes. Finally, with the state-space model or the transfer function, any 
type of control which allows modifying the desired dynamics could be applied, for 
example, pole placement, root locus and other advanced techniques as H-infinite. 
In case of implementing this type of studies to different simulation software as 
DIgSILENT PowerFactory (previously presented), it has a toolbox for eigenvalues 

Figure 15. 
Adaptation of Kundur’s model by including wind power plants in MATLAB.

Figure 16. 
Wind power plant based on GE-3.6 simulation model.
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and oscillation mode identification (computed internally by the software), but 
in the case of model identification and control design, it could be linked with 
MATLAB and python through some existing scripts.

5. Discussion

This section describes the key simplifications and potential limitations to apply 
these methods in the real world. It also provides a brief discussion for the main 
applicability barriers and practical limitations for the represented control methods.

5.1 Reasonable simplifications and potential limitations

It is worth noting that all simplifications introduced before are commonly 
accepted and applied in order to simplify control design and development in an 
acceptable model which does not include additional complexity which could slow 
down simulations without providing significant additional information.

5.1.1 Wind turbine/farm wise

The proposed modelling solutions are subject to some simplifications where the 
model parameters of the wind turbine are considered constant; however this is not 
ideally accurate as changes in some parameters, due to operation conditions, could 
lead to considerable drift in the performance of the WT when it provides a certain 
service. For example, the WT inertia is always seen as a constant value (1.5–3 s) 
according to its size and gearbox technology, but actually this inertia suffers 
marginal changes subject to the incident WS and the mechanical characteristics 
of its blades. A change in the inertia would impact the amount and duration of the 
provided support power during frequency drops.

In addition, one of the widely-used simplifications is to ignore the modelling 
of the power electronic interface (i.e. rotor-side and grid-side converters for both 
types 3 and 4 WTs). In fact, many power system researchers consider the power 
electronic interface as an ideal box with zero-time delay, where the required 
set-points (amended reference power, torque or speed), which are produced by 
the ancillary services controllers, are well received and applied by this interface. In 
real world, this could have minor implications; however, these interfaces are very 
efficient (98–99.5%), and the induced delays do not exceed a few milliseconds. This 
assumption is perfectly acceptable for frequency stability studies, as frequency 
dynamics occur within a much larger time scale (the most relaxed ROCOF restric-
tion is 0.5 Hz/s).

Pitch angle actuator could be also a challenging aspect for modelling the WT 
response for pitch deloading techniques. Most of the literature considers only the 
delay of the servomotors, ignoring the elapsed time to move the blades (i.e. inertia 
of the blades as rotating masses). However, this is very minor as the blades are not 
moved from stationary status. Additionally, it is not easy to obtain the accurate/
authentic parameters of the empirical equation which describes the variations of 
harnessed power against tip-speed ratio and pitch angle [33]. All WTs manufactur-
ers do not provide open access to such critical information as it could reveal their 
unique aerodynamics designs of their blades.

Conversely, the previous three simplifications should not have any influence on 
voltage support except the accurate modelling of the power electronic interface. 
Actually, this interface is completely responsible for the reactive power compen-
sation, and hence it should be modelled as accurate as possible. However, some 
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and oscillation mode identification (computed internally by the software), but 
in the case of model identification and control design, it could be linked with 
MATLAB and python through some existing scripts.

5. Discussion

This section describes the key simplifications and potential limitations to apply 
these methods in the real world. It also provides a brief discussion for the main 
applicability barriers and practical limitations for the represented control methods.

5.1 Reasonable simplifications and potential limitations

It is worth noting that all simplifications introduced before are commonly 
accepted and applied in order to simplify control design and development in an 
acceptable model which does not include additional complexity which could slow 
down simulations without providing significant additional information.

5.1.1 Wind turbine/farm wise

The proposed modelling solutions are subject to some simplifications where the 
model parameters of the wind turbine are considered constant; however this is not 
ideally accurate as changes in some parameters, due to operation conditions, could 
lead to considerable drift in the performance of the WT when it provides a certain 
service. For example, the WT inertia is always seen as a constant value (1.5–3 s) 
according to its size and gearbox technology, but actually this inertia suffers 
marginal changes subject to the incident WS and the mechanical characteristics 
of its blades. A change in the inertia would impact the amount and duration of the 
provided support power during frequency drops.

In addition, one of the widely-used simplifications is to ignore the modelling 
of the power electronic interface (i.e. rotor-side and grid-side converters for both 
types 3 and 4 WTs). In fact, many power system researchers consider the power 
electronic interface as an ideal box with zero-time delay, where the required 
set-points (amended reference power, torque or speed), which are produced by 
the ancillary services controllers, are well received and applied by this interface. In 
real world, this could have minor implications; however, these interfaces are very 
efficient (98–99.5%), and the induced delays do not exceed a few milliseconds. This 
assumption is perfectly acceptable for frequency stability studies, as frequency 
dynamics occur within a much larger time scale (the most relaxed ROCOF restric-
tion is 0.5 Hz/s).

Pitch angle actuator could be also a challenging aspect for modelling the WT 
response for pitch deloading techniques. Most of the literature considers only the 
delay of the servomotors, ignoring the elapsed time to move the blades (i.e. inertia 
of the blades as rotating masses). However, this is very minor as the blades are not 
moved from stationary status. Additionally, it is not easy to obtain the accurate/
authentic parameters of the empirical equation which describes the variations of 
harnessed power against tip-speed ratio and pitch angle [33]. All WTs manufactur-
ers do not provide open access to such critical information as it could reveal their 
unique aerodynamics designs of their blades.

Conversely, the previous three simplifications should not have any influence on 
voltage support except the accurate modelling of the power electronic interface. 
Actually, this interface is completely responsible for the reactive power compen-
sation, and hence it should be modelled as accurate as possible. However, some 
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researchers simplify the PQ limitations of the converter and set it as a square of 1 
per unit for each side, which leads to ‘optimistic simulations’ compared to the real 
world.

All the previous simplifications are influential regarding the provision of 
oscillation damping, as this service is a complex mix between active and reactive 
power balancing and compensation. The oscillation modes are also sensitive to rotor 
inertia and dynamics as well as the capabilities of the integrated power electronic 
interface.

The limitations are mainly related to the expected WT response and the 
provided support using these models. The amount of power support (i.e. ∆P) 
relies to some extent on the incident WS, which is always fluctuating in contra-
diction to most of the models that assume that WS is constant during the event. 
This assumption could have a clearer influence when the amount of reserve 
(i.e. sustainable ∆P) is evaluated. As an illustration, in balanced deloading for 
example, it would be very challenging to maintain a fully constant ∆P for long 
durations due to the interactions of WT inertia, incident WS and different WT 
controls. However, in simulations this is achievable. Likewise, WS measurement 
is essential for many of the proposed controllers; however, in reality, this could 
be subject to errors and failures, where the state-of the-art technology relies on 
laser and could experience 0.25–0.5 m/s error [34], which should not be sig-
nificant to support operation; meanwhile most of the models assume ideal WS 
measurement.

The assessment of the economic value of providing these services, mainly 
frequency support, is also limited by the accuracy of the implemented MPPT power 
curve which is usually provided in the vendor manual [35].

5.1.2 Power system wise

The power system main simplification and limitation at the same time are the 
accurate measurement and communication of system frequency to the relevant 
supplementary controller in the WT and/or the WF. The frequency measurement is 
always obtained using PLLs, and it is prone to noise and errors [36]. However, most 
of the implemented models in the literature applies a clean frequency signal to focus 
only on the merits of the proposed support methods.

The second limitation is that most of the models ignore the modelling of either 
the protection relays or at least their impacts. For example, the influence of ROCOF 
relays could be significant (stop the simulation and in reality trigger the WT 
protection so it comes to a complete stop) if the ROCOF threshold is violated. Many 
studies overcome this simplification by showing the ROCOF behaviour during the 
event to ensure that its presence is within the safe limits.

The same applies to voltage support, where the WT of WF converter station 
overcurrent relays could stop the simulation, if the overall current exceeds the 
limits (typically 1.4 per unit sustained for 1–3 s). This is likely to occur during 
symmetric faults or when the WT is operating in LVRT and suddenly switch to 
reactive compensation mode. In particular, as soon as the fault is cleared, the WT is 
required to recover the full pre-fault active power as well as maintain high reactive 
current to recover the nominal voltage level [13]. However, commercial simulators, 
e.g. DIgSILENT and PSS®E, include these protection gears or at least mimic their 
influence, in most of their library models.

A third key simplification is the ‘ideal consistency’ where all the integrated 
WFs models, usually a single WT of an aggregated capacity to represent each WF, 
are consistent in all aspects except only one or two according to the applied case 
study.
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5.1.3 Synchronous machine infinite bus simplifications

The model presented (Heffron-Phillips) is a very simple model which mainly 
represents the mechanical behaviour of power system that represents the basis 
of frequency dynamics of the electrical network. Such simplified model neglects 
all electrical parts of the power systems and existing interactions among differ-
ent variables as voltage, current, cable limits, etc.. In addition, as it occurs with 
the wind turbine/farm modelling, the delays impacting on communications and 
measurements must be considered when implementing such concepts for real 
experimentation and replicability. However, these models are widely accepted for 
control development.

5.2 Implementation challenges

The implementation of the proposed methods on a wide scale and in large wind 
power plants will face two main obstacles: data access and communication as well 
as standardisation. The required volume of data is massive, including models, 
control parameters, live measurements and signals across the coordinated assets. In 
addition, communicating these data with minimum delays and no corruption and 
securely is a significant ICT challenge; that is why cyber security is a leading topic 
for future power systems [37].

The second challenge is the wise planning and implementation of what we 
can call the grid codes evolution to standardise the provision of ancillary services 
by renewable energy. This should consider tailoring the definition of reserve and 
inertia to versatile nature of the widely accepted frequency support methods. For 
example, should the TSOs adopt a pre-populated frequency-active power response 
or should they be granted a limited access to the holistic controls of renewable 
power plants to achieve power balance? How should the TSO ancillary service 
market coordination be achieved without curtailing both system stability and 
renewable power plants finance [38]? In addition, what is the standard definition of 
a renewable power plant, as it could be a hybrid energy source with energy storage 
system?

© 2020 The Author(s). Licensee IntechOpen. Distributed under the terms of the Creative 
Commons Attribution - NonCommercial 4.0 License (https://creativecommons.org/
licenses/by-nc/4.0/), which permits use, distribution and reproduction for  
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The model presented (Heffron-Phillips) is a very simple model which mainly 
represents the mechanical behaviour of power system that represents the basis 
of frequency dynamics of the electrical network. Such simplified model neglects 
all electrical parts of the power systems and existing interactions among differ-
ent variables as voltage, current, cable limits, etc.. In addition, as it occurs with 
the wind turbine/farm modelling, the delays impacting on communications and 
measurements must be considered when implementing such concepts for real 
experimentation and replicability. However, these models are widely accepted for 
control development.

5.2 Implementation challenges

The implementation of the proposed methods on a wide scale and in large wind 
power plants will face two main obstacles: data access and communication as well 
as standardisation. The required volume of data is massive, including models, 
control parameters, live measurements and signals across the coordinated assets. In 
addition, communicating these data with minimum delays and no corruption and 
securely is a significant ICT challenge; that is why cyber security is a leading topic 
for future power systems [37].

The second challenge is the wise planning and implementation of what we 
can call the grid codes evolution to standardise the provision of ancillary services 
by renewable energy. This should consider tailoring the definition of reserve and 
inertia to versatile nature of the widely accepted frequency support methods. For 
example, should the TSOs adopt a pre-populated frequency-active power response 
or should they be granted a limited access to the holistic controls of renewable 
power plants to achieve power balance? How should the TSO ancillary service 
market coordination be achieved without curtailing both system stability and 
renewable power plants finance [38]? In addition, what is the standard definition of 
a renewable power plant, as it could be a hybrid energy source with energy storage 
system?

© 2020 The Author(s). Licensee IntechOpen. Distributed under the terms of the Creative 
Commons Attribution - NonCommercial 4.0 License (https://creativecommons.org/
licenses/by-nc/4.0/), which permits use, distribution and reproduction for  
non-commercial purposes, provided the original is properly cited. 



136

Advances in Modelling and Control of Wind and Hydrogenerators

[1] ENTSO-E. Network Code on Load 
Frequency Control and Reserves 
(LFCR). 2015. Available at: https://
www.entsoe.eu/major-projects/
network-code-development/load-
frequency-control-reserves/Pages/
default.aspx

[2] Attya ABT, Hartkopf T. Control and 
quantification of kinetic energy released 
by wind farms during power system 
frequency drops. IET Renewable Power 
Generation. 2013;7(3):210-224

[3] Margaris ID, Papathanassiou SA, 
Hatziargyriou ND, Hansen AD, 
Sorensen P. Frequency control in 
autonomous power systems with 
high wind power penetration. IEEE 
Transactions on Sustainable Energy. 
2012;3(2):189-199

[4] Attya ABT, Dominguez-García JL. 
Insights on the provision of frequency 
support by wind power and the 
impact on energy systems. IEEE 
Transactions on Sustainable Energy. 
2018;9(2):719-728

[5] Hafiz F, Abdennour A. Optimal use 
of kinetic energy for the inertial support 
from variable speed wind turbines. 
Renewable Energy. 2015;80:629-643

[6] Arani MFM, Mohamed YA-RI. 
Analysis and mitigation of undesirable 
impacts of implementing frequency 
support controllers in wind power 
generation. IEEE Transactions on 
Energy Conversion. 2016;31(1)

[7] Attya AB, Hartkopf T. Wind 
turbine contribution in frequency drop 
mitigation-modified operation and 
estimating released supportive energy. 
IET Generation, Transmission & 
Distribution. 2014;8(5):862-872

[8] Attya AB, Hartkopf T. Wind turbines 
support techniques during frequency 

drops—Energy utilization comparison. 
AIMS Energy. 2014;2(3):260-275

[9] Li S, Haskew TA, Williams KA, 
Swatloski RP. Control of DFIG wind 
turbine with direct-current vector 
control configuration. IEEE 
Transactions on Sustainable Energy. 
2012;3(1):1-11

[10] Attya AB, Ademi S, Jovanović M, 
Anaya-Lara O. Frequency support using 
doubly fed induction and reluctance 
wind turbine generators. International 
Journal of Electrical Power & Energy 
Systems. 2018;101:403-414

[11] Attya AB, Anaya-Lara O. Provision 
of frequency support by offshore wind 
farms connected via HVDC links. In: 
5th IET International Conference on 
Renewable Power Generation. 2016

[12] Ma J, Qiu Y, Li Y, Zhang W, 
Song Z, Thorp JS. Research on the 
impact of DFIG virtual inertia control 
on power system small-signal stability 
considering the phase-locked loop. 
IEEE Transactions on Power Systems. 
2017;32(3):2094-2105

[13] Attya AB, Anaya-Lara O,  
Leithead WE. Novel concept 
of renewables association with 
synchronous generation for enhancing 
the provision of ancillary services. 
Applied Energy. 2018;229:1035-1047

[14] Attya AB, Anaya-Lara O, Ledesma P, 
Svendsen HG. Fulfilment of grid code 
obligations by large offshore wind farms 
clusters connected via HVDC corridors. 
Energy Procedia. 2016;94:20-28

[15] Johnson A. Fault Ride Through 
ENTSO-E Requirements for 
Generators–Interpretation. National 
Grid. 2013. Available at: http://
www2.nationalgrid.com/WorkArea/
DownloadAsset.aspx?id=17270

References

137

Provision of Ancillary Services by Wind Power Generators
DOI: http://dx.doi.org/10.5772/intechopen.90235

[16] EirGrid. EirGrid Grid Code, Version 
6.0. Ireland. 2015. Available at: http://
www.eirgridgroup.com/site-files/
library/EirGrid/GridCodeVersion6.pdf

[17] Network code for requirements 
for grid connection applicable to all 
generator. ENTSO-E. 2013

[18] Vidal J, Abad G, Arza J,  
Aurtenechea S. Single-phase DC 
crowbar topologies for low voltage 
ride through fulfillment of high-power 
doubly fed induction generator-based 
wind turbines. IEEE Transactions on 
Energy Conversion. 2013;28(3):768-781

[19] Ezzat M, Benbouzid M, Muyeen S, 
Harnefors L. Low-voltage ride-through 
techniques for DFIG-based wind 
turbines: State-of-the-art review and 
future trends. In: IECON 2013-39th 
Annual Conference of the IEEE; 
Industrial Electronics Society, IEEE. 
2013. pp. 7681-7686

[20] Domínguez-García JL, Gomis- 
Bellmunt O, Trilla-Romero L, 
Junyent-Ferré A. Indirect vector 
control of a squirrel cage induction 
generator wind turbine. Computers 
& Mathematics with Applications. 
2012;64(2):102-114

[21] Zhang X, Wu Z, Hu M, Li X, 
Lv G. Coordinated control strategies of 
VSC-HVDC-based wind power systems 
for low voltage ride through. Energies. 
2015;8(7):7224-7242

[22] Mendes VF, Matos FF, Liu SY,  
Cupertino AF, Pereira HA, De 
Sousa CV. Low voltage ride-through 
capability solutions for permanent 
magnet synchronous wind generators. 
Energies. 2016;9(1):59

[23] Zhang L et al. Application of a 
novel superconducting fault current 
limiter in a VSC-HVDC system. 
IEEE Transactions on Applied 
Superconductivity. 2017;27(4):1-6

[24] Wang L, Jiang P, Wang D. Summary 
of superconducting fault current limiter 
technology. Frontiers in Computer 
Education. 2012:819-825

[25] Attya AB, Comech MP, Omar I. 
Comprehensive study on fault-ride 
through and voltage support by wind 
power generation in AC and DC 
transmission systems. The Journal 
of Engineering. Available at: https://
digital-library.theiet.org/content/
journals/10.1049/joe.2018.9339

[26] Appendix A Vestas General 
Specification Brochure. In: Port 
Dover and Nanticoke Wind project 
Wind Turbine Specifications Report. 
2010. Available at: http://www.
homepages.ucl.ac.uk/~uceseug/
Fluids2/Wind_Turbines/Turbines/
V90_GeneralSpecification_3.pdf

[27] ENTSO-E. NETWORK CODE 
FOR REQUIREMENTS FOR GRID 
CONNECTION APPLICABLE TO ALL 
GENERATORS—REQUIREMENTS 
IN THE CONTEXT OF PRESENT 
PRACTICES. ENTSO-E, Belgium. 2012. 
Available at: http://www.acer.europa.eu/
Media/News/Documents/120626%20
-%20NC%20RfG%20-%20
Requirements%20in%20the%20
context%20of%20present%20practices.
pdf

[28] Heffron W, Phillips RJIT. Effect of 
modem amplidyne voltage regulator 
characteristics. 1952. pp. 692-697

[29] Anaya-Lara O, Jenkins N,  
Ekanayake JB, Cartwright P, 
Hughes M. Wind Energy Generation: 
Modelling and Control. John Wiley & 
Sons; 2011

[30] Domínguez-García JL, 
Gomis-Bellmunt O, Bianchi FD, 
Sumper AJR, Reviews SE. Power 
oscillation damping supported 
by wind power: A review. 
2012;16(7):4994-5006



136

Advances in Modelling and Control of Wind and Hydrogenerators

[1] ENTSO-E. Network Code on Load 
Frequency Control and Reserves 
(LFCR). 2015. Available at: https://
www.entsoe.eu/major-projects/
network-code-development/load-
frequency-control-reserves/Pages/
default.aspx

[2] Attya ABT, Hartkopf T. Control and 
quantification of kinetic energy released 
by wind farms during power system 
frequency drops. IET Renewable Power 
Generation. 2013;7(3):210-224

[3] Margaris ID, Papathanassiou SA, 
Hatziargyriou ND, Hansen AD, 
Sorensen P. Frequency control in 
autonomous power systems with 
high wind power penetration. IEEE 
Transactions on Sustainable Energy. 
2012;3(2):189-199

[4] Attya ABT, Dominguez-García JL. 
Insights on the provision of frequency 
support by wind power and the 
impact on energy systems. IEEE 
Transactions on Sustainable Energy. 
2018;9(2):719-728

[5] Hafiz F, Abdennour A. Optimal use 
of kinetic energy for the inertial support 
from variable speed wind turbines. 
Renewable Energy. 2015;80:629-643

[6] Arani MFM, Mohamed YA-RI. 
Analysis and mitigation of undesirable 
impacts of implementing frequency 
support controllers in wind power 
generation. IEEE Transactions on 
Energy Conversion. 2016;31(1)

[7] Attya AB, Hartkopf T. Wind 
turbine contribution in frequency drop 
mitigation-modified operation and 
estimating released supportive energy. 
IET Generation, Transmission & 
Distribution. 2014;8(5):862-872

[8] Attya AB, Hartkopf T. Wind turbines 
support techniques during frequency 

drops—Energy utilization comparison. 
AIMS Energy. 2014;2(3):260-275

[9] Li S, Haskew TA, Williams KA, 
Swatloski RP. Control of DFIG wind 
turbine with direct-current vector 
control configuration. IEEE 
Transactions on Sustainable Energy. 
2012;3(1):1-11

[10] Attya AB, Ademi S, Jovanović M, 
Anaya-Lara O. Frequency support using 
doubly fed induction and reluctance 
wind turbine generators. International 
Journal of Electrical Power & Energy 
Systems. 2018;101:403-414

[11] Attya AB, Anaya-Lara O. Provision 
of frequency support by offshore wind 
farms connected via HVDC links. In: 
5th IET International Conference on 
Renewable Power Generation. 2016

[12] Ma J, Qiu Y, Li Y, Zhang W, 
Song Z, Thorp JS. Research on the 
impact of DFIG virtual inertia control 
on power system small-signal stability 
considering the phase-locked loop. 
IEEE Transactions on Power Systems. 
2017;32(3):2094-2105

[13] Attya AB, Anaya-Lara O,  
Leithead WE. Novel concept 
of renewables association with 
synchronous generation for enhancing 
the provision of ancillary services. 
Applied Energy. 2018;229:1035-1047

[14] Attya AB, Anaya-Lara O, Ledesma P, 
Svendsen HG. Fulfilment of grid code 
obligations by large offshore wind farms 
clusters connected via HVDC corridors. 
Energy Procedia. 2016;94:20-28

[15] Johnson A. Fault Ride Through 
ENTSO-E Requirements for 
Generators–Interpretation. National 
Grid. 2013. Available at: http://
www2.nationalgrid.com/WorkArea/
DownloadAsset.aspx?id=17270

References

137

Provision of Ancillary Services by Wind Power Generators
DOI: http://dx.doi.org/10.5772/intechopen.90235

[16] EirGrid. EirGrid Grid Code, Version 
6.0. Ireland. 2015. Available at: http://
www.eirgridgroup.com/site-files/
library/EirGrid/GridCodeVersion6.pdf

[17] Network code for requirements 
for grid connection applicable to all 
generator. ENTSO-E. 2013

[18] Vidal J, Abad G, Arza J,  
Aurtenechea S. Single-phase DC 
crowbar topologies for low voltage 
ride through fulfillment of high-power 
doubly fed induction generator-based 
wind turbines. IEEE Transactions on 
Energy Conversion. 2013;28(3):768-781

[19] Ezzat M, Benbouzid M, Muyeen S, 
Harnefors L. Low-voltage ride-through 
techniques for DFIG-based wind 
turbines: State-of-the-art review and 
future trends. In: IECON 2013-39th 
Annual Conference of the IEEE; 
Industrial Electronics Society, IEEE. 
2013. pp. 7681-7686

[20] Domínguez-García JL, Gomis- 
Bellmunt O, Trilla-Romero L, 
Junyent-Ferré A. Indirect vector 
control of a squirrel cage induction 
generator wind turbine. Computers 
& Mathematics with Applications. 
2012;64(2):102-114

[21] Zhang X, Wu Z, Hu M, Li X, 
Lv G. Coordinated control strategies of 
VSC-HVDC-based wind power systems 
for low voltage ride through. Energies. 
2015;8(7):7224-7242

[22] Mendes VF, Matos FF, Liu SY,  
Cupertino AF, Pereira HA, De 
Sousa CV. Low voltage ride-through 
capability solutions for permanent 
magnet synchronous wind generators. 
Energies. 2016;9(1):59

[23] Zhang L et al. Application of a 
novel superconducting fault current 
limiter in a VSC-HVDC system. 
IEEE Transactions on Applied 
Superconductivity. 2017;27(4):1-6

[24] Wang L, Jiang P, Wang D. Summary 
of superconducting fault current limiter 
technology. Frontiers in Computer 
Education. 2012:819-825

[25] Attya AB, Comech MP, Omar I. 
Comprehensive study on fault-ride 
through and voltage support by wind 
power generation in AC and DC 
transmission systems. The Journal 
of Engineering. Available at: https://
digital-library.theiet.org/content/
journals/10.1049/joe.2018.9339

[26] Appendix A Vestas General 
Specification Brochure. In: Port 
Dover and Nanticoke Wind project 
Wind Turbine Specifications Report. 
2010. Available at: http://www.
homepages.ucl.ac.uk/~uceseug/
Fluids2/Wind_Turbines/Turbines/
V90_GeneralSpecification_3.pdf

[27] ENTSO-E. NETWORK CODE 
FOR REQUIREMENTS FOR GRID 
CONNECTION APPLICABLE TO ALL 
GENERATORS—REQUIREMENTS 
IN THE CONTEXT OF PRESENT 
PRACTICES. ENTSO-E, Belgium. 2012. 
Available at: http://www.acer.europa.eu/
Media/News/Documents/120626%20
-%20NC%20RfG%20-%20
Requirements%20in%20the%20
context%20of%20present%20practices.
pdf

[28] Heffron W, Phillips RJIT. Effect of 
modem amplidyne voltage regulator 
characteristics. 1952. pp. 692-697

[29] Anaya-Lara O, Jenkins N,  
Ekanayake JB, Cartwright P, 
Hughes M. Wind Energy Generation: 
Modelling and Control. John Wiley & 
Sons; 2011

[30] Domínguez-García JL, 
Gomis-Bellmunt O, Bianchi FD, 
Sumper AJR, Reviews SE. Power 
oscillation damping supported 
by wind power: A review. 
2012;16(7):4994-5006



Advances in Modelling and Control of Wind and Hydrogenerators

138

[31] Kundur P. Power System Stability 
and Control. New York: McGraw-Hill 
Inc.; 1994

[32] Clark K, Miller NW, Sanchez- 
Gasca JJ. Modeling of GE wind 
turbine-generators for grid studies. 
2010;4:0885-8950

[33] Attya AB, Hartkopf T. Evaluation 
of wind turbines dynamic model 
parameters using published 
manufacturer product data. In: 2012 
{IEEE} International Energy Conference 
and Exhibition ({ENERGYCON}). 2012

[34] Wang N, Johnson KE, Wright AD. 
Comparison of strategies for enhancing 
energy capture and reducing loads 
using LIDAR and feedforward control. 
IEEE Transactions on Control Systems 
Technology. 2013;21(4):1129-1142

[35] Rebello E, Watson D, Rodgers M. 
Performance analysis of a 10 MW wind 
farm in providing secondary frequency 
regulation: Experimental aspects. 
IEEE Transactions on Power Systems. 
2019;34(4):3090-3097

[36] Goksu O, Teodorescu R, Bak CL, 
Iov F, Kjaer PC. Instability of wind 
turbine converters during current 
injection to low voltage grid faults and 
PLL frequency based stability solution. 
IEEE Transactions on Power Systems. 
2014;29(4):1683-1691

[37] Tøndel IA, Foros J, Kilskar SS, 
Hokstad P, Jaatun MG. Interdependencies 
and reliability in the combined ICT and 
power system: An overview of current 
research. Applied Computing and 
Informatics. 2018;14(1):17-27

[38] Ackermann T et al. Scaling up 
variable renewable power: The role of 
grid codes. 2016

Chapter 7

Frequency-Power Control of
VSWTG for Improved Frequency
Regulation
Asma Aziz and Aman Than Oo

Abstract

With increasing wind energy penetration and impending grid codes, it is
important to enable wind-based power plants to provide sensitive frequency
response in grids that may experience irregular frequency fluctuations with noise
induced. Transient low-frequency deviations are handled by inertial control, while
active power frequency response controller is needed for high-frequency control. A
frequency processor-based frequency-active power set point controller architecture
for variable speed wind turbine generator (VSWTG) is presented in this paper. Grid
frequency processor based on moving averaged frequency and dynamic dead-band
is tested for two different grid codes. Generated active power set point is provided
to a modified torque-pitch control loop in type 3 and type 4 variable speed wind
turbine generator generic models. Delay model of hydro system in a single area load
frequency control is applied to investigate frequency support from proposed fre-
quency response controller-based VSWTG. Area frequency response along with
VSWTG electrical power support is compared with other droop-based VSWTG
model to establish the superiority of proposed frequency-active power controller-
based VSWTG over other droop-based VSWTG models.
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1. Introduction

Deteriorating power quality due to frequency variations can pose risk of severe
economic impacts on a big interconnected electrical network like Australian
national electricity market (NEM). In case of rare contingency event like that of
2009 blackout in Victoria [1], load shedding at high level is permissible for fre-
quency regulation and electrical system stability, but for control area like South
Australia having wind penetration as high as 70% in some of the days or islanding-
prone area like Tasmania, regular load shedding is not acceptable due to high-
frequency excursions. Frequency regulation is imperative when ratio of highest
contingency loss to system size is relatively high. For large interconnected network
like NEM, this ratio is low, but for state network like Tasmania or South Australia
where islanding probability is more and there has high wind penetration, frequency
regulation from participating frequency-responsive generating plants is highly
important on a daily basis.
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System frequency is regulated by injecting active power into electric grid
through power plants. This control is indispensable for stable operation of grid
ensuring continuous adaptation of generation to demand. Under a wide range of
ambient conditions, frequency-responsive power plants are expected to provide
automatic power variation with frequency deviation within a given time frame and
ramp limit. The conventional power plants which remain connected to grid even in
case of frequency deviations accomplish active power-frequency control through
turbine governors’ reaction to nominal synchronous speed deviations and the
respective boiler-turbine frequency-responsive controls. Dead-band and speed
droop are two significant parameters in conventional turbine governor action dur-
ing system event [2]. Long-term system frequency regulation fidelity is highly
dependent upon implemented dead-band. Governor dead-band is detrimental to
minimum frequency variation needed before the governor action is activated. The
relative frequency deviation with respect to the relative change in power output
defined as speed droop is always positive for stable regulation. Factors like available
headroom, maximum-minimum power capacity of generating units, and power set
point enabling frequency operating modes directly affect the total frequency-
responsive reserve amount. A generator operating at its maximum generating
capacity has almost negligible headroom and is therefore unable to provide any
frequency-responsive operation irrespective of governor droop being enabled.

In order to get an emulated synchronous generator-like response,
abovementioned parameters like droop, dead-band, and headroom are needed to be
considered in variable speed wind turbine generator (VSWTG) generic modeling
for frequency-active power control. The generic models are functional models
appropriate for the investigation with lower simulation period for large-scale power
systems. These generic models can sufficiently represent all dynamics associated
with the impact of active power variations in the time range of 50 ms to 100 min.
Based on trends in the connection process globally, doubly fed induction generator-
based type 3 and full converter-based type 4 VSWTG are dominating renewable
energy market. Different type 3 VSWTGmodels [3–5] exist in literature studies, but
wind turbine and wind power plant (WPP) model still lack standardization, and
works are in progress. Various software like PSLF, PSS-E, DlgSILENT, etc., have
been used for implementing these models. An official version of second generation
WECC models was released in 2014, but their adoption has not been up to the
desired level as not every type of VSWTG model can be applied in every study [6].
Even though VSWTG model characterization development has been fundamentally
accomplished, development of plant controllers especially regarding frequency
response control is still under developing stage.

The impending system inertia reduction with increased integration of power
electronics-based wind power plants has led transmission system operators (TSO) to
establish new grid codes for frequency-based ancillary services from wind farms in
big interconnected electrical grid. Grid codes like that of the UK [7] require a response
fromwind farms under normal conditions and limited up/down response under high-
frequency conditions. In case of TSO commanded restriction on active power output,
Irish grid code implies all grid-integrated generating units to be capable of operating
at a reduced output level. According to Australia’s national electricity market (NEM),
it is compulsory for generators ≥30 MW to participate in frequency control ancillary
services [8]. Operation of the VSWTGs in maximum power tracking mode results in
zero spinning reserve for utilization in frequency regulation. In view of compulsory
grid code frequency support, this power electronics-based VSWTG requires modified
active power control algorithm to support regulation services. Frequency-active
power control model is an auxiliary control algorithm implemented in individual
wind turbine generator control loop for providing controllable power reserve on
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demand in the form of spinning reserve or power ramp rate limit to respond to system
frequency deviations. Wind turbine active power frequency regulation analysis has
received considerable research focus in the form of inertial control and primary
frequency control analysis either at individual wind turbine level or at wind farm level
[9–14]. Most of the past researches focus on modifying individual turbine control
algorithm for analyzing primary frequency control capabilities from wind turbines.
These algorithms focus on either achieving de-loaded performance [15–18] to
enhance VSWTG’s frequency regulation capability or investigated feasibility of droop
control on frequency stability [19–24]. The basic idea behind most of the droop-based
studies for emulating primary frequency response and inertial response studies is to
add an additional signal, sensitive to frequency to the speed or torque controller
which appears as reference power set point in VSWTG model, thereby momentarily
increasing the wind turbine output power. However, the output reference power set
points from these controls are not grid code compatible.

Power set points are the target for required electrical energy generation from
wind plants. These targets can be based on available wind, operational mode, or
required frequency response. Active power set point characteristics and the
expected behavior of the different generating units under different set points are
defined in country-specific grid codes. Centralized wind farm control for active
power set point distribution to individual turbines from wind farm controller was
presented in [25]. In this model, wind turbines receive power set point distributed
through a centralized wind farm controller which is provided by transmission
system operator, and wind turbines did not individually respond to frequency
excursions at their terminals. Another research study for active power control of
wind turbine presented a control system for tracking a power reference and pro-
vides a primary frequency response with constant droop in the absence of any dead-
band with diminishing turbine structure loading [26]. [27] describes three de-rating
command mode for wind turbine operation as DRcmdPrated, Pavail � 1�DRcmdð ÞPrated,
and DRcmdPavail, where DRcmd is the de-rating command set point, Prated is rated
output of wind plant, and Pavail is the available wind power. In another study, three
different operating modes (de-rated, absolute spinning reserve, and relative
spinning reserve) [28] are defined. As an example, operating mode 1 is defined
as de-rated or normal such that:

Pref ¼
Poperator ∀Poperator ≤Pavail

Pavail ∀Pavail ≤Poperator

� �

In the view of above discussions, the objectives of the current paper are as
follows:

1.To present a grid frequency processor scheme based on dynamic dead-band
around moving averaged frequency instead of conventional static dead-band
for generation of continuously varying, frequency-sensitive active power
reference set point for VSWTG and its corresponding effect on system
primary frequency control.

2.Frequency-sensitive response and frequency limited sensitive response are
explored through dynamic dead-band concept and nonsymmetrical droop for
power variation at wind turbine level.

3.Grid code-sensitive frequency active power controller-based type 3 and type 4
wind turbine response is analyzed with response of frequency-dependent
linear droop controller-based wind turbine generator model.
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4.Frequency controllers’ performance is compared with and without wind
power in algorithm.

This paper is structured in the following sections. Section 2 explains the model-
ing of grid code-sensitive frequency controller for active power response in
VSWTG. Individual blocks including grid frequency processor highlighting effect
of variation of dead-band and wind turbine control loop are explained. Section 3
discusses test system load frequency control model incorporating hydro power
plant and frequency-responsive power wind power plant. MATLAB-based simula-
tion results are used to compare frequency response controller I- and frequency
response controller II-based VSWTG response.

2. Grid code-sensitive frequency controller for active power response
in VSWTG

2.1 Dead-band: static vs. dynamic

Generator droop characteristic means that generating unit will inversely change
power output level in proportion to system frequency. Responding to frequency
deviations, generating units depart from their dispatch targets according to the set
droop characteristics. This droop behavior can be avoided by implementing a dead-
band on each unit. Static dead-band is thus a symmetrical buffer zone on either side of
50/60 Hz frequency that compensates for frequency noise. Droop response of gener-
ating machine from controlling power output of machine is avoided when frequency
lies within the upper and lower dead-band range. Dynamic dead-band incorporates a
buffer zone on either side of moving averaged frequency signal instead of nominal
frequency signal. Both these dead-bands are represented in Figure 1.

2.2 Grid frequency processor background

Providing grid frequency directly to wind turbine controller will generate noise-
induced frequency-sensitive active power set point. This will result in noisy output
power, thus providing frequency response for any frequency error even due to grid
noise. Noisy power output will have an adverse effect on supplied power quality

Figure 1.
NEM mainland frequency 1045–1109 h during a contingency event [1].
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and turbine life. An analysis of electrical grid dynamics can serve as the base of grid
processing system for distinguishing different types of frequency signals. Figure 2
shows NEM mainland real frequency trace during 2009 contingency event when
3205 MW of total generation disconnected automatically, resulting in under fre-
quency load shedding across the Australian NEM interconnected system [1].

Though we could not get enough data points to represent a very clear picture
here, but still three different frequency signals 1, 2, and 3 as defined below can be
distinguished in Figure 1. Electrical grid frequency signal can be considered as
composition of three types of signals [29]:

1.Low ramping signals arising due to normal trend of generation-demand and
grid dynamics over long term of several minutes

2.High-amplitude, high-frequency range during contingency which is normally
low in occurrence

3.Low-amplitude signals in high-frequency range due to stochastic grid noise
with high occurrence rate

First two signals have very low effect on turbine life, while highly occurring type
3 noise signals have ample effect on turbine life time and should be suppressed. A
closer look at Figure 1 shows that trend frequency signals 1 are usually around the
static dead-band, while high-amplitude signal 2 is always outside the static dead-
band. Discerning these signals just on the basis of frequency through filters is not a
viable option as they are present in whole frequency signal over a time period.
Implementing a dynamic dead-band centered around the trend frequency signal in
a grid processing system would distinguish these types of signals.

2.3 Frequency processor model

A grid frequency processing system centered around moving averaged fre-
quency signal was proposed in [29]. A modified version of the frequency processor
is implemented in current study for utilization in active power set point controller
for variable speed wind turbine generator system operating under frequency-
responsive mode. Basic structure of grid frequency processor block which provides
dynamic dead-band-based processed frequency output is shown in Figure 2. Fre-
quency processor takes grid frequency at PCC and nominal frequency (50 or 60 Hz)
as input signal. Three low-pass filters and dead-band constitute the processor
model. Moving average of the measured grid frequency is termed as a trend fre-
quency which characterizes long-term behavior of grid frequency. The theoretical
moving average filter (MAF) is mathematically expressed as

Figure 2.
Basic structure of grid frequency processor.
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y i½ � ¼ 1
M

XM�1

j¼0

x iþ j½ � (1)

where x is the input frequency signal, y is the output frequency signal, and M is
the number of points in average [30]. A moving average filter will cause minimal
change to a signal whose period is long compared to the filter window length,
because the filter’s window only “sees” a small and relatively constant part of the
oscillating signal at each moment. MAF, which can be practically implemented as
the finite impulse response filter (FIR), produces lowest noise component in output
signal by equally treating all incoming signal.

A simplemoving average filter acts as a low-pass filter. A low-pass filter passes very
low frequencies with minimal change, but it reduces the amplitude of high-frequency
signals or of high-frequency components in a complex signal. A low-pass filter with a
cutoff of f CO ¼ 0:443=Tt has been used to act as MAF to construct trend frequency in
this study. Trend frequency is assumed to lie within the dead-band, so selecting the
trend filter time constant between 8 and 30 s will provide a cutoff frequency 50�0.015
to 50�0.05 Hz. The time constant for prefilter is taken as 0.5 s which gives a cutoff
frequency of 50�0.89 Hz. This time constant will ensure filtering under normal fre-
quency variation just before the under-frequency load shedding (UFLS) as shown in
Figure 1. Trend frequency signal is subtracted from prefiltered measured frequency,
and resulting absolute frequency difference is then passed through dead-band algo-
rithm. The dead-band algorithm dynamically limits the range of the input signal
according to the upper and lower dead-band limits. If DB-UP ≤ FFilter � Ftrendj j >
DB-DN, output is set to zero. If FFilter � Ftrendj j >DB-UP, the output appears as the
input shifted down by the DB-UP. If FFilter � Ftrendj j < the DB-DN, output appears as
input signal shifted down by the DB-DN, as indicated in Figure 3.

Flowchart for basic frequency processor algorithm is shown in Figure 3. Figure 4
shows the measured grid frequency and processed out frequency for different
threshold values for selector switch. These threshold values are selected based on
different upper and lower dead-band limits. For example, for a system with dead-
band limit of �0:03 Hz, threshold is selected as 0.03. In this study, an upper dead-
band of 0.015 Hz which is the standard value for most of the TSO [31, 32] and lower
dead-band of 0.001 Hz are selected, so 0 is selected as the threshold value. As per
NERC policy, total dead-band applied should be limited to 0.035 [33].

Output processed frequency is basically composition of trend frequency and
measured filtered frequency as seen in Figure 5. We can notice output processed
frequency in black color following trend frequency in green color most of the time
when dead-band output is zero, while processed frequency follows measured fre-
quency in red color whenever threshold increases above zero. As stated previously,
frequency processor is dependent upon implemented threshold value and dead-
band limits which can be set as per TSO requirements.

A 14-generator NEM model is a simplified model of the eastern and southern
50 Hz Australian electrical networks, which was originally proposed for small-signal
stability studies [34]. In the original model, there are 14 generators, 5 static VAR
compensators (SVCs), 59 busses, and 104 lines with voltage levels ranging from 15
to 500 kV. It is assumed that all thermal and hydro power plants have a standard
steam turbine governor (i.e., IEEEG1) and hydro turbine governor (i.e., HYGOV),
respectively. Figure 6 presents the grid frequency from one of the busses from
NEM model which is provided to grid frequency processor. The resulting processed
and filtered frequency is shown in Figure 7. The next section discusses the applica-
tion of grid frequency processor in different types of frequency controllers for
generating frequency-sensitive power set points.
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2.4 Frequency response controller model-I

Frequency response controller model-I as shown in Figure 8 incorporates basic
frequency processor in its structure to provide frequency response operation. This
frequency controller block can provide two types of frequency response according

Figure 4.
Grid frequency vs. processed frequency at different threshold values (presented in different colors).

Figure 3.
Algorithm for grid frequency processor.
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2.4 Frequency response controller model-I

Frequency response controller model-I as shown in Figure 8 incorporates basic
frequency processor in its structure to provide frequency response operation. This
frequency controller block can provide two types of frequency response according

Figure 4.
Grid frequency vs. processed frequency at different threshold values (presented in different colors).

Figure 3.
Algorithm for grid frequency processor.
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Figure 5.
Processed frequency, trend filter output, low-pass freq. Filter output, and DDB output when threshold applied
is >0.

Figure 6.
An example of input frequency obtained from NEM 14-generator model provided as input to frequency
processor.

Figure 7.
NEM 14-generator model processed frequency obtained from grid frequency processor.
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to the grid code as shown in Figure 9. Algorithm of this frequency response con-
troller is explained through the flowchart given in Figure 10.

2.4.1 Frequency-sensitive response mode

By setting FLAG equal to 1, frequency-sensitive response mode can be activated.
Power set point will change proportionally to both up and down frequency devia-
tion from reference frequency signal. Processed output frequency is generated
through the coordination of the trend control frequency signal and dynamic dead-
band. If measured frequency follows trend control frequency signal within dynamic
dead-band, trend frequency signal is forwarded for generating droop power
response; otherwise measured frequency signal is forwarded. VSWTG final active
power set point is generated through an algorithm implemented on frequency
response power and power demand set point.

2.4.2 Frequency limited sensitive mode

By setting FLAG equal to 0, limited frequency-sensitive response mode can be
activated to provide high-frequency response. There should not be any power

Figure 8.
Frequency response controller model-I.

Figure 9.
Frequency grid code UK [35].
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variation corresponding to the frequency changes except when the frequency
exceeds the upper limit. Insensitive mode incorporates a static dead-band around
the frequency set point. If frequency error remains within static band, trend fre-
quency signal and dynamic dead-band has no influence on output power.

Frequency response operation of the controller-I can be understood by
Figures 11 and 12. As shown in Figure 11, when working under frequency-sensitive
mode, wind frequency response controller-I provides high active power set point in
case of low system frequency and low active power set point in case of high
frequency. In limited frequency response mode, frequency response controller-I
provides only low active power set point when system frequency is more than
50.4 Hz for reduced power generation. In case of frequency being lower than
50.4 Hz, wind turbine follows the demand set point as shown in Figure 12. This
type of frequency controller is highly compatible with grid codes like that of the UK
and Australia which requires full response from wind farms under normal
conditions and limited up/down response under high-frequency conditions.

Figure 10.
Algorithm for frequency controller-I FSR and FLSR response.

Figure 11.
Example of frequency controller-I FSR and FLSR response.
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2.5 Frequency response controller model-II

Frequency control model as shown in Figure 13 implements the setting of active
power set point according to typical nonsymmetrical droop curve very similar to Irish
grid code as shown in Figure 14. Wind speed and processed frequency from basic
frequency processor block are its two inputs. A wind profile module is implemented
to provide variable wind speed as given in Figure 15 for this study. The available
wind power in per unit (p.u.) is calculated as a function of wind speed:

Pavail ¼ 1
2
ρAV3 (2)

where Pavail is the wind power [W], ρ is the air density [kg/m3], v is the wind
speed [m/s], and A is the swept area [m2] of rotor disk that is perpendicular to the

Figure 12.
Another example of active power set point generated when employing frequency response controller-I in two
different modes.

Figure 13.
Frequency response controller model-II.
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wind flow [36]. Filtered available wind power is then multiplied with the power set
point received from algorithms defining respective grid codes for incoming fre-
quency. Power set point is then compared with maximum and minimum power
restrictions to generate final active power set point. Limited set point is achieved
when additional condition is imposed as IF frequency variation <0.996 AND fre-
quency variation >1.004, Pset�point EQUALS Pavail x PGrid�code. Implementation of
this restriction helps in maintaining maximum output from wind turbine in case of
limited deviation. Flowchart of this controller is given in Figure 16.

A wind power plant is running as spinning reserve will produce less power at all
wind speeds, thereby always providing a power reserve. Grid code controller will act
as spinning reserve controller to vary theWPP grid power production as per trans-
mission system operator request. In the case of wind farm operation, turbine set point
can be multiplied by active power demand provided by farm controller to generated
frequency-responsive power demand. Figure 17 shows various power set points gen-
erated through grid code compatible frequency controller-II at variable wind speed
and fluctuating grid frequency. Black color is the power set point required according
to an example grid code, while green is the available wind power. This available power
is multiplied with grid code power and limited, thereby providing a reserve power to
be used in frequency deviations. We can notice that VSWTG electrical power output
follows the limited active power set point provided from the frequency controller.

2.6 Variable speed wind turbine generator generic model

Type 3 and type 4 variable speed wind turbine generator VSWTG generic
models adopted from [37] are applied in studying frequency-responsive active

Figure 14.
Nonsymmetrical droop curve for frequency power regulation.

Figure 15.
Variable wind speed (m/s) and available wind power (p.u.) as applied in this study.
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power control. Generic models of both type 3 and type 4 VSWTG have three basic
blocks as shown in Figure 18: turbine model, generator/converter model, and elec-
trical control model. Detailed model of these blocks can be obtained from [37, 38].
With all similar components and parameters, the major distinguishing factors
between type 3 and type 4 VSWTG are in terms of electrical control model. Type 3
electrical control model is represented by flux and active current command, while
type 4 electrical control model generates a reactive current command also along
with active current command and includes a dynamic braking resistor and con-
verter current limit. During frequency response, real power has priority, so detailed
reactive power loop is not applied in both models in this study. The turbine control
system in both type 3 and type 4 frequency-responsive models has the common

Figure 16.
Flowchart depicting algorithm for frequency response controller model-II.

Figure 17.
VSWTG power set points with limited power set point as grid controller output set point and corresponding
generated power.
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objective of controlling power production while maintaining rotor speed below
minimum limit. Generic turbine control involves two control loops which receive
speed error as input and deliver two control outputs: (1) wind turbine reference
power order provided to the converter electrical control and (2) pitch reference
value to pitch controller. Rotor speed is controlled as per power command through
torque limitation in speed control loop. The current study applies a modified wind
turbine control loop which is shown in a red dotted line. One mass lumped
mechanical shaft model and detailed aerodynamic model as given in [38] are
applied in these models (Figure 19).

Power order from torque controller is altered by passing grid code frequency-
responsive active power set point PAPC through power response rate limiting block.
Different gain values are applied to torque controller in type 3 and type 4 VSWTG
and provided in the Appendix. Rotor speed error is given as input to both these
controls. Final power order (Pfinal�ord) is generated by adding grid code limited
active power set point from frequency response controller block to difference
between active power limited set point power and power order from speed con-
troller (PAPC � PinpÞ and can be represented as

Pfinal�ord ¼ PAPC þ sTw

1þ sTw

� �
PAPC � Pinp
� �

: (3)

Ramp rate is implemented by including a washout filter whose time constant
(TwÞ is detrimental to rate limit imposed on changes in power order. Wind turbine
regulates the electrical power according to frequency-responsive final power
order Pfinal�ord

� �
. A combined torque-pitch control method utilizing PAPC is applied

in this study to obtain reserve power mode operation. Pitch compensation block
provides the necessary margin for frequency-responsive option in current study.
Pitch compensation block takes (PAPCÞ generated from frequency-responsive con-
troller instead of rated 1 p.u. reference power. Mechanical power and corresponding
shaft speed of wind turbine is controlled through pitch controller and pitch com-
pensation loop. Pitch controller enables control of aerodynamic wind power by
rotor blade pitching in order to regulate turbine torque. Maximum power of 1.2 p.u.

Figure 18.
Modular model for variable speed wind turbines.
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is available at zero pitch angle, while it is highly reduced with the highest pitch
angle. Pitch angle is obtained through a series of proportional integral (PI) regulator
and mathematically expressed by the following equations:

θcmd ¼ dðKip ω� ωref :Þð Þ
dt

þ d Kic Pmax � Psetð Þð Þ
dt

þ Kpp ω� ωrefð Þ þ Kpc Pmax � PAPCð Þ
(4)

If 0:15 p:u:≤Pelect ≤0:75 p:u:, Then ωref ¼ �0:79131P2
elect þ 1:526046Pelect þ 0:49188:

Else If Pelect ≥0:75 p:u:, Then ωref ¼ 1:2 p:u:

Else If Pelect ≤0:15, ωref ¼ 0:689 p:u:

More details about the model and components can be referred from [37, 38]
(Figure 20).

In maximum power point tracking (MPPT) operating mode, turbine power set
point is determined, such that

Pe ¼ Koptω
3
r and Kopt ¼ 0:5πR5ρ

λopt
3 Cp λopt, β0

� �
: (5)

During maximum power point tracking operational mode, wind turbine electri-
cal power output Pe is equal to MPPT power set point Popt, rotor speed ωVSWTG is
equal to ωopt, and pitch angle β ¼ β0 ¼ 0°. When turbine switches from MPPT
mode to commanded power mode, power set point Popt changes to Pfinal�order ¼ Pe.
VSWTG power drops below mechanical power, thereby increasing rotor speed to

Figure 19.
Type 3 VSWTG model with active power controller feeding power set point PAPC to power controller loop,
pitch controller loop, and speed controller loop.
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During maximum power point tracking operational mode, wind turbine electri-
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Figure 19.
Type 3 VSWTG model with active power controller feeding power set point PAPC to power controller loop,
pitch controller loop, and speed controller loop.
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Wr. This increase in rotor speed is controlled by increasing pitch angle β to β1 which
is provided through pitch controller in coordination with pitch compensator. Con-
sequently, power-speed characteristic of wind turbine is varied which is shown in
red in Figure 21, and rotor speed settles at ωmax. To guarantee a safe switching
between MPPT mode and commanded mode and safeguard turbine operation

Figure 20.
Type 4 VSWTG model with active power controller feeding power set point PAPC to power controller loop,
pitch controller loop, and speed controller loop.

Figure 21.
Characteristics curve of type 3 VSWTG under MPPT and reserve power mode.
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beyond rated values, final power order is limited to the optimum power value
(Popt ¼ Koptω3

r Þ. The turbine will continue to run in MPPT mode unless there is a
change in wind speed or change in active power set point from frequency controller.
Active power set point from frequency controllers is limited as per desired reserve
power of 10% in this study.

In reserve power mode operation, assume steady state condition represented by
point a for blue curve at some wind speed such that turbine mechanical power equal
to VSWTG electrical power PePfinal�order. In the case of frequency deviation due to
generation loss, frequency-responsive VSWTG’s power will increase to compensate
for this loss and may reach VSWTG rated capacity limit shown by point b in
Figure 21. Power extraction due to kinetic energy will continue until rotor speed
hits the minimum limit at point d. After this point, the mechanical power will be
more than the electrical power, and rotor will again speed up to finally settle at
point e with speed We: All interconnected grid code-compatible VSWTGs are
required to ensure a fast pitch control as well as other mechanical controller to be
able to participate in a frequency response services in an acceptable time.

2.7 Test system: single area load frequency control (LFC) model

Wind penetration in low inertia power systems or system with low primary
frequency response has an adverse effect on frequency stability. In order to explore
the frequency-responsive wind power plant footprints on the electrical grid fre-
quency regulation performance, a single area load frequency control (LFC) system
model using MATLAB/Simulink software is analyzed. Control area power system
model as shown in Figure 22 incorporates hydro power plant along with frequency-
responsive wind farm. Detailed modeling of hydro power plant is given in [2]. Since
the aim of current study is to assess the improvement provided by frequency-
responsive VSWTG model, only a brief description on load frequency modeling is
provided in this section. In conventional LFC system, frequency and active power
output of generating plants including wind power plants in a single control area is
related as

ΔF sð Þ ¼ ΔPGen sð Þ þ ΔPWind sð Þ � ΔPLoad sð Þ½ � KP

1þ STP
(6)

where TP ¼ 2 ∗Heq

D ∗ f 0

� �
is defined as the power system time constant and KP ¼ 1

D is

the power system gain.
LFC operation is accomplished through integral controller, implementing flat

frequency control which implies area control error (ACE) as change in frequency Δf .

Figure 22.
Single area hydro governor turbine model [2] with integrated wind farm.
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ACEi ¼ Δf (7)

ΔPci tð Þ ¼ �Ki

ð
ACEið Þdt: (8)

Changed droop setting according to wind penetration is given as

Rnew ¼ Rold

1� Lp
: (9)

On a system-base value of 5000 MW and assuming 0.05 p.u. extra support from
VSWTG during frequency excursions, wind-integrated system modified inertia
constant,Heq, is calculated as [16]

Heq ¼ Hsystem 1� Lp
� �þHWTLp (10)

Hsystem ¼
PN

i
Sni ∗Hi

System
, where Ssystem ¼ PN

i Sni
where Hi and Si are the inertia rating and apparent power rating of individual

generating units and Lp is the wind penetration level. For frequency-responsive
wind plant, wind inertia contribution HWT to power system by providing ΔPe extra
active power when system is subjected to step load disturbance ΔPL is calculated as

HWT ¼
�TdD
lnX � 2Heq 1� Lp

� �
2Lp

; (11)

X ¼ e
�TdD

2Heq 1�Lpð Þ 1� ΔPeLp

ΔPL

� �
þ ΔPeLp

ΔPL
: (12)

Total time delay Td associated with hydro governor turbine model is calculated
on the basis of delay theory originally given in [39]. Summation of governor time
constant, valve motion delay time, and turbine response time delay results in total
time delay at which minimum frequency deviation occurs after system disturbance.
Value of Td is calculated as 3.7814 s for hydro governor-turbine model with system
parameters given in [16]. System simulations are performed and compared for LFC
model with similar parameters but integrated with five different frequency-
responsive wind plant model. A comparative study is made for frequency response
and its indicators, effect on VSWTG electrical support, and corresponding rotor
speed.

The following points have been implemented in this simulation study:

1.A constant load disturbance is applied.

2.All VSWTG models are provided with the same wind speed as shown in
Figure 15.

3.Frequency response controller-I and frequency response controller-II are
implemented for VSWTG model which are shown in Figures 19 and 20.

4.Same droop setting of 0.0315 p.u. MW/p.u. Hz is used for all individual
generators including hydro and wind plants.

5.Equivalent droop setting of area 1 changes with wind penetration. A 10% wind
penetration is used in simulation.
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6.The same system inertia is applied in control area model.

All simulation parameters including LFC system parameters are provided in the
Appendix.

3. Results and discussions

3.1 Comparison of frequency controller response

Frequency-sensitive response is studied for step load change and with/without
considering available wind power in power set point generation algorithm. In
Figure 23a, b, it can be noticed that for any frequency variation outside the dead-
band limit, there is a change in active power set point, and VSWTG tracks this
power set point with some delay. When available wind power is not considered in
algorithm, output power set point tracks demand set point. To investigate the effect
of the available wind on frequency controller-I FSR output, power set point algo-
rithm is modified such that

If
FGrid

Fset�point
>0:996

� �
AND

FGrid

Fset�point
< 1:004

� �
,Pset�point EQUALS Pavail�wind,

else power set point is set as per the algorithm shown in flowchart.
In can be seen in Figure 23b that power set point tracks available wind power

during normal frequency variation but changes during frequency disturbance. Its
value then depends upon maximum value out of droop power or demand set points.
VSWTG output traces the provided power set point, but inclusion of wind power
can add to significant delay in VSWTG processing. Figure 23c shows the
frequency-sensitive limited response where a constant power set point is provided
if frequency deviation is within a set limit. Frequency-sensitive limited response is
provided in the form of power set point variation only when the frequency devia-
tion is more than the set limit: 50.4 in current study. Figure 23e shows the
frequency-sensitive limited response when frequency increases above 50.4 Hz in
the form of decreased power set point from frequency controller. Figure 23d pre-
sents the frequency controller-II response. Unlike frequency controller FSR
response, where power set point tracks the demand set point, frequency controller-
II power set point is highly dependent upon grid code power requirement, available
wind power, and demand set points. It can be noticed that under all similar param-
eters and limitation, VSWTG output during frequency disturbance is reduced when
wind power is considered in algorithm.

3.2 Comparison of frequency-sensitive type 3 and type 4 VSWTG response

Control area frequency variation under the effect of frequency controller-based
wind plants is analyzed in this section. Type 3 and type 4 VSWTG electrical output
and rotor speed are also presented when operating under frequency-sensitive power
set point. Figure 24a and b gives the system frequency when 10% penetration of
frequency-sensitive grid code compatible type 3 wind plant is integrated along with
hydro plant. Maximum frequency drop is 49.99 Hz for 0.01 p.u. load disturbance,
while it increases up to 49.83 Hz for 0.1 p.u. load disturbance. The best frequency
response under low load condition is observed for frequency controller-II-based
type 3 VSWTG integration, while at higher load disturbance, frequency nadir point
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Total time delay Td associated with hydro governor turbine model is calculated
on the basis of delay theory originally given in [39]. Summation of governor time
constant, valve motion delay time, and turbine response time delay results in total
time delay at which minimum frequency deviation occurs after system disturbance.
Value of Td is calculated as 3.7814 s for hydro governor-turbine model with system
parameters given in [16]. System simulations are performed and compared for LFC
model with similar parameters but integrated with five different frequency-
responsive wind plant model. A comparative study is made for frequency response
and its indicators, effect on VSWTG electrical support, and corresponding rotor
speed.

The following points have been implemented in this simulation study:

1.A constant load disturbance is applied.

2.All VSWTG models are provided with the same wind speed as shown in
Figure 15.

3.Frequency response controller-I and frequency response controller-II are
implemented for VSWTG model which are shown in Figures 19 and 20.

4.Same droop setting of 0.0315 p.u. MW/p.u. Hz is used for all individual
generators including hydro and wind plants.

5.Equivalent droop setting of area 1 changes with wind penetration. A 10% wind
penetration is used in simulation.
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6.The same system inertia is applied in control area model.

All simulation parameters including LFC system parameters are provided in the
Appendix.

3. Results and discussions

3.1 Comparison of frequency controller response

Frequency-sensitive response is studied for step load change and with/without
considering available wind power in power set point generation algorithm. In
Figure 23a, b, it can be noticed that for any frequency variation outside the dead-
band limit, there is a change in active power set point, and VSWTG tracks this
power set point with some delay. When available wind power is not considered in
algorithm, output power set point tracks demand set point. To investigate the effect
of the available wind on frequency controller-I FSR output, power set point algo-
rithm is modified such that
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>0:996
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else power set point is set as per the algorithm shown in flowchart.
In can be seen in Figure 23b that power set point tracks available wind power

during normal frequency variation but changes during frequency disturbance. Its
value then depends upon maximum value out of droop power or demand set points.
VSWTG output traces the provided power set point, but inclusion of wind power
can add to significant delay in VSWTG processing. Figure 23c shows the
frequency-sensitive limited response where a constant power set point is provided
if frequency deviation is within a set limit. Frequency-sensitive limited response is
provided in the form of power set point variation only when the frequency devia-
tion is more than the set limit: 50.4 in current study. Figure 23e shows the
frequency-sensitive limited response when frequency increases above 50.4 Hz in
the form of decreased power set point from frequency controller. Figure 23d pre-
sents the frequency controller-II response. Unlike frequency controller FSR
response, where power set point tracks the demand set point, frequency controller-
II power set point is highly dependent upon grid code power requirement, available
wind power, and demand set points. It can be noticed that under all similar param-
eters and limitation, VSWTG output during frequency disturbance is reduced when
wind power is considered in algorithm.

3.2 Comparison of frequency-sensitive type 3 and type 4 VSWTG response

Control area frequency variation under the effect of frequency controller-based
wind plants is analyzed in this section. Type 3 and type 4 VSWTG electrical output
and rotor speed are also presented when operating under frequency-sensitive power
set point. Figure 24a and b gives the system frequency when 10% penetration of
frequency-sensitive grid code compatible type 3 wind plant is integrated along with
hydro plant. Maximum frequency drop is 49.99 Hz for 0.01 p.u. load disturbance,
while it increases up to 49.83 Hz for 0.1 p.u. load disturbance. The best frequency
response under low load condition is observed for frequency controller-II-based
type 3 VSWTG integration, while at higher load disturbance, frequency nadir point
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is slightly increased under wind power and variable droop-based frequency
controller-II. Frequency nadir point is nearly the same when type 3 VSWTG is
working under frequency controller-I. Frequency controller-II performance in
terms of frequency nadir point is slightly deteriorated under type 4 VSWTG inte-
gration during low load condition as shown in Figure 25a. Electrical power output
from both type 3 and type 4 VSWTG is reduced during frequency deviations under
low and high load disturbances as shown in Figures 24c, d and 25c, d. Respective
power set points provided by frequency controllers are shown in Figure 24e, f.
During the frequency disturbance, when electrical power support is provided from
VSWTG models, rotor speed remains above the minimum limit of 0.7 p.u. for both
types of VSWTG model as shown in Figures 24g and 25g.

The reduction in power output is highly dependent upon active power set point
algorithm based on available wind power and variable droop. Wind power calcula-
tion through manufacturer provided curve applies an oversimplified approach
where wind power is modeled primarily as the cube function of hub height wind
speed alone, while practically other factors like wind shear and turbulence are also
involved [40, 41]. Wind power forecasting involves conversion of atmospheric

Figure 23.
Comparison of frequency controllers’ response for step load change. (a) FSR mode at 1 p.u. Load disturbance.
(b) Frequency controller-I FSR response when wind power is included in algorithm. (c) FLSR during low-
frequency event. (d) Comparison of active power set point under 0.1 p.u. load disturbance. (e) FLSR response
during high-frequency event.
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forecasts into turbine power output forecasts. Inaccurate measurement and fore-
casting may highly affect wind turbine output and turbine life. 20% error in wind
speed forecasting may introduce around 41% error in wind power output [42].
Anticipation of actual wind energy at time horizon less than 1 min is hard as wind
power forecasting involves a lot of uncertainty due to spatial and temporal vari-
ability of wind fields and different forecasting tools. Accurate wind power forecasts,

Figure 24.
Type 3 VSWTG frequency-sensitive response during step load change. (a) Type 3 VSWTG frequency response
at 0.1 p.u. load disturbance. (b) Type 3 VSWTG frequency response at 1 p.u. load disturbance. (c) Type 3
VSWTG electrical power at 0.1 p.u. load disturbance. (d) Type 3 VSWTG electrical power at 1 p.u. load
disturbance. (e) Active power set point at 0.1 p.u. load disturbance for type 3 VSWTG. (f) Active power set
point at 1 p.u. load disturbance for type 3 VSWTG. (g) Type 3 VSWTG rotor speed.

159

Frequency-Power Control of VSWTG for Improved Frequency Regulation
DOI: http://dx.doi.org/10.5772/intechopen.89975



is slightly increased under wind power and variable droop-based frequency
controller-II. Frequency nadir point is nearly the same when type 3 VSWTG is
working under frequency controller-I. Frequency controller-II performance in
terms of frequency nadir point is slightly deteriorated under type 4 VSWTG inte-
gration during low load condition as shown in Figure 25a. Electrical power output
from both type 3 and type 4 VSWTG is reduced during frequency deviations under
low and high load disturbances as shown in Figures 24c, d and 25c, d. Respective
power set points provided by frequency controllers are shown in Figure 24e, f.
During the frequency disturbance, when electrical power support is provided from
VSWTG models, rotor speed remains above the minimum limit of 0.7 p.u. for both
types of VSWTG model as shown in Figures 24g and 25g.

The reduction in power output is highly dependent upon active power set point
algorithm based on available wind power and variable droop. Wind power calcula-
tion through manufacturer provided curve applies an oversimplified approach
where wind power is modeled primarily as the cube function of hub height wind
speed alone, while practically other factors like wind shear and turbulence are also
involved [40, 41]. Wind power forecasting involves conversion of atmospheric

Figure 23.
Comparison of frequency controllers’ response for step load change. (a) FSR mode at 1 p.u. Load disturbance.
(b) Frequency controller-I FSR response when wind power is included in algorithm. (c) FLSR during low-
frequency event. (d) Comparison of active power set point under 0.1 p.u. load disturbance. (e) FLSR response
during high-frequency event.
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forecasts into turbine power output forecasts. Inaccurate measurement and fore-
casting may highly affect wind turbine output and turbine life. 20% error in wind
speed forecasting may introduce around 41% error in wind power output [42].
Anticipation of actual wind energy at time horizon less than 1 min is hard as wind
power forecasting involves a lot of uncertainty due to spatial and temporal vari-
ability of wind fields and different forecasting tools. Accurate wind power forecasts,

Figure 24.
Type 3 VSWTG frequency-sensitive response during step load change. (a) Type 3 VSWTG frequency response
at 0.1 p.u. load disturbance. (b) Type 3 VSWTG frequency response at 1 p.u. load disturbance. (c) Type 3
VSWTG electrical power at 0.1 p.u. load disturbance. (d) Type 3 VSWTG electrical power at 1 p.u. load
disturbance. (e) Active power set point at 0.1 p.u. load disturbance for type 3 VSWTG. (f) Active power set
point at 1 p.u. load disturbance for type 3 VSWTG. (g) Type 3 VSWTG rotor speed.
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related uncertainty, and their corresponding effect on wind turbine controller are
computationally challenging and require a multiscale simulation approach [41].
Integration of wind forecasting will significantly increase the processing time of the
turbine controller.

Figure 25.
Type 4 VSWTG frequency-sensitive response during step load change. (a) Type 4 VSWTG frequency response
at 0.1 p.u. load disturbance. (b) Type 4 VSWTG frequency response at 1 p.u. load disturbance. (c) Type 4
VSWTG electrical power at 0.1 p.u. load disturbance. (d) Type 4 VSWTG electrical power at 1 p.u. load
disturbance. (e) Active power set point at 0.1 p.u. load disturbance for type 4 VSWTG. (f) Active power set
point at 1 p.u. load disturbance for type 4 VSWTG. (g) Type 4 VSWTG rotor speed.
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The generic model of type 3 and type 4 are different mainly in terms of electrical
control model and different gain values for torque controller. Type 4 VSWTG generic
model includes braking resistance which has no impact during normal frequency
disturbance, while the braking resistance absorbs excessive energy when power order
is larger than delivered energy to the grid. There is slight variation in final electrical
power order for type 3 and type 4 VSWTGwhen wind power is included in algorithm
and is shown in Figure 26. Final electrical power order is also dependent upon
internal power set points and washout filters which are shown in Figures 19 and 20.
The turbine control model sends a power order (PinpÞ to the electrical control,
requesting that the converter deliver this power to the grid. This power order is
further altered by frequency-sensitive power set point (PAPCÞ. The electrical control
may or may not be successful in implementing this power order. Figure 26a, b shows
the active power response of type 3 and type 4 VSWTG. Wind turbine final electrical
order (PeÞ initially follows the power order Pinp but then starts following the fre-
quency controller power order PAPC as soon the frequency crosses the threshold. The
washout filter power response rate limit (Wsho, orange line) transiently allows the
power order variations from the (PAPC, red) through to the final power order (Pe).
Due to the difference in torque controller gains and low-pass filter gain for type 3 and
type 4 VSWTG, a comparatively faster matching response is observed for type 4
VSWTG control, where final electrical power order Pe jumps from minimum Pinp to
maximum PAPC during frequency disturbance. Type 3 VSWTG control also closely
follows the power order PAPC during frequency disturbance. Final power order Pe
=PAPC at around 15 s for type 3 VSWTG and around 18 s for type 4 VSWTG

3.3 Comparison of frequency controller-based type 3 VSWTG model with
other frequency-sensitive models

Frequency droop model-I [43], droop model-II [44], and inertia droop model
[18] are incorporated in basic torque control loop-based type 3 VSWTG model [16]
which is shown as inset in Figure 19 for comparison with modified control loop-
based VSWG response when provided with frequency-sensitive power set point.

Figure 26.
Comparison of type 3 and type 4 VSWTG model internal power orders during frequency disturbance. (a) Type
3 VSWTG outputs at 1 p.u. load disturbance. (b) Type 4 VSWTG outputs at 1 p.u. load disturbance.
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related uncertainty, and their corresponding effect on wind turbine controller are
computationally challenging and require a multiscale simulation approach [41].
Integration of wind forecasting will significantly increase the processing time of the
turbine controller.

Figure 25.
Type 4 VSWTG frequency-sensitive response during step load change. (a) Type 4 VSWTG frequency response
at 0.1 p.u. load disturbance. (b) Type 4 VSWTG frequency response at 1 p.u. load disturbance. (c) Type 4
VSWTG electrical power at 0.1 p.u. load disturbance. (d) Type 4 VSWTG electrical power at 1 p.u. load
disturbance. (e) Active power set point at 0.1 p.u. load disturbance for type 4 VSWTG. (f) Active power set
point at 1 p.u. load disturbance for type 4 VSWTG. (g) Type 4 VSWTG rotor speed.
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Figure 27 gives the frequency deviation obtained from single area controlled model
with 0.1 per unit load disturbance. Due to frequency-responsive active power
support from VSWTG, a clear improvement in area frequency deviation can be
observed with proposed frequency-responsive VSWTG model integration. In single
controlled area model, low-frequency deviation and low settling time of around 30–
35 s are observed with frequency controller-based VSWTG integration. More over-
shoots and undershoots are observed for other droop-based VSWTG models and
settling time of around 45–50 s. Superiority of grid code-compatible frequency
response controllers is established through simulation results in terms of reduced
settling time, improved ROCOF, and frequency nadir point.

Rate of change of frequency after a disturbance either due to load variation or
generation imbalance is determined on the basis of system inertia and amount of
imbalance and is given as

df
dt

¼
�f 0
2Hconv

∗ΔP
Sconv

(13)

The management of ROCOF is critical to maintaining power system frequency
within the frequency operating standard and to maintaining the power system in a
secure operating state. The amount of inertia required to maintain a particular
ROCOF under different contingency is proportional to the contingency size. Lower
inertia leads to a higher ROCOF. That means the frequency changes faster following
a disturbance in a power system with less synchronous generation, and this could
result in the loss of additional generation or load to arrest the frequency deviation
when it occurs. There is no TSO’s control over minimum system inertia, but ROCOF
has to be within certain limits as per grid code. ROCOF obtained under different
load disturbance scenario and 10% wind penetration is given in Figure 27c. Though
the values obtained cannot be held indicative of real-time scenario which has inter-
action between components of varying electrical characteristics, a clear improve-
ment is observed in ROCOF values for control area when proposed frequency-based
controller-based Type 3 VSWTG is integrated with hydro power plant. A more
detailed system will be required to analyze actual ROCOF changes.

Frequency nadir after any contingency is detrimental to primary frequency
regulation for maintaining system stability. The primary frequency reserve ade-
quacy criterion can be expressed as [45]

FreqNadir ¼ ΔPLoad,PrimaryFrequencyReserve, Fdbð Þ≥Freqmin, (14)

where ΔPLoad is the maximum power loss during contingency, Fdb(Hz) is the
maximum governors’ dead-band, FreqNadir is the frequency nadir after the loss of
ΔPLoad, and Freqmin is the minimum frequency required. Wind power plant integra-
tion and its participation in frequency regulation services can be analyzed through
frequency nadir points achieved under different combinations. Frequency nadir
obtained for different frequency-responsive VSWTG models integrated in control
area is shown in Figure 27d. Frequency nadir point as achieved under different load
disturbance scenario indicates the superiority of grid code compatible frequency
controllers over normal droop-based VSWTG model.

An important point to notice about other three droop-controlled models is in
terms of wind plant power output during and after frequency response in LFCmodel.
Figure 27e, f shows the zoomed version of electrical power output from VSWTG
with different droop-controlled models during the initial frequency deviation in
control area. Even though a variable wind speed is applied in simulation, a constant
wind speed of 11.3 m/s is observed during approximately 20 s of frequency deviation.

162

Advances in Modelling and Control of Wind and Hydrogenerators

Considering a 0.1 p.u. load disturbance and VSWTG provided 0.05 p.u. active power
support, control area sees this frequency support from a machine with 3.4 s inertia
constant. This inertia constant will change to 7.17 s if 0.1 p.u. of extra support from
VSWTG is assumed. VSWTG will replace other conventional generation (having

Figure 27.
Comparison of type 3 VSWTG modified model with other droop-based models incorporated with basic VSWTG
model. (a) Frequency response of single area LFC control model for 0.1 p.u. Load disturbance, Req = 0.035 for all
cases, torque controller gains (3, 0.6), no retuning applied for torque controller in simple VSWTG models. (b)
Frequency response of single area LFC control model for 0.1 p.u. Load disturbance and Req = 0.035 in all cases,
torque controller retuned for other droop-based VSWTG models. (c) Rate of change of frequency (ROCOF)
comparison for different load change (p.u.) and 10% VSWTG penetration. (d) Frequency nadir comparison for
different load change (p.u.) and 10% VSWTG penetration. (e) Electrical power from type 3 VSWTG with no
retuning of torque controller for 0.1 p.u. Load disturbance. (f) Electrical power from type 3 VSWTG with
retuned torque controller for 0.1 p.u. Load disturbance. (g) VSWTG rotor speed variations during frequency
response. (h) VSWTG rotor speed variations during frequency response (Zoomed).
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Figure 27 gives the frequency deviation obtained from single area controlled model
with 0.1 per unit load disturbance. Due to frequency-responsive active power
support from VSWTG, a clear improvement in area frequency deviation can be
observed with proposed frequency-responsive VSWTG model integration. In single
controlled area model, low-frequency deviation and low settling time of around 30–
35 s are observed with frequency controller-based VSWTG integration. More over-
shoots and undershoots are observed for other droop-based VSWTG models and
settling time of around 45–50 s. Superiority of grid code-compatible frequency
response controllers is established through simulation results in terms of reduced
settling time, improved ROCOF, and frequency nadir point.
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generation imbalance is determined on the basis of system inertia and amount of
imbalance and is given as
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The management of ROCOF is critical to maintaining power system frequency
within the frequency operating standard and to maintaining the power system in a
secure operating state. The amount of inertia required to maintain a particular
ROCOF under different contingency is proportional to the contingency size. Lower
inertia leads to a higher ROCOF. That means the frequency changes faster following
a disturbance in a power system with less synchronous generation, and this could
result in the loss of additional generation or load to arrest the frequency deviation
when it occurs. There is no TSO’s control over minimum system inertia, but ROCOF
has to be within certain limits as per grid code. ROCOF obtained under different
load disturbance scenario and 10% wind penetration is given in Figure 27c. Though
the values obtained cannot be held indicative of real-time scenario which has inter-
action between components of varying electrical characteristics, a clear improve-
ment is observed in ROCOF values for control area when proposed frequency-based
controller-based Type 3 VSWTG is integrated with hydro power plant. A more
detailed system will be required to analyze actual ROCOF changes.

Frequency nadir after any contingency is detrimental to primary frequency
regulation for maintaining system stability. The primary frequency reserve ade-
quacy criterion can be expressed as [45]

FreqNadir ¼ ΔPLoad,PrimaryFrequencyReserve, Fdbð Þ≥Freqmin, (14)

where ΔPLoad is the maximum power loss during contingency, Fdb(Hz) is the
maximum governors’ dead-band, FreqNadir is the frequency nadir after the loss of
ΔPLoad, and Freqmin is the minimum frequency required. Wind power plant integra-
tion and its participation in frequency regulation services can be analyzed through
frequency nadir points achieved under different combinations. Frequency nadir
obtained for different frequency-responsive VSWTG models integrated in control
area is shown in Figure 27d. Frequency nadir point as achieved under different load
disturbance scenario indicates the superiority of grid code compatible frequency
controllers over normal droop-based VSWTG model.

An important point to notice about other three droop-controlled models is in
terms of wind plant power output during and after frequency response in LFCmodel.
Figure 27e, f shows the zoomed version of electrical power output from VSWTG
with different droop-controlled models during the initial frequency deviation in
control area. Even though a variable wind speed is applied in simulation, a constant
wind speed of 11.3 m/s is observed during approximately 20 s of frequency deviation.
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Considering a 0.1 p.u. load disturbance and VSWTG provided 0.05 p.u. active power
support, control area sees this frequency support from a machine with 3.4 s inertia
constant. This inertia constant will change to 7.17 s if 0.1 p.u. of extra support from
VSWTG is assumed. VSWTG will replace other conventional generation (having

Figure 27.
Comparison of type 3 VSWTG modified model with other droop-based models incorporated with basic VSWTG
model. (a) Frequency response of single area LFC control model for 0.1 p.u. Load disturbance, Req = 0.035 for all
cases, torque controller gains (3, 0.6), no retuning applied for torque controller in simple VSWTG models. (b)
Frequency response of single area LFC control model for 0.1 p.u. Load disturbance and Req = 0.035 in all cases,
torque controller retuned for other droop-based VSWTG models. (c) Rate of change of frequency (ROCOF)
comparison for different load change (p.u.) and 10% VSWTG penetration. (d) Frequency nadir comparison for
different load change (p.u.) and 10% VSWTG penetration. (e) Electrical power from type 3 VSWTG with no
retuning of torque controller for 0.1 p.u. Load disturbance. (f) Electrical power from type 3 VSWTG with
retuned torque controller for 0.1 p.u. Load disturbance. (g) VSWTG rotor speed variations during frequency
response. (h) VSWTG rotor speed variations during frequency response (Zoomed).
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equivalent inertia 6 s) if they provide an active power support of approximately 0.8 p.
u. during frequency excursions. It can be observed that even with same load distur-
bance and same system inertia constant for all control areas, a different frequency
response is obtained. All the three droop-based models attempt to provide increased
electrical power up to 1.2 p.u. soon after detecting the frequency drop but fail to
maintain net power output after frequency disturbance correction. Electrical power
from basic VSWTG model finally settles at 0.4 p.u. as soon as frequency improves.
This was also earlier confirmed in [16] and requires torque controller parameter
retuning for increased electrical power after temporary frequency deviations.

We can notice a clear improvement in electrical power temporary support from
VSWTG model incorporating frequency controller-I and controller-II. Following
the active power set point generation algorithm, a constant active power set point
equal to 1.01 p.u. is provided by frequency controller-I to ramp up the power during
the moments of frequency deviations. Frequency controller-II also provides an
increasing power reference set point of around 0.85 p.u. during the initial 20 s of
frequency deviation and changes according to grid requirements and available
power. VSWTG model with frequency controller-I is able to maintain electrical
power around 1.1 p.u. during moments of initial frequency deviations, while
VSWTG with frequency controller 2 has initial power drop up to 0.3 p.u. and then
starts increasing and settles at around 1.1 p.u.

Figure 27g, h shows the change in rotor speed for Type 3 VSWTG model during
frequency response in control area. All VSWTG models show reduced rotor speed
maintained approximately 0.87 p.u. during those initial moments of frequency
deviations till 20 s when extra electrical power from VSWTG is expected. Rotor
speed of type 3 VSWTG with other droop models finally settles at around 0.95 p.u.
with consequent reduced electrical output power to 0.4 p.u. Drop in rotor speed is
observed due to imbalance in mechanical and electromechanical torque when elec-
trical power is increasing for frequency controller-I and controller-II, but as soon as
frequency deviation settles, an increase in rotor speed is also observed which settles
at around 1.2 p.u. A minimum limit of 0.75 p.u. and maximum limit of 1.2 p.u. has
been imposed in current studied VSWTG model.

4. Conclusions

There is an increasing demand for frequency control ancillary services due to
high penetration of wind power plants in electrical network. This paper presented a
modeling framework for frequency dependent active power set point generation in
variable speed wind turbines and its corresponding effects on system frequency
regulation response. Individual wind turbine can be made grid code frequency
compatible by including additional active power set point generator output to the
modified torque control loop of respective turbine. Active power set point generator
applies designed power limitation on available wind power, rated turbine power,
and TSO commanded power and provides set point to turbine. A grid frequency
processor based on dynamic dead-band and moving averaged frequency filter is
used to suppress noise frequency signals from passing to active power set point
generator. Simulations were carried out for a single area control model with 10%
wind penetration. Control area frequency responses as well as integrated VSWTG’s
electrical and rotor speed responses were compared with other frequency droop-
based VSWTG model responses. Promising results in terms of improved settling
time and better electrical power and rotor speed variations during frequency
deviations were obtained for proposed frequency-responsive VSWTG model in
comparison to other common droop-inertia-based model.
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Grid processor presented in this study will be further improved and tested with
low-pass IIR filter with a resettable strategy once measured frequency enters again.
One per unit power limitation was applied in active power set point controller
which will be further tested for more realistic power commands. Frequency
response for area 1 was determined using classical linear hydraulic turbine model. It
would be interesting to investigate the area frequency response with advanced
inelastic nonlinear hydraulic turbine model interaction with frequency-responsive
wind power plants.

A. Appendix

1.LFC system parameters used in single area LFC simulation

H system Td R

6 3.7814 0.0315

Ki (for single area model) PL (p.u.) Lp (wind penetration)

�3.88 1–30% 10%

2.Droop model parameters

Inertia droop model: low-pass filter constant, 0.1 s; K inertia, 2*H wind; high-pass filter constant, 1 s; K

droop, 0.0315

Droop model-I: low-pass filter constant, 0.01 s; washout filter constant, 6 s; droop, 0.0315
Droop model 2: low-pass filter constant, 0.2 s; K droop, 0.0315

3.Frequency grid processor parameters

Prefilter constant, 0.5 s; trend generator/filter constant, 8 s; upper dead-band, 0.015

Lower dead-band, 0.001; post filter constant, 0.5 s; droop, 0.0315

4.VSWTG parameters (differences are highlighted in bold)

Type 3 VSWTG (modified torque loop) with frequency
response controller

Type 3 VSWTG (basic torque loop) with
droop controllers

Aerodynamic model:

Cp λ, θð Þ ¼ C1
C2
λi
� C3θ � C4

� �
e
�C5
λi þ C6λ

1
λi
¼ 1

λþ0:08θ � 0:035
θ3þ1

c1 = 0.5176, c2 = 116, c3 = 0.4, c4 = 5, c5 = 21, and
c6 = 0.0068
Pitch controller, Kpp = 150, Kip = 25; pitch angle
limitation, 0–27°
Pitch compensation: Kpc = 3, Kic = 30
Inputs: PAPC, Pinp

Low-pass filter 2 time constant: 0.3 s
Torque controller: Kptrq = 3, Kitrq = 0.6
Low-pass filter 4 time constant: 60s
Power limitation: 0.04–1.1 p.u.
Washout filter constant: 1.0 s
Gen/converter model:
Maximum current limitation: 1.1 p.u.
Low-pass filter 3: 0.02 s

Aerodynamic model:
-Same
Pitch controller: same
Angle limitation: same
Pitch compensation, same; Inputs, Pref = 1,
Pinp

Torque controller: Kptrq, �271.5; Kitrq,
�310.7
Low-pass filter (TC) constant: 5 s
Power limitation: same
Washout filter not present
Gen/converter model:
Maximum current limitation: 1.1
Low-pass filter: 0.02
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equivalent inertia 6 s) if they provide an active power support of approximately 0.8 p.
u. during frequency excursions. It can be observed that even with same load distur-
bance and same system inertia constant for all control areas, a different frequency
response is obtained. All the three droop-based models attempt to provide increased
electrical power up to 1.2 p.u. soon after detecting the frequency drop but fail to
maintain net power output after frequency disturbance correction. Electrical power
from basic VSWTG model finally settles at 0.4 p.u. as soon as frequency improves.
This was also earlier confirmed in [16] and requires torque controller parameter
retuning for increased electrical power after temporary frequency deviations.
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increasing power reference set point of around 0.85 p.u. during the initial 20 s of
frequency deviation and changes according to grid requirements and available
power. VSWTG model with frequency controller-I is able to maintain electrical
power around 1.1 p.u. during moments of initial frequency deviations, while
VSWTG with frequency controller 2 has initial power drop up to 0.3 p.u. and then
starts increasing and settles at around 1.1 p.u.

Figure 27g, h shows the change in rotor speed for Type 3 VSWTG model during
frequency response in control area. All VSWTG models show reduced rotor speed
maintained approximately 0.87 p.u. during those initial moments of frequency
deviations till 20 s when extra electrical power from VSWTG is expected. Rotor
speed of type 3 VSWTG with other droop models finally settles at around 0.95 p.u.
with consequent reduced electrical output power to 0.4 p.u. Drop in rotor speed is
observed due to imbalance in mechanical and electromechanical torque when elec-
trical power is increasing for frequency controller-I and controller-II, but as soon as
frequency deviation settles, an increase in rotor speed is also observed which settles
at around 1.2 p.u. A minimum limit of 0.75 p.u. and maximum limit of 1.2 p.u. has
been imposed in current studied VSWTG model.

4. Conclusions

There is an increasing demand for frequency control ancillary services due to
high penetration of wind power plants in electrical network. This paper presented a
modeling framework for frequency dependent active power set point generation in
variable speed wind turbines and its corresponding effects on system frequency
regulation response. Individual wind turbine can be made grid code frequency
compatible by including additional active power set point generator output to the
modified torque control loop of respective turbine. Active power set point generator
applies designed power limitation on available wind power, rated turbine power,
and TSO commanded power and provides set point to turbine. A grid frequency
processor based on dynamic dead-band and moving averaged frequency filter is
used to suppress noise frequency signals from passing to active power set point
generator. Simulations were carried out for a single area control model with 10%
wind penetration. Control area frequency responses as well as integrated VSWTG’s
electrical and rotor speed responses were compared with other frequency droop-
based VSWTG model responses. Promising results in terms of improved settling
time and better electrical power and rotor speed variations during frequency
deviations were obtained for proposed frequency-responsive VSWTG model in
comparison to other common droop-inertia-based model.
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Grid processor presented in this study will be further improved and tested with
low-pass IIR filter with a resettable strategy once measured frequency enters again.
One per unit power limitation was applied in active power set point controller
which will be further tested for more realistic power commands. Frequency
response for area 1 was determined using classical linear hydraulic turbine model. It
would be interesting to investigate the area frequency response with advanced
inelastic nonlinear hydraulic turbine model interaction with frequency-responsive
wind power plants.

A. Appendix

1.LFC system parameters used in single area LFC simulation

H system Td R

6 3.7814 0.0315

Ki (for single area model) PL (p.u.) Lp (wind penetration)

�3.88 1–30% 10%

2.Droop model parameters

Inertia droop model: low-pass filter constant, 0.1 s; K inertia, 2*H wind; high-pass filter constant, 1 s; K

droop, 0.0315

Droop model-I: low-pass filter constant, 0.01 s; washout filter constant, 6 s; droop, 0.0315
Droop model 2: low-pass filter constant, 0.2 s; K droop, 0.0315

3.Frequency grid processor parameters

Prefilter constant, 0.5 s; trend generator/filter constant, 8 s; upper dead-band, 0.015

Lower dead-band, 0.001; post filter constant, 0.5 s; droop, 0.0315

4.VSWTG parameters (differences are highlighted in bold)

Type 3 VSWTG (modified torque loop) with frequency
response controller

Type 3 VSWTG (basic torque loop) with
droop controllers

Aerodynamic model:

Cp λ, θð Þ ¼ C1
C2
λi
� C3θ � C4

� �
e
�C5
λi þ C6λ

1
λi
¼ 1

λþ0:08θ � 0:035
θ3þ1

c1 = 0.5176, c2 = 116, c3 = 0.4, c4 = 5, c5 = 21, and
c6 = 0.0068
Pitch controller, Kpp = 150, Kip = 25; pitch angle
limitation, 0–27°
Pitch compensation: Kpc = 3, Kic = 30
Inputs: PAPC, Pinp

Low-pass filter 2 time constant: 0.3 s
Torque controller: Kptrq = 3, Kitrq = 0.6
Low-pass filter 4 time constant: 60s
Power limitation: 0.04–1.1 p.u.
Washout filter constant: 1.0 s
Gen/converter model:
Maximum current limitation: 1.1 p.u.
Low-pass filter 3: 0.02 s

Aerodynamic model:
-Same
Pitch controller: same
Angle limitation: same
Pitch compensation, same; Inputs, Pref = 1,
Pinp

Torque controller: Kptrq, �271.5; Kitrq,
�310.7
Low-pass filter (TC) constant: 5 s
Power limitation: same
Washout filter not present
Gen/converter model:
Maximum current limitation: 1.1
Low-pass filter: 0.02
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Type 4 VSWTG has all the same
parameters as that of Type 3 VSWTG
Electrical control:
Ebst (p.u.), 0.2; Kdbr, 10
Torque controller: Kptrq = 0.3,
Kitrq = 0.1
Low-pass filter time constant: 4 s

Type 4 basic VSWTG model has all the same parameters as
that of modified loop-based type 4 VSWTG model except
Pitch compensator taking Pref = 1 as input
Low-pass filter time constant: 0.05 s
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Chapter 8

Nonlinear and Sampled Data
Control of Wind Turbine
Marwa Hassan

Abstract

This chapter aims to investigate the effectiveness of the nonlinear control-based
model and the sampled-data design through the power system application. In par-
ticular, the study will focus on a model of a wind turbine system fed by a doubly fed
induction generator (DFIG). First of all, a detail dynamical model of a DFIG-based
wind-turbine grid-connected system is presented in the direct and quadratic syn-
chronous reference frame. Afterward, mathematical modeling is performed for the
nonlinear and sampled data systems. The nonlinear control will ensure the repro-
duction of the rotor direct and quadratic current that converge to the reference
signal generated from. The proposed sampled-data system is built upon the
nonlinear model and is introduced as an alternative of the classical discrete control
which is known as emulation design. The simulation’s results will show that
implementing the approximate feedback will yield better results than the one
obtained from the mere emulation.

Keywords: sampled data model, nonlinear control, renewable energy,
wind turbine, feedback

1. Introduction

In recent years global warming emissions have been one of the most important
topics discussed by the researcher. The carbon dioxide causes harmful impacts on
the environment as it acts like a blanket that traps heat. According to the latest
survey done in the United States, about 29% of global warming emissions are caused
by fossil fuel used in the electricity sector [1–3]. Therefore it becomes more essen-
tial to look for alternative sources. Renewable energy sources especially wind
energy produce little to no global warming emissions as burning natural gas for
electricity releases between 0.6 and 2 pounds of carbon dioxide equivalent per
kilowatt-hour (CO2E/kWh); coal emits between 1.4 and 3.6 pounds of CO2E/kWh.
Wind, on the other hand, is responsible for only 0.02–0.04 pounds of CO2E/kWh
on a life-cycle basis [3]. In conclusion, Wind energy represents one of the fastest-
growing energy sources in the world due to it is a major advantage in terms of cost
and effectiveness [4–8]. The wind farm system based on the doubly fed induction
generator (DFIG) will be studied in this chapter. In simple words, the DFIG is a
generator that has its rotor winding connected to the grid via slip rings and back-to-
back voltage source converters that control both the rotor and the grid currents.
Thus, rotor frequency can freely differ from the grid frequency. DFIG has become
more effective in the industry in the last few years due to its advantage compared to
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the permanent magnet synchronous generator as it provides better results when
compared to cost, size, and weight. A lot of researches have been carried out in the
area of modeling and controlling of stator/rotor flux in DFIG [9–11]. Most of these
researches face some drawbacks due to the nonlinear nature of the DFIG. Examples
can be found on [12–19]. In this chapter, we aim to introduce a nonlinear control
technique that aims to reproduce an output signal that converges to a distinct
reference signal. Later on, the sampled data control technique will be applied as an
alternative solution of the emulation based technique that is usually applied to the
nonlinear system. A few examples of the sampled data are illustrated in [20–22].
The chapter is structured as follow: Section 2 recalls the modeling considerations of
the doubly fed induction generator while Section 3 illustrates the nonlinear control
approach. Section 4 presents the Grid side command model. Finally, Section 5 pre-
sents the sampled data model and the obtained results while Section 6 concludes the
paper and formulates further research directions.

2. Modeling

The modeling of the doubly fed induction generator (DFIG) will be recalled in
this section. These equations will be used to design the nonlinear control system.

2.1 Doubly fed induction generator model

1. Stator equations

Vsd ¼ Rsisd þ d
dt

λsd � λsqWs (1)

Vsq ¼ Rsisq þ d
dt

λsq þ λsdWs (2)

λsd ¼ Lsisd þMird (3)

λsq ¼ Lsisq þMirq (4)

2. Rotor equations

Vrd ¼ Rrird þ d
dt

λrd � ϕrqWr (5)

Vrq ¼ Rrirq þ d
dt

λrq þ ϕrdWr (6)

λrd ¼ Lrird þMisd (7)

λrq ¼ Lrirq þMisq (8)

Wr ¼ g:Ws (9)

with

isd ¼ λsd �Mird
Ls

(10)

isq ¼
�Mirq
Ls

(11)
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where Rs and Rr are, respectively, the stator and rotor phase resistances,
Ls,Lr,M Stator and rotor per phase winding and magnetizing inductances and
Ws,Wr are the stator and rotor speed pair pole number. The direct and quadrate
stator and rotor currents are respectively represented as isd, isq, ird and irq. The
electromagnetic torque is presented by the following equation:

J
dWr

dt
þ f rWr ¼ cem � cr (12)

Cem ¼ p λrqird � λrdirq
� �

(13)

The system now will be modeled with respect to the rotor side direct and
quadratic (d, q) synchronous reference frame. The input in such case are Ird and Irq.

First the system expression w.r.t d axis frame:

vrd ¼ Rrird þ d
dt

Lrird þMisdð Þ � Lrirq þMisq
� �

Wr (14)

¼ Rrird þ d
dt

ird Lr �M2

Ls

� �
� LrirqWr �MWr

�Mirq
Ls

� �
(15)

Rrird þ Lr
d
dt

ird 1� M2

LsLr

� �
� LrirqWr þM2

Ls
Wrirq (16)

¼ Rrird þ Lr_ird 1� M2

LsLr

� �
� LrWr 1� M2

LsLr

� �
irq (17)

¼ Rrird þ LrΛ_ird � LrΛWrirq (18)

_ird ¼ 1
LrΛ

vrd � Rr

LrΛ
ird þ wrirq (19)

_ird ¼ 1
LrΛ

vrd � 1
T Λ

ird þwrirq (20)

with Λ ¼ 1� M2

LsLr

� �
T ¼ Rr

Lr
.

Now consider q axis frame:

Vrq ¼ Rrirq þ d
dt

λrq þ λrdWr (21)

¼ Rrirq þ d
dt

Lrirq �M2

Ls
irq

� �
þWr Lrird �M2ird

LS

� �
(22)

¼ Rrirq þ Lr_irq 1� M2

LsLr
þ LrWr 1� M2

LsLr

� �
ird

�
(23)

¼ Rrirq þ LrΛ_irq � LrΛWrird (24)

_irq ¼ 1
LrΛ

vrq � 1
T Λ

irq �wrird (25)
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� �
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� �
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Finally we obtain the speed from the torque equation as:

_Wr ¼ � f r
J
Wr þ p

J
λrqird � p

J
λrdirq (26)

3. Nonlinear control of the DFIG

First, we start by putting the model in the standard nonlinear form. Recalling
from modeling, the system is introduced in the condensed nonlinear form:

ΣC :
_x ¼ f xð Þ þ g1 xð Þu1 þ g2 xð Þu2, x∈n, u∈n

y ¼ h xð Þ:
�

(27)

where, X ¼ x1 x2 x3½ �T ¼ ird irq Wr
� �T, U ¼ u1 u2½ �T ¼ vrd vrq

� �T. The
function f xð Þ, g xð Þ are smooth vector fields and the output function h xð Þ is a smooth
scalar function.

f xð Þ ¼

� 1
T Λ

x1 þ x2x3

� 1
T Λ

x2 � x2x3

� f r
J
x3 þ p

J
ϕrqx1 �

p
J
ϕrdx2

0
BBBBBB@

1
CCCCCCA

(28)

g1 xð Þ ¼
1

T Λ
0

0

0
BB@

1
CCA, g2 xð Þ ¼

0
1

T Λ
0

0
BB@

1
CCA: (29)

Since the purpose of this study is to control the rotor side converter current, the

output was chosen as h xð Þ ¼ ird, irq
� �T .

Remark 1. According to the previous results obtained by Isidori, A multi variable
nonlinear system in the form of (36) has a relative degree r1, … , rm at point x0 if
LgjL

k
f hi xð Þ ¼ 0 for all 1⩽ j⩽m, for all 1⩽ i⩽m, for all k⩽ ri � 1, and for all

neighbor of x0.
Following the same definition, it can be easily verified that the system relative

degree w.r.t the outputs r ¼ 2.

3.1 Control of d-axis rotor current

In order to track rotor current irq we assume that the system is only affected by
u1 and u2 ¼ 0.

_x ¼ f xð Þ þ g1 xð Þ (30)

y ¼ h1 xð Þ ¼ ird (31)

The system relative degree w.r.t the output r ¼ 1. Now we apply a coordinate
transformation and introduce the system in to the normal form.

ϕ xð Þ ¼
z1 ¼ x1
η1 ¼ x2

η2 ¼ x3,Lg:η ¼ 0:

0
B@

1
CA (32)
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_z1 ¼ � 1
T Λ

z1 þ η1η2 þ
1

T Λ
u1

_η1 ¼ � 1
T Λ

η1 � z1η2

_η2 ¼ pϕrdz1 � pϕrdη1 �
f r
J
eta2

8>>>>>>><
>>>>>>>:

(33)

After applying the proper control law in the form of u ¼ T Λ � 1
TΛ x1 þ x2x3þ

�
xr1 � c0x1Þ where xr1, c0 represents the rotor current desired value and the chosen
zero, we obtain the desired output.

3.2 Control of q-axis rotor current

In this case the effect of u2 is studied

f xð Þ ¼

� 1
T Λ

x1 þ x2x3

� 1
T Λ

x2 � x2x3

� f r
J
x3 þ p

J
ϕrqx1 �

p
J
ϕrdx2

0
BBBBBBB@

1
CCCCCCCA
g2 xð Þ ¼

0
1

T Λ
0

0
BB@

1
CCA

(34)

y ¼ h2 xð Þ ¼ irq: (35)

The system relative degree rq ¼ 1. The coordinate transformation and the nor-
mal take the form of

ϕ xð Þ ¼
z1 ¼ x2
η1 ¼ x3
η2 ¼ x1

0
B@

1
CA (36)

_z1 ¼ � 1
T Λ

z1 þ η1η2 þ
1

T Λ
u2

_η1 ¼ pϕrdη1 � pϕrdz1 �
f r
J
η1

_η2 ¼ � 1
T Λ

η2 � z1η2:

8>>>>>><
>>>>>>:

(37)

The input

u ¼ T Λ � 1
T Λ

x2 � x1x3 þ xr2 � c0x2

� �
: (38)

3.3 Simulation and results

This section presents the evaluation of the performance of the proposed tech-
nique. Two cases were developed. The first case study based on the Doubly Fed
Induction Generator model while the second one studies the gird side converter
command model when the power factor is set to unity. Table 1 presents the
parameters of the DIFG parameters. The Bitz limit at which the maximum effi-
ciency is obtained for the first case study is shown in Figure 1. In this case, the
optimal point corresponds to Beta angle is equal to zero. Two feedbacks were
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TΛ x1 þ x2x3þ

�
xr1 � c0x1Þ where xr1, c0 represents the rotor current desired value and the chosen
zero, we obtain the desired output.

3.2 Control of q-axis rotor current

In this case the effect of u2 is studied

f xð Þ ¼

� 1
T Λ

x1 þ x2x3

� 1
T Λ

x2 � x2x3

� f r
J
x3 þ p

J
ϕrqx1 �

p
J
ϕrdx2

0
BBBBBBB@

1
CCCCCCCA
g2 xð Þ ¼

0
1

T Λ
0

0
BB@

1
CCA

(34)

y ¼ h2 xð Þ ¼ irq: (35)

The system relative degree rq ¼ 1. The coordinate transformation and the nor-
mal take the form of

ϕ xð Þ ¼
z1 ¼ x2
η1 ¼ x3
η2 ¼ x1

0
B@

1
CA (36)

_z1 ¼ � 1
T Λ

z1 þ η1η2 þ
1

T Λ
u2

_η1 ¼ pϕrdη1 � pϕrdz1 �
f r
J
η1

_η2 ¼ � 1
T Λ

η2 � z1η2:

8>>>>>><
>>>>>>:

(37)

The input

u ¼ T Λ � 1
T Λ

x2 � x1x3 þ xr2 � c0x2

� �
: (38)

3.3 Simulation and results

This section presents the evaluation of the performance of the proposed tech-
nique. Two cases were developed. The first case study based on the Doubly Fed
Induction Generator model while the second one studies the gird side converter
command model when the power factor is set to unity. Table 1 presents the
parameters of the DIFG parameters. The Bitz limit at which the maximum effi-
ciency is obtained for the first case study is shown in Figure 1. In this case, the
optimal point corresponds to Beta angle is equal to zero. Two feedbacks were
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The DFIG data of a typical 3.6 MW generator

Power 7 kW

Efficiency at rated speed 79%

Voltage 690 V

Locked rotor voltage 1000 V

Operation speed range 2000 rpm

Power factor 0.90 cap

Rotor Resistance 1 Ω

Rotor Inductance 0.2 mH

Stator Resistance 0.5 Ω

Stator Inductance 0.001 mH

Mutual inductance 0.078 H

Number of poles 4

Inertia moment 0.3125 Nms2

Table 1.
The DFIG data sheet.

Figure 1.
Power coefficient curve.
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applied in this stage in the sake of evaluating proposed control strategy. The
primary feedback was applied in the direct axis frame with an input value

u ¼ T Λ � 1
T Λ

x1 þ x2x3 þ xr1 � 1000x1

� �
(39)

Figure 2 shows the result of the rotor side reference signal and the generated
current signals after applying the feedback. It can be noticed that the proposed
control technique succeeded in reproducing a current signal that coincides with
the required reference signal. As for the quadratic axis frame another feedback
was designed to track the required current signal.

u ¼ T Λ � 1
T Λ

x2 � x1x3 þ xr2 � 1200x2

� �
(40)

The applied input will produce a signal that follows the reference signal (see
Figure 3). Figure 4 presents the continuous bus voltage of the DFIG regulated to
the standard reference voltage fixed at 1000 V. It is clear that in spite of fluctuation
of the wind the voltage remains stationary which is considered a major advantage as
the system will be affected by the harmonics.

In the next half of this chapter, the sampled data design techniques and its
application will be discussed. For the simplicity of the design, we choose to set the
power factor to unity such that the system is converted to a SISO system. In such a
case the Grid Side Converter command model is studied.

Figure 2.
Doubly fed induction generator ird rotor current.
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4. Grid side converter command model

vfd ¼ Rf ifd þ Lf
d
dt

ifd �WrLf ifq � VGd (41)

vfq ¼ Rf ifq þ Lf
d
dt

ifq þWrLf ifd � VGq (42)

_ifd ¼ 1
Lf

�Rf ifd þ vfd þWrLf ifq þ VGd
� �

(43)

Figure 3.
Doubly fed induction generator irq rotor current.

Figure 4.
Doubly fed induction generator continuous bus voltage.
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_ifq ¼ 1
Lf

�Rf ifq þ vfq �WrLf ifd þ VGq
� �

(44)

with VGd,VGq indicated the input voltage of the AC-DC converter in the direct
and quadrature frame. The electric network components of voltage and current on
the AC side for both the direct and quadrature frame are given by vfd, vfq, ifd and ifq
respectively, while the Lf referred to the inductance of the system. The active and
reactive power is expressed as:

P ¼ VGdifd þ VGqifq (45)

Q ¼ VGqifq � VGdifd: (46)

Remark 2. Through setting the power factor to be 1 and neglecting the filter losses one
can get the following expression VGd ¼ Vfd ¼ VG,VGq ¼ Vfq ¼ 0, leading the active and
reactive power to be Pf ¼ VGifd and Qf ¼ �VGifq.

5. Nonlinear grid side converter model

Referring to Remark 2 we know that through setting the power factor to unity
we get VGd ¼ Vfd ¼ VG,VGq ¼ Vfq ¼ 0. In such a case the system is converted into
single input-single output system in the form:

f xð Þ ¼

�Rf

Lf
x1 þ x3x2

�Rf

Lf
x2 � x3x1

� f r
J
x3 � p

J
ϕrdx2

0
BBBBBBBBB@

1
CCCCCCCCCA

, g xð Þ ¼

2
Lf

0

0

0
BBB@

1
CCCA (47)

y ¼ x1: (48)

where x: state vector = ifd ifq Wr
� �T U ¼ u1 u2½ �T .

5.1 Nonlinear modeling and control of the quadratic axis control

In this part, the asymptotic output tracking technique will be studied in the
quadratic axis frame. The system has a well define the relative degree of r ¼ 1.

Consequently one can apply a coordinate transformation in the form Γ xð Þ ¼
x1
x3
x2

0
B@

1
CA.

The state space description in the new coordinates

_z1 ¼ a z, ηð Þ þ b z, ηð Þ

_η1 ¼
f r
J
η1 �

p
J
ϕrdη2

_η2 ¼ �Rf

Lf
η1 � η2z1:

8>>>>>><
>>>>>>:

(49)
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CA.
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Remark 3. The system has a stable zero dynamics. In fact by calculating the Jacobian
matrix Q which describes the linear approximation at η ¼ 0 of the zero dynamics of the
original nonlinear system

Q ¼
f r
J

� p
J
ϕrd

�Rf

Lf
b 0

0
BBB@

1
CCCA (50)

wecan see that thematrix isnonsingular.Hence thezerodynamics are asymptotically
stable. The stability of the zero dynamicswill depend on the parameters of theDFIG.

The stator of the DFIG was directly connected to the grid while its rotor was
connected to it via a cascade (Rectifier, Inverter, and Filter). To evaluate the grid
side model the power factor was set to one, thus only the quadratic rotor current
will be produced. The voltage on the output of the inverter will suffer from distur-
bance signals formed by the original frequency f ¼ 50 Hz and other signals. A
passive R-L filter was used to eliminate harmonics. The input in the form u ¼

1
a z, ηð Þ �b z, ηð Þ þ c0z1ð Þ ensures the reproduction of an output irq that will track the
required reference signal. Figure 5 depicts that the system nonlinear controller has
reproduced an output that will converge asymptotically to the required reference
signals and minimizes the effect of disturbance.

5.2 Feedback design under sampling

Wenow address the problem of preserving under system behavior under sampling.
In fact, considering u tð Þ∈UT and y tð Þ ¼ y kTð Þ for t∈ kT, kþ 1ð ÞT½ � (T the sampling
period). Nowwe compute the single-rate sampled data equivalent model of (43)

xkþ1 ¼ FT xk, ukð Þ (51)

yk ¼ h xkð Þ (52)

Figure 5.
Nonlinear control applied to rotor current.
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with xk≔ x kTð Þ, yk≔ y kTð Þ, uk≔ u kTð Þ, h xð Þ ¼ ird and FT xk, ukð Þ ¼
eT Lf þ ukLgð ÞxK . In this case we compute a digital control law

ud ¼ u kTð Þ þ Tw1k (53)

which solve the problem.

5.3 Simulation

The wind speed and the DFIG are shown in Figure 6. The estimation of the
wind speed was generated based upon the nonlinear mapping of the measured
output power of the generator while taking into account the loss of power in the
wind turbine. The quadratic rotor current that shall be set as the reference signal

Figure 6.
Wind speed estimation.

Figure 7.
DFIG rotor current.
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so that a better performance is provided are shown in Figure 7. A feedback that
is based on the proposed technique is applied and this will yield to an output
signal that will follows the rotor signal (see Figure 5). Figure 8 depicts the
emulated and the sampled rotor speed after applying the feedback. Maximum
Power Point Tracking technique was used to set the best conditions in order to
arrive to maximum efficiency. It can be shown that sampled-data design provided
better results such as the variation is smoother and the transient time is less than

Figure 8.
DFIG rotor speed for MPPT.

Figure 9.
Tip speed ratio.
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the emulated one. The Tip Speed Ratio TSR is illustrated in Figure 9 for both
the emulated and sampled base. The results will show that the TSR has been
reduced by more than design which indicates that the size of power converters
is reduced. Then, the power converters can be downsized without reducing the
output power.

6. Conclusion

This paper aims to investigate the different modern control strategies in the
power system application. In particular, the study will focus on the effect of
nonlinear control techniques and SampledData Model when it is applied to a Doubly
Fed Induction Generator DFIG. The mechanical model was first recalled and then
the nonlinear model and control techniques were discussed. In the nonlinear, the
asymptotic output tracking technique was chosen where feedback is designed to
ensure that the system will converge to a specific target or reference. In this case,
through controlling the direct and quadratic frame we can control the active and
reactive power which was proven by the results. In the second half of the chapter
we choose to investigate the digital control techniques where a comparison between
the emulation design and the sampled data techniques are carried out The MATLAB
program was to choose to simulate and test the control strategies. It can be noted
from the results that as time increased the emulation design fail to preserve the
same behavior as in the continuous-time and an oscillation takes place, unlike the
sampled data design. Finally, it can be concluded that applying the sampled data
model over the nonlinear system provides powerful results than the classical
solution. Further investigation will be carried out regarding practical cases.
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