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Preface

Multifunctional hybrid materials represent a forward-looking class of materials in the
context of modern materials research, which allow a wide range of possible applica-
tions due to the wide range of their material properties. In particular, stimuli-respon-
sivematerials, which react to changes in the environment by changing their properties,
can drive the development of new technological innovations and thus stimulate sig-
nificant improvements right into everyday life. Chemists, physicists and material sci-
entists are involved in the current rapid development of new material properties and
contribute to an innovative interdisciplinary field of research.

The use of magnetic fields as an external stimulus to control material properties is
of considerable technical interest, as magnetic fields are technically easy to generate
and well controlled. Magnetically controlled materials such as suspensions of mag-
netic nano- or microparticles - ferrofluids and magneto-rheological fluids - show the
ability to strongly change the material behaviour at reasonable technical effort.
However, in the case of the aforementioned fluids, thematrix in which the particles are
located, i.e. the carrier fluid, represents only a thermal bath that changes the typical
time constants of the material but does not offer any specific interaction between the
particles and the matrix. In contrast, magneto-rheological elastomers, in which mag-
netic particles are embedded in an elastic matrix, represent a first step towards mag-
netic hybrid materials with controllable particle-matrix interaction.

In such materials consisting of a particulate magnetic component in a complex
matrix, the mutual influence of particles and matrix provides an additional set of
parameters in the material behaviour. With this, novel material properties can be
generated via magnetically controlled changes. Knowledge of the interaction between
the particles and the surrounding matrix is an important building block for under-
standing the material behaviour itself and thus the basis for the targeted development
of such materials for novel applications in actuators and sensors. At the same time,
understanding the interaction between functionalised particles and the matrix is also
the basis for an expanded understanding of the behaviour ofmagnetic nanoparticles in
biomedical applications. The interaction of the particles in contact with cells and
biological tissue is of crucial importance both for the tissue uptake of the particles and
for their biodistribution as well as for the relaxation behaviour of the particles, such as
used for magnetically assisted imaging.

Within the framework of a priority programme of the German Research Founda-
tion, five key questions were posed to gain a deeper understanding of the material
behaviour of magnetorheological elastomers: First, it had to be clarified how (1) the
material behaviour of a magnetically controllable hybrid material can be influenced
via the particle-matrix interaction and how corresponding materials can be syn-
thesised. Understanding the material behaviour required (2) a cross-scale consistent
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description that explains the magnetic controllability of the material properties on a
microscopic basis. This material modelling was also necessary to generate material
laws for the application based on a detailed understanding of the material. Closely
linked to the description concepts was (3) the experimental investigation of material
behaviour in the magnetic field and thus the question of what changes in material
properties can be produced by varying their internal structure in the magnetic field.
Building on the understanding of themagnetic hybridmaterials, it was then possible to
clarify both (4) what possibilities they offer in novel actuator and sensory applications
and (5) how the effectiveness of the biomedical use of magnetic nanoparticles can be
improved by controlling the interaction between functionalised particles and tissue.

The present publication summarises in 29 contributions, the main results of the
research within the priority programme and provides a fundamental approach to a
cross-scale description of magnetic hybrid materials.

Stefan Odenbach
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Julian Seifert, Karin Koch, Melissa Hess and Annette M. Schmidt*

1 Magneto-mechanical coupling of single
domain particles in soft matter systems

Abstract: Combining inorganic magnetic particles with complex soft matrices such as
liquid crystals, biological fluids, gels, or elastomers, allows access to a plethora of
magnetoactive effects that are useful for sensing and actuation perspectives, allowing
inter alia to explore and manipulate material properties on the nanoscale. The article
provides a comprehensive summary of recent advancement on employing magnetic
nanoparticles either as tracers for dynamic processes, or as nanoscopic actuating units.
By variation of the particle characteristics in terms of size, shape, surface functionality,
and magnetic behavior, the interaction between the probe or actuator particles and
their environment can be systematically tailored in wide ranges, giving insight into the
relevant structure–property relationships.

Keywords: complex magnetic fluids, ferrogels, magnetic particle nanorheology,
magnetic tracers, magneto-mechanical coupling, particle-matrix interaction

1.1 Introduction

The design of hybrid materials that can be manipulated by magnetic fields is possible
by incorporating inorganic magnetic nanoobjects into complex soft matrices such as
gels [1], elastomers [2], liquid crystals [3], or biological fluids [4] in a predetermined
way. A proper setup allows the application of external magnetic fields to either analyze
or alter the material properties of such systems on a nanoscopic scale. The resulting
hybrid structures have promising responsive properties that can be categorized into
applications of interest either for actuation or sensing.

The fascinating prospective arising from magnetic nanoparticles dispersed in
liquids (ferrofluids) [5] and the manipulation of their structure [6] and dynamics [7] by
magnetic fields have led to a broad field of applications. On the other side of the
material spectrum, magnetoactive elastomers attract increasing attention due to the
theoretical prediction and experimental observation of evenmore sophisticated effects
such asmagnetoresponsive shape changes ormechanical properties, as often observed
for elastomers [8–10].
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The magnetic probe particles are further useful nanoscopic magnetic tracers,
allowing the investigation of the nanoparticle interaction with their surrounding
matrix by using dynamic magnetic methods on small sample volumes in a nonde-
structive way [11]. Of particular interest is the option to investigate the mechanical
properties of soft matter at the length scale of the probe particle, giving access to local
information inmicrostructured samples that are hardly accessible by classicalmethods
[12, 13].

Research of this kind strongly benefits from new developments in the controlled
synthesis of prospective tracer particles with improved uniformity, stability, controlled
surface characteristics, and novel coupling mechanisms [10, 14–16]. In addition, the
development and availability of new and better resolved methods for the investigation
of structure and dynamics in such soft matter hybrid systems facilitates the detection
and establishment of novel coupling measuring modes [17]. Recent studies demon-
strate that by variation of the particle characteristics in terms of size [18], shape [19],
surface functionality [20], and magnetic behavior [21], the interaction between the
probe or actuator particles and their environment can be tailored in wide limits.

1.2 Particle dynamics in fluids: Magnetic particle
nanorheology

The flow properties of complex fluids, as generally investigated by rheology, are
relevant for the processing and application properties of all kinds of products in daily
life, such as cosmetics and food. A broad spectrum of rheological methods is available
for their assessment, spanning a large range of time and size regimes as well as
measuring geometries.

The employment ofmicroscopic approaches for the investigation of complex fluids
is often related to the application of small tips or particles as probes. While passive
methods, like particle tracking microscopy [22], diffusing wave spectroscopy [23], or
fluorescence correlation spectroscopy [24], have been shown to yield good results for
many materials, active methods where the probes are exposed to active displacement,
generally benefit from a broader frequency range and higher possible torques enabling
the analysis of even elastic samples [25]. Already in 1950 Crick et al. showed that the
microrheological approach has significant benefits for the analysis of biological
samples. As low sample volume is needed, the mechanical stress subjected to the
sample is low, and a wide frequency range is accessible [26]. The original idea of this
technique is to obtain macrorheological results on small samples in a nondestructive
way. While this is fulfilled for many relevant samples, an analogous approach using
probe particles in a sizemore similar to the relevant length scales of thematrixmaterial
opens even the pathway to the investigation of size-dependent properties, as relevant
for internal dynamics in systems such as nanocomposites and cells [27, 28].
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1.2.1 Methodology

The strong size-dependent properties that are measured in nanorheological experi-
ments on microstructured samples make this method a promising candidate for the
development of a method capable of determining local rheological properties on a
nanoscale. The use of magnetically blocked, nanoscopic particles as tracers under the
influence of an oscillating magnetic field is a particularly promising approach. The
response of the particles in terms of their magnetic susceptibility is recorded, and in
analogy to classical macrorheology, the phase shift of the response signal delivers
information on the complex susceptibility and thus on the frequency-dependent
excitation of the particle rotation.

The magnetic nanoparticles (MP) that are used as probes in this approach ideally
need to fulfill a number of requirements in order to facilitate a simple and meaningful
data analysis. In order to result in a direct correlation of the magnetic susceptibility
data and the hydrodynamic characteristics of the probes, it is important to make sure
that they are well-dispersed in the sample material on a single-particle level in a
nonagglomeratedway, and that no significant adsorption ofmatrix components on the
particle surface occurs. Further, it is beneficial if the size distribution is narrow, and the
basic magnetic properties, such as the magnetic moment, of each individual particle
are uniform. Finally, the magnetic anisotropy is required to be high enough to ensure
that the particles are magnetically blocked and accordingly relax predominantly by
Brownian rotation [29]. Within these limits, there are still a variety of tracer particles of
different size, shape, and chemical composition possible, and meanwhile a range of
different tracers are successfully employed for magnetic particle nanorheology (MNP)
and related methods [18, 19, 30].

Among the particle systems suitable for application as tracers in MNP, magneti-
cally blocked, single domain cobalt ferrite (CoFe2O4) nanoparticles, as shown in
Figure 1.1 are particularly versatile. The inherent magnetocrystalline anisotropy of
CoFe2O4 leads to strong pinning of the magnetization vector in the crystal lattice, thus
providing a well-defined crystalline structure. This results in a high effective anisot-
ropy constant and high volume-based saturation magnetization. Further, the particles
can be stabilized in organic as well as aqueous media, and in order to tailor the
hydrodynamic size of the probe particle, they can be decorated with a silica shell of
variable thickness [18].

A suitable experimental setup is based on AC susceptometry. In a typical experi-
ment, the sample is placed between a pair of excitation coils, while two pairs of
detection coils are employed, one measuring the sample and the other measuring a
blank. By amplification of the subtracted signals using a lock-in amplifier, the complex
susceptibility is accessible. During the measurement a sinusoidal AC magnetic
fieldwith small amplitude is applied,which canbe varied in frequency. The alternating
field activates the magnetic nanoparticles in the sample to a frequency-dependent

1.2 Particle dynamics in fluids: Magnetic particle nanorheology 3



relaxation behavior. This rotational relaxation process of the particles occurs against
the effective sample viscosity that might be influenced by the probe size and might
further depend on frequency.

The simplest model to describe the frequency-dependent response function of the
particle is given by the Debye model where the real part χ′ and the imaginary part χ″ of
the susceptibility are expressed as functions of the excitation frequency ω and the
relaxation time τ of the particle [31, 32],

χ′(ω) = χ0
1 + (ωτ)2 (1.1)

χ″(ω) = χ0ωτ
1 + (ωτ)2 (1.2)

χ0(ω) =
μ0nm

2

3kBT
(1.3)

Here, n denotes the number density of particles and m is the particle’s magnetic
moment. For thermally blocked MP, the Brownian relaxation is dominant, and hence
the corresponding relaxation time is accessible from a fit of the experimental data
according to the Debye model. By application of the well-known Stokes-Einstein

Figure 1.1: TEM images of tracer particles of the same magnetic core size and varying SiO2 shell
thickness of a) 12 nm; b) 25 nm; c) 29 nm; d) 37 nm; and e) 42 nm. In f) the size distribution of the
geometrical diameter dg with corresponding log normal function is shown for the different probe
particles (a) (blue); b) (orange); c) (red); d) (light green); e) (green)). Reproduced by permission of the
PCCP Owner Societies from [18].

4 1 Magneto-mechanical coupling



equation the obtained relaxation time τB is related to the viscosity η of themedium, the
hydrodynamic radius of the particle rh, and the rotational diffusion coefficient Dr.

Dr = kBT
8πηr3h

= 1
2τB

(1.4)

This approach describes the behavior of monodisperse MP in Newtonian fluids. Once a
real, polydisperse, particle system is analyzed, a broadening of the relaxation is
observed, and the quality of the data description decreases significantly. In order to
compensate for this, extended versions of the Debye model have been developed
allowing a sufficiently good description of the measured data by introducing a size
distribution term [17, 32, 33].

χ∗ = χ0 ∫
∞

0

1
1 − iωτB(rh) f(rh)drh (1.5)

f(rh) = 1
̅̅̅
2π

√
σrh

e
ln(rh /rh, eff)2

2σ2 (1.6)

Here, χ∗ is the complex susceptibility, f(rh) is the lognormal size distribution of the
particle system and τB the Brownian relaxation time. While this approach works well
for Newtonian fluids, as soon as more complex, non-Newtonian samples are analyzed,
the extended Debye model fails to describe the data, therefore strongly limiting the
applicability of this otherwise extremely versatile and attractive technique. Especially
for the analysis of biological samples, this technique is promising as low sample
amounts of 200 µL are characterized concerning their rheological data on the nano-
scale in a non-destructive way employing small amounts of MP as tracers.

1.2.2 Application to complex fluids

The rheological properties of polymer-based fluids and soft, viscoelastic solids, e.g.,
gels or melts, typically show non-Newtonian behavior depending on the volume
fraction and the average chain length of the polymer component. Concerning the
nanorheological analysis of such systems, characteristic length scales of the polymer
component become relevant in relation to the probe, such as mesh size in gels, the
radius of gyration for polymer coils, or the tube diameter a and the correlation length ξ
in polymer solutions. Rubinstein et al. developed a theory differentiating three cate-
gorieswith respect to the relation betweenprobe size and characteristic length scales in
the sample [34]. Here, particles with a hydrodynamic size smaller than the correlation
length ξ are classified as small particles and their translational diffusion is determined
by the solvent viscosity. The tracers are classified as large particles if their diameter is
larger than the tube diameter a of the polymer chain. For this case, a (quasi)continuous
behavior for long time scales is expected. In the intermediate size regime (ξ <MP < a), an
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effective viscosity is observed, which is related to the properties of the polymer strand
on the probe scale [34]. The dependence of the observed viscosity on the probe size and
characteristic length scales in the polymer solution leads to frequency-dependent
rheological properties, as instead of a single relaxation process, as observed in New-
tonian fluids, different relaxation processes, including relevant processes within the
matrix itself, contribute to the signal. This offers the possibility to extract frequency-
dependent rheological properties by modification of the data analysis approach.

Hence, the concept of MPN is established. Here, the German-DiMarzio-Bishop
(GDB) model is employed and modified in order to correlate the measured frequency-
dependent susceptibility to the complex modulus G* of the polymer solution. A
frequency-dependent friction coefficient is introduced leading to the following equa-
tions for the loss modulus G″(ω) and the storage modulus G′(ω) [17].

G″(ω) = χ″N
K(χ′2N + χ″2N )

(1.7)

G′(ω) =
χ′N

χ′2N + χ″2N
− 1

K
(1.8)

with the constant K

K = 4πr3h
kBT

(1.9)

and the abbreviations

χ′N = χ′ − χ∞
χ0 − χ∞

(1.10)

χ″N = χ″
χ0 − χ∞

(1.11)

With this in hand, a powerful method is provided that allows the determination of
frequency-dependent rheological properties of soft matter systems on the length scale
of the tracer particles employed.

1.2.2.1 MPN of Polymer Solutions

By employing magnetically blocked nanoparticles as nanoscopic, quasi-dipolar mag-
netic probes, the complex dynamic behavior of soft matter at the particle scale is
investigated in fluidmedia of increasing complexity. This approach allows the extraction
of the complex, frequency-dependent rheological information from AC-susceptibility
measurements of tracer particles and polymer solutions. In Figure 1.2, exemplary
AC-susceptibility curves of well-defined cobalt ferrite particles dispersed in aqueous
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solutions of ethylene glycol, triethylene glycol, and its polymeric analogues as analyzed
by MPN are shown [17].

Depending on the volume fraction of polymer, a shift of the maximum of the
imaginary part of the susceptibility to lower frequencies is found, that is attributed to
an increase of the viscosity of the dispersionmedium in Eq. (1.4). For small chain length
of the ethylene glycol derivatives (Figure 1.2a, b), no change of the shape of the
relaxation peaks is observed and the spectra may be described by an extended Debye
model, considering an increased viscosity. For larger chain length (Figure 1.2c, d), the
shift is significantly more pronounced, but also the shape of the relaxation peak
changes. In chapter 1.2.2, this effect is attributed to the presence of several simulta-
neously traced relaxation processes in the sample that are dependent on the relative
size between probe and polymer length scale. Employing the analysis according to the
GDB model, frequency depending moduli can be obtained.

In Figure 1.3a, this analysis is performed for PEG–water mixtures with high molar
mass and compared to macrorheological analysis [35]. This allows extending the
accessible frequency range of rheological data by several orders ofmagnitude [17, 18, 35].
The non-Newtonian behavior in polymer solutions leads to a complex frequency-

Figure 1.2: ACS spectra for aqueous ethylene glycol (a); triethylene glycol (b); polyethylene glycol
(M = 1000 g mol−1) (c); and polyethylene glycol (M = 8000 g mol−1) (d) solutions with CoFe2O4

nanoparticles as tracers. Reprinted by permission from Springer Nature: Springer, Colloid and
Polymer Science, from reference [17], Copyright (2014).
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dependentflowbehavior formacrorheological experiments. The crossover pointwhereG
′ and G″ intersect is typically related to the longest relaxation time of the polymer chain,
e.g., by reptation. It’s dependence on the polymer fraction gives access to the determi-
nationof the respectivepolymer fraction critical for entanglement formation (Figure 1.3b)
[35]. A second relaxation time typically related to polymer segment mobility becomes
visible at higher frequency values, as is discussed in more detail in section 1.2.2.3.

1.2.2.2 Size effects

The rheological properties of non-Newtonian fluids strongly depend on the size and
volume fraction of dissolved macromolecules, as discussed in section 1.2.2. For the
nanorheological analysis, the system gets even more complex, as the probe is only
sensitive to certain parts of the polymer depending on the probe’s size. In order to get a
full picture of a sample system, it is therefore interesting to probe the sample on
different time and length scales. For this, the combination of macro-, micro- and
nanorheological methods is a promising tool. This is done in a comparative study of
three different PEG–water mixtures with the same macroscopic zero-shear viscosity,
but different chain length and volume fraction of the dissolved PEG macromolecules.
Here, cobalt ferrite (d = 16.4 nm) as well as anisotropic Ni nanorods (l = 233 nm,
d = 23.9 nm) are employed as tracers, thereby probing significantly different length
scales. In addition to classical macrorheology and MPN, oscillating field optical
transmission (OFOT) and DC-overlayed AC-susceptometry are used. The rotational
dynamics of these probes with different sizes and shapes are correlated to the mac-
rorheological analysis. Here, a strong dependence of the rheological properties of the
samples depending on the length scales of the polymer compared to the size of
the nanoparticle is observed. If the probe is smaller than the correlation length of the
polymer, the apparent viscosity is found to be lower than the value determined by

Figure 1.3: a) Comparison of the frequency-dependent macroscopic (circles) and nanoscopic
(squares) loss (G″, filled) and storage moduli (G′, unfilled) for an aqueous solution of PEG 35k
(35 m%), b) relaxation times τ1 (filled) and τ2 (unfilled) versus polymer mass fraction μPEG for PEG8k
(blue), PEG20k (green) and PEG35k (red).
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macrorheology and frequency-dependent with decreasing values for increasing fre-
quency. If the probe on the other hand is large compared to tube diameter an average
equivalent to the macroscopic measurement is obtained indicated by no frequency
dependence and good agreement with the macroscopically determined zero-shear
viscosity, see Figure 1.4 [12].

In Figure 1.5, macro- and nanorheologically obtained loss moduli are presented. If
the chain length of the polymer in the complex fluid is low (Figure 1.5a), generally good
agreement of macro- and nanorheological properties is found, indicating nearly
Newtonian behavior. However, for polymers with a molar mass larger than the
entanglement molar mass (Figure 1.5b), strong deviations between macro- and nano-
rheological results are found,which is attributed to the particle size being similar to the
polymer correlation length in the solution.

In order to obtain a complete picture of the polymer in solution, the sample can be
probed with probes of different size. A systematic study in this context uses a size-
tuneable silica shell around the probe particle to perform this experiment [18]. The
systematic evaluation is shown in Figure 1.5c. If the particle is large compared to the size
of the polymer chain, hence larger than the tube diameter a, a mean viscosity compa-
rable to the macro-rheological result is obtained, as this curve and slope basically

Figure 1.4: Apparent zero shear viscosity ηo, app,(ω) of aqueous PEG300k solutions normalized by the
macroscopic viscosity η0,macro(ω) in dependence on the polymer volume fraction ϕ for rod-like tracer
particleswith a length of 550 nm (blue) and 140 nm (green) and for spherical tracerswith a diameter of
13.3 nm (red).

1.2 Particle dynamics in fluids: Magnetic particle nanorheology 9



describe a Newtonian flow behavior. The corresponding relaxation time extractable
from the nanorheological experiment therefore is given by the whole polymer chain. If
the particle is significantly smaller than the correlation length of the polymer, on
average the solvent in between the polymer segments is analyzed by the probe and
again a scaling factor of 1.0 as for the Newtonian fluid is obtained. In the intermediate
regime confinement of the probe particle by the polymer chain is expected leading to a
subdiffusive behavior indicated by a scaling of 0.5 in Figure 1.5c. With a small number
of independent experiments employing probes of different sizes this approach allows
the determination of four different relaxation times, namely the relaxation of the whole
polymer τrep, the relaxation time of an entangled polymer strand τe, the relaxation time
of a polymer segment in the size range of the probe particle τd, and the relaxation time
of the polymer connected to the correlation length τ2 [18]. The possibility to determine
and distinguish multiple relaxation times inherent to soft matter systems is of impor-
tance for future investigations, as will be under more addressed in chapter 1.2.2.3.

1.2.2.3 Determination of relaxation times

The crossover point between the storage and loss modulus in a rheological experiment
contains valuable information, as it indices a drastic change in flow behavior that is
commonly related to a relaxation time of the material. A MPN experiment allows the
determination of the frequency-dependent storage and lossmodulus and therefore can
also be used to extract the relevant relaxation times. As the material is probed on the
nanoscale, with this approach also local relaxations are accessible. A sample system
that is especially suitable for the analysis of relaxation times are dynamic physical gels,
as these systems offer a variety of relaxation processes and an interesting flowbehavior
[36, 37]. One way to achieve this interesting architecture is to induce more specific

Figure 1.5: Frequency-dependent loss modulus G″ as obtained from macrorheology (solid symbols)
and calculated according to themodifiedDGBmodel (open symbols) with 13 nm tracer particles; a) for
PEG (M = 1.0 kgmol−1) (adaptedwith permission fromSpringer Nature: Springer, Colloid and Polymer
Science, from reference [17], Copyright (2014)); and b) for PEG (M= 35 kgmol−1); c) scaling behavior of
the loss modulus with frequency as expected from theoretical prediction, (b and c adapted by
permission of the PCCP Owner Societies from [18]).
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dynamic interactions in the polymer matrix by introducing terpyridine-based end
groups to star-shaped PEG molecules. These end groups show affinity to divalent
transition metal cations in the form of 2:1 complexes, as shown in Figure 1.6c).
Therefore, upon dissolving in water in the presence of metal ions, complexation of the
latter is observed leading to the formation of dynamic supramolecular networks with
intrinsic self-healing properties. The rheological properties of these dynamic networks
can be probed on the nanoscale employing MPN, and afterwards related to macro-
scopically determined storage and loss moduli, see Figure 1.6. Here, the macroscopic
results show the typical flow behavior of viscoelastic liquids as described by the
Maxwell model with a relaxation time τl,macro found at the crossover point of storage
and lossmodulus. This relaxation time contains contributions from relaxation ofwhole
star-shaped PEG molecules and the dissociation time of metal-ligand complexes
leading to a chain extension, thereby actively slowing themolecular relaxation. For the
nanorheological analysis, distinct differences are found in the shape of curves deter-
mined at different stoichiometric ratios rM/P, which is defined as the molar ratio of the
divalent metal ions to the total terpyridine functionalities. For this system bidentate
complexes are expected, therefore a homogeneous network could be formed at a
stoichiometric ratio of 2.0. For lower values broader meshes are expected [38].

Depending on the stoichiometric ratio rM/P, in the dynamic networks fundamen-
tally different flow behavior is found byMPN. For low values of rM/P the lossmodulus is
higher than the storage modulus indicating a pseudo-Newtonian-like flow behavior.
This is also strengthened by the finding of only one relaxation time τl,nano. In the case of
higher values of the rM/P a rubbery plateau is found in the nanorheological investi-
gation. Here, two relaxation times are accessible. In addition to τl,nano, which is
associated to the breaking of the metal ligand bond, also a fast relaxation τf,nano is
found and attributed to network-strand fluctuations. These data are used to on the one
hand extract the mean mesh sizes of the dynamic network from the plateau storage
modulus according to rubber elasticity theory and on the other hand to determine the

Figure 1.6: Comparison of macroscopic (full symbols) and nanoscopic (empty symbols) storage G′
(colored) and lossmoduliG″ (black) in dependence on frequency for Zn2+ as counter ion to terpyridine
functional tetrafunctional PEG stars with the stoichiometric ratios a) rM/P = 0.65 and b) rM/P = 1.09,
reproduced by permission from The Royal Society of Chemistry from [38]. c) Molecular structure of the
formed complex. M2+ denotes the employed metal cation (Mn2+, Zn2+, or Co2+) and R is the rest of the
tetrafunctional ligand.
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respective relaxation times for all analyzed samples, depending on the stoichiometric
ratio and the type of the metal ion, as shown in Figure 1.7 [38, 39].

1.2.2.4 Phase transitions

The determination of phase transitions of materials is of significant importance for
daily life due to the properties of materials changing drastically upon the transition,
thereby leading to potentially dangerous situations as material is out of the parameter
range for application. The transition of the rheological properties of supramolecular
networks as shown in chapter 1.2.2.3 from fluid-like to solid-like can be described as a
sol-gel transition depending on the amount of metal ions in the sample. This shows the
principle applicability of MPN to extract phase transition behavior.

In order to expand this concept, we will consider different phase transitions in this
chapter. One example of a phase transition that should be detectable byMPN is the sol–
gel transition, where the reaction mixture starts in a fluid phase and proceeds to a
viscoelastic solid. Connected to this transition is a drastic change of the macroscopi-
cally measurable rheological properties that translates to the nanoscopically observed
properties depending on the mesh size and the characteristic length scales in the gel
[12, 18, 38].

A possible example for such systems are poly(acrylamide) (PAAm) hydrogels that
are commonly used model systems. By analyzing samples with different crosslinking
density as well as polymer volume fraction, the mechanical properties as well as the
nanoscale structure of the gel samples are varied. For these well-defined model
hydrogels rubber elasticity theory is successfully used to calculate the mean mesh size
of the polymer networks from the plateau storage modulus obtained from macro-
rheological analysis [38, 39]. Analyzing the network formation kinetics, an approach
frequently used for macroscopic gels and elastomers is the cure-curve. Here, a liquid

Figure 1.7: a) Mesh size ξ and b) relaxation times for different systems consisting of metal ion and
tetrafunctional PEG (Mn2+ (green), Zn2+ (red), Co2+ (blue)) depending on the stoichiometric ratio,
reproduced by permission from The Royal Society of Chemistry from [38].
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reaction mixture is placed in a rheometer and the sample is analyzed at a constant
frequency and strain infixed time intervals. The obtained curve shows a transition from
a liquid-like sample to a solid (visco-)elastic sample depending on the time. Using
MPN, comparable to a macrorheologically determined cure–curve, the reaction ki-
netics can be determined by time-dependent measurements at a constant frequency
yielding the dependence of the reaction rate on the initiator concentration.

Using the MPN approach as described in section 1.2.2, the frequency-dependent
storage and loss modulus of PAAm hydrogels can be determined. In Figure 1.8 the
modulus at the crossing point is shown depending on the macroscopically determined
meanmesh size of the hydrogel. For mesh sizes smaller than the average particle size a
strong increase of the modulus is found upon decreasing the mesh size, as the particle
is trapped inside themeshes of the network. Upon reaching amesh size that is equal to
the particle diameter, a sharp drop of themodulus and a localminimum is found for the
course of the cross modulus indicating that the size relation of probe to characteristic
length scale in the sample is of great importance for the analysis and that the structure
is in fact probed on a nanoscale.

Gelation of samples can also be induced by a change in temperature. A prominent
example for this is gelatin. The sol–gel phase transition is triggered by a change in the
temperature of the medium leading to a change in the solvent condition of the

Figure 1.8: Modulus at the crossover point for PAAmhydrogelswith different polymer volume fraction
(light green: ϕ = 0.07, green: ϕ = 0.06, olive: ϕ = 0.05, dark green: ϕ = 0.04) in correlation with the
experimental mesh size of the polymer network.
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dissolved macromolecules, as opposed to the gelation of polyacrylamide as described
above, where the gelation is initiated by a chemical reaction forming the macromol-
ecules in situ from respective monomers. For the analysis of the progressing gelation of
gelatin the time-dependence is shown to be observable by a shift of the imaginary part
of the magnetic susceptibility to lower frequencies [40, 41].

The most common phase transitions are temperature triggered, such as melting
and glass transitions. Polymer solutions here are a rich and versatile sample system to
study, as they show a number of thermal transitions that can oftentimes be tuned and
shifted by the chain length and volume fraction of the dissolved polymer. Analyzing
such systems with magnetic probes as tracers by zero-field-cooled-field-cooled
(ZFC-FC) magnetization measurements clear features are observed that are related to
the thermal transitions as found in differential scanning calorimetry (DSC) studies. In
this way, it is shown that by doping materials with a tracer amount of MP it is possible
to determine the temperature-dependent phase behavior of polymer solutions in a
simple nondestructive way [42].

1.3 MP as tracers and actuators in nanostructured
solids

The combination of MP and elastic, polymeric matrices leads to magnetosensitive
hybrid materials, which are due to their unique properties discussed extensively for
biomedical applications as well as in soft robotics [8, 43–45]. On example that is
especially popular is the combination of MP and gels to so called ferrogels. The gel,
here, is a polymeric or macromolecular network that may be formed by either per-
manent covalent crosslinks or dynamic physical bonds. In this swollen network
structure MP are embedded [46]. By variation of the particle surface functionalization
the interactions between the elastic matrix and the particles can be tuned in type and
strength, ranging from weak van der Waals interaction over Coulomb and coordi-
native bonds to strong covalent bonds [14, 47–49]. Analyzing the static and
dynamical properties of ferrogels, the obtained relations strongly depend on the type
and strength of the mutual interactions between MP and the matrix. Here, Kickelbick
established a concept for the classification of hybrid materials that has been adapted
for ferrogels in a review of our group in cooperation with AG Holm [45, 50]. Kickelbick
classifies hybrid materials in two categories based on the strength of their inter-
material interactions. In Class I materials with weak physical interactions like
hydrogen bonding and van der Waals or weak electrostatic interactions are found.
Class II materials are composites with permanent chemical interactions or strong
physical interactions.
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1.3.1 Conventional ferrogels

Themost commonway to build up a gel network is to introduce crosslinks into a system
consisting of long polymeric chains. These chains may either be directly introduced to
the system and crosslinked by a proper agent or be generated in situ by polymerization
of monomers in presence of a crosslinker. The interaction of MP dispersed in these
matrices are predominately determined by van der Waals interactions and typically
strongly depend on the mesh size of the gel network relative to the particle size.

One important issue for the macroscopic material’s properties is the particle
mobility in such structures on the particle scale. Oftentimes in elastic matrices espe-
cially for larger particles no information on the particle mobility is obtained by
nanorheological investigations, as the relaxation processes are on time and length
scales that are not accessible. Hence in a novel approach, Mössbauer spectroscopy has
been used to gain information on the particle mobility of a sample system of spindle
type hematite particles dispersed in crosslinked PAAm hydrogels with varying cross-
linking degree and therefore also mesh size. Here, it is found that while all samples
show no particle mobility in the dynamic magnetic field of a nanorheological inves-
tigation, a distinct trend of the line broadening in Mössbauer spectroscopy shows
mobility for all particles on small time and length scales that is also depending on the
mesh size of the polymer network [51].

For smaller particles, the mesh size change of the hydrogel matrix can have a
significantly stronger effect on the particle mobility, as the particle size is in the range
of the mesh size. As mentioned in section 1.2.1, MP exhibit two main mechanisms of
relaxation after excitation by an external magnetic field, the Brown and the Néel
mechanism. The Brownian relaxation is connected to a reorientation of the particle
magnetic moment by rotation of the whole particle, while during the Néel mechanism
the magnetic moment rotates inside the particle against the effective magneto-
crystalline anisotropy. Hence, both mechanisms are fundamentally different, and also
the heat dissipated by each respective mechanism is different and depends severely on
the matrix and the properties of the magnetic particle. One way to separate these
mechanisms and determine the individual contribution to the overall heating is pre-
sented by analysis of mesh size tunable PAAm hydrogels as a tissue model. Here, by
varying the ratio of Aam to BIS at a constant polymer volume fraction the mesh size of
prepared PAAm hydrogels is tuned systematically. Performing a macrorheological
analysis, the obtained plateau storage modulus is correlated to the mean mesh size of
the hydrogel network. By synthesizing the polymer network in the presence of mag-
netic iron oxide nanoparticles a homogeneous distribution of the MP in the resulting
meshes is achieved. Analysis of magnetic heating experiments yields a distinct
decrease of the heating efficiency with the mean mesh size, as presented in Figure 1.9.
This drop in heating efficiency as represented by the specific loss power SLP is
attributed to a gradual immobilization of the MP in meshes of the hydrogel and a
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blocking of the Brownian particle relaxation mechanism. Hereby, it is shown
that the Brownian relaxation mechanism contributes to approximately 35 % of
the overall the particle heating power of this particle system at the given field
conditions [52].

Onemajor focus of the research interest regarding ferrogels is based on anisotropic
shape changes for possible applications as actuators. For this purpose, microgels are
promising candidates due to their low switching times with respect to stimuli induced
changes of the swelling degree. Magnetoresponsive microgels are obtained by
immobilizing MP in the polymer network. Oftentimes poly(N-isopropylacrylamide) is
employed, which is known for its thermoresponsive properties manifested in the vol-
ume phase transition temperature at a physiologically relevant temperature of 32 °C,
therefore generating a multiresponsive system with temperature as well as magnetic
field as stimuli. Loading of these microgel beads with MP leads to magnetoresponsive
materials, where an anisotropic volume shrinkage is found upon application of a
magnetic field [53]. The microgel bead is elongated parallel to the magnetic field and
contracts perpendicular the field, which is in line with theoretical calculations for a
comparable system [54].

Figure 1.9: Normalized SLP values of MNP with a hydrodynamic diameter dh of (18.9 ± 6.1) nm, as
dispersed in water, in polymer solution, and gradually immobilized in hydrogels with decreasing
mean mesh size. Adapted from reference [52] with permission from Elsevier.
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1.3.2 Particle-crosslinked ferrogels

The architecture with the strongest interactions between MP and polymer chains is
represented by particle-crosslinked ferrohydrogels. This type of stimuli responsive
material gives rise to improved material properties due to a strong magneto-
mechanical coupling and a novel response mechanism to an external magnetic field
[55–60]. A simple effect of the covalent attachment is that in contact with swelling
media no particle loss is observed due to diffusion, and the materials may therefore be
used over many cycles even in contact with biological tissue [61–63]. If the network is
solely crosslinked by the magnetic nanoparticles, strongly particle content depending
properties are obtained [14, 49]. As particle component in addition to classic spherical
particles also anisotropic particles can be used as shown in Figure 1.10, where the
structure and homogeneity is confirmed by cryo-TEM investigations. Here, the particle-
crosslinked ferrohydrogel is based on spindle-type hematite particles as sole cross-
linkers of a PAAm network [64].

Analyzing the properties of particle-crosslinked ferrohydrogels, a strong decrease
of the swelling degree upon increasing the volume fraction of particulate crosslinkers is
found. The data obtained for the swelling degree are further used to quantify the
crosslinker functionality of the particles and the average molar mass of polymer seg-
ments between the particles, as shown in Figure 1.11. By comparison with macro-
rheological measurements and extraction of the same properties, we get to a more
sophisticated image of the architecture of the solely particle-crosslinked ferrohy-
drogels, as shown in Figure 1.10b, where the network is built up by only a small fraction

Figure 1.10: a) Cryo-TEM image of a particle-crosslinked ferrohydrogel, crosslinked with spindle-type
hematite particles. b) Schematic representation of the network architecture of the particle-
crosslinked ferrohydrogel. Adapted with permission from [64]. Copyright 2014 American Chemical
Society.
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of elastically active particle-linking polymer chains and a large number of loops and
dangling ends [64].

When thermally blocked MP dispersed in a fluid medium are subjected to a ho-
mogeneous magnetic field, an orientation of the dispersed particles is observed. This
anisotropic orientation can be immobilized by crosslinking the particles into the
polymer backbone while applying a homogeneousmagnetic field, leading to an angle-
dependent magnetization behavior [65]. In this way, when employing spindle-type
hematite particles as crosslinkers, a novel class of particle-crosslinked ferrohydrogels
is prepared showing a permanent magnetic anisotropy as well as a geometric anisot-
ropy since themagnetic properties of the spindle-type hematite particles are coupled to
their geometric anisotropy. Due to the anisotropic magnetic properties, in magneti-
zation measurements, a dependence of the magnetization curve on the angle between
synthesis field and probe field is found, that is characterized in detail and presented in
Figure 1.12. In these measurements two main components next to residual particle
mobility can be found. In hard anisotropic ferrohydrogels, a strong dependence of the
remanence magnetization on the respective angle is found and can be attributed to an
immobilization of the particles in the elastic matrix with a preferred orientation of the
magnetic moment, which is in agreement with a theoretical description by the Stoner–
Wolfarth model. In soft anisotropic ferrohydrogels on the other hand a plastic defor-
mation effect is found, leading to a significant deviation from the proposed Stoner–
Wolfarth model and an attribution of the resulting magnetization behavior to an
adaptive preferred orientation of the magnetization axis [66].

Figure 1.11: Average network segment length Mc,FFR based on the Frenkel−Flory−Rehner model as a
function of the particle volume fraction reprintedwith permission from [64]. Copyright 2014 American
Chemical Society.
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1.3.3 Nanostructuring by self-assembly

Structuring materials on a nanoscale opens the possibility for various applications
ranging from surfacemodifications to filler networks in polymeric compositematerials.
Here, self-assembly has proven to be a very effective, yet elegant way to generate
ordered structures on a nanoscale.

The self-assembly of 12-hydroxyoctadecanoic acid (12-HOA) in organicmedia leads
to the formation of network structures that are formed from fibrillous strands of 12-HOA
and therefore exhibit an intrinsically anisotropic shape of themeshes due to the highly
anisotropic fibers building them. The dispersion of a commercial ferrofluid inside the
pregel allows the preparation of organo-ferrogels. By application of a magnetic field
during the synthesis, an anisotropic distribution of the MP can be conserved in the
gelation process, leading to anisotropic ferrogels. In comparsion to the isotropic case, a
significant difference of the birefringence is found with higher values of the saturation
birefringence observed for the anisotropic samples [67].

Another interesting aspect is the self-organization of magnetic nanoparticles.
Nanostructuredmagnetic materials are of interest for applications for data storage or

Figure 1.12: a) Schematic illustration of the setup geometry and axes annotations. Magnetization
curves of b) the isotropic hard gel in comparison with the particles measured as powder (grey); c) the
anisotropic hard gel; d) the anisotropic soft gel; solid line: zy-plane, dashed line: xy-plane; θxy or θzy:
0° (green), 22.5° (blue), 45° (purple), 67.5° (red), 90° (orange); reproduced by permission of the PCCP
Owner Societies from [66].
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actuation, if the anisotropy can be coupled to the mechanical properties of a suitable
matrix, as described above. Spindle-type hematite nanoparticles, here, are a scien-
tifically interesting model system as they show a magnetic as well as geometric
anisotropy, a tunable aspect ratio, a comparably low polydispersity, and present an
unusual magnetic orientation in external magnetic fields with their long axis
perpendicular to the field vector [68–70]. The well described orientation mechanism
for these particles in a homogeneousmagnetic field leads to an orientation, where the
long particle axis is distributed in a plane perpendicular to magnetic field vector. A
novel orientation mechanism for this particle system could be established by
application of a rotating magnetic field. Here, a truly uniaxial orientation could be
achieved, as shown depicted on TEM images in Figure 1.13. The long particle axis is
perpendicular to the applied field vector for all cases, but the rotating nature of the
applied field therefore induces a uniaxial orientation of the particle. Analyzing the
samples with small angle X-ray scattering (SAXS), the successful orientation of the
particles is shown for larger ensembles by reproduction of the observed scattering
patterns with simulations [71].

1.4 Summary

The incorporation of magnetic nanoparticles into various structures is a versatile
approach to find access to the rich world of magnetically responsivematerials. Key to
understanding and optimizing the composite systems is a detailed knowledge of the
underlying particle–matrix interactions in such hybrid materials. These interactions
are based on the surface chemistry of the particles and their coupling to the sur-
rounding matrix, but also fundamentally depend on the relative size of the particles
to characteristic sizes in thematrix, such asmesh size or correlation length. The latter
dependence allows using MP as probes in order to extract frequency-dependent
rheological properties from measurements of the AC-susceptibility in a simple
experiment using the approach of MPN. Here, low concentrations of MP and small
sample volumes are needed, making the non-destructive experiments an ideal
candidate for the analysis of local micro- and nanostructures in polymer solutions
with complex rheological behavior and biological fluids. In combination with elastic
matrices, the mutual interaction of particle and matrix can be used to gain more
insight in the coupling behavior, or information about the properties of the elastic
and magnetic component. If the particles are trapped in the elastic matrix, magnetic
fields can even be used to induce actuation by an anisotropic deformation of the
elastic matrix. Direct anisotropic distribution of the magnetic particles inside elastic
matrices is shown to generate different behavior compared to isotropic samples as
well as angle-dependent properties. While all these investigations demonstrate the
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utility of magnetically responsive hybridmaterials, many open questions still remain
on the coupling of MP and complex matrices and on the applicability of these
responsive materials.
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2 Hybridmagnetic elastomers prepared on the
basis of a SIEL-grade resin and their
magnetic and rheological properties

Abstract: Hybrid magnetic elastomers (HMEs) belong to a novel type of magneto-
controllable elastic materials capable of demonstrating extensive variations of their
parameters under the influence of magnetic fields. Like all cognate materials, HMEs
are based on deformable polymer filled with a mixed or modified powder. The
complex of properties possessed by the composite is a reflection of interactions
occurring between the polymer matrix and the particles also participating in in-
teractions among themselves. For example, introduction of magnetically hard
components into the formula results in the origination of a number of significantly
different behavioral features entirely unknown to magnetorheological composites
of the classic type. Optical observation of samples based on magnetically hard filler
gave the opportunity to establish that initial magnetization imparts magnetic mo-
ments to initially unmagnetized grains, as a result of which chain-like structures
continue to be a feature of thematerial even after external field removal. In addition,
applying a reverse field causes them to turn into the polymer as they rearrange into
new ring-like structures. Exploration of the relationship between the rheological
properties and magnetic field conducted on a rheometer using vibrational me-
chanical analysis showed an increase of the relative elastic modulus by more than
two orders of magnitude or by 3.8 MPa, whereas the loss factor exhibited steady
growth with the field up to a value of 0.7 being significantly higher than that
demonstrated by elastomers with no magnetically hard particles. At the same time,
measuring the electroconductivity of elastomers filled with a nickel-electroplated
carbonyl iron powder made it possible to observe that such composites demon-
strated an increase of variation of the resistivity of the composite influenced by
magnetic field in comparison to elastomers containing untreated iron particles. The
studies conducted indicate that this material exhibits both magnetorheological and
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magnetoresistive effect and does indeed have the potential for use in various types
of devices.

Keywords: hybrid, magnetoactive, magnetoresistivity, magnetorheological, ring-like
structures

2.1 Introduction

2.1.1 Background

This article is predominantly dedicated to a selective consideration of themagnetic and
elastic features of hybridmagnetic composites. At the same time, in light of the fact that
to a significant degree the “smart” status of thematerial is determined by the quality of
the polymer to be flexible under stress of physical force, it is of certain interest to
discuss its capability to conduct electric current depending on external magnetic field,
also known as magnetoresistivity. Unlike conventional electroconductive substances,
the family of composites being studied exhibits the capability of varying resistivity
within a range of several orders of magnitude when influenced by moderate magnetic
fields. Affected by a field, the particles tend to change their positionswith respect to the
neighbors to form structures more or less ordered into chains capable of conducting
electric current. Owing to the fact that the intensity of this process depends on the
possibility of every particle to make sufficient moves, this brings up the question of
whether the polymer matrix can afford such deformations, which directly refers to its
elastic properties.

As has become apparent from the experimental results obtained over the last year,
these materials possess a significantly more extended set of specific features in com-
parison to classic magnetorheological elastomers (MREs). In view of the difficulties of
studying the aforementioned properties in hybrid elastomers containing magnetically
hard and soft components simultaneously, it seemed wise to investigate the magne-
toresistivity phenomenon andmagnetic/elastic features in pure form separately,which
assumed preparation of samples solely filled with particles of either type.

A material based on magnetically hard filler is expected to exhibit good damping
properties without the necessity to supply the overall unit with a bulky system of
permanent magnets or electromagnets. Despite the fact that such a device may not be
controlled externally, which will imminently result in a lower effectiveness, its
simplicity will be a compensation leading to extensive application. As was expected
initially, substances of this kind would possess a remnant magnetization and thus an
internalmagnetic field resulting in enhanced damping performance. In addition, it was
established that under the influence of external magnetic fields, they exhibited an
asymmetry of their elastic features determined by the direction of initial magnetizing
[1–4]. All in all, these results found confirmation in Ref. [5].
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Another distinctive quality of the newmaterials is that their loss-factormagnitudes
were found to be noticeably higher in comparison to those of other MREs [6]. The new
elastomer was assumed to show a strong magnetostriction, positive or negative
depending on the directions of the initial magnetizing and external magnetic field
vectors, which, however, had no experimental validation. As was established in later
investigations, the phenomenon of rotation of magnetically hard particles embedded
in the polymer as the externalmagneticfield changes directionwas the cause. Owing to
the fact that the samples were prepared on the basis of sufficiently soft silicone
matrices, the elastic properties of the polymer made it possible for the rotation to occur
in weak magnetic fields. This explains the fact that the samples practically always
demonstrated codirectionality between the remanence vector and the external field
independently of its direction. The interpretation of the rotation mechanism is brought
in Refs. [7–10].

Studying the magnetorheological properties of hybrid magnetic elastomer (HME)
on an oscillating rheometer in the plane-plane system has been found to be chal-
lenging. The difficulties are connected to the fact that the sample suffers significant
deformation when subjected tomagnetizing. The edges of a cylinder-shaped specimen
wind strongly and roll up turning the cylinder into an ellipsoid. Work with such
materials requires a special philosophy of measurement.

Soft matrices came useful in magnetoresistivity phenomenon studies. On the basis
of the comparative method of investigation, the polymer was filled with untreated
carbonyl iron particles and those subjected to electroplating with nickel. In light of the
fact that nickel is more electroconductive and corrosion-proof than pure iron, samples
with the nickel-electroplated magnetic filler were expected to show more extensive
field-induced resistivity variations as compared to those containing no nickel.
Measured at moderate magnetic fields using alternating current, the samples with
nickel-plated particles did demonstrate the effect. However, as was found out later, the
intensity of the phenomenon was not as strong as assumed initially. A possible reason
for this is that galvanic treatment causes some agglomeration among the particles
resulting in the formation of elongated grains. Embedded in polymer, such formations
may experience difficulties moving, in light of which the elastic features of the matrix
remain crucial.

2.1.2 Elastomeric materials

Initial attempts to prepare polymer-based magnetic composite materials were made
using various elastic substances. Among themwere natural rubber [11, 12] and aqueous
gels prepared on the basis of polyvinyl alcohol and glutaraldehyde [13–16]. In his
research, T. Mitsumata used N-isopropylacrylamide and carrageenan [17–20]. Mean-
while, interest expressed toward natural and synthetic rubbers has been significantly
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more intense. In particular, M. Lokander has producedmagnetorheological elastomers
on the basis of natural and nitrile rubbers containing acrylonitrile and polybutadiene-
rubber additives [21–23]. The most frequent use, at the same time, has been made of
polyurethane and silicone resins. The advantages of two-can urethane compositions
originate from the possibility to vary product elasticity in quite wide ranges and their
higher durability in comparison to other elastomers having close elastic properties.
Thus, 15 papers published by T. Mitsumata et al. have been dedicated to polyurethane
elastomers as the basic material in research [14, 24]. Composites with polyurethane
matrices have also been the object of study in the work conducted by A. Boczkowska
[25–27].

Despite that, silicone elastomer remains a material most extensively employed in
scientific investigations. In total, 70 to 80%of studies dedicated tomagnetorheological
and magnetoactive elastomers have been done using silicones. Like urethanes, their
elastic properties may easily be preset in ranges even more extensive than those of the
former. The second advantage is the simplicity of control of polymerization rate per-
formed by temperature variation. Synthesis of a good sample of magnetic elastomer
requires a degassing procedure followingmixture preparation and followed by thermal
treatment. This technology offers an easy possibility to obtain products with the
desired mechanical features giving silicone resins advantage over urethanes. Indeed,
in comparison to silicone, the rate of polymerization of urethane elastomer depends on
the micro-amounts of catalyst introduced into the mixture being prepared. After that,
there is only a limited time for the conduction of polymerization of the overall
composition including inconvenient and time-consuming vacuuming, which requires
certain knowledge and skills. At the same time, silicone is a commercial product and
control of its elasticity may be performed even by a researcher representing an area
other than polymer chemistry. Thus, according to the literature, polyaddition silicones
are the polymers most frequently used by scientists. Unlike cold-cure compositions,
their polymerization may quickly be initiated by simple heating. Their employment
allows the researcher to spend as much time as necessary on the preparation of a
sample with the desired formula and then quickly turn the semiproduct into polymer
by heating. Bulky specimensmay be easily prepared by cooking in themicrowave oven
[7]. Silicone elastomers of this type have been developed at Dow Corning (US Patent
3697473 (1973), US Patent 4322320, US Patent 4340709 (1983)) and Russian StateR-
esearch Institute for Chemical Technologies of Organoelement Compounds
(SIEL-grade resin, SU Patent 564315 (1975), SU Patent 639267 (1978), SU Patent 1086787
(1983)).

Most frequently, our samples have been fabricated on the basis of a SIEL-grade
resin polymerizing according to the polyaddition mechanism; the semifabricate is a
product of Russian State Research Institute for Chemical Technologies of Organo-
element Compounds.
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2.2 Synthesis and measurements

2.2.1 Synthesis of magnetic elastomers based on SIEL-grade
silicone resin

Owing to streamlined synthesis, a tailored elastomer is formed. The polyaddition re-
action, whose path is shown schematically further, features one of the basic poly-
merization mechanisms (Figure 2.1.1):

As may be seen from the diagram, no secondary output is formed as a result of the
polymerization, which allows to utilize such compositions not only as filmy or coating
ones, but also as potting compounds to be used in enclosed volumes of every shape.
Mold-cured silicone-based materials may have a range of physical states from gel-like
or elastomeric to glass-like. The advantage of these elastomers is in the wide operation
temperature interval extending from −90 to +350 °C. Depending on the task specifics,
silicone-based polyaddition compounds may solidify at moderate temperatures from
room temperature to 160 °C and over various time periods ranging from one day to
30 min; these materials are capable of polymerizing with the formation of layers of
different thicknesses. Owing to their good capability to cling to such surfaces as metal,
glass, or ceramics, these elastomers demonstrate high adhesion to NdFeB or Fe par-
ticles coated with hydride-containing silicones.

The surface-modifying process is based onmixing amodifying agent andmagnetic
powders in toluene, during which the modifying agent precipitates on the surfaces of
the grains forming a coating. Among other compounds, oligo-(methyl (or ethyl)
hydrogen)siloxanes [RSiHO]n (R = СН3, C2H5; n = 10–15) are considered to be most
effective. In a mixture with silicone oil, these silicones may be used for the creation of
more bulky coatings intended to provide regularly spaced distribution of particles
inside the silicone resin.

The hydrophobization mechanism of magnetic powders is based on the chemical
interaction of their surface hydroxyl-groups, forming as a result of reacting with
adsorbed water, with Si–H-bonds of the modifying agent leading to the addition of
silicone groups to the surface of a particle and formation of water molecules
(Figure 2.1.2):

According to this principle, all hydroxyl groups become substituted with siloxane
groups, thus imparting wettability toward silicones to the surface of the magnetic
particle.

Figure 2.1.1: Polyaddition reaction; R being СН3, C2H5, СН2СН2СF3, or С6Н5.
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A study of thermal aging processes occurring in the polymers has revealed their
heat stability retained over a long period of time, during which such basic parameters
of elastomeric compositions as durability and relative strain continue to meet an
adequate standard.

In view of the aforementioned properties, silicone elastomer is considered a
promising material to be used as elastic matrix in magnetic elastomers fabrication.

2.2.2 Magnetic properties of HME

The key feature among the magnetic properties of a composite containing both
magnetically hard and soft components is the newly discovered magnetization curve
demonstrating an overall resemblance with but having amore complicated shape than
that of a pure high-coercivity powder. Whereas an enhanced magnetic susceptibility
peak, whose occurrence is determined by the presence of the magnetically soft
component, most frequently being carbonyl iron, and another peak originating due to
the availability of the magnetically hard component are observed in the areas of zero-
field and filling-material demagnetizing force, respectively, increase of the magneti-
zation loop amplitude or fabrication of samples based on softer matrices first results in
the dying down of the “coercivity” peak followed by its shifting into the zero-field
vicinity. At this, a composite filled with magnetically hard particles demonstrates the
behavior rather characteristic of magnetically soft substances, owing to which most
investigations directed at the detection and identification of processes taking place
inside this magnetic elastomer were carried out on specimens prepared with no
magnetically soft component. Therefore, all observations were limited to the phe-
nomena demonstrated by magnetically hard particles.

In previous studies, attention was paid to the behavioral features of coercivity in
HME, which took very lowmagnitudes [7–9] and might even be shifted into the area of

Figure 2.1.2: Interaction of hydroxyl groups with Si–H-bonds.
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fields of opposite polarity [10]. These effects are determined by the rotation of
magnetically hard particles embedded in the polymermatrix. Magnetized, they start, at
one moment, exhibiting the tendency to restore codirectionality with the external field
after it changes its direction to opposite, rather that suffer interior polarity reversal
themselves. A description of this effect is brought in our previous publications [7–10].

At the same time, the remnant magnetization demonstrated by the samples also
tends to slide from highmagnitudes, characteristic of magnetically hard filler, down to
zero in intensity. It was supposed that whereas the cause of the phenomenon of zero
magnetic flux on the surface of a magnetized specimen, which assumably had to
demonstrate quite to the contrary, was not apparent initially, the explanation of this
effect is based on the specifics of structuring of the magnetically hard filler inside the
polymer. When the external magnetic field weakens to 0, the magnetized particles
show the tendency to form ring-like structures to confine the flux lines. Depending on
the concentration of magnetic particles and their vicinities, the rings may contain
various numbers of members starting from three (Figure 2.2.1). It should be noted that
this assembling into circular formations is energetically favorable. The possibility of
their existence had been considered for magnetically soft particles dispersed in liquid
by S. Kantorovich in her theoretical work [28, 29] and by D. Borin and A. Zubarev in Ref.
[30]. In a special experiment these assumptions were confirmed.

Typical magnetization curves recorded for two samples prepared on the basis of
matrices with different rigidities (Figure 2.2.2) are presented further. Containing
magnetically hard filler of the same type at equal concentrations of 25 vol%, the
specimens were obtained with shear moduli of 140 and 210 kPa, as was determined
using a Thermo Scientific Haake MARS III rheometer. The essential behavioral
dissimilarities they demonstrate are obvious: as may be noticed, whereas the rigid
elastomer produces a wide hysteresis loop, that of the soft specimen is significantly
narrower. In addition, the ascending curve pierces the zero-field area very close to
the origin. It may, in particular, be seen from Figure 2.2.2 (b), which depicts the
central section of the magnetization hysteresis loop recorded for a soft HME sample
(G′ = 140 kPa) containing plate-like NdFeB particles.

Meanwhile, a more profound comprehension of the mechanisms of the processes
occurring inside the composite under the influence of different magnetic fields may be

Figure 2.2.1: Ring-like structures
formation phenomenon.
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obtained bymeans of a qualitative experiment. Figure 2.2.3 (a–f) present photographic
images of different arrangements of particles contained in a monolayer of the soft
magnetic elastomer placed in different external conditions.

Figure 2.2.2: a) Magnetization hysteresis loops recorded for two magnetic elastomers filled with
NdFeB particles and based on a rigid (G′ = 210 kPa, lines 1 and 2) and soft (G′ = 140 kPa; lines 3 and 4)
matrix; b) central section of the magnetization hysteresis loop corresponding to the most significant
structural rearrangement occurring inside a soft HME sample. The path of magnetization variation
with magnetic field is shown by the arrows. The initial magnetization state corresponds to point 0.
The numbered points correspond to the structures shown in Figure 2.2.3.
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Figure 2.2.3: Structures formed by magnetized YMM-Q-grade NdFeB-alloy particles: a) in a magnetic
field of 9000Oe (point 1); b) at zero field reduced down to from 9000Oe (point 2); c) in a reverse field of
800Oe (point 3); d) in a reverse field of 1550Oe (point 4); e) in a reverse field of 800Oe reduceddown to
from a reverse field of 1550 Oe (point 5); f) at zero field reduced down to from a nonzero reverse field
(point 6). Ring-like structures and the preferred orientation direction of the particles at zero field are
denoted by dashed lines.
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2.2.2.1 Plate-like particles

The experiments, the results of which are presented further, were carried out with a
monolayer specimen based on a soft matrix filled with plate-like YMM-Q-grade NdFeB--
alloy particles with a coercivity of 250 mT. Before being studied in magnetic fields of
different intensities andpolarities, a nonmagnetic samplewas subjected tomagnetizing at
1.7 T, bywhichan internal structurewas created. The imagespresented inFigure 2.2.3 (a–f)
show the specifics of structural changes determined by the exterior influence com-
plemented by the elastic forces of the polymer. The ordinal numbers of the images
correspond to the numbered points on themagnetization curves presented in Figure 2.2.2.

Exhibiting a pronounced orientation in a field codirectional with initial magneti-
zation (a), the chains partly lose ordering at zero field as a result of the tendency of the
elastic forces of the polymer to destroy them (b). As the reverse magnetic field becomes
stronger, the chains formed previously continue to break. Showing little change in
weak reverse magnetic fields (c), the particles start turning over in growing field to
restore codirectionality with its force lines becoming building material for a structure
forming anew. Finally, exhaust of the potential for turning is observed, indicative of
that all the particles are now engaged. On further increasing the reversemagnetic field,
the chains demonstrate some elongation and straightening along the force lines (d). On
the other hand, decreasing the reverse magnetic field causes destruction of the chains
by the elastic forces of the polymer matrix (e). As the reverse field weakens to 0, ring-
like structures are formed, whereas the particles themselves and the previously built
chains demonstrate a tendency to gain an orientation other than being colinear with
the vector of the previously applied field (f). Thus, remnant magnetization is the factor
preventing the destruction of the chains, which results in the formation of intermediate
arrays. The polymer matrix remains strained inside owing to the deformations caused
by the interacting magnetic particles it contains. The most illustrative video depicting
structural rearrangements inside an initially magnetized sample being placed in a
reverse magnetic field is available at Ref. [31].

2.2.3 Measuring technique of the rheological properties of HME

The rheological properties of NdFeB-based HME samples were studied on a Thermo
Scientific HAAKE MARS III rheometer supplied with a magnetic measuring cell
(Figure 2.3.1 (a)) consisting of a coil and a yoke. The cell is capable of generating
magnetic fields ranging from 0 to 500 mT and was calibrated by means of measuring
the field inside it in the area where the specimen was supposed to be placed later, as a
function of the electric current feeding the coil. It should be noted, however, that
estimated at a level of 95% in the space immediately adjacent to the upper face of the
stem of the yoke, the homogeneity of the magnetic field decreases with distance along
the vertical axis dropping to 90% at 2 mm away from the surface. Therefore, whereas
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the greater heights of the specimen can provide a more pronounced rheological
response, one always has to remember that such tests are limited by the necessity to
strike a happy medium between the size of the sample and field uniformity.

As follows from Figure 2.3.1 (b), the specimen in the initial (I) state before being
subjected to themagnetizing procedure bears against the rotor and base-plate surfaces

Figure 2.3.1: a) Magnetic measuring cell, a cross-sectional view (the device was designed by the Chair
of Magnetofluiddynamics, Measuring and Automation Technology, TU Dresden1); b) HME sample in the
rheometer: (I) before being magnetized; (II) in a magnetized state; and (III) glued to the surfaces of the
rotor and base plate and magnetized. 1, 2, and 3 are the rotor, sample, and base, respectively.

1 The authors thank Prof. Stefan Odenbach for providing laboratory facilities of the Chair of Magne-
tofluiddynamics, Measuring and Automation Technology at TU Dresden.
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quite fully. However, after getting magnetized in the vertical direction (II), the elas-
tomer shows a significant remanence, which results in strong attraction forces between
the opposite poles of the sample causing its distortion into an ellipsoid. After that, even
the application of strong compression forces along the vertical axis cannot restore the
fullness of contact between the sample and the upper and lower surfaces. It is
important to note that the standard technique of measurement using rheometers as-
sumes sample compression by means of two planes from above and from below. At
this, the rheological features of thematerial change significantlymaking all attempts to
compare samples from different research groups meaningless, because of unaccept-
ably high variations of compression from sample to sample and its relationship with
the elasticity of a concrete specimen.

Gluing the sample to the surfaces of the rotor and base plate (III) makes it possible to
minimize this irregularity and by that leave the sample undistorted, as a result of which
measurement begins practically at zero compression. Caused by zero specimen sliding
against the surfaces, the experimental indeterminacy is thus brought to a negligible
level. In view of this, all the rheological measurements carried out within the frames of
this project were performed on cylinder-shaped samples being 14 and 4 mm in diameter
and height, respectively, and glued in according to the aforementioned method.

2.2.4 Electric conductivity improvement by means of
electroplating iron powders with nickel

Electroplating of carbonyl iron particles was carried out according to the technology
described in Ref. [32]. The procedure was conducted in a plastic container in an
ethylene-glycol-based electrolyte composed by dissolving commercial nickel chloride
in the solvent at concentrations ranging from 60 to 300 g/L. Despite the fact that
galvanic operations are most frequently performed in aqueous solutions, selection of
the glycol over water was determined by the capability of this solvent to wet even
lyophobic surfaces. In addition, ethylene-glycol-based electrolytes allow high electric
currents and remain efficient at temperatures close to boiling.

With the anode featuring a graphite bar immersed in the liquid and the cathode
being a thin stainless-steel rod dipped into the bulk of powder, the process was started
at ambient temperature. The powder being electroplated was held in contact with the
cathode while simultaneously shuffled by a magnetic field created by a rotating con-
stant magnet. During the process, as a result of the application of electric currents as
strong as 1–2 A, the temperature of the electrolyte quickly increased to 60–80 °C. After
such treatment for 1 h on average, the powders were decanted and washed with
distilled water followed by rinsing with aqueous ammonia, then water again, and
finally with isopropyl alcohol to be dried out at 60–70 °C in the oven.

Preliminary examination of the product recovered was performed by observation
for the presence of hard agglomerates and impurities, after which their quality was
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evaluated by measuring their conducting properties. The measurements were done by
placing small amounts of powder into a Teflon die between the face planes of two
cylindrical-shaped rods being the upper and lower contacts, afterwhich the readings of
the ohmmeter (R) were recorded. At this, the assemblage was loaded with a 1.5 kg
weight installed on top of the upper contact, which, at a 5mm inner diameter of the die,
corresponded to a pressure of 7.5 kgf/cm2 applied axially. Aimed at being 3 mm in
height, the amount of sample was controlled with a Vernier caliper. The necessity to
know the geometrical parameters was dictated by the advantage of determining the
more fundamental characteristics: the resistivities (ρ) of the products were calculated
according to the formula:

ρ = R
πd2

4l
(2.1)

with R, d, and l being the resistance of the sample, inner diameter of the die, and height
of the sample, respectively. Samples of magnetic elastomer filled with electroplated
powders were fabricated according to the technology described earlier. However,
unlike samples produced for rheological tests, these specimens were polymerized in a
polyurethane mold with a certain thickness (h) and diameter (D) of the cutout, pressed
between two copper plates being the contacts.

Besides purely chemical investigations, the goals of this study assumed developing a
better understanding of the relationship between the chemical formula of the magnetic
filler and physical parameters of the overall composite. For this, the physical-
measurement part of research was carried out on the basis of comparison of samples
containing the products of electroplating with those solely filled with untreated carbonyl
ironparticles.All prepared isotropic, the specimenswere subjected to thedeterminationof
their resistances (R) and capacitances (C) at different magnetic fields and various fre-
quencies assigned bymeans of an E20-7 LCR-meter in the parallel-mode setting. The data
recorded in the field and frequency ranges 0–420 mT and 1–50 kHz, respectively, were
processed into a series of frequency-reliant dependences of resistivity (ρ) and permittivity
(ε) on external magnetic field (Eqs. (2.1) and (2.2), respectively). Ratios of resistivity and
permittivity values determined at the strongest field and at zero magnetic field were used
as measures of the effectiveness of the elastomers (Eqs. (2.3) and (2.4), respectively):

ε = 4Ch

πD2ε0
(2.2)

nρ = ρB≈0
ρmin

(2.3)

nε = εmax

εB≈0
(2.4)

with D = 18.0 mm and h = 1.5 mm, C and ε0 being the capacitance of the sample and
electric permittivity of free space equal to 8.854∙10−12 F/m, respectively.
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2.3 Discussion

2.3.1 Structuring mechanism

As is evident from the observations presented earlier, the overall mechanism of
structuring is determined by a few factors. On the one hand, external magnetic field,
opposing the interior resistance of thematerial, tends to ordermagnetic particles along
its vector. On the other hand, interactions occurring inside the composite feature a
combination of two competing phenomena being the elastic resistance of the polymer
and dipole interactions amongmagnetic particles. In addition, whereas the response of
pure polymer is solely based on physical movements in the matrix and remains
indifferent toward field influence, interplay among the particles exhibits a strong field
dependence. At the same time, the vector of the strongestmagnetic field ever applied to
the material introduces the overriding factor. Indeed, a freshly prepared HME sample
features unstrained polymerized resin filled with nonmagnetic powder and imposition
of a magnetic field imparts magnetic moments to the particles. Interactions among the
newly created magnetic dipoles immediately result in their multiple moves straining
the polymer. Enhanced by the primary external field, magnetic interactions remain
sufficiently intensive to hold the particles assembled into straight chains. Meanwhile,
after turning the field off, magnetic forces pulling the particles together decrease in
intensity, thus subjecting the chains to the influence of elastic forces tending to
diminish interior tension and return the grains into their initial positions. However, as
has been shown earlier, removal of the field is followed by only a partial destruction of
the pattern. Owing to the strong remanence possessed by high-coercivity materials,
magnetized particles continue to participate in dipole interactions remaining con-
nected to each other. In addition, despite the reduction of their degree of order, the
chains retain the direction, in which the primary structure was formed.

Abrupt switching to a magnetic field of opposite polarity creates a situation when
its vector is contradirectional to the magnetic moments of the particles. In order to
restore codirectionality, they might exhibit two different types of behavior depending
on the elastic properties of the polymer: while tightly embedded in a rigid matrix, the
grains demonstrate the classic mechanism of internal rearrangement, first changing
their state to nonmagnetic, then to opposite polarity; softmatrices allow the particles to
turn inside. Increasing the oppositely directed magnetic field does not lead to the
formation of aswell-ordered chains, however. Such anasymmetrymaybe explainedby
noticeably stronger elastic forces affecting the order of the internal chain-like structure
being formed by turned-over particles as compared to when structuring requires no
rotation and therefore doing additional work against the restoring forces of the
polymer.

The most interesting case of structuring is observed when the reversal magnetic
field is gradually reduced to 0. As the field-inducedmagnetic forces holing the particles
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gathered in chains weaken, their tendency to turn back becomes more pronounced. As
a result, at moderate fields, the chains are subjected to significant distortions making
the impression that the system tends to rearrange the buildups in the way perpen-
dicular to the influence vector. At the same time, magnetic interactions complemented
by elastic forces are directed at diminishing the overall system energy. Driven by their
remnant magnetization, particles assemble into rings confining circular magnetic
field. It should be noticed that the ascending branch of the magnetization hysteresis
loop lies close to the zero point, which corresponds to the low coercivity and remnant
magnetization magnitudes related to it. In addition to that, it is possible to conclude
that the asymmetry of the magnetization loop originates from the initial magnetizing-
field memory phenomenon based on the existence of the easy magnetization direction
possessed by every particle.

2.3.2 Rheological properties of HME

Determination of the rheological properties of HME was one of the purposes of the
research. Meanwhile, owing to the complexity of the structuringmechanism, using the
direct approach in their study was inefficient. As has been mentioned earlier, simpli-
fication of data interpretation suggested that all the experimental specimens be
fabricated with magnetically hard particles only. At the same time, it was of interest to
investigate the influence of particle size on the rheological behavior of the material. In
order to do that, a commercial magnetic NdFeB-alloy powder with grains of sizes
ranging up to 250 µm was sieved into three fractions. Thus, three elastomer samples
containing particles smaller than 40 µm, those falling in the range 40–80 µm, and
grains bigger than 80 µm,were fabricated. The fourth sample filledwith unfractionated
polydisperse powder was synthesized for comparative purposes.

The relationship between shearmodulus and deformation exhibited by the sample
based on the smallest particles influenced by various magnetic fields is shown in
Figure 2.3.2. As is possible to notice, the curves are of a standard shape and resemble
those demonstrated by MRE containing magnetically soft particles. At deformations
not exceeding 0.01%, the shear modulus attains saturation and no longer exhibits the
tendency to grow. Increasing deformation from 0.01 to 10% results in lower shear
modulus magnitudes. At the same time, at stronger magnetic fields, the dependence of
the shear modulus on deformation is pronounced more noticeably. Whereas at zero
field, the shear modulus decreases by a factor of 3.3, which corresponds to a decrease
from 25.4 kPa observed at a 0.01% deformation to 7.5 kPa observed at a 10% defor-
mation, at 490 mT the modulus changes by a factor of 35 decreasing from 3849 to
108 kPa. A similar relationship between the elasticity of filled elastomers and defor-
mation, also known as the Payne effect, had been observed in samples filled with
magnetically soft particles during testing on a rheometer in in-plane shear mode [33]
and in stretch mode [34].
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Comparison of the rheological behaviors demonstrated by the sample containing
the finest fraction of particles and one filled with medium-size (40–80 µm) particles
makes it possible to see that the latter exhibits a similar relationship with deformation.

The lines lie very close to each other. On the one hand, itmakes sense that the curve
corresponding to the finest-filler sample runs slightly above that of its counterpart. On
the other hand, the other samplemight demonstrate a stronger elasticity increasewhen
influenced by a magnetic field. However, the fact that this does not happen gives
grounds for the conclusion that a high magnetorheological effect may indeed be
observed with small particles only. At small deformations occurring in magnetic field,
the elastic modulus increases by a factor of 150 or by in increment of 3.8 MPa, whereas
at a 10% deformation the modulus increases by a factor of 15, which corresponds to an
increment of 120 kPa.

A comparative diagram for the loss factors demonstrated by the two samples as
functions of deformation is brought in Figure 2.3.4.

Dependences of loss factor on deformation, grain size, and external magnetic field
are tangly. At zero field, deformation increasing from0.01 to 10% is followed by a small
increase of the loss factor by 0.1. At the same time, magnetic field causes more sig-
nificant incremental changes. It is interesting to note that its maximum value is
observed at deformations ranging from 0.1 to 1%. In addition, samples filled with
bigger (40–80 µm) particles show even higher loss-factor values.

The sample containing the biggest (≥80 µm) particles shows results similar to those
produced by the other two samples brought in Figure 2.3.2 and 2.3.3. However, the
initial elastic modulus of this specimen equals 190 kPa, which is one order ofmagnitude
greater in comparison with the other specimens. As a result, the sample demonstrates a

Figure 2.3.2: HME sample containing the smallest (≤40 µm) particles. Shear modulus (G′) as a
function of deformation at different magnetic fields.
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very close absolute MR effect equal to 3.1 MPa, whereas at a deformation of 0.01% its
relative magnitude turns out to be only 16 (Figure 2.3.5).

Finally, determination of the rheological parameters of the specimen containing
unfractionated polydisperse particles was carried out for a better understanding of the
tendencies demonstrated by the three samples considered previously and the de-
pendences of their properties on filler dispersity. The proximity of its elastic modulus

Figure 2.3.4: HME samples containing the smallest (≤40 µm) andmedium-size (40–80 µm) particles.
Comparison of their loss factors as functions of deformation at zero magnetic field and 490 mT.

Figure 2.3.3: HME samples containing the smallest (≤40 µm) andmedium-size (40–80 µm) particles.
Comparison of their shear moduli (G′) as functions of deformation at zero magnetic field and 490mT.
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being 28 kPa to those of the three samples gives such a possibility. A comparative
diagram for the sample filled with unfractionated particles and that containing the
finest fraction is presented in Figure 2.3.6.

Meanwhile, comparison of the sample containing the smallest particles with those
based on less-disperse powders unveiled very similar behavioral features in spite of the
fact that the former shows a stronger magnetization and thus is expected to undergo a
stronger structuring in magnetic fields. At the same time, the cumulative influence of
such factors as high concentration of the filler, big size of its particles, and their plate-
like shapes may evidently be the cause of steric difficulties experienced by the grains
attempting to line up along the magnetic field force lines.

It is necessary to note that whereas iron powders become saturated at 500 mT,
NdFeB-alloy particles require a 1–2 T field to attain saturation. As may be noticed
from the following drawing, the magnetization and MR effect do not level out at
500 mT and continue to grow, which is also seen well on the magnetization curves
(Figure 2.3.7). A detailed description of these magnetic features is given in Ref. [16].
Most strongly the MR effect appears at small deformations. For instance, G′ increases
by a factor of 120 at a deformation of 0.01% and by a factor of 30 at a deformation of
1% (Figure 2.3.8).

As may be seen from Figure 2.3.7, owing to the fact that the magnetization and
remnant magnetization magnitudes demonstrate monotonous growth over the entire
interval of fields ranging up to 1500mT, the rheological studies carried out at fields not
exceeding 500 mT cannot unveil the complete potential of the composite material.

Figure2.3.5: HMEsample containing the largest (≥80µm)particles. Absolute and relativeMReffect in
relationship with external magnetic field.
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The loss factor is an important index for MRE. Its magnitude is proportional to the
capability of the material to dissipate energy and absorb vibrations. Comparison of
specimens fabricated on the basis of particles with different sizes makes it possible to
conclude that this parameter grows with external magnetic field strength and grain
size.

Figure 2.3.6: HME samples containing the smallest (≤40 µm) particles and unfractionated filler
(0–250 µm). Comparison of their shear moduli (G′) as functions of deformation at four magnitudes of
external magnetic field.

Figure 2.3.7: Magnetization and remnant magnetization as functions of external magnetic field.
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2.3.3 Electrical properties of fillers and magnetic elastomers on
their basis

Accumulation of experimental results has offered a possibility to draw primary con-
clusions as well as do a step forward. On the one hand, carbonyl iron powders taken
from different sources and having quite high resistivities become significantly more
conductive after treatment. On the other hand, whereas ethylene-glycol-based elec-
troplating has proven itself to be productive, we have not yet been able to make it fully
controllable. All uncertainties evidently come from secondary chemical processes
requiring additional study. So far, it has been noticed that the resistivities of the
recovered products show a degree of variation; however, the set of factors having a
direct effect of the merit of nickel-plated powders remain unknown. While nickel
chloride concentration and high electric current most probably have a positive influ-
ence on the product quality, there is no clear understanding of such factors as the
presence of Fe3+ cations in the electrolyte and its pH or freshly preparedness. Mean-
while, the range, within which most of the results have fallen, extends from 6.5 to
131.0 mΩ·m being orders of magnitude narrower as compared to the spread of values
demonstrated by the resistivities of untreated carbonyl iron powders. For example,
whereas a commercial carbonyl iron powder containing spherical grains being 3–8 µm
in size exhibited a resistivity of 6.50·103 Ω·m, the product of its three-step grinding
demonstrated a magnitude of 1.31 Ω·m. As is indicated by our experimental observa-
tions, the conductive properties of the initial material have a positive effect on the

Figure 2.3.8: HME sample with polydisperse filler (0–250 μm). Absolute and relative MR effect as a
function of magnetic field at different deformations.
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degree of conductivity improvement. In the example brought just earlier, this corre-
lation may be explained by the fact that the grinding results in peeling an oxidized
layer off the grains being treated. Thus, demonstrating a better conductivity before
electroplating, such powders more stably and vigorously participate in the target
electrochemical process. As has been established bymeans of the X-ray excited optical
luminescence method, in most cases concentrations of metal nickel deposited on the
iron particles fall within the limits of an interval extending from 1 to 4 wt.%. Powders
with better initial conductive properties correspond to higher nickel contents in the
products, however.

The products of electroplating feature fluffy powders with color tones slightly
darker than that of untreated carbonyl iron and contain no visible agglomerates. At the
same time, although the overall method does prevent massive particle agglomeration
manifesting itself as the formation of small stones, remnant magnetization turns up to
be the factor responsible for the aggregation of particles into elongated gatherings
(Figure 2.4.1).

As may be seen from the photographic images, the electroplated powder consists
of agglomerates 50–100 µm long and 20–30 µm wide, which is noticeably more
massive in comparison to the initial 3–8 µm spherical particles.

Apowder containing 1wt.%ofmetal nickel and exhibiting a resistivity of 45.5mΩ·m
obtained from a carbonyl iron powder with an initial resistivity of 25–27 Ω·m was
used for the synthesis of experimental magnetic elastomer samples to be tested for
magnetic field-sensing properties. Their physical parameters were measured against
similar specimens fabricated on the basis of the initial carbonyl iron. All the samples
were prepared isotropic and contained 80 wt.% of filler.

Presented in Figure 2.4.2, the graphs demonstrate frequency-reliant dependences
of resistivity (ρ) and permittivity (ε) on external magnetic field. Whereas such features
as the hysteresis phenomenon, the positive and negative frequency-dependent axial
displacements of the ρ- and ε-loops, respectively, and their geometrical orientations in
the physical parameter – magnetic field coordinate systems remain similar, dissimi-
larities deserve a more attentive examination. First of all, the hysteresis loops recorded
for the samples containing electroplated particles demonstrate higher widths resulting
from a more reluctant response to the decreasing of external field. Not observed in
samples filled with untreated iron powders, this retardation effect also manifests itself
as a shifting of the extremum value from the corner of the loop along the reverse line to
a lower magnetic field.

Prepared on the basis of soft polymer, the samples must allow easy particles
displacements accompanied by their structuring in magnetic fields. Meanwhile, the
reluctance observed in samples based on electrochemically treated powder containing
large elongated particlesmost probably reflects the difficulties they experiencemoving
inside thematrix resulting in an interval of fields, within which both the resistivity and
permittivity continue to retain the variation tendency they showed while the external
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field was changing toward its maximum value. In the case of samples filled with
spherical particles of untreated carbonyl iron, the corner of the hysteresis loop corre-
sponding to the highest magnetic field is coincident with the extrema of the physical
parameters being measured.

Substituting the extremal values and those the samples exhibit at zero field
upon completion of a full hysteresis loop, into the expressions for nρ and nε
brought in Part 2.4, we have established experimentally that introduction of nickel-
electroplated particles indeed results in a higher performance of the magnetic
elastomer. As may be seen from Tables 2.1 and 2.2 listing the magnitudes corre-
sponding to the exceptional points of the frequency-reliant dependences and
efficiency indices computed on their basis, the nickel-containing composite stably
demonstrates a more extensive variation of its parameters, thus indicating a better
magnetic field sensitivity.

It should be noted, however, that the capability to conduct electric current is
determined not only by the low resistivity of the filler, but also by the possibility
for its particles to line up in chains. Indeed, the magnetoresistivity phenomenon is
based on internal structural changes similar to those described in Part 3.1. At the

Figure 2.4.1: Microscopic images of (a) untreated carbonyl iron particles (scale bar 10 µm above and
5 µm below) and (b) nickel-electroplated carbonyl iron particles (scale bar 50 µm above and 5 µm
below).
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same time, as is suggested by the closeness of the values of parameters observed
at zero field in the initial (B1 ≈ 0) and final (B2 ≈ 0) points of the cycle, these
materials containing no magnetically hard components are unlikely to develop an
interior preferred orientation on primary magnetizing. Therefore, it may be
assumed that the magnetic field sensitivity demonstrated by the sample filled with
nickel-coated grains might probably be pronounced more strongly either with a
more elastic matrix or if the electroplated particles had retained their spherical
shapes, thus experiencing less intensive steric hindrances when driven by the
magnetic field.

Figure 2.4.2: Physical parameters of samples of elastomer filled with magnetically soft particles as
functions of externalmagnetic field: resistivity (ρ) of elastomer filledwith nickel-electroplated (a) and
untreated (b) Fe particles; permittivity (ε) of elastomer filled with nickel-electroplated (c) and Fe-
untreated (d) particles. Comparative diagrams showing the resistivity (e) and permittivity
(f) variations demonstrated by samples with different fillers under the influence of external magnetic
field, measurements done at 1 kHz; the resistivity values are plotted along a linear scale.
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2.4 Conclusions

Study of the behavior exhibited by composite materials containing magnetic filler is
essentially based on research on systems consisting of strongly interacting elements.
Their mutual influence is complex and results in the origination of effects having a

Table.: Resistivities at the starting point of the hysteresis loop (B≈ ), at the highestmagnetic field
(B =  mT), at a point of minimum (ρmin), and upon completion of a full cycle (B ≈ ) recorded for
a sample filled with nickel-electroplated particles against one containing untreated carbonyl iron
particles; resistivity-based performance index magnitudes determined for both specimens in
combination with the relative resistivity-based performance characteristic of the former sample.
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Table .: Permittivities at the starting point of the hysteresis loop (B ≈ ), at the highest magnetic
field (B=mT), at a point ofmaximum (εmax), and upon completion of a full cycle (B≈ ) recorded for
a sample filled with nickel-electroplated particles against one containing untreated carbonyl iron
particles; permittivity-based index performance magnitudes determined for both specimens in
combination with the relative permittivity-based performance characteristic of the former sample.

Frequency
(kHz)

Sample ε (B ≈ ) ε (B =  mT) εmax ε (B ≈ ) nε nε
(Fe/Ni)/nε (Fe)

 Ni/Fe . . . . . .
Fe . . . . .

 Ni/Fe . . . . . .
Fe . . . . .

 Ni/Fe . . . . . .
Fe . . . . .

 Ni/Fe . . . . . .
Fe . . . . .

 Ni/Fe . . . . . .
Fe . . . . .
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certain subordination manifesting itself as an asymmetry of physical properties and
memory effects.

Analysis of the experimental observations has led us to the understanding that
introduction of high-coercivity components into the formula is determinative of the
mechanism of interactions among magnetized particles contained in the elastomer.
The detailed consideration of the formation of various patterns brought in Parts 2.2 and
3.1 helps develop a vision of how the interior processes affect the behavior of HME
observed during testing. In particular, such phenomena as low coercivity and weak
remnant magnetization exhibited by the sample accompanied by its overall polarity
reversal at moderate reverse magnetic fields take place owing to the capability of the
magnetized particles embedded in its soft matrix to turn. At this, conditioned by a
certain relation among the demagnetizing force of the pure filler, its remanence, and
polymer elasticity, the rotation effect may turn out to be quite intensive resulting in a
significant asymmetry of the magnetization hysteresis loop showing as shifting its
ascending branch to the left of the origin and thus demonstrating abnormal signs of
coercivity and magnetization at moderate reverse magnetic fields [10]. In addition, the
closeness of the magnetic moment demonstrated by HME on the ascending magneti-
zation curve is reflective of rearrangements among the magnetized particles leading to
the formation of ring-like assemblages as the reverse magnetic field is decreasing in
intensity approaching zero. At the same time, the specifics of the structuring processes
remain geometrically predetermined by the direction of initial magnetization mani-
festing itself as a disproportional response to external magnetic vector variations.

Determined by these interior structuring processes, the rheological properties
exhibited by HME also have certain specifics. For instance, unlike “classic” elastomers
filled with magnetically soft particles, samples of hybrid magnetic composite
demonstrate a tendency of the loss factor to increase whereas the field, the material is
exposed to, becomes stronger. Showing an elastic modulus several times that of MRE
withmagnetically soft filler, HME, nevertheless, demonstrates a similar tendency of its
viscosity and elastic modulus to grow with field.

This resemblance of the material of interest with elastomers containing magneti-
cally soft particles gives a chance to consider the influence, the shapes of particles have
on its overall performance, from a different angle. Owing to the fact thatmeasurements
of the magnetoresistivity effect assuming successive testings of the same sample over
the same interval of magnetic fields are impossible, the sameness of field-induced
stiffening comes useful making it possible to substitute a sample containing high-
coercivity particles with one filled with magnetically soft powder. As has been
mentioned in Part 3.3, electroplating results in some agglomeration leading to the
formation of elongated assemblages. Although the nickel-coated particles occur orders
of magnitude more electroconductive in comparison to their untreated carbonyl iron
counterparts, alone, this property remains a useful but insufficient factor for making
the overall composite better conducting. At the same time, the experimental results
suggest that the softness of the polymer matrix and the capability of the particles of
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forming chain-like structures under the influence of magnetic fields are the required
supplementary conditions. Whereas the performance of a sample filled with electro-
plated particles, which have retained their initial spherical morphologies, has not yet
been observed, using experimentally obtained powders has indeed boosted magnetic
field sensitivity. The resistivity- and permittivity-based performance indices demon-
strated by a sample prepared with nickel-coated particles exceed those shown by one
containing untreated carbonyl iron by a factor of 3.77–5.06 and 1.61–1.69, respectively.
Meanwhile, the wider hysteresis loops resulting from a more sterically hindered, and
thus reluctant, motion of the electroplated particles are probably indicative of a
somewhat more pronounced tendency of the material to retain interior structures.

Keeping in mind that this research has been inspired by the purpose to develop a
novel material with extraordinary features, collection of scientific facts about elasto-
meric materials containing magnetically hard particles is definitely a step forward.
Study of the magnetoresistivity phenomenon is a contribution to the knowledge about
sensors.
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3 Magnetic hybrid materials in liquid crystals

Abstract: The integration of nanoparticles with magnetic, ferroelectric or semi-
conducting properties into liquid crystals (LCs) has attracted great interest both for
fundamental investigations and for technological applications. Here, an overview of
hybrid materials based on magnetic nanoparticles (MNPs) and thermotropic LCs is
given. After a general introduction to thermotropic LCs and LC-MNP hybrid materials,
various preparation methods established by us are presented. The synthesis of shape-
(an)isotropic MNPs, their functionalization by tailored (pro)mesogenic ligands with
linear or dendritic structures and their integration into LC hosts are discussed. The
characterization of the MNPs, (pro)mesogenic ligands and resulting MNP-LC hybrid
materials is described to show the influence of MNP functionalization on the MNP-LC
interactions including aspects such as colloidal stability and structuring in the LC host.
Overall, we show that the physical properties of the hybrid material are significantly
influenced not only by the MNPs (i.e., their size, shape and composition) but also by
their surface properties (i.e., the structure of the (pro)mesogenic ligands).

Keywords: inorganic/organic hybrid materials, magnetic nanoparticles, magneto-op-
tical properties, nematic liquid crystals, (pro)mesogenic ligands

3.1 Introduction

The integration of nanoparticles with magnetic, ferroelectric or semiconducting
properties in liquid crystals (LCs) has attracted a lot of interest for both fundamental
investigation and technological application [1]. Long-distance orientational interac-
tion in LCs leads to a strong influence of the dispersed particles on the mesogenic
properties of the LC and vice versa. In general, two major directions are pursued (1) the
LC host directs the organization of the particles into ordered arrays with synergistic
collective behaviors or (2) the particle dopants modulate and improve the properties of
the LC. Dopants of magnetic nanoparticles (MNPs) can effectively modify the electro-
and/or magneto-optical responses and other physical characteristics of LCs. These
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hybridmaterials reveal a great potential to improve current liquid crystal display (LCD)
technologies, for example, through new ormodified switching modes, lower operating
voltages and larger contrast-ratios [2]. Recently, hybridmaterials of LCs andMNPswith
magnetically controllable and erasable characteristics (in particular magneto-chromic
properties) were developed which could be interesting for application as magnetic
paper [3]. Magnetic fields could be directly visualized by combining the magneto-
optical and electro-optical response of ferromagnetic LCs [4]. Polymeric LCs have also
been doped with MNPs which allows for their mechanical deformation or heating by
the action of external (magnetic) stimuli [5]. Transparent magnets with flexible and
optically homogeneous properties, for example, were achieved by linking polymeric,
side-chain LCs with a siloxane backbone to MNPs [6].

LCs thermodynamically range between the highly ordered crystalline and disor-
dered isotropic liquid state andare therefore often referred to asmesophase (Figure 3.1a).
This mesophase combines anisotropic properties of crystals (such as optical birefrin-
gence) with flow properties of ordinary liquids. Anisotropic properties arise from
ordering of constituent entities, while fluid properties are provided by their concomi-
tant mobility in LC state. In general, molecules, macromolecules, supramolecular
aggregates or nanoparticles may act as constituent entities in LCs. Here, we focus on
LCs formed by low-molecular weight molecules. Depending on themesophase, LCs are
classified into two categories, namely thermotropic and lyotropic LCs. Lyotropic LCs
can be found in solutions of amphiphilicmolecules formingmicellar aggregates,where
concentration largely determines the type of LC phase formed. In thermotropic LCs, LC
ordering is a function of temperature (Figure 3.1a). Thermotropic LCs are formed by
single organic molecules as constituent entities (i. e. mesogens) or mixtures thereof,

Figure 3.1: (a) Organization in the crystalline, liquid crystal (LC) and liquid state with common LC
phases formed by calamitic mesogens. (b) Selected structures of mesogens forming LCs.
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which are further distinguished according to the geometric shape into calamitic (rod-
like) , discotic (disc-like), sanidic (brick-like or lath-like) or bent-core (Figure 3.1b) [7].
LCs are symmetry-broken, ordered fluids in which one or more angular and/or posi-
tional degrees of freedom are frozen in. While mesogens in nematic mesophases show
long-range, orientational ordering along a preferred direction (director n), they addi-
tionally reveal positional ordering in smectic phases. Various types of thermotropic
mesophases occur at different temperatures; some common types formed by calamitic
mesogens are displayed in Figure 3.1b [7].

Already in the 1970s, Brochard and de Gennes proposed the embedding of MNPs
into LC hosts to increase the magnetic response or sensitivity, respectively, of LCs to
magnetic fields [8]. Meanwhile, a number of lyotropic and thermotropic MNP-LC hy-
brids with interesting magneto-optical properties have been realized experimentally
[9]. In this context, ferronematics represent stable colloidal suspensions of MNPs in
nematic LCs.Mertelj et al. have reported on ferromagnetic nematics by the stabilization
of ferromagnetic Sc-doped barium hexaferrite platelets in the nematic LC 4-pentyl-
4′-cyanobiphenyl (5CB) [10]. The interplay of nematic-mediated repulsive interaction
andmagnetic attraction forces lead to stabilization of theMNPs and their ferromagnetic
ordering in the LC [11]. Multiferroic properties were achieved due to the coupling of the
nematic director n and the magnetization M of the platelets [12]. The electro-optical
effect of the ferromagnetic LC, which did not differ from the pure LC, was accompanied
by an opposite magneto-electric and an (indirect) magneto-optical effect. The bire-
fringence of LCs consisting of shape-anisotropic organic pigments was controlled by
MNPs forming chain-like structures in the magnetic field [13]. As shown by molecular
dynamic simulations, the size and number of chain-like MNP clusters determined the
alignment of these pigments [14]. Recently, Stannarius, Schmidt and Eremin et al. also
demonstrated the magneto-optical response of isotropic and anisotropic fibrillous
organogels by mobile MNPs [15]. Orientational ordering is known not only to affect the
electro-optical but also the rheological properties of colloidal dispersions. Nematics,
for example, reveal a complex flow behavior which depends on the flow direction and
type and involves different viscosities (so-called Leslie coefficients). In this case,
magneto-viscous effects which have been described for ferrofluids could also open up
novel possibilities for MNP dispersions in LC hosts [16]. Just recently, an interesting
magneto-viscous effect was observed by Odenbach et al. for doping of isotropic,
micellar potassium laurate/water systems with MNPs [17]. The ternary mixture
(potassium laurate/water/decanol) also forms a lyotropicmesophase which could give
rise to interesting magneto-rheological properties [18]. In an LC mixture of magnetic
and nonmagnetic nanorods, a nonmonotonic dependence of the shear stress on the
strength of an external magnetic field was observed by molecular dynamics simula-
tions, which is in contrast to the monotonic behavior in conventional ferrofluids [19].
Recently, translational and rotational motions of ferromagnetic liquid droplets were
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precisely actuated by an external magnetic field [20]. The droplets could be reconfig-
ured into different shapes while preserving the magnetic properties of solid ferro-
magnets with classic north–south dipole interactions. Here, the droplets were built
from isotropic phases and MNP-surfactants, but this could also inspire future studies
on active matter and programmable liquid constructs based on MNP-LC hybrids.

However, the embedding of particles in LC matrices is by no means trivial. As
shown by us and others, aggregation of MNPs up to the complete phase separation is
highly challenging. The stability of MNP dispersions is typically low, and formation of
aggregates often occurs even in colloids with low MNP content. In some cases, the
stability of the colloidal LC dispersion seemed to be hardly longer than the measure-
ment time of the experiments. Visible to the eye, macroscopic MNP precipitates may
rapidly form below the isotropic–nematic transition leading to a spontaneous, com-
plete phase separation into colorless LC phase and brown MNP precipitate. MNP dis-
persions, however, can also appear macroscopically homogeneous below the
isotropic–nematic transition, whereby no precipitate is formed, while examination
with the optical microscope reveals the formation of (micro)aggregates [10, 21]. Even
microaggregate formation may affect the magneto–optical behavior of MNP disper-
sions in LCs, as demonstrated by polarizing microscopy (POM) in the magnetic field
[22]. Local response of the director n near the MNP microaggregates orienting in the
magnetic field led to a first nonthreshold region of the phase retardation, while the
collective response of the LC with the homogeneously dispersed MNPs occurred at
larger magnetic fields (≥95 mT). MNP aggregates may be removed, for example,
applying an external magnetic field gradient (Nd2Fe14B laboratory magnet), which
leads to colloidally stableMNPdispersionswhere no aggregates are detected by optical
microscopy [21]. However, this may not exclude the formation of small MNP clusters
well dispersed in the LC and not visible under the optical microscope [23]. In particular
high MNP fractions may also affect the LC viscosity and thereby the fluidity of the
sample, and even gelatinous nonfluid materials have been reported for high MNP
fractions [22]. Preparation procedures made also use of rapid thermal quench (i. e., by
rapid cooling from the isotropic to the nematic phase) to keep the particles,which are in
general better dispersible in the isotropic liquid phase, from aggregating in the nematic
phase [24].

In general, a stabilization of MNPs in LCs requires not only the compatibility of the
particles with the structure and dimensions of the LC host as well as specific surface
properties, but also a balanced interplay of LC-mediated and magnetic forces that
might occur. The coating of the MNPs with tailored (pro)mesogenic ligands is very
promising, particularly for stabilizing MNPs in thermotropic LCs. For particles of
semiconductors ormetals (in particular small Au nanoparticles [25] and nanorods up to
50 nm [26]), the use of (pro)mesogenic ligands has been successfully demonstrated.
Desymmetrization by replacing spherical Au particles by nanorods as well as the
coating with chiral ligands, induced a much tighter helical distortion and an amplifi-
cation of chirality in the LC host [26]. The functionalization of ZnO nanoparticles,
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spindle-shaped TiO2 and α-Fe2O3 particles with (pro)mesogenic ligands is also
described [27]. Surprisingly, only few examples describe the use of (pro)mesogenic
ligands for stabilization ofMNPs in LCs. As compared to oleic acid-stabilized nanorods,
nanorods coated with 4-n-octyloxybiphenyl-4-carboxylic acid revealed an enhanced
stability in 5CB [9l]. (Pro)mesogenic ligands with dendritic structure are particularly
interesting and were first exploited for the functionalization of MNPs by Dermortière
et al. [28]. Recently, stable dispersions of CdSe@ZnS quantumdots andMNPswere also
achieved in 5CB by using dendritic ligands [22, 25c, 29].

In the following, we give an overview on the synthesis of MNPs of various
elemental compositions and defined spherical or anisotropic shape as well as their
integration in low-molecular weight LCs. We report on the synthesis of various (pro)
mesogenic ligands and the successive surface engineering of the MNPs for preparing
stable colloidal dispersions in nematic LCs.

3.2 Discussion

3.2.1 Size and shape-controlled synthesis of magnetic
nanoparticles (MNPs)

In general, themagnetic properties of MNPs depend on their size, shape and elemental
composition. The size, shape, topology and the magnetic properties of the MNPs are
very important because they determine the interactions between the particles inserted
into a medium that is partially ordered such as a nematic LC. Various synthetic
methods are available to prepare uniformMNPs with a defined size, shape and various
elemental compositions, including co-precipitation [21], thermal decomposition [30],
microemulsion [31] and hydrothermal/solvothermal [32] synthesis. ExemplaryMNPs of
various sizes, shapes and elemental compositions which were obtained here are
depicted in Figure 3.2 [18].

Bulk CoFe2O4 displays an inverse spinel structure, a high chemical and physical
stability togetherwith anunusually highmagnetocrystalline anisotropy (∼2× 105 J/m3).
Electrostatically stabilized CoFe2O4 MNPs, for example, were obtained via coprecipi-
tation of the Co2+ and Fe3+ salts [21, 33]. A NaOH solution was injected into the vigor-
ously stirred, acidic solution of the Co2+ and Fe3+ precursors to yield ultrasmall uniform
CoFe2O4MNPswith a particle size of 2.5 (±0.6) nm. As theseMNPswere electrostatically
stabilized, the (pro)mesogenic ligands could be directly bound to theMNP surface, and
no ligand exchange was required. The functionalization of MNPs is discussed in detail
below. Thermal decomposition of Co(acac)2 and Fe(acac)3 yielded 7.4 (±0.9)-nm-sized
Co0.6Fe2.4O4 MNPs stabilized by oleyl amine/oleic acid by modifying a procedure
originally described by Sun et al. (Figure 3.2a) [30a]. The shape of the MNPs is another
important aspect, and particles with shape anisotropy are of particular interest. While
size (and composition) determines superparamagnetic or magnetically blocked
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properties due to size-dependent spin exchange effects, shape is related to switching
properties of MNPs due to shape-induced, magnetic anisotropy [34]. If the shape of the
MNPs is anisotropic, they may further adopt a certain orientation with respect to the
nematic order. Platelet-shaped MNPs, for example, resulted in LC hybrids where an
equilibrated interplay between attractive magnetic interactions and LC-mediated
repulsive forces induced MNP alignment and ferromagnetic ordering [10]. Effects of
nanoparticle shape on transition temperature, order parameter and mobility in
LC-based dispersions were further elucidated by Monte Carlo computer simulations
[35]. In case of plasmonic Au particles, a remarkable amplification of chirality was
recently also achieved for nematic LCs by desymmetrization of spherical nanoparticles
to nanorods [26]. The synthesis of monodispersive nanorods (<100 nm) is challenging.
In order to break the structural symmetry of, for example, Fe3O4, polymers or soft,
micellar templates have to be used to induce anisotropic nanorod growth. Fe3O4

nanorods (27.0 (±9.1)× 5.5 (±1.0) nm), for example, have been synthesized via chemical
transformation of nanorod seeds (Figure 3.2b) [36]. The nanorod seeds already dis-
played the desired anisotropic structure but theywere composed of a ferri/ferro (oxide-
)hydroxide phase and their magnetic properties were rather poor. Fe3O4/CoFe2O4

nanorods were further obtained by a simple seed-mediated synthesis. Nanorod seeds
were exploited here as a platform for both chemical phase change and growth of
CoFe2O4 by thermal codecomposition of cobalt(II) and iron(III) acetylacetonate pre-
cursors [36]. Fe3O4 nanocubes (Figure 3.2c) were obtained by thermal decomposition of
Fe(acac)3 in benzyl ether in the presence of (1,1′-biphenyl)-4-carboxylic acid at 290 °C

Figure 3.2: Transmission electron microscopy micrographs of (a) spherical Co0.6Fe2.4O4 MNPs
(7.4 (±0.9) nm) and (b) Fe3O4 nanorods (dimensions 27.0 (±9.1) × 5.5 (±1.0) nm). (c)–(d) scanning
electronmicroscopy images of (c) nanocubes (edge length 27.0 (±3.0) nm) and (d) cuboctahedra with
a particle size of 37.5 (±5.7) nm. (e)–(h) TEM micrographs of scandium-doped barium hexaferrite
nanodiscs. The higher the reaction temperature was, the bigger the as-formed nanodiscs were:
(e) 210 °C, (f) 260 °C, (g) 310 °C, and (h) 340 °C (reproduced with permission of the American Chemical
Society and Elsevier from refs. [36, 40, 41]).
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[37]. The use of 4′-hexyl-(1,1′-biphenyl)-4-carboxylic acid instead yielded Fe3O4

cuboctahedra (Figure 3.2d).
Bulk hexaferrites such as BaFe12O19 are very attractive due to their low cost, hard

magnetic properties and stability in air [38]. They display a hexagonal crystal structure
with closed packed layers of oxygen ions. Trivalent metal cations (Fe3+) are located in
interstitial sites, while the heavy ions (e. g., Ba2+) enter substitutionally the oxygen
layers [39]. Particles of scandium-doped barium hexaferrite with disc-like shape were
obtained by hydrothermal synthesis. The lateral dimensions of the nanodiscs were
dependent on the reaction temperature and increased from 7 (±4) nm (160 °C) over 70
(±38) nm (240 °C) to 168 (±193) nm (340 °C) (Figure 3.2e–h) while their height was
approximately 5 nm [40]. Table 3.1 summarizes the magnetic properties (saturation
magnetization (Ms) and coercitivity (Hc)), sizes and composition of MNPs shown in
Figure 3.2.

3.2.2 LC matrices

LCs are composed of anisotropic building units (i.e. mesogens) which are spontane-
ously oriented along a common direction (along the so-called director n). In the
simplest case of a nematic LC, these mesogens show only orientational ordering along
the director n but no positional order (Figure 3.1a). LCs are usually further distin-
guished into two categories, thermotropic and lyotropic LCs. The influence of different
particle parameters on the stability of lyotropic hybrid systems has been systematically
investigated and is summarized in Ref. [18]. Thermotropic LCs, where the ordering is a
function of the temperature, are typically further distinguished according to the shape
of their mesogens, e.g. calamitic (rod-like), discotic (disc-like), sanidic (brick-like or
lath-like) or bent-coremesogens (Figure 3.1b). Themajority of LCs is formed by calamitic
mesogens which are typically composed of a ridged core (e. g. a biphenyl group) and

Table .: Summary of composition, particle sizes and magnetic properties of the magnetic nano-
particles (MNPs) shown in Figure ..

MNPs Figure no. Size (nm) MS (A m kg−) HC ( K) (mT)

Co.Fe.O Figure .a . (±.) . .
FeO Figure .b  (±.) . .
FeO Figure .c  (±.) . .
FeO Figure .d  (±.) . .
Sc-doped BaFeO (Ba/Sc = :.) Figure .e  (±) . 

Sc-doped BaFeO(Ba/Sc = :.) Figure .f  (±) . 

Sc-doped BaFeO(Ba/Sc = :.) Figure .g  (±) . 

Sc-doped BaFeO(Ba/Sc = :.) Figure .h  (±) n.d. n.d.
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flexible end groups (e. g. alkyl or alkoxy chains) (Figure 3.3). A nitrile residue attached
to the biphenyl results in a permanent dipole moment enabling directional alignment
in the external electric field. 5CB (Figure 3.3), for example, is a calamitic mesogen
forming a nematic LC at ambient temperature (TCN = 18 °C; TNI = 35 °C). While the single
5CBmolecule has a length of 1.9 nm, dimers with a length of approx. 2.5 nm are formed
both in the isotropic and nematic phase by partial overlapping of the biphenyl moi-
eties. Also, mixing of different mesogens may further enhance LC properties. For
example, E7 contains mainly 5CB (51 wt%), but also 4-cyano-4′-heptylbiphenyl (7CB)
(25 wt%), 4-cyano-4′-n-octyloxybiphenyl (8OCB) (16 wt%) and 4-cyano-4″-pentyl-p-
terphenyl (5CT) (8 wt%) (Figure 3.3) [42]. It likewise forms a nematic phase at ambient
temperature but its clearing temperature is shifted to higher temperatures (TNI = 61 °C).

LCs can be (re)oriented by electric and/or magnetic fields due to the anisotropy of
their electric permittivity (εa) or diamagnetic susceptibility (χa), respectively [43]. The
dielectric anisotropy is in the order of unity (e. g. εa,5CB = 11) and the required voltages
are in the order of a few volts [44]. Due to their very low anisotropy of the diamagnetic
susceptibility (χa ∼ 10−6–10−7), however, LCs are less sensitive to themagnetic field and
their realignment may require a large magnetic field strength being in the order of 1 T
[45]. Doping of LCs with MNPs enhances their response to the applied magnetic field,
an idea which dates back to Brochard and de Gennes [8].

3.2.3 Integration of MNPs in LC matrices

Entropic alignment of mesogens is the origin of the isotropic–nematic transition in an
LC. If particles are immersed in a nematic LC, deformations and topological defects
arise in the LC in response to the foreign inclusions. One important feature of LC
colloidal dispersions is that the elastic distortions of the director and/or the distur-
bance of the local order parameter in the vicinity of theMNPs in the host LC crystal lead
to LC-mediated interactions between the particles immersed in it, while such in-
teractions are absent in usual colloidal dispersions with isotropic host fluids [45].
Therefore, the tendency of MNPs to agglomerate is much stronger in the anisotropic LC
phase than in the corresponding isotropic phase. 5CB in the nematic mesophase is
shown in Figure 3.3a. Oleic acid-functionalized Fe3O4 MNPs (particle size 10 nm), for

Figure 3.3: Structure of calamitic mesogens forming nematic LCs: 4-cyano-4′-pentylbiphenyl (5CB),
4-cyano-4′-octylbiphenyl (8OCB), 4-cyano-4′-n-octyloxybiphenyl (8OCB) and 8 wt% 4-cyano-
4″-pentyl-p-terphenyl (5CT), respectively. E7 is a mixture of different mesogens, i. e. 5CB (51 wt%),
7CB (25 wt%), 8OCB (16 wt%) and 5CT (8 wt%).
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example, initially form a homogeneous, colloidally stable dispersion in the isotropic
phase of 5CB (40 °C) (Figure 3.3b) [33]. Under these conditions, they form a ferrofluid
which is also stable in the magnetic field. If the temperature is decreased below the
clearing temperature of 5CB (<35 °C), the nematic mesophase forms and simulta-
neously, spontaneous agglomeration of the MNPs occurs (Figure 3.4c–d). After mag-
netic separation of the MNP agglomerates, only very low concentrations of MNPs
remain in the 5CB LC host (as indicated by the pale light brownish color in Figure 3.4e)
which behaves comparable to undoped 5CB and shows no significant effect in the
magnetic field. This is also observed for CoFe2O4 MNPs stabilized by conventional
organic acids (such as caproic acid, lauric acid, myristic acid, palmitic acid or oleic
acid) even if their particle size is only 2.5–3 nm [33]. Thus, surfactants typically
employed for preparing conventional ferrofluids in isotropic hosts are not well-suited
to colloidally stabilize MNPs in higher concentrations in anisotropic LC hosts such as
5CB. Indeed, ferronemates described in the literature are usually characterized by
limited colloidal stability and very low concentrations of MNPs [9l, 46].

The stability of MNP dispersions is typically low and formation of aggregates often
occurs even in colloids with low MNP content. In general, the size, shape, topology as
well asmagnetic and surface properties of theMNPs influence the interactions between
MNPs inserted into a medium that is partially ordered, such as a nematic LC [47].
Coagulation of the immersed MNPs is caused by LC-mediated, van der Waals and/or
magnetic dipole–dipole interactions which may lead to subsequent phase separation
by gravitational forces or magnetic field gradients. The origin of this instability de-
pends on the particle size [24, 25c, 48]: For relatively large particles (rpart > 100 nm), the
director n of the LC is distorted around the particles which gives rise to topological
defects and strong attractive orientational elastic interactions between the particles,
encouraging MNP aggregation. The elastic distortions of the host LC arise from the
anchoring of themesogens on the particle surface. The force of these interactions has a
strong topological signature [47]. For small particles (rpart ≪ 100 nm), distortion of the
LC director is not favored energetically resulting in a macroscopically uniform

Figure 3.4: Spontaneous agglomeration of oleic acid-stabilized Fe3O4 magnetic nanoparticles
(MNPs) (particle size 10 nm) in 5CBduring phase transition from the isotropic to the nematic LC phase:
(a) 5CB reference; (b) colloidal MNPs in isotropic 5CB host (40 °C; MNP concentration 1 wt%); (c, d)
phase transition to the nematic LC phase (<35 °C) where MNP aggregates form; (e) after magnetic
separation of the agglomerates, the MNP content in the nematic 5CB host is very low (0.003 wt%), so
that the physical properties are hardly affected [33].

3.2 Discussion 63



alignment and thus, orientational elastic forces do not contribute significantly to the
aggregation process. In this case, interactions due to disturbance of the local order
parameter S of the LC in the vicinity of the nanoparticles might play an important role
[25b]. However, since the behavior ofMNPs immersed in an LC ismore complex and not
only influenced by particle size alone, the transition between these two size regimes
may be fluent. In order to prevent aggregation of the MNPs and phase separation, the
surface of the MNPs must therefore be considered at the molecular level and the
particle-matrix interaction must be specifically tailored by use of suitable ligands.

3.2.3.1 Synthesis of long-chain, (pro)mesogenic ligands

General concepts for stabilization of MNPs in conventional isotropic hosts can’t be
simply transferred to LC hosts. In ferrofluids, for example, the surface of the MNP
surface is typically coated by conventional surfactants (such as oleic acid) to increase
the (electro)steric repulsion radius and thus kinetically stabilize the MNPs in the
isotropic host. In the case of nematic LC hosts, however, the interaction of the sur-
factants with theMNP surface and the LC host needs to be specifically tailored in such a
way that the disturbance of the LC order in the proximity of the particles isminimized as
much as possible. This may be achieved by use of (pro)mesogenic ligands. The role of
these (pro)mesogenic ligands is not only steric repulsion by a large exclusion volume,
but also to smooth out the disturbance of the local LC director at the MNP-LC interface
[25c]. (Pro)mesogenic ligands are typically composed of three structural parts: (1) a
functional group that allows for binding to the respective MNPswhich is linked by (2) a
flexible spacer to (3) the (pro)mesogenic structural unit.

A series of long-chain, (pro)mesogenic ligands (1–8) was synthesized in which the
(pro)mesogenic structural unit was either cyanobiphenyl or octylbiphenyl. This (pro)
mesogenic unit was linked via an alkyl chain of different lengths (–(CH2)n–with n= 6, 7,
14, 15, 16, 17, or 25) to a functional group for nanoparticle binding (a carboxylate,
phosphate or amino group) (Figure 3.5) [21]. Ligands 1–3 were obtained with a yield of

Figure 3.5: Synthesis of the long-chain, aliphatic, (pro)mesogenic ligands 1–8 [21, 49].
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76–79% via etherification. A Gabriel reaction with an imide, followed by deprotection,
gave the amine-functionalized ligand 4. The organophosphate ligand 5was received in
a yield of 47%. For n= 17 and 25, amodifiedNegishi couplingwas employed to yield the
ligands 6 and 7. The corresponding carbonic acids, however, were insoluble in com-
mon organic solvents and thus, only 6 has been deprotected and used without further
characterization for the coating of MNPs [49]. Ligand 8was synthesized in a three-step
procedure using (1) a Sonogashira cross-coupling, (2) followed by a Pd-catalyzed
reduction of the triple bond with hydrogen and (3) an etherification [49].

3.2.3.2 Synthesis of dendritic, (pro)mesogenic ligands

The tendency of MNPs to aggregate in LC hosts can be considerably reduced by use of
long-chain (pro)mesogenic ligands enabling the preparation of homogeneous,
colloidal dispersions of very small MNP in 5CB (see below). If theMNPs are immersed in
the nematic LC, however, the mutual molecular alignment not only disturbs the local
order of the LCs in the vicinity of the MNPs, but also the originally isotropic, spherical
ligand shell at the MNP surface (Figure 3.5a). The (pro)mesogenic ligands get aligned
parallel to the local director field leading to an increased ligand density at the MNP
poles and to their equatorial depletion. The distortion of the ligand shell from spherical
to tactoidal further encourages MNP agglomeration (Figure 3.6b) [25b]. In general,
however, the process of agglomeration in these systems seems to be more complex.

(Pro)mesogenic ligands with dendritic structure reduce the distortion of the ligand
shell and prevent equatorial ligand depletion, thus minimizing the tendency for MNP
agglomeration [22, 25c]. However, the preparation of these (pro)mesogenic dendritic
ligands typically requires multistep synthetic procedures which yield only small
amounts of the target ligands [50]. In this context, we developed a convergent synthetic
procedure for different ligands with mesogenic structural units and dendritic structure

Figure 3.6: Simplified, schematic representation of ligand-functionalized MNPs in 5CB: (a) The
alignment of (pro)mesogenic ligands at the MNP surface induces a tactoidal morphology with
increased ligand density at the particle poles and equatorial depletion,which (b) favors the formation
ofMNP clusters. In general, however, the overall agglomeration process in these systems seems to be
complex. (c) Dendritic-ligand-functionalized MNPs further increase the exclusion volume leading to
an increased stability in 5CB.
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(Figure 3.7) [49]. A three-step sequence of etherification, Sonogashira cross-coupling
and esterification or deprotection the (pro)mesogenic dendritic ligands in overall good
yields. Starting from literature known 5-iodobenzene-1,2,3-triol, for example, yielded
the dendritic ligand 10 with an overall yield of 77 %. Since this procedure is highly
versatile, it could be further extended to dendritic ligands with different spacer lengths
and MNP binding groups, e.g. 11 (Figure 3.7). In preliminary experiments, electro-
statically stabilized MNPs with larger diameter were coated by these dendritic ligands
and stabilized in the nematic phase of 5CB. These experiments are very promising with
regard to the future stabilization of larger (anisotropic) MNPs.

In order to get insights into the temperature-dependent, LC behavior of the den-
dritic ligands 10 and dendrimer 11, we investigated both compounds via POM. For 10, a
mesophasewas formedbut it was stable only in a small temperature range (ΔT=0.2 °C):
The transition from the isotropic to the smectic A-phase took place at TSmA I = 88.2 °C
(Figure 3.8a), while the crystalline phase was formed at TCr SmA = 88.0 °C. The char-
acteristic, fan-shaped textures of the smectic A-phase was also observed for dendrimer
11, but the texturesweremuchmore pronounced (Figure 3.8b) [51]. In case of dendrimer
11, the transition from the isotropic to the smectic A-phase occurred at TSmA I = 104.9 °C
and at TSmC SmA = 98 °C a smectic C-phase was formed (Figure 3.8c). In addition to the
fan-shaped textures, star-like defects were observed [51]. The smectic C-phase was
maintained down to TCr SmC = 86 °C.

Figure 3.7: Synthetic procedure for different dendritic ligands with mesogenic structural units. In
general, this strategy may be exploited for further tailoring the structure of dendritic ligands
(e.g. in terms of spacer length, MNP binding group and (pro)mesogenic structural unit) or to obtain
also dendrimers as shown for 11 [49].
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3.2.3.3 Coating of magnetic nanoparticles with (pro)mesogenic ligands

The absence of strongly coordinating ligands in case of electrostatically stabilizedMNPs
facilitates post-synthetic surface engineering of the MNPs. Electrostatically stabilized
MNPs (e. g. Fe3O4, CoFe2O4, CuFe2O4, NiFe2O4, ZnFe2O4) with very small particle sizes

Figure 3.8: Polarizingmicroscopy (POM) images (under crossed polarizers) of dendritic ligand 10 and
dendrimer 11: The samples (a) 10 and (b) dendrimer 11were placed between glass slides and show the
characteristic, fan-shaped texture of a smectic A-phase. (c) The POM image of dendrimer 11 in an LC
test cell (10 µm; planar cell rubbing) shows the characteristic texture of the smectic C-phase
(Characteristic phase transition temperatures: 10: TSmA I = 88.2 °C, TCr SmA = 88.0 °C; dendrimer 11:
TCr SmC = 86 °C, TSmC SmA = 98 °C, TSmA I = 104.9 °C) [41].

Figure 3.9: Functionalization of CoFe2O4 MNPs with conventional aliphatic and (pro)mesogenic
ligands: (a) Schematic representation of the approach followed to generate functionalized MNPs.
(b) Comparison of IR spectra confirmed a successful functionalizationwith (pro)mesogenic ligand 3 of
CoFe2O4 MNPs. (c) Ligand exchange-based approach was exploited to functionalize different MNPs,
e. g. 5.3 nm Fe3O4@oleate MNPs to yield 5.3 nm Fe3O4@Lig3-MNPs. The exchange reaction and the
purity of the as-synthesized MNPs was verified via IR spectroscopy.
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were functionalized and purified modularly with the (pro)mesogenic ligands using a
process developed by us (Figure 3.9a) [21, 33]. DMFwas used in the coating procedure as
a solvent for the electrostatically stabilized MNPs and the (pro)mesogenic ligands. The
MNPs coated with ligands were then thoroughly purified by repeated magnetic separa-
tion. IR spectra demonstrate the successful functionalization of the MNPs and the
attachment of the ligands to the particle surface (Figure 3.9b). The amount of ligand
loading on theMNP surfacewas determined by thermogravimetry (TGA) . The saturation
magnetization of the particles was small due to the small particle size and the large
surface-to-volume ratio. Spin canting at theMNPsurface, crystal defects or formation of a
nonmagnetic dead layer usually lead to lower saturation magnetizations in MNPs
compared to bulkmaterial.M1T (298 K) of the 2.5 nm size, ligand coatedMNPswas in the
range of 2.4–5.5 A m2 kg−1 depending on the type of ligand coating (in some cases, no
saturation was reached for the applied magnetic field (1 T)).

Thermal decomposition of metal precursors, e.g., at high reaction temperatures in
the presence of strongly coordinating ligands yields MNPs of high crystallinity and
often, enhanced magnetic properties. In general, these ligands control nucleation and
growth processes in the synthetic procedure and they stabilize the as-formed MNPs.
Any change to this reaction parameter will critically influence the quality of the final
MNPs. Therefore, in case ofMNPswhere the synthesis required the presence of strongly
coordinating ligands, another strategy had to be pursued to functionalize the MNPs by
(pro)mesogenic ligands. In this case, the (pro)mesogenic ligands were introduced via
post-synthetic ligand exchange (Figure 3.9c). This ligand exchange reaction critically
depends on various reaction parameters (e. g. binding group, solubility and size of
MNPs) and needs to be optimized for every MNP-(pro)mesogenic ligand system.
Chloroform at 60 °C, for example, turned out to be a suitable medium to functionalize
5.3 nm, oleic acid-stabilized Fe3O4 MNPs with the (pro)mesogenic ligand 3 (corre-
sponding IR spectrum is not shown here). Purification of the MNP functionalized with
(pro)mesogenic ligands is important and none of the conventional ligand used for
previous MNP synthesis and also no free (pro)mesogenic ligands should remain in the
sample.

3.2.3.4 Influence of the structure of the (pro)mesogenic ligands on the interaction
of the MNPs with the LC host

The MNPs which were coated with (pro)mesogenic ligands were then integrated in the
LC host. After ultrasonic treatment, 2.5 nm sized CoFe2O4 MNPs coated with (pro)
mesogenic ligands, for example, formed a colloidal dispersion in the isotropic phase of
5CB (Figure 3.10b). During the transition to the nematic 5CB phase, some macroscopic
agglomerates were formed, which could be easily separated with a laboratory magnet
(Figure 3.10c,d). A brown-colored, colloidal MNP dispersion was obtained in the
nematic 5CB phase, which was stable in a magnetic field gradient (laboratory magnet)
and also showed long-term colloidal stability in the LChost (>5months) (Figure 3.10e).No
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macroscopic agglomerates were observed under crossed polarizers. For CoFe2O4 MNPs
coatedwith 3 (M1T (298K) = 5.5Am2 kg−1), for example, a colloidally stable CoFe2O4-5CB
hybridmaterial with a concentration of 0.12 wt% could be synthesized. More details on
magnetic properties and magnetization curves of CoFe2O4 MNPs coated with 3 are
reported in refs. [21, 33]. While the undoped 5CB exhibited the usual diamagnetic
behavior with identical magnetization curves in the nematic and isotropic phases, the
magnetic CoFe2O4-5CB hybrid (0.085 wt%) behaved as a superparamagnet at low
magnetic field (displaying no hysteresis) with a sharp knee in the magnetization curve
[23]. Due to interaction between mesogens and MNPs via ligands, the change of the
mesogen orientation also reorients the MNPs, a behavior observed as a sharp knee in
themagnetization curve. No significant increase of the clearing temperatureTN−I (0.5 °C
via differential scanning calorimetry (DSC) was observed after doping 5CB with MNPs.
The structure of the (pro)mesogenic ligands was highly important and influenced the
MNP content of the final colloidal MNP dispersion in the LC host. We could show, for
example, that carboxylate binding groups were suitable for binding of (pro)mesogenic
ligands to the surface of e. g. CoFe2O4 MNPs. Ligand loadings of up to 50 wt% were
achieved for CoFe2O4MNPs using ligand 3 [33]. If the size of the 3-coated CoFe2O4MNPs
was slightly increased from 2.5 nm over 3.0 –4.4 nm, the MNP concentration decreased
from 0.12 wt% over 0.08 to 0.04 wt%, respectively. It is important to note here, that
only MNPs were considered that remained colloidally stable and dispersed in the
nematic phase of the 5CB host after exposure to a magnetic field gradient. As shown in
Figure 3.10f, the length of the flexible linker (–(CH2)n–) also influenced the effective

Figure 3.10: Integration of 2.5 nm size CoFe2O4 MNPs coated with (pro)mesogenic ligand 3 in 5CB:
(a) 5CB, (b) colloidalMNP dispersion in the isotropic 5CB phase, (c) after transition to the nematic 5CB
phase, (d) magnetic separation of macroscopic agglomerate and (e) stable colloidal MNP
dispersion (0.12 wt%) in the nematic phase of 5CB. The corresponding POM images (under crossed
polarizers) of the thin film samples in a LC test cell (25 µm, parallel cell rubbing) are shown
below (Reproduced from Ref. [20] with permission from the Physical Chemistry Chemical Physics
Owner Societies). (f) The concentration of MNPs (mass fraction of cobalt ferrite as determined by
inductively coupled plasma optical emission spectroscopy (ICP-OES)) in their stable colloidal
dispersion in the nematic 5CB phase depends on the chain lengths of the (pro)mesogenic ligand [41].
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particle concentration in the stable colloidal MNP dispersion after magnetic separation
(n = 7, 14, 15, 17 for 1, 2, 3 and 6, respectively).

For CoFe2O4 MNPs, the particle content of the 5CB LC increased with the chain
length of the linker (Figure 3.10f). However, it seemed to reach a maximum for n = 15
and further increase of the alkyl chain length to n = 17 did not allow for stabilizing
higherMNP concentrations in the 5CB LC. As the length of the alkyl chain increases, the
flexibility of the (pro)mesogenic units of the ligands on the MNP surface is improved.
This does not only increase the steric MNP repulsion by a larger exclusion volume but
also seemed to effectively smooth out the disturbance of the LC in the vicinity of the
MNPs. However, the longer the ligands get, the less they resemble also the structure of
5CB which counteracts the stabilization by the bigger exclusion volume. Moreover, the
structure of the mesogenic unit influences the MNP stability in the nematic phase of
5CB. MNPs functionalized by (pro)mesogenic ligands with either octylbiphenyl (8) or
cyanobiphenyl group (3) and otherwise similar structure showed a significantly
different behavior when immersed in 5CB (Figure 3.11). NoMNPs remained in the 5CB LC

Figure 3.11: Influence of the end group on the stability: schematic representation and photograph,
respectively, of the hybrids. The comparison of (pro)mesogenic ligands with different group on the
biphenyl moiety shows that ligands with nitrile groups stabilizes the MNPs more efficiently in 5CB.
Here, also the influence of coligands (caproic acid, lauric acid) and mixed (pro)mesogenic ligands
(ML1/ML3; ML3/ML8) on the colloidal stability of the MNPs in 5CB is shown. This illustrates the
importance of MNP-matrix interactions in these systems and the need for a highly specific surface
engineering of the MNPs [41].
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after magnetic separation of the 8-coated MNPs, while the brown color of the sample
indicates the successful stabilization of the MNPs coated by 3. Interestingly, if the
MNPswere coatedwith amixture of both ligands 3 and8 (Figure 3.11), evenhigherMNP
concentrations were achieved.

The additional use of smaller co-ligands was reported to allow for increasing and
optimizing the contact area between the LC mesogens and the mesogenic structural
units on the surface of the MNPs [25a, 25c]. They also increase the angle-dependent
mobility of the (pro)mesogenic ligand, enabling their optimized alignmentwith respect
to the 5CB host. Both the molar ratio of the (pro)mesogenic ligand/coligand and their
relative lengths play a role here. In a systematic series of experiments, the influence of
different coligands (caproic acid, lauric acid) and molar ratios (1:1; 1:2) on the stability
of MNPs in 5CBwas investigated (Figure 3.11). In these experiments, however, it turned
out that the correlation between the functionalized surface and the stability in 5CB is
complex.

3.2.4 Characterization of MNPs in LC hosts

Themagneto-optical properties of theMNP-5CB hybrids were investigated in electric (n
⊥ E), magnetic (n ⊥ B) and combined fields (n ǁ B ⊥ E and n ⊥ B ǁ E) in collaboration
with R. Stannarius and A. Eremin [21]. The Fréedericksz transition in the electric and/or
magneticfieldwas investigated by capacitance and opticalmeasurements of the 2.5 nm
size CoFe2O4 MNPs coated by linear, (pro)mesogenic ligands (1, 3, 4, 5) in commercial
LC test cells. For MNPs with different linear, (pro)mesogenic ligands (1, 3, 4, 5) and
different concentrations in5CB (0.03–0.12wt%), the electrical Fréedericksz transitionwas
not significantly affected by the embedding of theMNPs in the LC. Also the birefringence
of theMNP-5CB hybrids was the same as for pure 5CB. A decrease of the threshold for the
magnetic Fréedericksz transition, however, was observed in the external magnetic field.
For MNPs with the same particle size (2.5 nm) and different ligands (1, 3, 4, 5), the
magnetic Fréedericksz threshold Bc linearly decreased with increasing MNP

Figure 3.12: Electro- and magneto-optical effects of CoFe2O4 MNPs coated with a linear, (pro)
mesogenic ligand (3): (a) Dependence of the electric threshold on the magnetic induction B for
crossed fields (n ǁB⊥ E). Cartoon illustrating the potential behavior of anisotropicMNP aggregates in
(b) crossed (n ǁB⊥ E) and (c) parallel (n⊥B ǁ E)fields (Reproduced fromRef. [21] with permission from
the PCCP Owner Societies).
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concentration in 5CB. This indicated that the magnetic properties of the MNPs and their
interaction with the 5CB host were responsible for the observed shifts. The electrical
Fréederick transitionwas also investigated under a biasmagneticfield either parallel (n⊥
B ǁ E) or perpendicular (n ǁ B⊥ E) to the applied electric field. In this case, the alignment
of the directorn of the LC host lead either to an increase (n ǁB⊥E) or decrease (n⊥B ǁE)
of the electric thresholdfield. If themagneticfieldwasperpendicular to theelectricfield (n
ǁ B ⊥ E), the MNPs seemed to counteract the influence of the external magnetic field on
the alignment of the 5CB mesogens (Figure 3.12a). Based on the Burylov-Raikher theory,
the formation of anisotropically-shapedMNP clusters in the 5CBwas suggested to explain
this counterintuitive behavior (Figure 3.12b,c). Due to the small size of the MNPs, for-
mation of the anisotropic aggregates should not be induced by magnetic dipole inter-
action but rather by interaction of the MNPs with the surrounding LC host.

Based on these results, the interaction of the LC with the MNPs was further
investigated by small-angle X-ray scattering (SAXS) and by a superconducting quantum
interference device magnetometer (SQUID) [23] In SAXS measurements of 3 nm sized,
3-coated CoFe2O4 MNPs in 5CB, a strong signal was observed for MNPs at smaller scat-
tering vectorsqbesides the scattering contributionof 5CB (Figure 3.13). Interestingly, this
signal was anisotropic and pointed to the direction of the LC nematic director n. If the LC
was heated above the clearing point TNI (40 °C), where it forms the isotropic phase, the
SAXSpatterns becamealso isotropic. If the samplewas cooledbelowTNI, the SAXSpattern
became anisotropic again, but to a lesser extent. Refinement of the SAXS data yielded a
mean size of the MNPs of 3.8 nm, which was in good agreement with the results of the
analysis of the MNPs by TEM and dynamic light scattering. However, the characteristic
shape of the pair-distance distribution function and the anisotropic scattering pattern in
the nematic 5CB phase also strongly pointed to the formation of small, anisotropically-
structuredMNPaggregates (with a longaxis of approximately 100nm).Overall, the 5CBLC
waswell orientedwith the long axis of theMNP clusters oriented perpendicular to the 5CB
long axis (Figure 3.13). Magnetic measurements of the MNPs in 5CB revealed the typical
behavior of a superparamagnetic systemup to afield strength of approximately 557 kAm−1

Figure 3.13: Temperature-dependent SAXS intensity of (a) the 5CB reference and (b) 3 nm sized,
3-coated CoFe2O4 MNPs in 5CB. (c) Ab initiomodel showing aggregate orientation with respect to the
5CB dimers. (d) 2D SAXS pattern at T = 20 °C (reproduced with permission of the Royal Society of
Chemistry from ref. [23]).
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where the magnetic order seemed to change. As the magnetic field strength was further
increased, only the diamagnetic contribution from 5CB was observed.

3.3 Conclusion and outlook

Hybridization of MNPs and LCs can effectively modify the electro- and magneto-optic
responses and other physical characteristics of the LCs. TheMNP-matrix interactions in
these systems, however, are highly complex and depend on various parameters related
to the size, shape, topology, surface structure and magnetic properties of the MNPs on
one side and the structure and dimensions of the LCmesogens on the other side. Elastic
distortions of the host LC crystal canmediate attractive interactions between theMNPs,
while such interactions are absent in usual colloidal dispersions with isotropic ferro-
fluids. Therefore, the tendency of MNPs to agglomerate is much stronger in the
anisotropic LC phase than in the corresponding isotropic phase. Surface engineering of
MNPsusing tailored (pro)mesogenic ligands can tackle this challenge. In this context, a
library of different (pro)mesogenic ligands has been established where the structural
parts (i. e., MNP binding group, spacer length of alkyl chain and mesogenic unit) were
systematically addressed and varied. The structure of the (pro)mesogenic ligands
critically influences theMNP–matrix interactions and the stability of the colloidal MNP
dispersion in the LC host. The increase in spacer length to up to 15 C atoms increased the
overall MNP stability in 5CB, while its further increase decreased stability. Moreover, the
structure of themesogenic unit was highly important and a nitrile groupwas shown to be
beneficial for MNP stabilization. Small MNPs were functionalized by these (pro)meso-
genic ligands and stabilized in the nematic phase of 5CB. The doping of 5CB LCwith these
MNPs leads to a decrease of the magnetic Fréedericksz transition threshold. As shown by
SAXS measurements, the MNPs formed anisotropic structures in 5CB which lead to an
interesting behavior particularly in crossed electric and magnetic fields. However, with
these ligands the stabilization in 5CBwas restricted to small MNP sizes. If the particle size
was further increased, colloidal dispersions of lower MNP content were achieved. In this
context, sterically more demanding, (pro)mesogenic ligands with dendritic structures
might be highly interesting. This may enable the functionalization of larger (anisotropic)
MNPs and their successive stabilization in 5CB, where interesting effects on themagneto-
optical properties may be expected.

The contactless nature of magnetic manipulation and versatility of magnetic,
magneto-optical and magneto-electro-optical effects are extremely attractive for
various applications (e. g. in LCDs or sensors). In this context, further enhancement of
the sensitivity to the magnetic field and decrease of the magnetic Fréedericksz
threshold may be achieved by long-term colloidal stabilization of larger MNPs with
improved magnetic properties (e. g. higher Ms). In addition, the stabilization of MNPs
with anisotropic shape (such as nanorods) may further enhance the switching prop-
erties. Here, also the modulation of the LC structure (e. g. in terms of chirality) is
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certainly another very interesting aspect. Moreover, LC-mediated assembly of nano-
particles has recently attracted a lot of interest. It may not only lead to LCs with
ferromagnetic properties but also to novel and complex, nanoparticle-based super-
structures. The parameter space is large here which opens up many possibilities for
future studies on active matter and programmable liquid constructs.
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Abstract: Multi responsive hydrogels have many potential applications in the field of
medicine as well as technical fields and are of great interest in fundamental research.
Here we present the synthesis and characterization of tailored magnetic hydrogels –
micro- as well as macrogels –which consist of iron oxide and cobalt ferrite, varying in
phase and morphology, embedded in a thermoresponsive polymer. We introduce new
ways to synthesize magnetic particles and revisit some common strategies when
dealing with particle synthesis. Subsequently we discuss the details of the thermor-
esponsive matrix and how we can influence and manipulate the thermoresponsive
properties, i.e. the lower critical solution temperature. Ultimately, we present the
particle-hydrogel composite and show two exemplary applications for particle matrix
interactions, i.e. heat transfer and reorientation of the particles in a magnetic field.

Keywords: cobalt ferrite; hyperthermia; iron oxides; magnetite; SPIONs; thermores-
ponsive polymer.

4.1 Introduction

Ferrogels combine the advantages of a gel- or polymer matrix with the magnetic prop-
erties of a ferrofluid [1–4]. As matrix materials hydrogels can be utilized to incorporate
water. Many of those hydrogels can respond to external stimuli like temperature, pH or
light. Those kinds of hydrogels are known as responsive hydrogels [4–7]. Their char-
acteristics have a variety of potential applications in medicine and technics [2, 6–9].

An evenmore versatile class of materials are multiresponsive hydrogels. When the
hydrogels are combined with magnetic particles, the particles can heat up the polymer
matrix when exposed to an alternating current magnetic field, thus the magnetic
properties of the particles influence the thermoresponsive properties of the hydrogel.
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Those materials can be used in heat therapy for cancer treatment [10] or in controlled
drug release applications [11] as well as for shape-memory actuators [3].

When an alternating magnetic field is applied, the particles can rotate either by
spin-flip processes within the particles, known as Néel relaxation, or by rotation of the
whole particle, known as Brownian relaxation. Which process dominates depends on
the particle size and themagnetic anisotropy. Themagnetic relaxationmechanism can
be tuned to affect the possible heating efficiency via induction [12–14]. Hard magnetic
materials like cobalt ferrite are already dominated by Brownian relaxation above 5 nm,
whereas soft magnetic particles like magnetite require larger particle sizes [14]. The
shape of the particles plays an important role as well.

Anisotropic particles are more responsive to external magnetic fields compared to
spherical particles due to their higher coercivity force [15, 16]. Cubic particles are
suitable particles for magnetic resonance therapy [17] or as heat mediator in general
purpose [18, 19].

Finally, an important parameter is the magnetic moment. For most applications, a
high magnetic moment is necessary. Hence, there is a demand for magnetic particles
with a high saturation magnetization. Cobalt, iron and other transition-metal com-
posites have an inherently high magnetic moment. However, they suffer from their
high sensitivity to oxidation and the synthesis is often challenging [20], therefore iron
oxides like magnetite and maghemite are primarily used despite their lower magnetic
moment. Depending on the application, the right choice of elements used for magnetic
particles is crucial, apart from their shape and size.

In the Section 4.2, we will sum up the synthesis procedures for magnetic nano-
particles with the focus on pure and mixed iron oxides in water. In addition, we will
highlight the preparation of anisotropic particles with a low magnetic moment like
goethite and hematite which can be oriented in very low magnetic fields due to their
inherent anisotropy. In Section 4.3 we will summarize the possibilities to embed the
nanoparticles within a thermoresponsive matrix. In Section 4.4 we will focus on a
possible application for magnetic hydrogels: clinical hyperthermia. We will present
a proof of concept for hyperthermia induced into a poly(N-isopropylacrylamide)
(pNIPAM)matrix by cobalt ferrite nanoparticles. Section 4.5 of this report will cover the
details about the experimental methods.

4.2 Preparation of magnetic particles

One of the main challenges during the synthesis is the stabilization right after particle
formation to prevent agglomeration as early as possible. Once particles are agglom-
erated it is hard to separate them again. The stronger the magnetic dipole-dipole
interactions are the higher the tendency to form agglomerates. Especially for
biomedical as well as technological applications particles with highmagnetization are
necessary which must be still stable in dispersion. Particles with high magnetic
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moments like pure metals, e.g., iron and cobalt, suffer from oxidization and are sen-
sitive to handle in general. Therefore, most common magnetic nanoparticles are the
respective oxides; magnetite most prominently. Despite being an oxide magnetite is
vulnerable to further oxidization into a less magnetic iron oxide phase.

Another important factor to consider is that most biomedical applications require
water-based systems. There is a plethora of aqueous synthesis routes to prepare aqueous
iron oxides which can be mainly divided into two categories [20]. One is the direct
bottom–up synthesis of nanoparticles using iron salt precursors the other is thermal
decomposition of organic iron complexes. The latter needs a very high-boiling organic
solvent whichmakes a phase transfer as post modification step obligatory [21]. The main
advantage of this method is that very narrow size distributions can be achieved and
superparamagnetic ironoxide nanoparticles (SPIONs) below 20nmcanbeproduced [22].
Apart from the additional phase-transfer step required, the toxicity of the organic solvent
is another drawback. The commondirect aqueous approach is basedona coprecipitation
method. Themain advantage of this method is that the synthesis is performed in directly
water and the particles can be stabilized without phase transfer [23].

Using an autoclave as the reaction vessel, the synthesis can take place at tem-
peratures above the boiling point of water, so-called hydrothermal synthesis. Hydro-
thermal synthesis using an aqueous solution of simple metal salts offers a very facile,
fast and low-cost procedure [24]. Additionally there is a tendency for higher crystal-
linity using a hydrothermal approach compared to other methods [25].

In the next section we will present the outcome of our research on how to syn-
thesize anisotropic magnetite particles in water. Wewill discuss the possibility to use a
reduction step to prepare magnetite and discuss cubic magnetite particles in more
details. In addition, we show the potential of cobalt ferrite as a model system for
Brownian relaxation.

4.2.1 Anisotropic iron oxide particles

A general rule of thumb for magnetic particles is that with increasing particle size the
tendency to agglomerate grows. One approach to circumvent this problem is the
synthesis of a lowmagnetic moment iron oxide species which is stabilized in solution,
e.g., by synthesis of a silica-shell around the particle, to prevent agglomeration. In a
second step a phase transformation to a stronger magnetic iron phase like magnetite
can be performed. Hereafter we present promising precursors with the focus on
anisotropic particles and delineate approaches to transform the particle phase.

4.2.1.1 Goethite, hematite and akaganeite

Literature describes many different ways to synthesize anisotropic goethite, hematite
and akaganeite. Goethite is the most stable iron oxide phase. Goethite results via aging
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of iron(III)-salts at high pH values [26]. Depending on the temperature and concen-
tration different shapes can be synthesized, i.e., long cylinders can be prepared
keeping an iron(III)-solution for nine days at 70 °C [27]. The resulting cylinders are of
about 500 nm in length and 10 nm in width (Figure 4.1A). Most of the known goethite
syntheses lead to polydisperse systems (Figure 4.1B). By transferring the aging process
into a hydrothermal reactor, we can gain some more control over the shape of the
goethite rods [28, 29]. Surface active substances can be used to tune the particle shape
[30, 31]. In short, akaganeite (described further down) is synthesized by hydrolysis and
used as a precursor to age in a hydrothermal reactor. The pH is adjusted to 12 and poly
vinyl pyrrolidone (PVP) is added, the amount depending on the desired particle size.
The hydrothermal process takes part at 160 °C under 10 bar nitrogen pressure. The
reaction is stirred for 1 h and then heated during another hour, the temperature is kept
at 160 °C for 2 h before cooling to ambient temperatures in an ice bath. The final
product, i.e., length and width of the cylinders, depends on the stirring speed, the
amount of PVP and the exact timing of PVP addition, as well as on the precursor
quality. Further details will be discussed elsewhere [32].

Hematite can be prepared at weakly alkaline conditions [26]. The typical crystalline
structure of hematite is cubical, therefore it is the easiest to prepare cubes [33]. To
demonstrate this, an iron-(III)-chloride solution has been aged for eight days. Depending

Figure 4.1: TE micrographs (left) and XRD (right) of anisotropic goethite nanoparticles, (A) aged at
high pH at 70 °C for nine days, (B) aged at high pH over several days at room temperature, (C) aged in a
hydrothermal reactor at pH 12 over 4 h at 160 °C (D) aged in a hydrothermal reactor at pH 12 over 4 h at
160 °C with PVP. The peaks of the XRD pattern can be indexed by the goethite reference indicated in
black.
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on the temperature and the initial aging solution different particle sizes can be prepared
[34]. This yields cubic particles between 30 nm and 1 μm (Figure 4.2A). XRD confirms
phase pure hematite. Compared to goethite,monodisperse particles are easier to prepare.

The most common approach for the synthesis of anisotropic hematite is to use
phosphate ions. Phosphate ions havea strong coordination to the c-axis of thehexagonal
crystal system, therefore the particle shape results in spindles (Figure 4.2B) [33]. The aspect
ratio of hematite spindles can be varied via the phosphate ion concentration [35, 36].

Surface active substances, typically cetyltrimethylammonium bromide (CTAB) or
polyethylene glycol (PEG), play a huge role in particle shape during their formation [37,
38]. As an example a 0.2 M iron(III)-solution with 0.02 M CTAB at 120 °C creates
cylinders with a length of about 480 nm and width of about 60–80 nm (Figure 4.2C).
Analogous the addition of PEG also yields cylindrical structures. The aspect ratio of the
particles is directly influenced by the molecular weight of the PEG. In a hydrothermal
reactor, cylindrical particles between 500 nm and 1 μm length and a width of about
20 nm can be synthesized within 24 h at 150 °C (Figure 4.3A). Here a mixture of a
magnetite phase and a hematite phase is produced (Figure 4.3A).

Figure 4.3: TE micrographs of (A) magnetite with hematite impurities in the presence of PEG and (B)
β-FeOOH and (C) XRD for magnetite with hematite (A) and β-FeOOH (B) impurities. The peaks are
indexed in black for magnetite and in red for hematite according the references.

Figure 4.2: TE micrographs of hematite particles, (A) aged at lower pH for eight days at 100 °C,
(B) prepared with different amounts of hydrogen phosphate at 100 °C (C) with CTAB at 120 °C.
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Akaganeite is mostly an intermediate phase at low temperatures during the syn-
thesis to goethite or hematite (Figure 4.3B), it consists of cylinders with a length of
about 20–50 nm and width of about 5 nm [39].

Further synthetic approaches for magnetic anisotropic particles like cubes [34],
wires [40], propellers [41] and plates are known from literature [42, 43]. However to the
best of our knowledge not many hydrogels are known with embedded anisotropic
particles [44, 45].

4.2.1.2 Reduction to magnetite—keeping the shape?

To increase the magnetic moment, iron(III)-oxides can be reduced to magnetite which
has a higher magnetic moment compared to goethite and hematite. Magnetite can be
oxidized to maghemite which is a more stable iron oxide phase, with a weak oxidizing
agent in a second step. This has already been done for hematite spindles [46, 47].
However, the reduction of hematite takes place at high temperatures (400 °C) under
hydrogen atmosphere. The oxidization can then take place using nitric acid [48].

The disadvantage is that the particles need to be redispersed in water after the
reduction. To achieve this, the particles are typically covered by a silica shell [49, 50].
Another possibility is the transfer of the process to hydrothermal conditions [51].
Crassou et al. [52] reported amethod to stabilize the particleswith a thin silica layer and
to subsequently incorporate them into a hydrogel. The thickness of the shell can be
tuned via the amount of tetraethoxysilane (TEOS) (Figure 4.4A–C). This procedure can
be adapted to goethite and akaganeite by following Graf et al. [49]. As a reduction agent
sodiumborohydride, hydrazine and sodiumphosphitewere already reportedly used for
aqueous systems [40, 53–57]. The redox potential (see Table 4.1) shows that iron ions

Figure 4.4: TE micrographs of the silica covered hematite spindles with different thicknesses of the
silica shell from about 5 to 40 nm (A–C).
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can even be reduced to their elementary state. Nevertheless oxygen from the air often
results in a reoxidation which needs to be taken into account for the synthesis con-
ditions [57]. Therefore all reductions need to be performed under nitrogen atmosphere.

With sodiumborohydride the particles could be reduced tomagnetite, however the
resulting shape strongly depends on the rate of sodium borohydride addition.

A fast addition rate (40 mL/h) leads to spherical particles (Figure 4.5A) and a slow
addition rate (5 mL/h) can partially keep the particle shape (Figure 4.5B). A slow
addition rate does not lead to complete reduction of the product although the same
total amount of sodium borohydride is used. Not only the addition rate but also the pH,
the ratio of Fe3+ to the reduction agent, pressure and temperature take an important
role in the reductive synthesis of magnetite.

Although it proved to be difficult to keep the shape in a reproducible way, there are
several synthetics possibilities to use the anisotropic particles from Section 4.2.1.1
made of goethite, hematite or akaganeite to produce magnetite particles via reduction
with anisotropic shape. Exemplarily we will show it on cubic particles in the following
section.

Figure 4.5: TEmicrographs after reduction of iron(III)-oxidewith sodiumborohydridewith fast (A) and
slow addition rate (B) of the reduction agent.

Table .: Standard redox potential of the reducing agents and of iron.

Substance Reaction Standard potential E/V vs. NHE  °C

Fe+ Feþ þ e� → Feþ . []
Fe+ Feþ þ e� → Fe −. []
NaBH BH�


þ  OH� → BO�


þ  HOþ H þ e� −. []

NH NH þ  OH� → N þ HOþ e� −. []
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4.2.1.3 Cubic magnetite

One reduction approach was deemed especially promising to produce cubic magnetite
particles [59]. In the first step a precursor consisting of akaganeite is synthesized by
treating an iron(III)-solution with NaH2PO4 at 80 °C [34]. The resulting precursor par-
ticles consist of small cylinders (20–55 nm length) (similar to Figure 4.3B). In the second
step of the synthesis the precursor is reduced to magnetite by hydrazine. In order to
optimize this reaction, we tested a whole array of parameters, employed in various
research articles [38, 60–62].Weworked at temperatures between 80 and 160 °C, varied
the ratio of iron educt to reducing agent, the concentration of the akaganeite precursor,
the variety and concentration of surfactants as well as the duration of the whole
reaction. We observed the best results when using a 0.2 M precursor solution with
hydrazine in a ratio of 12:1 iron:hydrazine. The reaction was heated to 160 °C and held
for 24 h while stirring. As structure forming agent the leftover NaH2PO4 from the
precursor particles is used. This reaction produced weakly anisotropic, but phase pure
magnetite cubes with an edge length of about 25 nm (Figure 4.6A and B). We studied
the synthesis during different time frames and observed that during the reduction after
5–10h big agglomerates form in the reactionmedium (Figure 4.7AandB). These dissolve
over the course of the reaction to form spherical particles after around 20 h (Figure 4.7C).

Afterward these particles convert to a cubic shape consisting of pure magnetite
(Figure 4.7D–F). X-ray diffraction revealed that during the early stages of the reaction a
goethite rich phase is formed which is subsequently reduced tomagnetite (Figure 4.6B).

This reaction was scaled from a 25 mL reactor up to a 200 mL reactor and even to
500 mL. The up-scaled process yields magnetite particles of the same dimensions and
with the same phase purity as the 25 mL version. We even observed a decrease in
polydispersity, which is caused by the increased pressure during the reaction, caused
by the increased amount of hydrazine paired with the rapid dissolution of NaOH. The
product contained cubic/rhombic magnetite in the dimensions of 25 nm edge length
(Figure 4.6A) with a saturation magnetization of about 70 Am2/kg (Figure 4.6C) which

Figure 4.6: Cubic magnetite after reduction from an akaganeite precursor (A) TE micrograph (B) and
XRDbefore (red) and after the reduction (black), peaks are indexed accordingly with akaganeite in red
and magnetite in black, as well as static magnetization curve (C) of the particles in A.
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is about 75% of the bulk magnetization. This up-scaled synthesis allowed for approx.
0.5 g of magnetite per reaction.

4.2.1.4 Multicore particles

Ourhydrothermal treatment allows for an easy anduniversal conversion of akaganeite to
magnetite by reduction and in some cases prior oxidation of an iron salt.We succeeded to
conduct a quantitative conversion fromakaganeite tomagnetitewithout the creation of a
harmful by-product. Further experiments suggest that this reaction pathway is indeed
universally applicable to convert any akaganeite impurities to magnetite.

The material of interest in this case are multicore particles (Figure 4.8C) [63, 64].
Those multicore particles are precipitated with a slow addition of sodium hydrogen
carbonate (about 450 μl/min). However, using such slow addition rate leads to some
impurities of various iron oxide phases. Therefore, we treated the sample by adding
hydrazine in a 12:1 ratio iron:hydrazine and put it into a Teflon lined stainless steel
hydrothermal reactor. The reactor was heated to 160 °C over the course of 2 h while
stirring at 500 rpm.

These conditions were kept for 24 h before the reactor was cooled down to room
temperature and the black precipitate was transferred into a beaker. The precipitate
was highlymagnetic andwaswashed three times bymagnetic decantation until the pH
of the supernatant was neutral.

Figure 4.7: Reaction time-dependent TE micrographs study of the akaganeite reduction with 5 h (A),
10 h (B), 15 h (C), 20 h (D), 48 h (E) and 72h (F) reaction time. Allmeasurementswere taken fromsingle,
isolated reactions.
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The product was characterized by TEM and XRD directly after the synthesis
(Figure 4.8). The resulting multicore particles consist of cubic and spherical particles
alike, all of them pure magnetite as indicated by XRD (Figure 4.8C). This result indicates
that this method is capable of transforming iron oxide phases to magnetite without
disrupting the multicore cohesion. This can be used to improve the magnetic properties
of a wide variety of mixed phase iron oxide samples that would be otherwise unusable.

4.2.2 Cobalt ferrite particles

Cobalt ferrite is a ferrimagneticmixed ferrite consisting of a stoichiometric composition
of one cobalt and two iron ions. While cobalt ferrite has the same crystalline structure
asmagnetite and is ferrimagnetic as well the size difference between the cobalt and the
iron atoms results in a very high anisotropy energy resulting in cobalt ferrite being
hard-magnetic with a very high coercive force in bulk. In nanomaterials this manifests
in a dominating relaxationmechanism in dependence of particle size.While magnetite
particles can grow well above 20 nm before being Brownian relaxation dominated,
cobalt ferrite can already be Brownian dominated at particle sizes around 10 nm [14].
This makes cobalt ferrite a very interesting system to compare relaxation mechanisms
of particles and a good material for hyperthermia (as discussed in Section 4.4). Cobalt
ferrite also has a synthetic advantage, due to being amixed ferrite it is farmore unlikely
to have phase impurities.When synthesizingmagnetite, a typical problem is the partial
oxidation to maghemite as an impurity during the precipitation process. Another
possible, unwanted side effect is the full oxidation of magnetite to the less magnetic
hematite when storing the particles.

Our cobalt ferrite is synthesized in a straightforward coprecipitation method
derived from Nappini et al. [65]. 7.6 g cobalt(II)-nitrate and 17.3 g iron(III)-chloride are

Figure 4.8: Multicore particles before hydrothermal treatment (A) and after (B). TE micrograph with
different phases visible prior to hydrothermal treatment. After the treatment only one species is
present (C). (C) XRD of themulticore particles before (A) and after (B) the hydrothermal treatment. The
peaks are indexed in black for magnetite and in red for akaganeite impurities. They further show the
phase purity after hydrothermal treatment.
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dissolved in 100 mL Millipore water. Two milliliter concentrated nitric acid is added
and the solution is heated to the boiling point. Four-hundred milliliter of 1 M NaOH
solution are prepared and heated to the boiling point. The boiling salt solution is then
rapidly transferred into the NaOH solution under vigorous stirring. The temperature is
held for another 90 min before cooling down the solution to room temperature. The
particles are separated by magnetic decantation, washed twice with water and finally
suspended in 40mL 2MHNO3. The suspension is then heated to the boiling point and a
boilingmixture of 56mL iron(III)-chloride and 28mL cobalt(II)-nitrate is added rapidly
under vigorous stirring. After 30 min, the solution is repeatedly washed with water
through magnetic decantation until a neutral pH of the supernatant is reached. The
particles are then dispersed in 25mL 0.25M aqueous tetramethylammoniumhydroxide
solution and slightly stirred overnight. The mass percentage of the product is deter-
mined through gravimetry. For the final stabilization step, the particle solution is
added to a 100 mM solution of citric acid with a target weight percentage of about
0.25 wt% and are stirred for at least 2 h. After another magnetic separation step, the
particles are dispersed in the same volume of 20 mM trisodium citrate solution and are
stirred for another hour. Lastly, the volume was reduced by about 75% through
evaporation and the concentrated solution dialyzed against Millipore water for one
week. The weight percentage of the final product is once again determined through
gravimetry.

The cobalt ferrite particles mainly used in this project have a varying median size
between 15 and 20 nm, the exemplified TE micrograph in Figure 4.9A shows particles
with 18 ± 4 nm. The particles are quite polydisperse and have a rough surface which is
fabricated during the synthesis to increase stability in solution. The particles are stable
for months in water.

Figure 4.9: (A) TE micrograph and (B) XRD of the prepared phase-pure cobalt ferrite particles. The
black indices were set by a cobalt ferrite reference.
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The nanoparticles are phase pure as shown in Figure 4.9B. Utilizing the Scherrer-
equation a crystallite size 15 ± 3 nm is derived which is a bit smaller compared to the
TEM result due to the surface roughening which leads to amorphous domains at the
outer layer of the particles. The particles have high saturation magnetization of about
52 Am2/kg [66]. The saturationmoment of cobalt ferrite is very comparable tomagnetite
of the same particle size. This fact makes it very interesting to compare particle species
as magnetite below 20 nm is typically still dominated by Néel relaxation while cobalt
ferrite is already dominated by Brownian relaxation which has been shown by Draack
et al. [67]. The comparatively small particle size needed for Brownian dominated
relaxation is also very interesting for the application in hyperthermia. A detailed study
on the dynamics of cobalt ferrite in viscoelastic media are done within the priority
programSPP 1681 from the groups of Tschoepe et al. [68]. Similarmobility investigation
are done for magnetite in a dextran matrix—as biocompatible composites—within the
priority program [69]. There are several publications raising qualms about the
biocompatibility of nanoparticles in general as it was shown that nanoparticles can
easily penetrate most bodily membranes given their small size [70]. Cobalt ferrite
especially raises suspicion due to its cobalt content. Elemental cobalt is a very toxic
material. Cobalt ions can exchange calcium ions in the body blocking intracellular Ca2+

binding proteins, moreover, cobalt can also induce hypoxia. To alleviate those sus-
picions initial toxicological assessments of our particle system were conducted with
Jurkat cells. In the first 24 h there was no apparent cytotoxicity up to concentrations of
400 μg/mL. After 48 h cobalt ferrite expresses significant toxicity above 100 μg/mL
which can be reduced by adding a silica shell to the particles [66].

4.3 Magnetic hydrogels

One application of multi responsive hydrogels is a controlled drug release for medical
purposes. Carbon, magnetic nanoparticles or gold nanoparticles are often used to
manipulate the hydrogel matrix as switches for the coil-to-globule transition. The
triggers for the aforementioned switch would be radio frequency, an alternating
magnetic field or light. Recently Satarkar et al. [71] highlighted the developments in
those remote controlled biomaterials.

In general hydrogel systems can be distinguished by their size into micro- and
macrogels (Figure 4.10). Microgels with a single particle as core are often called core-
shell-microgels (Figure 4.10A) [59]. Another variant are systems with a distribution of
nanoparticles over the whole microgel particle (Figure 4.10B) [72]. Macrogels can be
either cross-linked microgel particles or bulk-hydrogels [71]. The synthesis process for
themacrogel decides if the particles aremobile [69, 73, 74] or fixated in the network [71,
74–76]. A comparative study of bothmacrogelswas done byMessing et al. [74] of cobalt
ferrite within ferrohydrogels.
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We will discuss magnetic core–shell microgels (Figures 4.10A and 4.11A) and
macrogels which are cross-linkedmicrogel particles (Figure 4.11B and C). Themicrogel
particles are able to diffuse and to rotate freely. In case of themacrogels we distinguish
two types of behavior: fixed nanoparticles on network knots and free particles in the
network. In this former case the core–shellmicrogels (Figure 4.11A)will be cross-linked
additionally to a macrogel (Figure 4.11B).

In this case the particles are hindered in rotation as well as in diffusion. The
embedded nanoparticles are typically covered with an additional thin silica layer.
Another type of macrogel network does not completely hinder the particles in their
mobility (Figure 4.11C). In this case a thermoresponsive cross-linked microgel is syn-
thesized independently of nanoparticles which are added in a second, separate step.
While the diffusion of the particles is hindered by the gel network, the particles—if
small enough—can still freely rotate [73].

pNIPAM is a commonandwidely researched thermoresponsive polymer that has the
inherent advantage that the lower critical solution temperature (LCST) lies close the
humanbody temperaturewith 34 °C. The LCST describes a temperature abovewhich two

Figure 4.10: (A) Nanoparticles (black) covered with a hydrogel (blue). (B) Nanoparticles embedded in
microgel microparticles. (C) Macrogel with embedded nanoparticles, red depicts a crosslinker. The
scale of the particles increases from left to right. Left shows a few nanometers in total size and C up to
the millimeter range.

Figure 4.11: Silica coated nanoparticles (brown in light blue spheres) with random coils of a
thermoresponsive polymer. The microgel particles can freely rotate and translate inside the solvent
(A). When the particles are cross-linked into a macrogel (yellow lines depict the crosslinker) the
translation and rotation are hindered (B). Amicrogel and particles can be synthesized separately and
mixed prior to the crosslinking step leading to immobile particles that can still rotate (C).
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substances (gel and solvent) are no longer miscible and a polymer undergoes a coil-to-
globule transition, tominimize its surface area. Usually an additional crosslinking agent
is used to improve the reversibility of the coil-to-globule transition. The most common
crosslinking agent for acrylamides is N,N′-methylene-bis-acrylamide (BIS). The amount
as well as the distribution of the crosslinker within the microgel affects the swelling
behavior. Varga et al. [77], showed that a homogenous distribution leads to a larger
swelling ratio than a heterogeneous distribution at low temperature. The influence of the
crosslinker on the LCST is quite low.

4.3.1 Tuning of the LCST

The LCST of pNIPAM cannot be tuned in a wide range. As an example of a more
versatile matrix material copolymers like poly[N-acryloyl piperidine-random-N-acryl-
oylpyrrolidine] allow the tuning of the LCST in a wide range between 3 °C and 45 °C by
varying the ratio of the monomers before the polymerization [78]. Another promising
material class is poly[oligo(ethylene oxide)] which is biocompatible. The LCST of these
polymers can be manipulated by adjusting the side chain length of the oligo ethylene
oxide [79].

The right choice of material and a good synthesis control have the potential to
create highly functional and tight fit materials. Formedical applications an LCST in the
range between 37 and 40 °C would be ideal, for other application the ideal LCST could
be different.

4.3.2 Core-shell hydrogel as matrix

A possible route to synthesize core–shell microgels is described by Karg [80, 81]. In a
first approach silica nanoparticles are used as cores. The silica core is functionalized
with 3-(trimethoxysilyl)propyl methacrylate (TPM) and then covered with a pNIPAM

Figure 4.12: TE micrographs of macrogel particles with varying crosslinker densities, (A) 0.1%, (B)
0.05%, (C) 0.025 % total mass of crosslinker.
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shell. The general swelling behavior and the LCST do not change significantly when
altering the crosslinker density. This has the neat side effect that the hydrodynamic
volume of the particles can be tuned independently of the thermoresponsiveness by
varying the crosslinking density, i.e., the ratio of BIS and NIPAM as well as the dis-
tribution of the BIS inside the gel which has also direct influence on the temperature-
dependent gel size [82].

4.3.3 Macrogel matrix

4.3.3.1 Core–shell macrogels

Starting froma core–shellmicrogel, the transition to amacrogel is rather easy. After the
particles were covered by silica and while pNIPAM was polymerized onto the TPM
functionalization, the NIPAM molecules were densely crosslinked with BIS to form a
tightmicrogel sphere. The outside of this sphere was then functionalized by allylamine
(AA) to provide amine functional groupswhich are necessary for the crosslinking into a
macrogel. These amine functions are then crosslinked by glutaraldehyde (GA) at
temperatures above the LCST to form a viscous macrogel [83].

4.3.3.2 Macrogels

Another approach toward particle loadedmacrogels was taken by Nack et al. [73], here
the microgel is made of pure pNIPAM crosslinked directly by glutaraldehyde. This
synthesis is done above the LCST, so pNIPAM particles are in their shrunken state and
form dense spheres that are subsequently crosslinked by GA. GA forms a bond between
two NIPAM Amino groups but this bond exists in a rather unstable equilibrium, which
means that the crosslinks can be easily rearranged [84]. The degree of crosslinking,
i.e., the density of the polymer network, can be regulated by the GA content
(Figure 4.12). Since this reaction is also done above the LCST, sodium dodecyl sulfate
(SDS) is deployed to keep the polymerizing NIPAM chains in solution [85]. The size of
the forming polymer globuli during the synthesis is determined by the concentration of
SDS given. We used this to tune the size of the microgel spheres inside the macrogel
(Figure 4.13).

4.3.4 Magnetic particles fixed within the network—magnetic
core–shell macrogels

To synthesize core–shell microgels with magnetic nanoparticles as cores, the nano-
particles are first covered by a silica shell [49, 50]. Then the particles are treated as
described above. A first demonstration ofmagnetic particlesfixed in a thermoresponsive
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polymerwas donewith hematite cubes [59]. First the hematite cubes are synthesized like
described by Ozaki [86] (Figure 4.2A in Section 4.2.1.1) and then covered by a thin silica
layer functionalized with TPM. To grow the pNIPAM chains, a radical polymerization
was performed. In addition to NIPAM the crosslinker BIS was used and the surface was
covered with AA [80, 81]. As described above, the amino groups of the AA are used to
crosslink the microgel to a macrogel using glutaraldehyde. This macrogel still has the
same thermoresponsive behavior as the microgel. At low temperature, the microgel is
swollen and has a radius of about 172 nm. Above the LCST at about 33 °C, the microgel
particles collapse and the size shrinks to 55 nm.

This transition is also visible with the naked eye. Above the LCST, the microgel
turns turbid or milky (Figure 4.14A). This is also directly visible in the macrogel
(Figure 4.14B). The gelation process can be investigated by rheology in-situ [59]. The
higher the temperature the faster the gelation process works. The same procedure is
also possible for other magnetic cores [59].

4.3.5 Magnetic particles mobile within the network

An additional property of form-anisotropic particles is that they align in a magnetic
field, i.e., the hematite spindles orient perpendicular to their length axis within the field

Figure 4.13: Hydrodynamic radii of pNIPAM spheres in dependence of the SDS concentration during
synthesis above (A) and below (B) the LCST. The red lines are a guide to the eye roughly extrapolated
as an exponential decay.

Figure 4.14: Photograph of liquid microgel particles below and above the LCST (A) and after
crosslinking to a solid macrogel (B).
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[35, 36, 87]. If they were put into a macrogel, the hematite particles are hindered in their
orientational behavior [73]. Investigation on the mobility of hematite spindles were
done from groups of Wende and Schmidt [76, 88] within the priority program 1681. This
can be similarly achieved using goethite cylinders which should orient parallel in very
low magnetic fields (<35 mT) and perpendicular at higher field strengths [43, 89].
Goethite particles were synthesized according to Section 4.2.1.1 (Figure 4.1C). According
to TEM, the particle length was about 210 ± 61 nm and the particle width was about
27 ± 9 nm, resulting in an aspect ratio of about 8. At a field strength of about 550mT, the
goethite particles align,which is visible as ananisotropic pattern in the small angle X-ray
scattering data (Figure 4.15A). Compared to an isotropic pattern (indicated by a circle in
the data) theminimumof the intensity shifts to higher q-values perpendicular to the field
and to lower q-values parallel to thefield. By averagingover a definedwave vector range,
i.e., between 0.0223 and 0.0266 nm−1, the intensity peaks at 135° and −45° (Figure 4.15B),
which indicates that the particles align perpendicular to the field direction.

The goethite particles were embedded in a pNIPAM matrix. These macrogels were
synthesized as described in Section 4.3.3.2 similar to Nack et al. [73]. Within this
macrogel—even at a high field strength of about 550 mT—there is no visible alignment
at room temperature (Figure 4.17A). The averaged normalized intensity at a defined
wave vector range between 0.0223 and 0.0266 nm−1 results in a parallel line. Increasing
the temperature to 30 °C, close to the LCST, makes an alignment of the particles possible
(Figure 4.16B). Ananisotropic pattern is directly visible in the SAXSdatawhich leads to a
peak at−45° and 135 °C (Figure 4.15B). A further increase of the temperature doesnot lead
to further alignment (Figures 4.15B and 4.16C). Returning to room temperature while
under influence of the field shows that the particles stay aligned even after turning off the

Figure 4.15: (A) U-SAXS of goethite particles in water in a field of about 550 mT. The field direction is
indicated with a black arrow. The ring is a guideline for the eye. (B) Averaged intensity at a defined
wave vector range, i.e., between 0.0223 and 0.0266 nm−1 versus angle for goethite particles in water
and goethite particles in a pNIPAMmatrix at 25 °C prior to the first heating cycle, at 30 °C, 45 °C and at
25 °C after the heating cycle.
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field (Figures 4.15B and 4.16D). A detailed investigation on how this alignment affects
the properties of the pNIPAM gel and the particle dynamics is running.

4.3.6 Outlook: particles within network cavities

Whenparticles are embedded into a gel as described in Section 4.3.4, they are fixated in
the matrix, i.e., the particles cannot move isolated from the matrix. The described
particles can basically be split into three compartments: themagnetic nanoparticle, the
silica shell and the hydrogel shell. The magnetic nanoparticle itself and the hydrogel
have a distinct function in the compositematerial while the silica shell is used to create
a stable composite material which becomes obsolete in the finished material. One
approach to tune the composite can be the removal the silica shell [90–93], which
should increasemobility of themagnetic particle and therefore open the opportunity to
utilize applications that require mobile particles, e.g., for hyperthermia.

Figure 4.16: SAXS images of a pNIPAM macrogel with embedded goethite particles in a permanent
magnetic field of about 550 mT at (A) RT prior to the heating cycle, (B) 30 °C, (C) 45 °C and (D) again at
RT after the heating cycle.
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Silica shells are formed by a condensation reaction of SiOH. The most common
reagent TEOS carries four such alcohol groups. Apart from condensation reactions
these groups can also associate by hydrogen bond formation, which is less stable but
significantly faster and the resulting bond-length is shorter. During the rapid formation
of the silica particles the condensation typically is partial in the center. The degree of
condensation typically increases closer to the surface of the particles because the
increased curvature forces the Si to form the longer condensed Si–O–Si-bonds. We
attempted several approaches to dissolve/etch the silica shell [90–93]. The most
commonly reported approach is using sodium hydroxide as etching agent which has
the inherent disadvantage that it also catalyzes the condensation reaction [91]. This
renders the whole process very difficult to control. Another seemingly more controlled
process was the use of acetic acid [90]. The described approach is very straightforward:
Bring a solution of silica or core–shell particles to pH 3.9 and heat it to 160 °C for 24 h in
an autoclave. The first results can be seen in Figure 4.17 and showhollow silica spheres
(B) in comparison to the particles before treatment (A). This approach lacks repro-
ducibility and the results are very inconsistent leading us to abandoning this approach.

A combination of a very fine-tuned sodium hydroxide etching with a subsequent
dialysis step yielded promising results at etching away about 95% of the silica shell.
This approach does not produce hollow spheres but removes the silica shell in its
entirety. This process has the disadvantage that it has a direct influence on the swelling
behavior of the gel material and—while being very reproducible—is therefore prob-
lematic to transfer into a practical application. A newer approach was recently
discovered using ammonium fluoride to etch the silica shell [92]. Ammonium fluoride
works as efficient as hydrofluoric acid while being far less dangerous to handle. First
experiments showed a very clean etching of the silica shell while leaving the gel’s
swelling behavior unaffected. This approach will be further pursued in the project to
create mobile particles in the center of a gel bead.

Ace c acid

160 °C

100 nm

100 nm

Figure 4.17: TE micrograph of the evolution of hollow silica spheres through etching with acetic acid
before and after.
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4.4 Hyperthermia—the step toward application

Hyperthermia is a medical symptom describing an elevation of the temperature in the
human body as a reaction to certain pathogens. Medical hyperthermia utilizes an
external heating source to induce that overheating. The main disadvantage of the
‘classic’ approach to medical hyperthermia is that it requires methods that are either
highly invasive in case of microwaves or need direct contact to the body in case of
heating elements. Magnetic hyperthermia is an approach to realize specific and tar-
geted heating while being minimally invasive and noncontact. Magnetic radiation of
reasonable field strength is harmless to the human body and easily penetrates tissue
without causing damage. To induce heat with magnetic radiation magnetic material
must be brought to a target area. In our project wewere not concernedwith targeting an
area but rather with the proof of concept of noncontact heating utilizing magnetic
nanoparticles in an external ac field. For this purpose, we build a custom setup to
measure heat induction in nanoparticle solutions. The core of the setup is a series
resonant circuit which includes a 2 Ω power resistor and is powered by an audio
amplifier. The temperature is measured with a fiber optic thermometer directly in
solution [66].

In general, there are two approaches how to evaluate acquired data from hyper-
thermia. The main approach to assess heating efficiency of magnetic material is a
calorimetric approach that mainly takes the medium around the material into account
while normalizing the data to the mass m of particles used, the heat capacity of the
medium c and the slope of the temperature vs. time curve ΔT/Δt:

SLP = c
m

ΔT
Δt

(4.1)

The intrinsic approach takes the actualmagnetic characteristics of thematerial and the
excitation field into account. The relation of specific loss power (SLP) and intrinsic loss
power (ILP) can be described using the frequency f and the strengthH of the excitation
field:

ILP = SLP
f∗H²

(4.2)

The SLP can be directly accessed via temperature versus time measurements of a
nanoparticle solution using the specific heat capacity of the solvent and/or matrix
material. For comparability the data is usually normalized to themass of particles used
for a measurement.

Figure 4.18 shows heating versus time curves in dependence on the external
magnetic field strength. The linear region in the first approximate 180 s can be utilized
to calculate the SLP, which is shown in reliance to the respective field strength. The
particles show a high heating power even at low frequent fields. This can be further
tuned by optimizing the excitation frequency or increasing the viscosity of the solution.
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pNIPAM can be synthesized as beads in aqueous solution and mixed with water
dispersible particles. Figure 4.19 shows the hydrodynamic radius in dependence on the
temperature for pure pNIPAM beads in water. A steep phase transition can be seen at
roughly 30 °C. As a proof of principle these beads were mixed with cobalt ferrite
particles and measured in our setup.

Figure 4.18: Temperature versus time curves comparing the heating ability of cobalt ferrite in pure
water at different field strengths. With higher field strength the heating efficiency increases but also
the error from coil heating.

Figure 4.19: Temperature-dependent hydrodynamic radii of pNIPAM gel beads in water. A steep
decrease of the hydrodynamic radius at around 30 °C can be seen indicating the phase transition.
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Figure 4.20 exemplarily shows the heating versus time curves of two composite
mixtures in comparison to a pure particle sample starting from ambient temperature.
Evidently the composite mixture reaches roughly the double temperature increase
while having about 60% of the particle content. This efficiency increase of about 300%
can be explained by the increased Brownian relaxation time of the particles due to the
higher viscosity of the solution. This increased relaxation time shifts the ideal excita-
tion frequency of the particles to lower frequencies and therefore we get increased
efficiency at the given frequency.

4.5 Methods

4.5.1 TEM

A drop of diluted particle suspension was deposited on a carbon coated copper grid.
The solvent was removed by a filter paper. TE micrographs were recorded on a FEI
Tecnai G2 spirit TWIN at an accelerating voltage of 120 kV.

4.5.2 VSM

The static magnetic characterization was conducted directly in solution using the
commercially available EZ9 VSM system by Microsense in a range of ±2.5 T.

Figure 4.20: Temperature versus time curves comparing the heating ability of cobalt ferrite in pure
water with cobalt ferrite mixed in a solution of pNIPAM gel beads with error bars.
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4.5.3 XRD

The sample was washed to neutral pH. Then about 100 μL of the particle dispersion
were deposited on a silicon waver and dried in air. The X-ray diffraction was done on a
Philips X`Pert PRO MPD. The radiation was Cu-Kα with a wavelength of 1.54 Å. For the
evaluation of the crystal phases present, we used the software Highscore X’pert PRO by
PanAnalytical with the PDF Nr. 00-034-1266 for akaganeite, PDF Nr. 00-022-1086 for
cobalt ferrite, PDF Nr. 00-024-0072 for hematite, PDF Nr. 01-081-0462 for goethite and
PDF Nr. 01-086-1344 for magnetite. All samples were background corrected to
compensate for X-ray fluorescence at the given X-ray wavelength.

4.5.4 DLS

The dynamic light scattering (DLS) measurements were performed with an ALV/CGS-3
Compact Goniometer-System using an ALV/LSE-5004 Multiple Tau Digital Correlator
(V.1.7.9.) in combination with a COBOLT SAMBA 50 laser (Nd:YAG, 532 nm, 400 mW)
and the ALV Digital Correlator Software 3.0. The measuring angle was set to 90° for all
measurements and every individual measurement was conducted for 60 s. The sample
vials consisted of quartz glass and were placed into a measurement cell filled with
toluene. The temperature-dependent viscosity and refractive index of the solvents were
automatically corrected according to tabulated values. The toluene bath and thus the
samples were tempered by a JULABO F25 thermostat working with a mixture of water
and ethylene glycol and delivering a temperature accuracy of 0.01 °C.

4.5.5 Hyperthermia

Hyperthermia was measured with a custom-built coil setup. The frequency was set
using the STEMlab web interface of the red pitaya amplified by a t.amp TSA 2200 audio
amplifier from Thomann powering a series resonant circuit including an additional 2Ω
power resistor. The factual field strength was calculated directly from the measured
current driving the excitation coil. The current was measured with a Sensitec 3025
sensor. The signal was processed within STEMlab of the red pitaya. The temperature
was measured with a fiberoptic gallium arsenide measurement device from Optocon.
The sample holder is a 3D-printedABSpiece to fit 5mL rotilab glass vials fromCarl Roth
and is thermally insulated by a 2 mm water-cooled polystyrene hose.

4.5.6 U-SAXS

The U-SAXS measurements were performed at the Coherence Beamline P10 at the
German Synchrotron Facility (DESY) in Hamburg. The energy was set to 7.049 keV,
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which lies under the absorption edge of iron. The distance from detector to sample was
about 21.2 m. An Eiger 4M detector with 2070 × 2167 pixels was used with a pixel size of
about 75 × 75 μm2. The samples were filled in Quartz capillaries prior to the measure-
ment and sealed with hot glue. For the low magnetic field strengths, a coil setup was
utilized generating a DC magnetic field up to 100 mT. For stronger magnetic field
strengths permanent magnets were used. The field strength was measured by a hall
effect magnetometer.

4.6 Summary and outlook

We succeeded in the synthesis of a variety of iron oxide phases in different sizes and
shapeswith uniquemagnetic properties. The iron oxides are usually very stable in their
respective oxidation phases and maintain their respective properties for months. All
particles can be additionally coated with a silica shell which further prevents
agglomeration and offers the possibility for further functionalization via the very
flexible silicon hydroxide function on the outer shell. We additionally showed the
combination of our particle systems with pNIPAM as a proof-of-principle of a com-
posite material for how the thermoresponsive matrix can be influenced by a magnetic
field. A variety of different analysis methods could be applied to the particles.

Magnetite generally has very good magnetic properties but proved to be very
sensitive to handle. We could show with various scattering techniques that impurities
of maghemite or magnetically far inferior hematite were a very common byproduct of
the synthesis. We succeeded to establish a hydrothermal route that enables us to
synthesize phase pure magnetite nanoparticles not only from pre-prepared akageneite
precursors but also from impure samples as ameans for purification. These akaganeite
precursors are very simple and controlled in their synthetic route and can also be used
to create antiferromagnetic goethite particles which have unique magnetic properties
as well. Cobalt ferrite as a hard-magnetic counterpart to magnetite can also be syn-
thesized straightforward and was stabilized for months in watery dispersion.

All mentioned particles can be reliably coated with a silica shell that is tunable in
its size. This shell offers the possibility of a wide range of functionalization through
silane chemistry. The silica shell itself seems to offer quite sophisticated properties
regarding biocompatibility and opsonization behavior in biological fluids like serumor
blood. We could show that our cobalt ferrite nanoparticles express a seemingly low
toxicity under 48 hwhich could be further reduced through the silica shell. Preliminary
tests showed that proteins in fetal calf serum coordinate well around silica coated
cobalt ferrite particles which has potential in a future application to mask particles
from an answer of the bodily immune system.

An array of interactions between our different particle systems and the thermor-
esponsive matrix pNIPAM could be observed and reported in this work. pNIPAM has a
significant influence on the orientational behavior which can be switched by a
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temperature change.We could also induce enough heat to achieve the phase transition
via an alternating current magnetic field into a gel without direct contact.

The proofs of principle presented in this work will be further pursued in the future.
The cobalt ferrite particles will be tuned in their stability in biological fluids as serum
and blood. Hemocompatibility tests as well as toxicity assays with different cell lines
are planned as the next step. Different sizes of cobalt ferrite particles and a comparative
toxicological assay dependent on the particle size and magnetic properties. Parallel to
biocompatibility in general, cobalt ferrite and magnetite nanoparticles will be further
examined on their hyperthermia behavior in gel matrices with a special focus on the
difference between particles that are just mixed into a gel and particles that are
covalently bound into the network. Especially temperature-dependent dynamic mag-
netic analysis is expected to deliver very interesting insights to particle matrix
interactions. Further X-ray scattering experiments on goethite nanorods are planned to
get an even better insight into the orientational behavior and the change of that
orientational behavior inside different gel matrices.
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5 Studies about the design of magnetic
bionanocomposite

Abstract: Magnetic nanocomposites are a class of smart materials that have attracted
recent interest as drugdelivery systemsor asmedical implants. Anewapproach toward
the biocompatible nanocomposites suitable for remote melting is presented. It is
shown that magnetite nanoparticles (MNPs) can be embedded into a matrix of
biocompatible thermoplastic dextran esters. For that purpose, fatty acid esters of
dextran with adjustable melting points in the range of 30–140 °C were synthesized.
Esterification of the polysaccharide by activation of the acid as iminium chlorides
guaranteed mild reaction conditions leading to high-quality products as confirmed by
Fourier-transform infrared (FTIR) and nuclear magnetic resonance (NMR) spectros-
copy aswell as by gel permeation chromatography (GPC). Amethod for the preparation
of magnetically responsive bionanocomposites (BNCs) was developed consisting of
combined dissolution/suspension of the dextran ester and hydrophobized MNPs in an
organic solvent followed by homogenization with ultrasonication, casting of the so-
lution, drying andmelting of the composite for a defined shaping. This process leads to
a uniform distribution of MNPs in BNC as revealed by scanning electron micro-
scope (SEM). Samples of different geometries were exposed to high-frequency alter-
nating magnetic field (AMF). It could be shown that defined remote melting of such
biocompatible nanocomposites is possible for the first time. This may lead to a new
class of magnetic remote-control systems, which are suitable for controlled release
applications or self-healing materials. BNCs containing biocompatible dextran fatty
acid ester melting close to human body temperature were prepared and loaded with
Rhodamine B (RhB) or green fluorescent protein (GFP) asmodel drugs to evaluate their
potential use as drug delivery system. The release of themodel drugs from themagnetic
BNC investigated under the influence of a high-frequency AMF (20 kA/m at 400 kHz)
showed that on-demand release is realized by applying the external AMF. The BNC
possessed a long-term stability (28 d) of the incorporated iron oxide particles after
incubation in artificial body fluids. Temperature-dependent mobility investigations of
MNP in the molten BNC were carried out by optical microscopy, magnetometry,
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alternating current (AC) susceptibility, and Mössbauer spectroscopy measurements.
Optical microscopy shows a movement of agglomerates and texturing in the micro-
meter scale, whereas AC susceptometry and Mössbauer spectroscopy investigations
reveal that the particles perform diffusive Brownian motion in the liquid polymer melt
as separated particles rather than as large agglomerates. Furthermore, a texturing of
MNP in the polymer matrix by a static magnetic field gradient was investigated. First
results on the preparation of cross-linkable dextran esters are shown. Cross-linking
after irradiation of the BNC prevents melting that can be used to influence texturing
procedures.

Keywords: drug release, magnetic nanocomposite, thermoplastic dextran

5.1 Introduction

Magnetic bionanocomposites (BNCs) can open promising opportunities for the design of
novel tools for diagnostics and therapies. Today, magnetic BNCs are intensively studied
in the field of hyperthermia, [1–3]microfluidic devices, [4, 5], and controlled drug release
[6, 7]. Magnetically responsive systems for drug delivery belong to exogenous stimuli-
responsivematerials, which can react on alternating current (AC) or oscillatingmagnetic
field through two heating mechanisms: (a) hysteresis loss for ferromagnetic particles
and/or (b) Néel and Brownian relaxation for superparamagnetic particles and on direct
current (DC) magnetic field through targeting [8, 9].

A new approach toward magnetically responsive biomaterials is the use of ther-
moplastic biopolymers containingmagnetic nanoparticles (MNPs) . In 2011, an elegant
method could be developed for the synthesis of pure dextran fatty acid esters by
activation of the carboxylic acids with iminium chloride, which is formed from N,N-
dimethylformamide (DMF) and oxalyl chloride [10]. The bio-based dextran esters ob-
tained are hydrophobic and possess-adjustable melting temperature in the range from
room temperature to about 140 °C depending on the detailed structure. The melting
temperature could be tailored by the type of substituent introduced, the degree of
substitution (DS), and the molecular weight (Mw) of the polymer.

In the frame of own studies, polysaccharide esters were investigated regarding the
preparation of magnetic BNC and the properties of the resulting biomaterials. In this
chapter, we are going to discuss the synthesis of proper starting thermoplastic poly-
mers dextran esters, the fabrication of the BNC. Moreover, thermoplastic and cross-
linkable dextran esters were prepared for the first time and were doped with MNP in
order to get barrier forming materials by irradiation with UV light. Studies about the
magnetic and thermal behavior were in the center of interest. Moreover, the MNP
movement in the molten matrix under a static magnetic field gradient and release
properties usingmodel drugs will be highlighted for this new type of magnetic BNC. To
get a deeper insight in the new BNC regarding their heating abilities and magnetic
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relaxation process, AC susceptometry (ACS) studies were included. ACS is sensitive to
the reorientation of magnetic moments in small magnetic fields, realized by Brownian
motion or Néel relaxation [11, 12]. Mössbauer spectroscopy was applied as well that
represents another versatile technique able to quantify parameters of Néel relaxation.
In case of Brownian particle motion, a broadening of absorption lines occurs that
allows to determine hydrodynamic radii or the viscosity of the surrounding liquid,
respectively [13, 14].

5.2 Materials and methods

5.2.1 Materials

Oxalyl chloride, N,N-dimethylacetamide (DMAc), and DMF were obtained from Arcos Organics, Geel,
Belgium. FeCl3 · 6H2O and FeCl2 · 4H2O, tetrahydrofuran (THF), and oleic acid were obtained
from Merck, Darmstadt, Germany. Palmitic acid (PA), myristic acid (MA), and lauric acid (LA) were
purchased from Carl Roth GmbH, Karlsruhe, Germany. N,N′-carbonyldiimidazole (CDI) was obtained
from abcr GmbH, Karlsruhe, Germany. Dimethyl sulfoxide (DMSO) was purchased from Fisher Scien-
tific, Loughborough (U.K). Dextran from Leuconostoc mesenteroides ssp. (Mw 6,000, 15,000, and
60,000g/mol fromSigmaAldrich, Steinheim,Germany)was treated in vacuumat 100 °C for 24 hprior to
use. LiCl was supplied by Sigma Aldrich, Steinheim, Germany, and was treated in vacuum for 48 h at
100 °C. 2-[(4-methyl-2-oxo-2H-chromen-7-yl)oxy]acetic acid (MUB) was prepared according to [15]. All
other reagents were used without further purification.

5.2.2 Synthesis of dextran ester

5.2.2.1 Dextran fatty acid ester (2a-l): Dextran fatty acid esters were prepared by activation of fatty
acids (LA,MA, andPA) as iminium chlorides following amethoddescribed by Liebert et al. [10]. General
procedure: Dextran samples of different molar mass (Mw 6,000, 15,000, and 60,000 g/mol) were
dissolved in DMAc/LiCl at 100 °C for 1 h under stirring. The fatty acid iminium chloride was prepared by
conversion of DMF with oxalyl chloride and subsequent reaction with LA, MA, or PA at − 20 °C for
30 min. Subsequently, the solution of the carboxylic acid iminium chloride was added to the dissolved
biopolymer to form the corresponding dextran ester (16 h, 60 °C). After precipitation in isopropanol, the
product was dried in vacuum at room temperature for 2 days.

Peracetylation of the dextran esters was carried out to determine the DS by means of 1H NMR
spectroscopy according to literature [16]. Details for the esterification and peracetylation of dextran
esters are described in Ref. [17].

5.2.2.2 Dextran-2-[(4-methyl-2-oxo-2H-chromen-7-yl)oxy]acetic acid ester (3a,b): Cross-linkable
dextran ester was prepared by in situ activation of 2-[(4-methyl-2-oxo-2H-chromen-7-yl)oxy]acetic acid
(MUB) with CDI. To a solution of dextran (Mw 6,000 g/mol, 3.0 g, 18.5 mmol) in DMSO (90 mL), MUB
(4.33 g, 18.5 mmol) and CDI (3.0 g, 18.5 mmol) were added and allowed to react at 80 °C for 20 h under
stirring. The product was precipitated in 1000 mL ethanol and washed three times. Subsequently, the
product was dried under vacuum for 2 days (room temperature) yielding a white solid.
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5.2.2.3 Dextran–MUB fatty acid ester (4a,b): The synthesis of the dextran–MUB fatty acid ester (4a,b)
was carried out according to the same procedure as described for dextran esters 2a-l using dextran
esters 3a,b as starting materials.

5.2.3 Preparation of magnetic nanoparticles

The preparation ofMNPswas performedat the Leibniz-Institute of Photonic Technologies (IPHT) andby
the group of S. Dutz [18] following a modification of a basic precipitation method described by S. Dutz
[19]. Briefly, a solution of 1 M NaHCO3 was slowly added to FeCl2/FeCl3 solution (Fe3+/Fe2+: 4.2 M/3.3 M)
with a rate of 2 mL/min under permanent stirring up to pH 7–7.5, leading to the formation of a brownish
precipitate. After that, the solution with the precipitate was boiled for 10 min to form an almost black
precipitate. After cooling to room temperature, the suspension was washed with distilled water and
dried. Details can be found in [20].

The method described generates bigger MNP than superparamagnetic iron oxide nanoparticles
(SPIONs, mean diameter about 15 nm above the superparamagnetic limit) that have larger specific
heating power at “high” magnetic field amplitude (Example: 20 kA/m) [21]. The MNPs tend to
agglomerate due to the high surface energy and magnetic interaction.

The obtainedMNPswere then coatedwith oleic acid in order tomake their surface hydrophobic for
a better compatibility within the hydrophobic dextran ester. Oleic acid and concentrated KOH solution
were mixed with aqueous suspension of the particles to promote the surfactant in the form of oleate to
adhere to the particle surface. The oleate was converted into oleic acid by adding concentrated HNO3.
The mixing steps were done in a ball mill (pulverisette 5, Fritsch, Germany) for 2 h and 150 rpm in order
to destroy large agglomerates. The product was washed several times with acetone and hot water
alternately. After sedimentation in acetone, supernatant liquid was removed and the substance was
dried. Details are described in [22].

5.2.4 Spectroscopic-, chromatographic- and thermal measurements

Fourier-transform infrared (FTIR) spectra were recorded on a Nicolet Protégé 460 spectrometer with
64 scans and a resolution of 4 cm−1 (KBr technique). KBr tablets were dried at 100 °C for 1 h to
remove moisture prior to the measurement. Nuclear magnetic resonance (NMR) spectra were
acquired on a Bruker AMX 250 spectrometer at room temperature with 16 scans for 1H NMR, 10,240
scans for 13C NMR measurements, and 1H/13C Heteronuclear Single Quantum Coherence (HSQC)
spectra (40 mg sample/mL in CDCl3). The DS values of dextran esters 2a-l were calculated from 1H
NMR spectra of peracetylated samples (according to Ref. [16]), DSfatty acid = 3 – (7 × IH, acetyl) /
(3 × IH, AGU). The DS values of dextran esters (3a,b and 4a,b) were calculated from elemental
analysis (EA), performed with a VARIO EL III CHNS analyzer (Elementar Analysensysteme GmbH
Hanau, Germany). The molecular weight was obtained by gel permeation chromatography (GPC,
Shimadzu, Japan, calibrated with polystyrene, 370–128,000 g/mol). The samples were dissolved in
chloroform/isopropanol/triethylamine (94/2/4) and measured with a flow rate of 1 mL/min at 40 °C.
The thermal properties of 10 mg samples were measured by differential scanning calorimetry (DSC,
Netzsch DSC 204 F1 Phoenix) in an aluminum pan under nitrogen environment. The heating
rate was 10 K/min and cooling rate was 20 K/min. The sample was first cooled to −50 °C and heated
up to 200 °C. The heating/cooling cycle was carried out twice. The morphology and distribution
of MNP in the polymer matrix were investigated by field emission scanning electron microscopy
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(SEM, sputtered with graphite,15 kV, FE-SEM JSM 6300F, JEOL, BSE contrast). One sample with
2.2 wt% MNP was split into two parts by cryogenic break under liquid nitrogen to observe the BNC
morphology in the cross-sectional area. UV–Vis spectroscopic investigations were carried out on
Lambda 25 UV–Vis Spectrometer (Perkin Elmer, Singapore).

5.2.5 Magnetic measurements

Static magnetic measurements were carried out with a vibrating sample magnetometer (VSM) Micro-
MagTM 3900 (Princeton Measurements Corp., USA). Magnetization curves M(H) were measured on the
unmodified magnetic particles (to get the magnetic phase after preparation), on oleic acid coated
particles, and on the BNC for determination of the particle content.

The magnetic alternating current susceptibility (from ACS measurements) of 1 wt% MNP in dextran
myristic ester–based biopolymer wasmeasured using a QuantumDesignMPMS-5S in the frequency range
of 102–103 Hz at temperatures of 20–120 °C with an applied AC magnetic field amplitude of 4 Oe. Addi-
tionally, temperature-dependent magnetization curves of both samples were recorded at 5–390 K with an
applied magnetic field of 10 mT following the common zero-field-cooled/field-cooled (ZFC/FC) protocol.

Mössbauer spectra of dextran myristate and palmitate ester–based BNC with 1 wt% of MNP were
measured in transmission geometry at temperatures of 20–110 °C using a custom-built setup with a
40 mCi 57Co(Rh) in constant acceleration mode. A BNC sample with thickness of 9 mm was used,
corresponding to about 9 mg/cm2 of nanoparticles. Mössbauer spectra at 4.3 K were measured using a
He cryostat containing a superconducting magnet in split-coil geometry providing a uniformmagnetic
field of up to 5 T. ACS and Mössbauer investigations have been done by research group of Dr.
Wende, [23] University of Duisburg-Essen. For details, see their contribution in this book and 35.

5.2.6 Alternating magnetic field studies

BNCswith different sample geometries, type of polymer, andMNP content were fabricated as described in
Section 5.3.3, in order to study their influence on heating ability by AMF. Disk-shaped BNCs (2 wt%MNP)
were made with thickness of 1.4 mm and radius of 8 mm by casting into cylindrical mold. Films of the
magnetic BNCs with different MNP concentrations were coated on object glasses by lab applicator into
about 30mm× 20mm squarewith thickness of 600 ± 20, 50 ± 3, and 5 ± 1 µm (Table 5.3). BNC coatings on
object glassanddisk-shapedsampleswereplaced in themiddleofa coil (3 turnsand5.5 cmdiameter,water
cooled) in air at room temperature and subjected to anAMF amplitude of 20 kA/m and frequency 400 kHz
for 5 min. The deviation of the field amplitude in the relevant area inside the coil wasmeasured as smaller
than 10%. The surface temperature of thin film and disk-shaped sample in 1 s interval was monitored by
infrared (IR) thermography using a thermal camera (NECAvio infrared Technology) 20 s before the start of
magnetic induction for 5 min and analyzed by InfReC Analyzer NS9500 Standard (frame rate: 1 fps). The
results were averaged over three points on the IR thermography. The spatial resolution of the camera
combinedwith the arrangement of the experiment (distancebetween camera and sample) is about 0.3mm.

The specific absorption rate (SAR) of the BNC (2 wt% MNP) was determined by measuring the
initial heating ratewith a fiberoptical sensor (OPTOcon, Dresden, Germany) on a bulk-shaped sample of
0.10 g BNC (granules < 1 mm) in 0.90 g gelatin gel, using the equation SAR = c xmF/mc x ΔT/Δtwith c as
the specific sample’s heat capacity (value of water),mc the mass of BNC, mF the fluid mass, and ΔT/Δt
the maximum value of the linear slope of the heating curve after subjecting the sample into an AMF
(20 kA/m, 400 KHz) inside of a polystyrene isolation.
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5.3 Results and discussion

5.3.1 Synthesis and characterization of dextran esters

Esterification of polysaccharides with carboxylic acids is one of the most versatile
transformations to create biopolymers with valuable properties [24]. Efficient esterifi-
cation techniques using special methods and in situ procedures for activation of car-
boxylic acids are a very useful alternative to the conventional reagents (acid chloride or
acid anhydride) for the preparation of pure polysaccharide esters [16, 24]. For this
purpose, various activating reagents are available, e.g., sulfonic acid chlorides, dia-
lkylcarbodiimide, 1,1′-carbonyldiimadazole (CDI), or activation via iminium chlorides
[10, 24].

Studies about esterification of dextran with fatty acids have shown that iminium
chlorides of carboxylic acids are in particular efficient [10]. The iminium chlorides of
carboxylic acids are formed by the conversion of DMF with chlorinating agents
(e.g., phosphoryl chloride, phosphorus trichloride, or oxalyl chloride) and subse-
quently reaction with the carboxylic acid forming only gaseous by-products. It is a very
mild and efficient method for esterification of polysaccharides resulting in pure
products [10], which enables biological and medical applications. The polysaccharide
dextran, which finds widespread use inmedical and pharmaceutical applications, was
used for the preparation of thermoplastic bio-based material.

5.3.1.1 Long-chain fatty acid esters of dextran

Esterification of dextran with long-chain fatty acids is a path to generate thermoplastic
products [24]. The synthesis of fatty acid esterswas performed by activation of the acids
via iminium chlorides using oxalyl chloride as chlorinating agent (Figure 5.1).

Figure 5.1: Reaction schema of the conversion of dextran with palmitic acid activated as iminium
chloride.
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The melting range of the dextran esters can be adjusted by the DS, the type of
substituent introduced, and the molecular weight of the polysaccharide. The DS value
can be easily controlled by the amount of reagent used. A summary of reaction con-
ditions and results is given in Table 5.1.

Dextran esters 2a-lwith melting areas in the range of 30 and 140 °C were obtained.
Compared to the acids introduced and the Mw of the dextran, the DS value has a
significant influence on the melting temperature (Table 5.1). An increasing DS mostly
leads to a lower melting temperature. However, the melting depends on the supra-
molecular structure of the polymer, i.e., from the interactions of the polymer chains
with each other. Thus, the DS and the distribution of the ester moieties may determine
the temperature range of the melting, which must not give steady decrease of the
temperature with increasing DS. This behavior was also found for the samples with an
average DS of about 1.5 that possesses a higher melting temperature compared to
samples of lower DS. The structure and the purity of the dextran esters were confirmed
with FTIR and NMR spectroscopy.

5.3.1.2 Cross-linkable dextran ester

In order to generate biomaterial with different magnetic microsegments, dextran was
functionalized with a photochemically cross-linkable moiety. Thus, substructures that
may have a barrier effect can be created through irradiation with UV light. To produce
cross-linkable dextran ester, 2-[(4-methyl-2-oxo-2H-chromen-7-yl)oxy]acetic acid
(MUB) was chosen as a representative from the well-known coumarin family [25].
Dextran–MUB esters (3a,b) were prepared by in situ activation of MUB with CDI and
conversion with the biopolymer (Figure 5.2). The dextran–MUB esters (3a,b) were

Table .: Reaction conditions for and results of the esterification of dextran (Mw , g/mol) with
different fatty acids activated as iminium chlorides. (AGU: anhydroglucose unit).

No Carboxylic acid
(C-number)

Molar ratio of
AGU:acid

Degree of
substitution

Range of melting
temperature (°C)

a Lauric () : . –
b Lauric () : . –
c Lauric () : . –
d Myristic () : . –
e Myristic () : . –
f Myristic () : . –
g Palmitic () : . –
h Palmitic () : . –
i Palmitic () : . –
ka Palmitic () :. . –
lb Palmitic () :. . –c

aPrepared with dextran Mw of , g/mol. bPrepared with dextran Mw of , g/mol. cIncomplete melt.
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further esterified with palmitic acid to get thermoplastic biopolymer derivatives (see
Section 5.3.1.1). The DS value can be easily adjusted by the molar ratio both of AGU to
MUB and modified AGU to palmitic acid, respectively. A summary of reaction condi-
tions and results is given in Table 5.2.

Cross-linkable dextran esters 3a and 3b possess DS values of 0.19 and 0.62.
Thermoplastic and cross-linkable dextran esters were obtained with a range of melting
temperature from 58 to 65 °C (4a) and from 75 to 80 °C (4b). It can be concluded that the
temperature of the melting area increased with increasing DS of MUB and decreased
with increasing DS of palmitate. The structure and the purity of the different dextran
esters (3a,b and 4a,b) were evaluated by means of 1H and 13C NMR spectroscopy.

5.3.2 Photo-cross-linking

Light-induced cross-linking opens up a possibility for the generation of polymeric
networks. It is especially attractive because photo-cross-linking is an ecological and
nondestructive process [26]. Moreover, a high level of control over the network for-
mation and cross-linking density can be achieved. Photo-cross-linkable poly-
saccharides can be generated through functionalization with various photosensitive
groups such as cinnamate, anthracene, or coumarin derivatives [27]. These groups are

Table .: Reaction conditions for and results of the esterification of dextran (Mw , g/mol) with
MUB and of dextran–MUB ester (a,b) with palmitic acid iminium chloride (a,b).

No Carboxylic acid Molar ratio (AGU:acid) Degree of
substitution

Range of melting
temperature (°C)

MUB Palmitate

a MUB :. . – –
b MUB :. . – –
a Palmitic :. . . –
b Palmitic :. . . –

Figure 5.2: Reaction schema for the preparation of dextran-2-[(4-methyl-2-oxo-2H-chromen-7-yl)oxy]
acetic acid ester via in situ activation of the carboxylic acid with CDI.
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able to form covalent bonds under controlled UV-light irradiation via photo-
dimerization, which may be reversible depending on the wavelength of the light.
Coumarin derivatives, e.g., undergo a [2π + 2π] cycloaddition forming a cyclobutane
during irradiation at wavelength above 300 nm, whereas cleavage occurs at 254 nm
(Figure 5.3)[27].

The photochemical response of dextran esters 4a and 4b was studied in solution
by means of UV–Vis spectroscopy under irradiation with light of a wavelength of
365 nm (Figure 5.4). Upon irradiation, the absorption at 316 nm decreases indicating
the formation of the MUB dimer via [2π + 2π] cycloaddition. After 180 min, a degree of
dimerization of 50% for 4a and around 70% for 4bwas achieved, concluding that the
material with a higher DS of cross-linkable groups shows better cross-linking behavior.
Furthermore, the absorbance increases with increasing DS of MUB because of the
relative higher content of coumarin moieties.

Photo-cross-linking experiments with films of dextran esters 4a and 4b, prepared
with a lab applicator, were carried out. The films were irradiated for 3 h with light of a
wavelength λ = 365 nm to investigate the cross-linking ability in the solid state. The
films obtained show changes of properties, including solubility and melting behavior.
Irradiated films of dextran ester 4b do not melt anymore, whereas films prepared from
4a are still partially meltable. It can be concluded that a DS of MUB of 0.19 is not
sufficient to obtain a complete cross-linking of the material.

Figure 5.3: Schematic presentation of the [2π + 2π] cycloaddition of 2-[(4-methyl-2-oxo-2H-chromen-
7-yl)oxy]acetic acid derivative.

Figure 5.4: UV–Vis spectra of the photodimerization of 4a (left) and 4b (right) dissolved in CHCl3 after
different irradiation times.
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5.3.3 Preparation and analysis of magnetic bionanocomposite
(BNC)

The dextran ester and the MNPs were analyzed by different methods including FTIR
spectroscopy, DSC, thermal gravimetric analysis (TGA), viscosimetry, dilatometry, hot
table microscope (for polymers), and dynamic light scattering (DLS) and vibrating
sample magnetometry (for MNP).

Modification of iron oxide nanoparticle with carboxylic acid results from the in-
teractions between the carboxylic/carboxylate moieties and the surface metal ion [28].
Uncoated MNP shows a coercivityHC of 3.1 kA/m and a saturationmagnetizationMS of
74.8 Am2/kg, oleic acid–coatedMNPadecreasedHC of 2.5 kA/mandMS of 68.8 Am

2/kg.
From MS measurements the content of oleic acid was calculated. It is in the range of
8wt%. Dextranmyristate (2f) and dextran palmitate (2i), showingmelting points in the
region suitable for applications in the biological field, were chosen for fabrication of
magnetic hybrid material and were applied for the following experiments.

In the frame of these studies, three different approaches were investigated for
fabrication of magnetic BNCs, namelymixing of the polymer and theMNP, followed by
melt extrusion, dissolution/suspension of polymer, and film formation on glass by spin
coating [17]. However, only dissolution/suspension combined with solution casting
and subsequent coating with lab applicator on glass after melting was used to prepare
BNC for the studies, bulk samples and layers, respectively, for all types of dextran ester.
In detail, magnetic BNCs with MNP concentrations between 0.05 and 2.2 wt% were
obtained by following steps: dissolution of the dextran ester (2.0 g including MNP) and
suspending hydrophobized MNPs in the organic solvent tetrahydrofuran (THF) fol-
lowed by homogenization with ultrasonication (Elma Transsonic 460/H) for 20 min
and evaporation of the solvent by drying of thin layers under air flow. Thematerial was
collected in the form of granulates, dried in vacuum to remove residual THF, and
shaped in the molten state. The BNCs were coated on object glasses into 20 × 30 mm2

square with thickness of 5, 50, and 600 µm or casted to disks of up to 1.4mm thickness.
The used preparationmethod gives a uniformdispersion ofMNP in the polymermatrix.
The parameters of the different samples can be seen in Table 5.3.

The spatial distribution and morphology of MNP in the polymer were studied by
SEM and optical microscope (Figure 5.5). In a sample containing 2.2 wt% of MNP, the
MNP and small agglomerates in range between 100 nm and 1 µm are uniformly
distributed in the polymer matrix (2i, Figure 5.5). The SEM picture shows that the
particles are alsowell distributed. The evenly distributed particles could also be seen in
the cross-sectional direction of a sliced sample (Figure 5.5, right). Less aggregates are
formed in samples with a smaller MNP content [17]. The MNPs are interlocked in the
polymer matrix.

Rheological measurements on dextran palmitate in a magnetic field of 100 kA/m
have beenperformedbyD. Borinx [30]. Control of the gradient-free sample temperature
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was ensured with a Peltier hood. After the tempering procedure, an examined sample
has been pre-sheared at a shear rate of 100 1/s at least during 120 s and the external
magnetic field was applied using the same shearing conditions. The measurements
show only a weak effect of the magnetic field of about 0.8 % viscosity increase at 60 °C
and 2.8% increase at 100 °C, respectively, that is a further indication of the weak
magnetic interaction between the particles. The magnetic effect is reversible.

A further indication of the spatially averaged, predominant particle interaction
depending on the particle distance can be obtained from the Henkel plot [31] that can

Table .: Summary of composition and geometry of magnetic BNC fabricated by solution casting and
their maximal heating response by IR thermography on alternating magnetic field (AMF) heating.

No Composition Sample geometry Thickness
(µm)

Maximal ΔT
(°C)a

Heating rate
(mK/s)b

C i +  wt% MNP Coating film  ±   

C i +  wt% MNP Coating film  ±   

C i +  wt% MNP Coating film  ±   

C i +  wt% MNP Coating film  ±   

C i + . wt% MNP Coating film  ±   

C i + . wt% MNP Coating film  ±   

C i (control sample) Coating film  ±   

C i +  wt% MNP Disk sample (r = mm)  ±   

C i +  wt% MNP Disk sample (r = mm)  ±   

C . g i +  wt% MNP
in . g gelatin

Granules (<  µm) -  

aSubtracted by control sample. bHeating rate (maximum temperature divided by the time,measuring frequency: Hz).

Figure 5.5: SEM (left) and optical image (center) of MNP in dextran ester 2i and SEM image (right) of
cross section of the 2.2 w.t% MNP layer (fracture surface). © [2015] IEEE. Reprinted, from [45].
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be derived from the initial and the demagnetization remanence curves. Both rema-
nence curves are related via the relation of Wohlfarth [32] in the absence of interaction
(straight line in Figure 5.7). In Figure 5.7, onlyweak particle interaction in sampleswith
dispersed particles is shown, almost independent from the MNP concentration. In
order to show the effect of a particle agglomeration in the Henkel plot, the polymer
matrix of a composite sample with 2.2 wt% of MNP was dissolved and the sample was
measured in liquid state, i.e., after agglomeration.

Magnetic measurements by VSM were carried out to compare magnetic particle–
particle interaction that depends on the mean particle distance. Increasing hysteresis
parameters (Hc, remanence ratio Mr/Ms) with decreasing particle content were found
that suggests a decreasingmagnetic interaction, i.e., a better separation of particles on
microscopic scale (Figure 5.6) [29]. The particle content was calculated from magne-
tization values.

DSC measurements were carried out to evaluate if the embedment of particles
modifies the thermal behavior of the dextran esters. The first heating curve of dextran
palmitic ester and BNC obtained with this sample (1 and 2 wt% of MNP) is shown in

Figure 5.6: Hysteresis parameters vs.
MNP concentration. © [2015] IEEE.
Reprinted, from [45].

Figure 5.7: Henkel plot (magnetic
interaction) of different MNP
arrangement. © [2015] IEEE. Reprinted,
from [45].
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Figure 5.8. An endothermic peak is found at 39 °C for dextran palmitic ester and two
additional peaks at 50 °C and 56 °C that is the same temperature range observed
optically as melting region. Detailed assignment of these peaks is not yet possible.
Nevertheless, the DSC measurements of the BNC of 2i show the same signals with
comparable intensities, which means the presence of the MNP does not affect the
thermal behavior of dextran ester.

5.3.4 Alternating magnetic field heating experiments

The internal melting behavior of the BNC depends on type of polymer, MNP content,
and geometry of the sample. Heating experiments in an AMF based onmagnetic losses
of the MNP in the composite material have been done to find temperature limits using
certain geometrical arrangements of the samples in comparison to melting tempera-
tures of the dextran ester and the specific absorption rate of the BNC. Such experiments
are precondition for further thermal-driven drug release experiments.

The heating response of magnetic BNC on glass with different geometries (thick-
ness 5, 50, and 600 µm) and MNP content to AMF was studied in detail (Table 5.3) [17].
BNC films on glasswere placed in themiddle of a coil at room temperature and exposed
to an AMF of 20 kA/m and frequency of 400 kHz for 5 min. The surface temperature of
the thin films was monitored by IR thermography using a thermal camera 20 s before
and 5 min after the magnetic induction. Details on these measurements are given in
[17]. A typically uniform heating response of the sample (C2) on application of AMF is
generated due to the good dispersion of MNP in the BNC layer (Figure 5.9, left). AMF for
longer times increases the surface temperature, correspondingly. The heating response
is strongly dependent on the thickness of the layer [17] because of heat dissipation
through conduction to the glass substrate and convection to air depending on the ratio
of the surface area to volume (Figure 5.9, right). The maximal increase in temperature
after 5 min and the corresponding heating rates measured on the coating films without

Figure 5.8: Thermal behavior of dextran
palmitic ester and BNC characterized by
DSC, solid line, 2i; point, 2i with 1 w.t%
MNP; dash-point, 2i with 2 w.t% MNP.
Reprinted from 17 Copyright (2015)
American Chemical Society.
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MNP are listed in Table 5.3. When the MNP loading is below 1 wt% (C5, C6), there is no
significant heating response for samples with thickness of 50 µm.

Disk-like shaped samples with thickness of 1.4 mm and radius of 8 mm were
prepared by casting into a cylindrical mold to diminish heat dissipation compared to
the films on glass and were placed on a polystyrene holder in the middle of coil.
After 2–3min, such disk-type samples were heated above themelting temperature (C8:
50 °C,C9: 45 °C) of the dextran ester, i.e., these samples have amuch better heating rate
than the films (Table 5.3). After switching off the AMF, the BNCs were quickly cooled in
air under the melting temperature and solidified within 2 min (Figure 5.10, right) that
confirms that the material is in principle very well suitable for remote melting, e.g., in
controlled release applications.

Figure 5.9: IR thermography of a film prepared from sample C2 after 60, 180, and 300 s in AMF (left).
The graph (right) shows the surface temperature (subtracted by control sample C7) of the BNC films
C1–C3 subjected to continuous AMF. Reprinted from 17 Copyright (2015) American Chemical Society.

Figure 5.10: IR thermography of sample C8 after 240 s in an AMF (left); surface temperature of BNC
disk of samples C8 and C9 in comparison to sample C10 subjected to continuous AMF (right).
Reprinted from 17 Copyright (2015) American Chemical Society.
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Further heating experiments were performed in an arrangement more comparable
to amedical application, like drug release, on small bulk-shaped samples inwater or in
gelatin as biological model system. Measuring the temperature of the surrounding
water at known mass ration sample/water, the SAR of the sample material can be
calculated from the initial heating rate. Here the temperature was measured with a
fiber-optical sensor (OPTOcon, Dresden, Germany).

TheSAR of theBNCC10 (10wt% ingelatin, 2.2wt%MNP)was determinedas 6.3W/g
(Figure 5.10, right), which was subjected to AMF (20 kA/m, 400 kHz). A specific heat
capacity of 1.5 kJ/kg.Kwasassumed.Aplateau in theheating curve at 55 °Cwas foundand
lasted for about 80 s. The temperature went to 54 °C until the field was turned off. The
heating rate is smaller compared to disk samples, because the heat was absorbed by
water. Nevertheless, even in this setup melting of the BNC was readily achieved.

5.3.5 Texturing experiments

In a molten polymer matrix (dextran palmitate 2i with different content of MNPs, by
AMF or external heating), the MNP can be moved inside the matrix by a magnetic field
gradient. Our experiments revealed such a movement by application of an external
static magnetic field (NdFeB magnet, field gradient about 15–20 T/m). In samples with
a low concentration of particles (< 0.2 %), the movement of single particles in the
matrix is microscopically observable. Particle velocities of up to 0.25 mm/s were
observed at sample temperatures of about 100 °C leading to a viscosity of about 1 Pa s.
This movement can be influenced by a superposition with convection or viscosity
deviations by a thermal gradient in the case of a nonuniformheating source. In samples
with a higher MNP concentration (> 0.5%), we observed a “magnetic texturing” of the
BNCunder a staticfield,which alters the SARafter switching off theDCfield (Figure 5.11).

Figure 5.11: Maximum temperature of the
BNC in an AMF before and after texturing
in a static magnetic field. Texturing axis
was perpendicular to the BNC
layer = parallel to AMF. © [2015] IEEE.
Reprinted, from [45].

5.3 Results and discussion 123



The structural reason for that (orientation of MNP and agglomerates or increase of the
local MNP concentration) is not investigated yet.

In addition to optical micrographs, a “magnetic texturing” can be seen by pixel
analysis (in-plane direction of pixel structures, [33] for details, see [34]) in Figure 5.12.
The pixel analysis reveals a distribution of the area of “similar pixels” (not of particles).
The texturing axis corresponds roughly with the direction of the field gradient. Before
texturing, the image reveals no preferred direction of pixel structures, i.e., there is no
particle texturing caused by formation of the BNC films. The dependence of the quasi-
static hysteresis losses (area of the VSM magnetization loop) on the direction con-
cerning the texture axis was investigated on a textured sample of about 10 mm3 at a
maximum field strength (20 kA/m) similar to the AMF amplitude (Figure 5.13). The
losses measured perpendicular to the texturing axis are higher by a factor of 1.7
compared to these measured parallel to the texturing axis (losses per magnetization
cycle: 2.0·10−8 J vs. 1.2·10−8 J). Further minor loop parameters are given in [35].

Figure 5.12: Proof of particle texturing in a staticmagnetic field under external heating at 80 °C/5min:
Optical image before (left) and after (right) texturing and corresponding pixel analysis (0° = y-
direction). © [2015] IEEE. Reprinted, from [45].

Figure 5.13: Minor magnetization curves
measured parallel and perpendicular to the
texturing axis. © [2015] IEEE. Reprinted,
from [45].
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Furthermore, texturing experiments of particles in cross-linkable biopolymer
(dextran ester 4b with 2 wt% MNP, film thickness 250 µm, external heating (110 °C/
5min)) by a staticmagneticfieldwere performed. The BNCwas coated on object glasses
and a defined sector was irradiated with UV light. A movement of MNP could be only
observed in the area of unexposed BNC (Figure 5.14). Pixel analysis (in-plane direction
of pixel structures) [33, 34] of the corresponding areas of the optical image and mag-
netic measurements confirm the texturing.

5.3.6 Magnetometry and AC susceptometry experiments

The generalmagnetic relaxation behavior of dextranmyristate 2f and palmitate 2i ester
withMNPwas investigated in [35] by recording ZFC/FCmagnetization curves between 5
and 390 K using an applied magnetic field of 10 mT. Since the irreversibility temper-
ature at which both magnetization curves coincide is not reached, one can conclude
that in both samples there is at least a minor fraction of larger multicore particles
showing sufficiently slow Brownian relaxation to be considered as magnetically
blocked on the magnetometry time scale.

The average hydrodynamic diameter of the MNP (or agglomerates) moving in the
liquid polymer melt can be determined by measurements of the magnetic AC suscep-
tibility [36]. The imaginary component χ″ of the magnetic susceptibility is given by

Figure 5.14: Particle texturing in a staticmagnetic field under external heating at 110 °C/5min: optical
image without (left side) and with previous irradiation at 365 nm (right side) after texturing and
corresponding pixel analysis (0° = y-direction).
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χ″ = χ′ωτ/(1+(ωτ)2), τ = πηVh/kBT (ω: angular frequency, τ: relaxation time, η: dynamic
viscosity, kBT: thermal energy, χ′: static susceptibility). Effects of the particle diameter
distribution, resulting in a shift of the average Brownian relaxation time and a
broadened peak in χ″, were considered as described in [35]. The influence of the oleic
acid coating with about 1–2 nm in thickness can be neglected compared to the total
particle size. The thickness of the oleic acid coating of ferrite particles coated by a
similar procedure was found by SANS investigations [37].

ACS showsmeasurements of the imaginary part χ″ of themagnetic susceptibility of
1 wt% MNPs in the dextran myristate–based sample at different temperatures. For
temperatures below the melting region, χ″ is found to be relatively constant that is
presumably caused by slow Néel relaxation processes with a broad distribution of
relaxation times and is in agreement with the absence of a distinct Néel relaxation peak
in ZFCmagnetization curves.Whereas far above themelting region, a broad peak at the
low frequency regime can be seen, moving toward higher frequencies with increasing
temperature [35].

Assuming a polymer melt viscosity of about 0.5 Pa s at 393 K, an average particle
diameter of approx. 64 nm and a width of the log normal size distribution of 36 nm
could be calculated [35]. Taking into account the size of themulticore particles of about
30–80 nm found by SEM, this indicates that Brownian motion in the liquid polymer
melt is dominated by the movement of separate particles rather than large agglomer-
ates. However, high relaxation times of large agglomerates in a high viscousmeltmight
be outside of the accessible measurement range using ACS.

5.3.7 Mössbauer spectroscopy

Mössbauer investigations on magnetic BNC were carried out by the group of Dr. H.
Wende (University of Duisburg-Essen) [23]. In the present paper only a short summary
of the results is given. Details can be found in [35].

Mössbauer spectra of the dextran myristate 2f BNC were measured at different
temperatures with and without an applied magnetic field of 5 T, respectively.
Figure 5.15 shows an example of ameasurement (temperature: 4.3 K,magnetic field: 0T).
Further spectra are available in [35]. The spectra display a magnetically ordered sextet
structure reproducible by three sextet subspectra, [38] Fe3+ and Fe2+ on octahedral sites
and Fe3+ on tetrahedral sites, amixture ofmagnetite andmaghemitewithin the particles,
and an insignificant fraction of paramagnetic material. Furthermore, the relative line
intensities indicate a low degree of spin canting that may suggest a well-ordered mag-
netic structure of the studied iron-oxide particles. The influence ofNéel relaxation taking
into account the lognormal particle diameter distribution [39] could be seen by mea-
surements at different temperatures [35]. Details of reproducing the spectra can be found
in [35]. Considering limitations in the time constant of Mössbauer spectroscopy and
of magnetic exchange and interaction effects, only a rough approximation of the
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particles’ anisotropy was possible. An effective anisotropy constant of about 18 kJm−3

was estimated assuming an average size of about 15 nm of the crystallites.
Effects of particle motion can also be observed by Mössbauer spectroscopy,

measuring the broadening of the absorption lines caused by the diffusive translational
motion of the particles within the polymer melts above the melting temperature. The
line broadening is independent of the Néel relaxation process. Details on the analysis
of the data are given in [35]. A first considerable line broadening of dextran myristate
and palmitate BNC can be observed in the melting region of the samples. A slow,
exponential increase in line width caused by the decrease in polymer melt viscosity at
higher temperatures indicates an enhanced particle mobility as it was illustrated by AC
susceptometry data.

5.3.8 Cell experiments/biocompatibility studies

For a possible biomedical application of the dextran ester BNC cell experiments for
biocompatibility studies are necessary and were carried out by the group of J. Clement
(University Hospital, Jena) [40]. Human brain microvascular endothelial cells
(HBMECs) representing the human blood−brain barrier were used for testing
biocompatibility of the dextran ester and their coating in vitro. The cells were seeded on
the dextran ester–coated coverslips within 24 well plates and cultured for 48 h. For
microscopic investigation of cell viability, adherent cells were washed with phosphate
buffered saline, fixed in neutral buffered formalin, and subsequently, the cell mem-
brane was permeabilized in 0.1 % Triton-X 100 (Sigma-Aldrich Chemie, Steinheim,
Germany). For visualization and microscopic characterization, both F-actin (a protein
that forms microfilaments in the cytoskeleton) and nuclei of the cells were stained
simultaneously. Fluorescence was analyzed using the confocal laser scanning micro-
scope LSM 510 META (Carl Zeiss Microscopy GmbH, Jena, Germany). Details are given
in [17].

Figure 5.15: Mössbauer spectrum of
dextran myristate–based sample
measured at 4.3 K without an applied
magnetic field along γ-ray propagation
direction, showing a typical sextet
structure and the deconvolution of the
spectrum.
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In the experiment, HBMECs were covered by increasing concentrations of MNP
embeddedwithin dextran ester 2i. The cells attach to the dextran ester surface in awell-
distributed manner and show a regular cellular growth compared to control cells on
glass coverslips without any composite coating (Figure 5.16). The staining of F-actin
indicates that the presence of dextran ester with particle concentrations between 0.5
and 2.0% does not influence the cell morphology and cell−cell contacts do not appear
disrupted. Additionally, a recovery of a numbers of cells from the dextran-coated
surface was observed. That means these results confirm a biocompatible nature of this
BNC containing up to 2.0% magnetic particles.

Furthermore, investigations on the biodegradation of the BNC in artificial body
fluids (simulated body fluid, SBF; pH 7.4) and artificial lysosomal fluid (ALF, pH 4.5)

Figure 5.16: HBMCwere seeded on dextran ester 2i containingMNP concentrations of 0.5, 1.0, and 2.0
% immobilized on glass coverslips. Upon fixation and permeabilization, nuclei and F-actinwere stained
with Hoechst33258 (blue) and Alexa Fluor phalloidin 633 (red), respectively. Stained samples were
analyzedby confocal laser scanningmicroscopywith400-foldmagnification.Scale bars indicate 50µm.
Reprinted from 17 Copyright (2015) American Chemical Society.
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that may influence the applicability of BNC in medicine were carried out by D. Fischer
[41]. SBF simulates a neutral body environment (pH 7.4) that can be found in the blood
stream, the extracellular matrix, or in the cytoplasm. ALF was used to simulate the
degradation of potentially released iron oxide particles from the BNC and to assess the
shielding effect of the dextran fatty acid ester in acidic environments. The iron release
from the incorporatedMNPswas used as ameasure for the stability of thematerial. The
measurements are described in [42]. Only 0.31 % (dextran palmitate) or 0.19% (dextran
myristate) of the total iron content was released during storage in SBF indicating the
stability of the MNP in the BNC, whereas in ALF higher cumulative amount of 5.4%
(dextran palmitate) or 2.17 % (dextran myristate) was mobilized after 28 d at 37 °C,
which is in accordance with pH-dependent results of Gutiérrez et al. [43]. It might be
that the hydrophobicity of the dextran esters prevents degradation by limiting the
penetration of the aqueous simulation media into deeper regions of the BNC and
therefore only superficial areas degraded. This indicates a sufficient stability of the BNC
that could be used as remote-controlled drug delivery systems or for the induction of
hyperthermia [44] over a long period. The dextran fatty acid esters are able to protect
the incorporatedMNP from degradation even at acidic conditions (ALF). There were no
significant differences regarding the stability of the BNC between the two investigated
polymers dextran myristic ester and dextran palmitic ester.

5.4 Conclusion

It is shown that thermoplastic magnetic BNC can be prepared from dextran fatty acid
ester and MNPs with melting temperatures slightly above human body temperature
and beyond (>100 °C). The heating response of BNC to the application of high-
frequency AMF depends onMNP content and geometry of the sample. With an optimal
content of MNP between 1 and 2 wt% and a thickness of at least 50 µm, heating above
the melting temperature is possible. In the molten state of the BNC, a texturing of MNP
is possible by means of a static magnetic field that improves the heating ability of the
material. AC susceptometry reveals that the MNPs perform diffusive Brownian motion
in the liquid polymer melt as separated particles rather than large agglomerates.
Mössbauer spectroscopy confirms this result in respect to a clear increase of particle
mobility at temperatures of 50–110 °C and further indicates a well-ordered magnetic
structure within the particles. Furthermore, meltable dextran ester can be function-
alized with a photochemically cross-linkable moiety. Irradiation of cross-linkable BNC
with UV light leads to changed properties, including solubility and melting behavior.
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6 Hybrid nanomaterials of biomolecule corona
coated magnetic nanoparticles and their
interaction with biological systems

Abstract: Magnetic nanoparticles (MNPs) are interesting for various applications in
medicine. If administered to a biological system like the human body, a so-called
biomolecule corona is formed on the surface of the particles, which highly determines
the biological fate of the particles. To elucidate whether a preconditioning of the MNPs
by incubation with biomolecules influences biocompatibility and bioavailability, the
formation of such a corona was investigated in more detail. For this, the influence of
particle characteristics, e.g., surface charge, as well as various incubation parameters
on the resulting corona was investigated. It was found that the biomolecule corona is
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formed immediately after bringing together the particles with the biomolecule source.
By variation of the biomolecule content of the incubation medium, the size of the
corona can be modulated. Regarding the interaction of the nanoparticles with cells, it
was shown that the presence of a biomolecule corona reduces the interaction and that a
more pronounced biomolecule corona leads to a reduced uptake of the magnetic
nanohybrids into the cells. Cell viability tests confirmed biocompatibility of the
biomolecule-coated particles. A more pronounced corona promotes a higher cell
viability. By using a shell-less hen’s egg model, no or reduced adverse effects of all
biomolecule-coated MNP for this in vivo test were found. Resulting from these in-
vestigations, we were able to demonstrate that our newly developed nanohybrids
significantly reduce in vivo toxicity compared to uncoated MNPs.

Keywords: biomolecule corona; hybrid materials; magnetic nanoparticles; protein
corona.

6.1 Introduction

Magnetic nanoparticles (MNPs) and their biocompatible suspensions (ferrofluids) are
very promising materials for biomedical applications [1–4]. Due to their high surface-
to-volume ratio and small size, MNPs exhibit properties differing from that of the bulk
material, like superparamagnetism or stability against sedimentation. They possess
magnetic properties that enable magnetic manipulation or heating by external mag-
netic fields, so that they cannot only be used in therapy, but also in diagnostics and as
tracers. A wide range of applications like hyperthermia [5–7], drug targeting [2, 8, 9] or
as contrast and tracer agent for medical imaging [10] are under development.

Therefore, a lot of hybrid MNP systems with specific cores and coatings have been
developed and tested for different applications. Due to their high biocompatibility,
especially iron oxide MNP is of great interest as a core material [11–13]. The so-called
magnetic multicore nanoparticles (MCNPs) show superferrimagnetism, which means
ferrimagnetic behavior in presence of an external magnetic field and super-
paramagnetic behavior in its absence. Such particles consist of clusters made of small
single domain primary cores. Due to statistical orientation of easy axis of the primary
cores within the clusters, the resulting magnetization without an external field is
relatively low in comparison to single core particles in the size of the clusters. This
means, these large particles show a very weak remnant magnetization like super-
paramagnetic particles und thus only a very low tendency to form agglomerates. This
makes such particles relatively stable against sedimentation which is a good basis for
medical applications. On the other hand, when exposed to an external magnetic field,
these particles behave like bigger ferrimagnetic particles with a pronounced coercivity
due to exchange interactions between primary particles.
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TheMCNPs are very promising formedical application [14], especially formagnetic
manipulation due to their large particle volume and for hyperthermia because of their
high heating performance [15–17]. Superparamagnetic iron oxide nanoparticles
(SPIONs) are of particular interest for application as tracer and contrast agents for
magnetic particle imaging (MPI) and magnetic resonance imaging (MRI), respectively
[2, 13, 18]. Typically, MNP of all different core types are covered by diverse coatings like
inorganic shells (e.g., silica) or organic ones (e.g., dextrans or polymers) to prevent
agglomeration, resulting in sedimentation stable fluids of the MNPs for medical
application. Additionally, the coating serves as an anchor layer for functionalization
with a pharmaceutical agent or dyes.

One of the main obstacles for the medical use of these promising materials is their
behavior when applied to biological liquids and biological systems, like the human
body. For decades chemists, biologists, and engineers have developed methods to
stabilize the MNP in aqueous suspensions and test biocompatibility in vitro and in vivo.
After application of MNP into a biological system, it was found that the MNPs are
immediately covered by biomolecules available within the body. A so-called
“biomolecule corona” [19–21] is formed that changes their behavior drastically and
gives them a new biological identity [22]. This additional biomolecule coating, con-
sisting mainly of a protein corona and lipids, directly influences the properties of the
used MNP. The biomolecule corona alters surface chemistry and thus their stability
against agglomeration and sedimentation [23–25], as well as their interaction with
biological systems in vitro and in vivo [19, 26, 27]. To enable a safe and reliable
administration of MNP to biological systems for medical reasons, the knowledge of the
influencing factors on structure and amount of an evolving biomolecule corona and the
possibilities to control and to include the corona formation as a positive event is of
major importance.

Adeeper understanding of the complex interactions ofMNPwith biomolecules and
biological systems is still in progress [19, 28–31] and first promising results could be
made based on the concept of a “hard” and “soft” corona [32]. While the “hard” corona
describes the fact that several biomolecules are strongly adsorbed to the surface of the
MNP and only slow changes of the composition can be observed, the “soft” corona
changes dynamically within time and depending on the environment [30, 33, 34]. Due
to its temporal stability, the “hard” corona can be investigated with established
measurements regarding its size, shape, hydrodynamic size, surface charge, as well as
methods to determine their composition and integrity [32, 35–38]. Due to theirmagnetic
properties, the MNP enable the use of dynamic magnetic measurements, what gives
additional information on particle–matrix interactions and can help to understand the
dynamic process of corona formation and protein cross-linking in more detail [39–41].

In the recent research on corona formation, it was found that the corona formation
and the composition and amount of the final “hard” corona is depending on key
parameters like particle size, surface charge, temperature, or incubation time [20, 42–
48], what gives the possibility to shape, control and modify the corona and thus the
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particle–matrix interactions to avoid harmful effects like unwanted agglomeration or
sedimentation and supporting beneficial effects like a longer blood half-life and lower
toxicity [49–54].

That is why the main objectives of our work on this topic have been to develop
and to show ways for reproducible preparation of sedimentation stable and
biocompatible hybrid core–shell MNP (magnetic nanohybrid) suspensions for med-
ical application.

Main approach to achieve these objectives was the pre-incubation of these MNP
with different coatings in a biological fluid, serving as a source for the formation of the
biomolecule corona under controlled conditions, to investigate the evolving biomol-
ecule corona and to study the interactions of themagnetic nanohybrids with biological
systems in vitro and in vivo. For this, we investigated and optimized MNP systems with
different cores (MCNP, SPION) and different coatings featuring different surface
charges and charge patterns (positive, negative, neutral, zwitterionic). We tested the
influence of these parameters together with the parameters for the preincubation
procedure on the resulting structure and amount of biomolecules bound to the surface
of the MNP. Additionally, we investigated the interactions of these magnetic nano-
hybrids with biological systems like cells in established toxicity assays, as well as in
quasi in vivo assays using the shell-less hen’s egg test on the chick area vasculosa
(HET-CAV). Furthermore, we developed strategies to sterilize and store the magnetic
nanohybrids for a longer term, which is crucial towards their application in medicine.
In this paper, we present a review of our main findings on these questions, obtained
from our work in the Priority Program SPP1681 of the German Research Foundation
Deutsche Forschungsgemeinschaft over the past six years [50, 55–62].

6.2 Methods

6.2.1 Preparation of nanohybrids

The magnetic nanohybrids used in this study mainly consist of a magnetic core of magnetic iron oxide
(predominantlymaghemite) in amulticore structure. This core is coatedwith a shell, which serves as an
anchor layer for a further functionalization of these core/shell particles with the biomolecules. For the
anchor layers, two different groups of material are used (see Figure 6.1). First, several types of bio-
polymers (dextrans with different functional groups) and second, polyelectrolytes and polyampholytes
based on polydehydroalanine (PDha) [60, 63, 64]. On the surface of the anchor layer, biomolecules from
a natural source (fetal calf serum – FCS) are coupled by an adhesive process.

6.2.1.1 Magnetic cores:Themagnetic ironoxide nanoparticles used in this paperwere prepared similar
to the well-knownwet chemical precipitationmethods [65] but using another alkalinemedium [66, 67].
For this, a NaHCO3 solution was directly added to a FeCl2/FeCl3 solution and a brownish precipitate of
nonmagnetic iron carbonates occurred. After the addition of distilledwater, the particleswere boiled for
5 min at 100 °C. In this way, magnetic iron oxides were formed under the release of CO2 and the color
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of the solution turned black. Afterward, the obtained MNP suspension was washed by magnetic
separationwith distilledwater using a high-performance permanentmagnet to remove excess educts.
The addition rate of the alkalinemediumwas varied to enable preparation ofmonodomain single core
particles or to prepare clusters of about 50 nm consisting of several monodomain single cores,
showing a superferrimagnetic behavior due to theirmulticore structure [67–69]. The particles sizewas
controlled by adjusting the temperature and addition rate of the alkaline medium during particle
preparation.

6.2.1.2 Anchor layer
6.2.1.2.1 Dextrans:For the investigationof the influenceofparticle surface charge on the formationof the
biomolecule corona, MNP were coated with different materials (dextran – DEX, carboxymethyldextran –
CMD, diethylaminoethyldextran – DEAE; all purchased from Sigma-Aldrich, Schnelldorf, Germany).
These materials have a neutral dextran backbone but different substitution patterns and thus enable a
variation of surface charge (DEX – neutral, CMD – negative, DEAE – positive). For coating the MNP with
dextran and its derivatives, the nanoparticles were dispersed by ultrasonic treatment (Sonopuls GM200,
Bandelin electronic, Berlin, Germany) for 1 min and sonicated for 1 min in an ultrasonic bath (S100H,
Elmasonic, Germany). HCl was added to adjust the pH value at 2–3 and the suspension was tempered at
45 °C inawater bath and stirred. At the same time, the coating agentswere dissolved in distilledwater in a
mass ratio (coating/core) of 1:1. The so prepared coating solution was steadily added to the nanoparticle
suspension and stirred for 1 h at 45 °C.Afterward the suspensionwas treatedwith ultrasound as described
above,washedmagnetically twicewith distilledwater to remove excess coatingmaterial, and the desired
concentration was adjusted by adding distilled water.

Figure 6.1: Schematic representation of the different core/shell magnetic nanoparticles (MNPs) and
the technologies for their characterization.
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6.2.1.2.2 Polyelectrolytes and polyampholytes: To study the influence of net charge and charge
density, polyampholytic and polyzwitterionic coatings were investigated with regard to the corona
formation [55]. Here, the magnetic cores were coated with polyanionic or polyzwitterionic polymeric
shells based on PDha. For this, polyanionic poly(tert-butoxycarbonylamino acrylic acid) (PtBAA) and
polyzwitterionic PDha were used as obtained by deprotection of poly(tert-butoxycarbonylamino
methacrylate) (PtBAMA) as described earlier [64]. The corresponding polyelectrolyte was dissolved in
0.01 M NaOH and titrated to pH = 5 using 0.01 M HCl. The MNP were treated with ultrasound for 10 min
and magnetically separated afterward. Subsequently, the respective MNPs were dispersed in the
polyelectrolyte solution at constant weight ratios (MNP:polyelectrolyte = 1:8) and the mixture was
ultrasonicated for 1 h, magnetically separated and washed with aqua bidest five times. We further
investigated the dependence of shell thickness and stability on different parameters such as solution
pH, polymer/MNP ratio, and reaction time or temperature [60].

6.2.1.3 Biomolecule coating: For producing a protein/biomolecule corona around MNP, the particles
have to be incubated in a natural protein source, which leads to an accumulation of proteins on the
surface of the MNP. For our studies, FCS was used as natural protein source. FCS was obtained from
Biochrom GmbH (Berlin), tested for mycoplasma and viruses, tested for endotoxins, and heat-
inactivated at 56 °C for 1 h prior to use.

FCS incubation of MNP was performed by water bath heating resulting in a homogeneous tem-
perature distribution throughout the sample. For water bath incubation, FCS was tempered at defined
temperatures in a water bath. A suspension volume containing 15 mg of prepared MNP was added to
2 mL of tempered FCS and kept at the same temperature for a defined time. Incubation time starts with
the addition of the suspension. During the time of incubation ultrasonic treatment at the given tem-
perature was carried out (S100H, Elmasonic, Germany) to redisperse possible agglomerates. After
incubation, the suspensions were taken out of the water bath and put on a magnet for magnetic
separation, excess FCS was withdrawn and distilled water was added. The washed incubated nano-
particle suspensions were kept at 4 °C for short-term storage or at −80 °C for long time storage [57].

Besides the here described general procedure to prepare a biomolecule/protein corona coating on
the surface of MNP, the used incubation parameters were varied in a broad range to study the influence
of the incubation procedure on the evolving corona, as described in Section 6.2.2.

6.2.1.4 Size-dependent fractionation: To study the influence of particle size distribution on the sta-
bility of the resulting nanohybrid fluids against agglomeration and sedimentation and their interaction
with biological systems, size-dependent fractionation experiments by using centrifugation were
performed.

In the first approach, the core/shell MNPwith the anchor layer only were centrifuged (1–2.5 min at
1000–5000×g) to remove agglomerates and obtain narrowly size distributed particle ensembles. Af-
terward, the obtained samples with narrowed size distribution were biomolecule coated by FCS incu-
bation as described above.

In a second approach, the size-dependent fractionationwas performed after the corona formation.
For this, the unfractionated core/shell MNPs were incubated in FCS at 37 °C for 10 min to obtain FCS
precoatedMNP. To remove excess FCS and loosely bound biomolecules to obtainMNPswith a so-called
“hard corona”, incubated core/shell MNPs have been washed magnetically four times with distilled
water and were redispersed by vortexing and ultrasonication. Afterward, MNPs were centrifuged (1–
3min at 1000–5000×g) and the supernatants, containing narrowly size distributedMNPs, were used for
further investigation.
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6.2.2 Control of corona formation

For the investigation, if the total amount of resulting biomolecule corona on the surface of theMNP can
bemodified by the incubationmedium, FBS (Biochrom, Germany) diluted in cell culturemedium (RPMI
1640 + GlutaMAX™, Life Technologies, USA) was used for the incubation of commercially poly-
ethylenimine (PEI)-coated MNP (fluidMAG-PEI/B and fluorescence marker-labeled nanoscreenMAG/
G-PEI/750/O, chemicell, Berlin, Germany). Additionally, we used these cell toxic MNP with a PEI
coating, to investigate a putative protecting effect of a biomolecule corona with regard to cytotoxicity.
For the incubation, a water bath heating at 37 °C for 10 min was used. To modulate the amount of
proteins bound to MNP the composition of the incubation medium was varied. Starting from pure FCS,
the amount of FCS in RPMI 1640 was reduced continuously down to an FCS concentration of 0% (v/v).
The resulting biomolecule corona was characterized regarding its protein composition and total
biomolecule amount on particles surface.

For the investigationof the influence of particle surface charge on the formation of the biomolecule
corona, coatingswith a neutral dextran backbone but different substitution patterns (DEX, CMD, DEAE)
resulting in different surface charge (DEX – neutral, CMD – negative, DEAE – positive) were incubated
in FCS and the resulting biomolecule corona was characterized.

During the preparation of the biomolecule corona, the process parameters incubation temperature
and time were varied to study their influence on the resulting biomolecule corona. For this, the incu-
bationwas performed in awater bath as described above at defined incubation temperatures (25, 37, 50,
70 °C). To study the influence of incubation time, the suspensions were taken out of the water bath (at
different temperatures) at defined incubation time points (1, 5, 10, 20 min) and put on a magnet for
magnetic separation. Excess FCS was withdrawn and distilled water was added to terminate the in-
cubation process.

To investigate, if the biomolecule corona formation can be prevented or at least reduced, corona
formation on polyzwitterion-coated MNP was performed for the above described parameters and the
resulting corona was compared to that one obtained on negatively charged (similar charge as the
biomolecules) MNP. For this, polyzwitterionic (PDha) and anionic (PtBAA)-coated MNP were used for
incubation and the resulting biomolecule corona was characterized regarding its protein composition
and total biomolecule amount on the particle surface.

6.2.3 Sterilization/preservation

For a potential application of the biomolecule-coatedMNPs in animals or humans, the particles have to
be free from biological pathogens or any biological contamination. For particles smaller than 220 nm,
filtration can be used for sterilization. Unfortunately, this method is not suitable for sterilization of
herein used larger biomolecule-coated particles (>220 nm) because the membrane cut off for sterile
filtration is 220 nm.

Furthermore, a method for preservation of biomolecule-coated MNP is needed, which guarantees
storage for several months without an alteration of the integrity of the biomolecule coating. In previous
experiments, we found a complete decay of the protein coating after a few days for storing in the fridge
(4 °C).

Up to now, standard methods for sterilization and preservation of proteins, which are the main
proportion of the biomolecule corona, are UV sterilization and lyophilization, respectively. To our
knowledge, such procedures were never tested for sterilization and preservation of biomolecule-coated
MNP. Therefore, the aim of our study was to establish procedures, which allow a reliable sterilization
and preservation of larger biomolecule-coated MNPwithout any damaging effect on the integrity of the
biomolecule corona. For this, biomolecule-coated DEAE-MNP were prepared as described above,
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treated by different procedures for sterilization and preservation (UV sterilization, autoclaving,
freezing, and lyophilization), and characterized afterward regarding possible damaging effects on the
integrity of the biomolecule coating aswell as other negative effects like agglomeration etc.More details
about the used protocols for the treatments are described in Dutz et al. [57].

6.2.3.1 UV sterilization: To sterilize the biomolecule-coated MNPs, the magnetic nanohybrids were
exposed to a UV-C radiation with a wavelength in the range from 200 to 280 nm. About 254 nm is the
optimum wavelength to damage nucleic acids and thus the DNA of organisms [46], which kills the
potentially existing germswithin the sample. The exposure timewas adjusted for a first sample set to be
150min, representing theminimumnecessary time for the sterilization as confirmed in a previous study
[57], and for a second sample set to be 240min, representing a treatment time for sterilization including
a safety margin.

6.2.3.2 Autoclaving: A standard protocol for autoclaving [70] was used to sterilize the biomolecule-
coatedMNP. The biomolecule coatedMNP suspensionwas placed into a Varioklav 25 T (Thermo Fisher,
USA) and exposed to a temperature of 121 °C for 20 min at a pressure of 3 bar. At this increased
temperature, theDNAof pathogens in the sample is damageddue to protein denaturation and leads to a
die-off of the pathogens.

6.2.3.3 Freezing: The reproduction of bacteria is slowed at low temperatures and reaches a standstill at
temperatures below 4 °C [71]. The samples were frozen at −15 °C (freezing) and −80 °C (deep-freezing) to
check the impact of freezing-time on the structure of the nanohybrids. For this, at each time point six
samples of 1 mL of the frozen protein-coated MNP suspension were stored at −15 °C and −80 °C for up to
6 weeks. At distinct time points (1 day, 2 days, 1 week, 2, 4, 6 weeks) after freezing, the samples were
defrosted and characterized immediately.

6.2.3.4 Lyophilization: Lyophilization is a well-established method for preservation of aqueous
protein-based pharmaceuticals [72]. During the lyophilization procedure, all the water from the sample
is removed, which leads to a complete cessation of the vital function of the pathogens as well as to a
complete standstill of their reproduction. Biomolecule-coated MNP samples used in this study were
lyophilized, and the dry samples were stored at 4 °C. At distinct time points (1, 3, and 6 weeks after
lyophilization), the dry powder samples were redispersed and characterized regarding the occurrence
of larger agglomerates within the suspensions and if the lyophilization procedure influences the
integrity of the biomolecule structure. To determine the influence of additives on the redispersion of the
dry powder samples, a second set of sampleswasmixedwith tetramethylammoniumhydroxide (TMAH)
or polyethylene glycol (PEG),whichare knownas additives to enhance the suspensions stability against
agglomeration and sedimentation of ferrofluids, and treated as described above.

6.2.4 Characterization of the samples

The magnetic characterization of all types of particles was done by vibrating sample magnetometry
(VSM, Micromag 3900, Princeton Measurement Corporation, Princeton, USA) at room temperature.
From liquid samples and dry powders, the saturation magnetization (Ms), the coercivity (Hc), and the
relative remanence (Mr/Ms) were determined. Usually, drying of ferrofluids to powders leads to an
alteration of the magnetic properties of the single cores due to increasing magnetic interactions be-
tween the single cores, when the distance between the cores is reduced [73]. Therefore, the obtained
values forHc andMr/Ms are interpretedqualitatively only. SinceMs ismainly unaffected frommagnetic
interactions, this value can be used for quantitative analysis. Taking into account the measured Ms of
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the plainmagnetic cores, the particle concentrationwithin the fluidic sampleswas calculated. From the
Ms of the dry samples, the proportion of nonmagnetic material on the surface of the MNP, which can be
attributed to the coating material and/or the biomolecule corona, was estimated.

The inner structure of the magnetic MCNP was investigated by means of X-ray diffraction (XRD,
Panalytical X’pert Pro, Malvern Panalytical, Almelo, The Netherlands). The results of the XRD in-
vestigations gave information aboutmagnetic phase composition [74] and themean sizes of the primary
cores, which form the multicore particle. The size of the primary cores was calculated from measure-
ments of theXRD linewidth byusing theScherrer formula. Thephysical cluster size and shape aswell as
the agglomeration behavior of all different particleswas derived from transmission electronmicroscopy
(TEM, Tecnai™ G2 20, FEI company, Hillsboro, USA) images. Hydrodynamic diameters (dh) and its
polydispersity index, as well as surface charge (zeta potential) of the core/shell MNP and the hybrid
nanoparticles were determined by using dynamic light scattering (DLS, Zetasizer nano ZS, Malvern
Instruments, Malvern, UK). Before the measurement, samples were diluted in the ratio 1:30 with
distilled water and treated in an ultrasonic bath. For size measurements, the z-average of the intensity
weighted normalization was used. To measure the zeta potential, the medium viscosity and dielectric
constant were taken from water at 25 °C with 0.8872 cP and 78.5, respectively. All measurements were
performed in three consecutive runs and obtained values were averaged.

For the determination of the mass of biomolecules bound to the particles surface, thermogravi-
metric analysis (TGA, STA409, Netzsch, Selb, Germany) was used. Samples were freeze-dried to obtain
fine dry powders for TGA experiments. These samples were heated from room temperature up to 330 °C
and the corresponding mass loss was continuously determined. The obtained curves for biomolecule-
coated MNP were normalized to curves for plain MNP and core/shell MNP.

The determination of the composition and the amount of the proteins of the biomolecule corona on
the surface of the nanohybrids was performed by means of sodium dodecyl sulfate polyacrylamide gel
electrophoresis (SDS-PAGE). For this, 2 × Laemmli sample buffer (Bio-Rad, Munich, Germany) sup-
plemented with 2-mercaptoethanol (final conc. 355 mM) was added to the samples in the first step and
heated up to 95 °C to destroy both secondary and tertiary structure of proteins. Afterward, the denatured
proteins were separated by molecular weight with PAGE on a 4–12% Bis-Tris gel (Bio-Rad, Munich,
Germany). After gel electrophoresis, the proteins were visualized by highly sensitive silver staining
(SilverXpress Silver Staining Kit, Invitrogen, Heidelberg, Germany). The gel images were processed by
ImageJ (National Institutes of Health, Bethesda, USA) [75]. As references, a molecular weight standard
protein collection Kaleidoscope marker (Bio-Rad, Munich, Germany) and untreated FBS were used.

To investigate time dependent processes of corona formation, magnetorelaxometry (MRX) was
performed to investigate the Brownian relaxation behavior of the MNP as function of corona thickness.
For this, a setup, which utilizes fluxgate sensors (FG-MRX) for measuring themagnetization decay, was
used [76].

6.2.5 Interaction with biological systems

6.2.5.1 Cell viability studies: Cell viability studies were performed utilizing human brain microvas-
cular endothelial cells (HBMECs). HBMECs were cultivated at 37 °C and 5% CO2 in RPMI 1640 + Gluta-
MAX™ I (Invitrogen, Germany) supplied with 10% (v/v) FBS (Biochrom, Germany), 100 U/mL
penicillin, and 0.1 mg/mL streptomycin (Life Technologies, USA). Afterward, the cells were seeded into
black-walled 96-well plates (µ-Clear, F-bottom, Greiner Bio-One, Frickenhausen, Germany) in triplicate
and then incubated with particle concentrations between 5 and 100 μg/cm2 (corresponding to 19 -
378 μg/mL), water (negative control [NC]), or PEI-coated PEI-M particles (positive control, micromod
Partikeltechnologie GmbH, Rostock, Germany). The “PrestoBlue” cell viability Reagent (Thermo Fisher
Scientific,Waltham, USA) was added 3 and 24 h after the seeding and the incubation was continued for
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further 30 min at 37 °C. After magnetic separation of the MNP to the outer walls of the wells and an
excitation of the cells with light of 550 nm (20 nm bandwidth), a fluorescence signal at 600 nm (40 nm
bandwidth) was detected by using the CLARIOstar microplate reader (BMG LABTECH GmbH, Orthen-
berg, Germany). By measuring cell free wells with added particles, the particle-associated auto fluo-
rescence effect was measured and used for correction of cell measurements. Similarly, quenching
effects were considered by fluorescence measurements immediately before and after addition of par-
ticles to the cells in the wells. From these investigations, the cell survival rate (which is an indicator for
cell toxicity of the particles) was derived for different particle concentrations for the above mentioned
time points of 3 and 24 h after start of particle-cell incubation.

6.2.5.2 Flow cytometry: Furthermore, the interaction of biomolecule-coated MNP and living HBMECs
was investigated by means of flow cytometry based on the cellular loading with fluorochrome-labeled
nanoparticles (λabs = 476 nm, λem = 490 nm). First, incubated cells were washed and harvested using
accutase (PAA Laboratories, Austria). Second, after a centrifugation step (5 min, 200 rcf, 4 °C) the cell
pellet was resuspended in 10% (w/v) formalin (Sigma-Aldrich, Germany) andfixed at room temperature
for 15 min. This washing procedure was performed in triplicate. After that, the cells were analyzed with
the FACSCalibur cytometer (Becton Dickinson, USA) with 2500–10,000 cell counts per sample
depending on recoverable cells and cytotoxicity of respective particles. By application of the Becton
Dickinson’s software “CellQuest Pro”, the geometric mean value for fluorescence from cells only was
determined and correlated to the condition of the cells in dependence of the amount of incubated
particles.

6.2.5.3 Confocal laser scanning microscopy: More detailed investigations on cellular particle inter-
action and uptakewere performedby using confocal laser scanningmicroscopy. For this, HBMECswere
seeded on glass cover slips (12 mm diameter, Menzel, Germany) placed within a 24-well plate. The
HBMECs were incubated with fluorescence-labeled MNPs as described above. After the incubation
process, the cells were washed three times with phosphate buffered saline (Invitrogen, Germany) and
fixed in 10% (v/v) neutral buffered formalin (Sigma-Aldrich, Germany) for 15 min.

This was followed by a permeabilization of the cell membrane in 0.1% (v/v) Triton X 100 (Sigma-
Aldrich, Germany) for 15 min and cytoskeletal actin and nuclei were stained simultaneously with Alexa
Fluor® 647 Phalloidin and Hoechst33258 (both Invitrogen, Germany) for 60 min at 37 °C. The fluores-
cence from the stained structures was analyzed by using a confocal laser scanningmicroscope LSM 510
META (Carl Zeiss Microscopy GmbH, Germany) with 400-fold magnification. For this, the samples were
scanned with a slice thickness of 1 µm layer by layer, resulting in z-stacked images of 10–15 slices. As a
result, the spatial distribution of the MNP within the cell layer is obtained. A quantification of inter-
nalized MNPs was performed by overlapping signals derived from the cytoskeletal actin and the MNP
channels by using MATLAB (MathWorks, USA) to analyze the single image stacks.

6.2.5.4 Shell-less hen’s eggmodel: Core/shell MNP and biomolecule-coatedMNPwere tested for their
biocompatibility after systemic injections using a shell-less hen’s egg model (see Figure 6.2) according
to Schlenk et al. [77]. Briefly, fertilized chicken eggs were obtained from a local supplier and incubated
for 72 h. The contents of the fertilized chicken eggs were transferred into petri dishes (Greiner Bio-One
GmbH, Frickenhausen, Germany) containing Ringer’s solution pH 7.0 to obtain the vascularized CAV at
stages 14–17 according to Hamburger and Hamilton [78]. After further 24 h incubation, MNP samples
were injected (2 µL) into the vitelline vein using a microinjector (Sutter Instrument, Novato, USA)
connected to a borosilicate glass capillary. Directly before injections, selected MNP and biomolecule-
coated MNP dispersions were diluted with sterile water to the final test concentrations of 160, 500, or
1000 μg/mL. Different fractionated and nonfractionated samples were tested. Branched PEI (25 kDa
bPEI, 25 mg/mL dissolved in sterile water, kindly provided by BASF, Ludwigshafen, Germany) was
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injected as positive control. According to the recommendations of the Interagency Coordinating
Committee on the Validation of Alternative Method (ICCVAM) for the HET-CAM test [79], 0.9%NaCl and
sterile water were selected as NC and solvent control, respectively. Eggs were inspected for toxic
(hemorrhage, vascular lysis, aggregation) or lethal (stop of the heartbeat) reactions bymacroscopic and
microscopic observations at different time points (0, 1, 2, 4, 8 and 24 h) after injection. Historical lab
control values were used to confirm the validity of the test procedure. Each sample was tested in two
independent experiments with a total number of at least nine eggs.

6.3 Results and discussion

6.3.1 Properties of magnetic cores/shell particles

Magnetic nanoparticle cores were prepared from a wet chemical precipitation process.
By variation of reaction temperature and velocity, single core and multicore structures
were obtained.

Figure 6.3A shows a typical TEM image of an ensemble of single core MNP. For this
type of MNP, the core diameter was determined bymeans of XRD and TEM and shows a
typical value of about 10 nm. The analysis of the 440-peak in the diffractogram
confirmed a spinel structure of the lattice with a dominating maghemite (γ-Fe2O3)
phase and small proportion of magnetite (Fe3O4). The freeze-dried sample shows in
VSMmeasurements at room temperature a saturation magnetization of about 68 Am2/
g, a coercivity of less than 0.2 kA/m, and a relative remanence of about 0.005. The
obtained values are in the typical range for maghemite nanoparticles of this size and
confirm a superparamagnetic behavior. A size derived from themagnetic properties by
applying the Chantrell method [80] revealed a value of 9.6 nm, which is in good
accordance to size from XRD and TEM, which is a further evidence of super-
paramagnetic behavior.

For the multicore MNPs, a cluster size of about 50 nm was measured by TEM (see
Figure 6.3B) and the primary core size of the single cores forming the cluster was 11 nm,

Figure 6.2: Schematic representation of the single work stages during the investigation of in vivo/ex
ovo toxicity by means of the shell-less hen’s egg model.
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measured by means of XRD. From these findings, it was confirmed by TEM that the
multicore structure exists already for the pristine particles and is not an effect of the
coating process. Analysis of the 440-peak in XRD revealed that the magnetic phase
composition of the MCNP is slightly shifted towards magnetite, compared to the phase
of the single cores. Dry powders of the plain MCNP show a Ms of about 74 Am2/kg, a
coercivity of about 2.6 kA/m, and a relative remanence of about 0.06. These mea-
surements confirm a ferrimagnetic behavior of the MCNP in the presence of a magnetic
field.

After coating the magnetic cores (single cores as well as multicores) with different
dextrans (Dex, CMD, DEAE) and dispersing the core/shell particles in water, sedi-
mentation stable ferrofluids were obtained. Depending on the coating, the zeta po-
tential of theMNP (+35mV)was shifted to+60mV forDEAE,+2mV forDex, and−33mV
for CMD. For all different types of coating, a variance of the zeta potential in the range of
±5 mVwas observed, which results from the accuracy of the measurement technology.

For the coating of the MNP with PDha and PtBAA, it could be shown using a
combination of TEM, DLS, and TGA that well-defined polymeric shells of a few nano-
meter thickness could be formed [58]. The net surface charge was determined for both
coatings to be about −40 mV. The surface charge pattern is polyanionic for PtBAA and
polyzwitterionic for PDha-coated MNP. In addition, it turned out that MNP@PDha
core–shell hybrid nanoparticles exhibit similar charge characteristics as the shell
material (PDha) itself, allowing to invert the surface charge of the hybrid particles [61].
This could later on be used to demonstrate reversible adsorption/desorption of either
polyelectrolytes, small charged molecules as model for the removal of pollutants from
aqueous media, or even BSA as model protein [81].

Figure 6.3: Typical transmission electron microscopy (TEM) image of the prepared magnetic
nanoparticles; (A) pristine single core magnetic nanoparticles (MNPs) and (B) multicore MNP coated
with polydehydroalanine (PDha).
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6.3.2 Formation of the biomolecule corona

For producing a protein/biomolecule corona aroundMNP, the particleswere incubated
in a natural protein source (FCS), which leads to an accumulation of proteins on the
surface of the MNP. In this section, we discuss the general formation process of a
biomolecule corona around MNP. The influence of the surface of the different core/
shell MNP and the incubation parameters on the evolving corona are discussed in
Section 6.3.3.

Figure 6.4 shows the zeta potential of pristine uncoated single coreMNP, aswell as
for MNPwith DEAE, DEX, and CMD coating prior and after incubation in FCS for 10min
at 25 °C. It is clearly to see that the serum incubation changes the zeta potential of the
samples significantly. For all samples, the surface charge turns to negative (−32
to −41 mV) after serum incubation. Because proteins and their amino acids, as well as
other biomolecules like lipids have a negative charge at pH of 7, these results confirm
the formation of a biomolecule corona on the surface of all tested particles. Further-
more, it can be recognized that, a weaker negative/stronger positive surface charge
leads to stronger values of the negative surface charge after incubation. This might be
explained by a binding of more negative proteins to positive surfaces. This effect is
discussed in more detail in Section 6.3.3.

To obtain a general information about the amount of biomolecules bound to the
surface of the MNP, freeze-dried powders of pristine MNP incubated in FCS were
investigated by means of VSM and TGA (see Figure 6.5). From the VSM measurements
(see Figure 6.5A), it can be seen that the Ms of the samples decreases for incubated
particles. This effect can be explained by a proportion of nonmagnetic material within
the incubated sample, which might be attributed to (nonmagnetic) biomolecules and

Figure 6.4: Zeta potential of magnetic nanoparticles (MNPs) and for MNPs coated with
diethylaminoethyldextran (DEAE)-dextran, dextran, and CM-dextran before (red columns) and after
serum incubation (blue hatched columns) confirm formation of a biomolecule corona around
magnetic nanoparticles during serum incubation [62].
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confirms the formation of a biomolecule corona on the surface of the MNP. Taking into
account aMs of 68.2 Am2/kg for the pristine MNP, this decreased to 60.8 Am2/kg for the
incubated particles, the proportion of biomolecules on the particles was estimated to
be 10% by mass.

This value was confirmed by TGA. For this, the same sample (before and after
incubation) was heated up to 330 °C and the mass loss was recorded. For the pristine
MNP, a mass loss of about 1% was found, which is attributed to the evaporation of
adsorbed water and crystal water. Investigation of incubated MNPs (see Figure 6.5B)
revealed a mass loss of about 9% in two steps. First, the water evaporates and then the
biomolecules on the surface decompose. Comparison of both curves leads to a mean
proportion of biomolecules on the nanohybrids of about 8% by mass. A possible
explanation of the lower mass loss in TGA compared to VSM measurements is the fact
that heating up to 330 °C might lead to an incomplete decomposition of the
biomolecules.

In a further study, the temporal effects of the biomolecule corona formation were
investigated. Because the binding of biomolecules to the surface of the MNP leads to
significant changes in relaxation time, the kinetics of corona formation were investi-
gated by means of Flugate-MRX [76]. For this, FCS was added to a core/shell MNP
ferrofluid at room temperature and MRX measurement started immediately after the
mixing process. Core/shellMNPwithDEAE coatingwas used since these particles seem
to have a strong affinity to bind biomolecules (see Figure 6.4). The core size was
adjusted to be multicore with a cluster size of 50 nm, since such particles show a
blocked magnetism at room temperature, which is a prerequisite to perform MRX
measurements.

In the relaxation curves for the investigations on the short-term scale up to 5 min
after mixing (see Figure 6.6A), it can be seen that already for the first measurement 15 s

Figure 6.5: (A) Hysteresis curves and (B) TGA investigations of dried pristine, as well as biomolecule-
coated magnetic nanoparticles (MNPs) confirm a proportion of biomolecules of about 10% by mass
for the magnetic nanohybrids [62].
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after mixing, a significant change in the relaxation curve compared to the relaxation
curve of the nonincubated core/shell MNP occurs. An increase of the relaxation time
was observed, which can be attributed to an increase of the hydrodynamic diameter,
caused by the formation of a biomolecule corona on the surface of the MNP or an
agglomeration of the particles. No significant deviations from this relaxation behavior
to the curves for the following 5min aftermixingwere found. Thismeans that the size of
the corona remains constant within the investigated time range of 5 min. This was also
confirmed by quantitative SDS-PAGE, where a relatively constant amount of bound
biomolecules during the first minutes of incubation was observed (data not shown).

On a longer time scale (up to 4 days after mixing), a further decrease of relaxation
time was observed (see Figure 6.6B). The most probable explanation for this behavior
might be a cross-linking of the surface proteins, leading to the formation of agglom-
erates as described before [82].

From these experiments, it can be seen that the formation of the biomolecule
corona occurs within seconds, and no significant changes takes place within the
following minutes. This observed temporal stability is true for the size of the biomol-
ecule corona only, since from these experiments no information about the change of
the corona composition as function of time can be derived. The proportion of bio-
molecules on the magnetic nanohybrids is in the order of 10% by mass.

6.3.3 Corona formation and manipulation

For the investigation, if the total amount of resulting biomolecule corona on the surface
of the MNP can be controlled by the incubation medium, FCS diluted in cell culture
medium (RPMI) was used for the incubation of the core/shell MNP. To modulate the

Figure 6.6: Temporal evolution of themagnetorelaxometry (MRX) signal after adding 140 μL fetal calf
serum (FCS) to 10 μL diethylaminoethyldextran (DEAE)-coated magnetic nanoparticles (MNPs)
suspension (A) for the first 285 s after mixing and (B) for incubation times up to 4 days, curves are
normalized to be “1” for time point 1 ms. For comparison, MRX signal measured on reference sample
(10 μL DEAE-coated MNPs suspension diluted with 140 μL DI H2O) is shown in (A) [62].
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amount of proteins bound to MNP, the composition of the incubation medium was
varied from pure FCS down to an FCS concentration of 0%.

For an increasing concentration of FCS in the incubation medium, an alteration of
the surface charge of the incubated particles was confirmed. Starting with a zeta
potential of +48.4 ± 7.8 mV (three independent experiments) for the nonincubated
particles, the zeta potential decreased down to zero and turned to negative values for
higher FCS concentrations and pure FCS (see Figure 6.7). From this behavior, it can be
concluded that a higher FCS amount in the incubation medium leads to the formation
of a thicker biomolecule corona. As discussed in Section 6.3.2, the biomolecules are
negatively charged at pH7 and thus, an accumulation of biomolecules on the surface of
the MNP leads to changes in the net surface charge depending on bound biomolecule
amount. Corresponding to the measured values, a saturation of zeta potential was
observed for FCS concentrations above 75 vol-%. A possible explanation for this
behaviormight be that above a certain FCS concentration, the resulting corona leads to
a complete covering of the surface of the particles, and a further increase of FCS
concentration does not cause a further growth of the biomolecule corona.

To obtainmore detailed information on the amount of biomolecules on the surface
and additionally, if the composition of the incubation medium influences the
composition of the resulting protein corona too, samples were studied by means of
SDS-PAGE. From visual investigation of the gels (see Figure 6.8A), it becomes obvious
that a higher amount of FCS in the incubation medium leads to a more pronounced
biomolecule corona. ImageJ analysis of the optical density of the protein bands (see
Figure 6.8B) reveals again a saturation effect of bound biomolecules on the particles for

Figure 6.7: Zeta potential of polyethylenimine-magnetic nanoparticles (PEI-MNPs) incubated in RPMI
1640 cell medium containing different amount of fetal bovine serum (FCS) as indicated in a study by
Grafe et al. [50].
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FCS concentrations of 75 vol-% and above, which is in good agreement with the zeta
potential measurements.

In general, the protein profiles on the surface of the particles show a similar
molecular weight distribution compared to the protein bands for initial FCS used for

Figure 6.8: Concentration-dependent effect of fetal calf serum (FCS) on biomolecule corona
formation on magnetic nanoparticles (MNPs). MNPs incubated with indicated concentrations of FCS
(% [v/v]) were subjected to sodium dodecyl sulfate polyacrylamide gel electrophoresis (SDS-PAGE).
Corona-derived proteins were visualized via highly sensitive silver staining. Lanes 10–16 comprise
protein bandsoriginated fromMNPs, lanes 3–9showprotein bandsof respective FCS solutionprior to
MNP incubation. (A) For better visualization, images are presented in alternative color mapping with
low densities shown in blue and high densities in red. (B) Additionally optical density measurements
of protein bands of low (<30 kDa), medium (30–100 kDa), and high (>100 kDa) molecular weight are
shown relative to 0% (v/v) FCS-treated lanes and (C) their distribution within the respective lanes (C).
M is a protein standard marker [50].
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incubation. A quantitative analysis of the relative distribution of three specified protein
size classes within each lane by means of ImageJ revealed that the medium-sized
proteins (30–100 kDa) are dominating (see Figure 6.8C).When theMNPwere incubated
in media with higher FCS concentrations (75–100% FCS), the fraction of low-
molecular-weight corona proteins (<30 kDa) increased compared to media with FCS
concentrations between 0 and 50% at the expense of the medium-sized proteins (30–
100 kDa). No influence of the composition of the incubation medium on the amount of
large-sized proteins within the biomolecule corona was found and the ratio of high-
molecular-weight proteins (>100 kDa) remains constant compared to the total corona
protein content independent of the applied FCS concentrations.

Resulting from these investigations it can be confirmed that the amount of formed
biomolecule corona can be tuned by the content of FCS within the incubationmedium.
Above a certain concentration of FCS within the incubation medium (here 75 vol-%),
the resulting corona leads to a complete coverage of the particle surface and a further
increase of FCS concentration does not cause a further growth of the biomolecule
corona. Furthermore, it is possible to alter the resulting composition of the protein
corona by variation of the FCS concentration of the incubation medium.

To investigate the influence of incubation temperature and incubation time, both
parameters were varied during FCS incubation of pristine MNP as well as PtBAA- and
PDha-coated MNP. Figure 6.9 shows the results of SDS-PAGE and TGA investigation of
the incubated anionic PtBAA MNP. For all temperatures, the total amount of bound
proteins increases with escalating incubation time. Similar results were obtained for
pristine MNP [58]. When comparing different incubation temperatures for analogous
incubation times, a higher amount of proteins is observed for higher temperatures.
Protein size distribution analysis showed that for temperatures up to 50 °Cmostly low-
molecular-weight proteins are bound. At the same time, the amount of medium and
high-molecular-weight proteins decreases. Reverse effects were observed for 70 °C,
where the fraction of low-molecular-weight proteins decreases with increasing incu-
bation time, and the fraction ofmedium- andhigh-molecular-weight proteins increases
at the same time. For the incubated pristine MNP very similar results were observed.

TGA investigations for MNP incubated at 25 °C and 37 °C showed no remarkable
increase in the amount of bound proteins for different incubation times. For temper-
atures of 50 and 70 °C, an increasing incubation time leads to a higher amount of
absorbed proteins. Very similar tendencies were found for incubated pristine MNP.

A different behavior was found for incubated PDha-coated MNP. From SDS-PAGE,
it was found that, for all temperatures except 50 °C a higher protein amount on the
surface results for longer incubation times. This effect is very strong at 70 °C. For 50 °C,
no influence of the incubation time on the amount of adsorbed proteins was found [58].

To investigate, if the formation of a biomolecule corona can be prevented or at least
reduced, FCS incubation of polyzwitterion-coated (PDha) MNP was performed for
selected incubation temperatures and durations and the resulting corona was
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compared to that one obtained for same incubation parameters on negatively charged
(PtBAA) and uncoated MNP.

From SDS-PAGE, it was found that the highest amount of biomolecules was
adsorbed to uncoated (cationic) MNP, followed by (anionic) PtBAA-coated MNP (see
Figure 6.10A, B). For the (polyzwitterion) PDha, a significantly reduced protein amount
on the surface of the MNP was determined. For all studied samples the majority of the
corona consists of mediummolar weight proteins (see Figure 6.10C). For PDha instead
the proportion of medium molar weight proteins increases with increasing tempera-
tures and incubation times. Also for PDha, the smallest proportion of low-molecular-
weight proteins was observed. These results were confirmed by TGA (see Figure 6.10D).
Again, the highest amount of biomolecules was found for uncoated MNP (7–12%),
followed by PtBAA (5–9%), and significantly lower for PDha (0.5–2.5%).

Concluding from these results it can be stated that a clear influence of incubation
time and temperature on absorbed protein amount during incubation exists. Usually,
longer incubation time and/or higher incubation temperature results in a larger
amount of proteins on the surface of theMNP.Additionally, also an influence of surface
charge or charge patterns on the protein amount exists. Whilst positive and negative
coatings result in very similar results regarding bound proteins on the surface, for

Figure 6.9: Determination of protein content and protein composition of PtBAA-multicore
nanoparticles (MCNPs) incubated at different temperatures and times: (A) pseudo color image of
protein bands upon sodium dodecyl sulfate polyacrylamide gel electrophoresis (SDS-PAGE) and
silver staining, (B–C) relative optical densities of protein bands abstracted from (A), and (D) protein
contents calculated from TGAmeasurements, where the black bars correspond to the pristineMCNPs
and the blue bars refer to PtBAA-MCNPs [58].
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zwitterionic coatings a significantly lower amount of protein was adsorbed to the
surface. This might be interesting for the preparation of stealth coatings. As well as for
the amount of protein also an influence of the discussed parameters on the composi-
tion of the corona was confirmed. But this correlation is too complex to allow
description by a simplemodel andneeds support by additional composition analysis to
support our findings.

6.3.4 Sterilization/preservation

6.3.4.1 UV sterilization

After performing the UV sterilization procedure, samples with 150 and 240 min
exposure time showed no considerable changes in the mean hydrodynamic particles
size (see Figure 6.11A), particle size distribution, as well as zeta potential due to
exposure to UV radiation. Samples before and after UV sterilization show a zeta po-
tential of about −30mV, which confirms the presence of a biomolecule corona and that
there is no influence of UV exposure on the biomolecule amount on the surface of the
magnetic nanohybrids.

Figure 6.10: Comparison of protein content and protein composition of pristine multicore
nanoparticles (MCNPs), polydehydroalanine (PDha)-MCNPs and PtBAA-MCNPs incubated at selected
temperatures and for different incubation times: (A) pseudo color image of protein bands upon
sodium dodecyl sulfate polyacrylamide gel electrophoresis (SDS-PAGE) and silver staining, (B–C)
relative optical densities of protein bands abstracted from (A), and (D) protein contents calculated
from TGA measurements [58].
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SDS-PAGE revealed no evidence for a UV radiation caused change of the protein
integrity. The pattern of the pseudo color greyscale image (see Figure 6.11B) of the
original sample (UV-0) looks very similar to the samples exposed to UV radiation for
150 min (UV-150) and for 240 min (UV-240). ImageJ analysis of the PAA gel (see
Figure 6.11C) shows that in the frame of themeasurement accuracy the corona proteins
for the different samples have an identic size distribution.

From these measurements we conclude that exposure to UV radiation for up to
240 min causes no relevant changes in the protein amount and integrity und thus, UV
sterilization is suitable for the application to biomolecule-coated MNP.

6.3.4.2 Autoclaving

After autoclaving of the biomolecule-coated MNP, a significant decrease of the hy-
drodynamic particles size and particle size distribution was observed. A higher density
of the surface proteins results due to coagulation of the proteins during the autoclaving
at elevated temperatures up to 121 °C could be a probable explanation. This leads to a

Figure 6.11: Ultraviolet (UV) sterilization of biomolecule-coated nanoparticles does not affect the
protein corona. (A) DLS measurements show that the hydrodynamic diameter of the protein-coated
nanoparticles decreases slightly with increasing treatment time. (B) Protein size distribution is not
altered as demonstrated by gel electrophoresis (silver staining and false color representation). (C)
Variations of the protein size ranges over the storage period of 6 weeks [57].
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lower volume of the biomolecule coating on the core/shell MNP and thus a smaller size
is measured. SDS-PAGE investigations revealed strong damages in the protein struc-
ture. In the PAA gel, the protein bands are no longer separable but appear as a smear,
especially for the high-molecular-weight proteins. All of the typical peaks are vanished
after autoclaving, which is attributed to a strong coagulation, denaturation, and
degradation of the proteins [57].

From the obtained results, we conclude that autoclaving is not suitable to sterilize
biomolecule-coated MNP.

6.3.4.3 Freezing

The visual investigation of thawed samples showed large agglomerates and significant
changes in the rheology of the fluids for storing times of two weeks or longer at −15
and −80 °C. This was confirmed by DLSwhere agglomerates up to 1000 nmwere found
for samples stored for 6weeks [57]. Despite the zeta potential provided a constant value
of about −30 mV for all samples, it became obvious from the size measurements that
during the storage at −15 and −80 °C a significant change of the integrity of the
biomolecule coating takes place. This was confirmed by SDS-PAGE. For longer storage
times, a decrease of the high-molecular weight proteins was observed combined with
an increased proportion of the low-molecular weight proteins. This behavior can be
interpreted as a degradation of the larger proteins to smaller fragments.

In summary, freezing and storing biomolecule-coatedMNP at −15 and −80 °C is not
suitable for long-term storage of such magnetic nanohybrids. Short-term storage of up
to one week seems to be possible.

6.3.4.4 Lyophilization

The biomolecule-coated MNP samples were freeze-dried in the condition as prepared
(plain) and after addition of PEG or TMAH.

PEGwasusedbecause it is suggested as cryoprotectant in combinationwith sugars,
and the inherent sugars in serum were expected to be sufficient for this approach.

Similar behavior in particle size and agglomeration was found in each single
sample series (plain, PEG, TMAH) for all three different re-dispersion time points (see
Figure 6.12A). After redispersion the PEG samples show a similar size and size distri-
bution like the original sample before drying. The plain samples show a slightly higher
mean hydrodynamic diameter caused by a weak proportion of not redispersed ag-
glomerates. For TMAH sample, a large proportion of agglomerates remains after
redispersion, and the fluid is not stable against sedimentation. The zeta potential
showed a constant value of about −30 mV for the original and all Plain and PEG
samples and the zeta potential of all TMAH samples was in the range of −42 to −44mV.
From these observations, a change of the biomolecule integrity due to the addition of
TMAH can be expected.
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No remarkable changes in the integrity of the biomolecule coating can be observed
in SDS-PAGE for plain andPEG sample for a storage time of oneweek (see Figure 6.12B).
TMAH samples show an alteration of the protein integrity already after one week
storage. After 3 weeks storage, the sample plain and PEG exhibit an increase in the low-
molecular-weight fraction, but the protein distribution remains unchanged. After
6 weeks storage, a very slight degradation of the larger proteins occurs and the fraction
of small protein fragments increases (see Figure 6.12C).

In summary, the lyophilization of biomolecule-coated MNP after the addition of
PEG might be a suitable method for the preservation of such particles for some weeks.
The redispersed particles show similar size and stability like the original sample. For
storage times longer than 1 week, a partial degradation of the corona proteins can be

Figure 6.12: Lyophilization of biomolecule-coated nanoparticles affects the integrity of the protein
corona during long-term storage. (A) After storage of the dry powders for 6 weeks the DLS
measurements show that the hydrodynamic diameter of resuspended plain and polyethylene glycol
(PEG) samples is very similar to that of the original sample, but for tetramethylammonium hydroxide
(TMAH) an agglomeration results; (B) Proteins are degraded during lyophilization, especially in the
presence of TMAH, resulting in smaller sizes after several weeks of storage demonstrated by gel
electrophoresis (silver staining and false color representation); (C) Variations of the protein size
ranges over the storage period (based on (B)) [57].
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observed. The importance of this partial degradation for the storage of such particles is
not clear until now.

6.3.5 Interaction with biological systems

6.3.5.1 Cell viability studies

To validate the biocompatibility of all used core/shell particles prior and after forma-
tion of a biomolecule corona on their surface, in vitro viability studies by using HBME
cells were performed. No cytotoxic effects were confirmed for pristine MNP, PDha, and
PtBAA-coated nanoparticles (polymer coatings), before and after FCS incubation, for
single core as well as for multicore particles (see Figure 6.13). Similar results were
found for the dextran-coated (Dex, CMD, DEAE) core/shell MNP before and after in-
cubation in FCS.

Additionally, from the data in Figure 6.13 it can be seen that the formation of a
biomolecule corona might lead to an even enhanced cell viability. Interestingly, a
slight reduction in cell viability was observed for the pristinemulticoreMNP before FCS
incubation. This effect still remains for the pristine single core MNP even after the
formation of the biomolecule corona. A possible explanation for this observationmight
be a faster dissociation or degradation on the single core MNPwith a higher surface-to-
volume ratio compared to the multicore MNP.

Figure 6.13: Cell viability changes in response to differently coated single core (SC) and multicore
(MC) magnetic nanoparticles (MNPs) incubated at different temperatures and times. Human brain
microvascular endothelial cells (HBMECs) seeded into 96-well plates in triplicate were incubatedwith
100 μg/cm2 (equal to 378 μg/mL) of indicated particles for 24 h. Positive controls and NCs were
analogously treated with aqua bidest or cationic polyethylenimine-coated PEI-M, respectively.
Detected fluorescence upon incubation with PrestoBlue reagent is normalized to positive controls
[58].
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6.3.5.2 Flow cytometry

To analyze the MNP loading to cells in dependence of a present biomolecule corona,
flow cytometry was used. For this characterization method, fluorescence-labeled MNP
are needed and therefore commercially available PEI-coated MNP coupled with a
fluorescence dye were used as core/shell particles and incubated in FBS.

From Figure 6.14A, it becomes obvious that the intensity of MNP-associated fluo-
rescence in and on the cells is reduced for cells incubated with MNP bearing a
biomolecule corona compared to bare core/shell MNP. This can be interpreted as a
reduced cellular loading for biomolecule corona–coated MNP. This means a reduced
interaction of biomolecule-coated MNP with cells of about 60 and 47% compared to
bare core/shell particles for incubation times of 5 and 30 min, respectively (see
Figure 6.14B). This result might be explained by an alteration of the surface potential.
Due to the incubationwith FCS the surface potential turns frompositive to negative and
the negative charge of cell membranes might hinder interactions with negatively
charged nanoparticles.

6.3.5.3 Confocal laser scanning microscopy

No particle aggregation could be observed for the serum incubated PEI-coated
nanoparticles.

For a more detailed investigation of this, HBMECs were incubated with MNP
bearing biomolecule coronas of gradually increasing extent (by changing the FCS
content of the incubation medium) and investigated by means of confocal laser
scanningmicroscopy. Data analysis of the image stacks revealed that, the presence of a
biomolecule corona reduces the particles adhesion to the cells and that the adhesion
decreases with an increasing extent of the corona [50]. MATLAB analysis of the ob-
tained stacks showed that MNP-derived signals are detectable at cells incubated with
MNP of increasing biomolecule corona for 5 and 30min (see Figure 6.15). It can be seen

Figure 6.14: Interactions of polyethylenimine (PEI)-magnetic nanoparticles (MNPs) with human brain
microvascular endothelial cells (HBMECs) as function of a present biomolecule corona. Cells were
incubated for 5 or 30 min with particles without (MNPs) or with (MNP + FCS) a biomolecule corona. It
can be seen that for both time points the presence of a biomolecule corona leads to a reduction of the
MNP load to the cells [50].
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that a more pronounced biomolecule corona leads to a lower uptake of the magnetic
nanohybrids into the cells for incubation times up to 30 min. Thus, we could demon-
strate that the cellular uptake and adhesion processes canbe controlled by the extent of
a biomolecule coating on MNP.

6.3.5.4 Shell-less hen’s egg model

Furthermore, core/shell MNP and biomolecule-coated MNP were tested for their
biocompatibility after systemic injection using a shell-less hen’s egg model [77]. It was
tested, if the prepared magnetic nanohybrids cause any adverse effects when admin-
istered to a living biological system. Another questionwas, if a possible irritation of the
biological system can be masked with a biomolecule corona and if agglomeration of
particles within the biological system can be avoided by a biomolecule coating and/or
changing the particle size distribution by removal of large particles from the ensemble
by means of size-dependent fractionation.

For unfractionated samples, the concentration of injected particleswas adjusted to
be 160 µgMNP/mL. Figure 6.16 shows the probability of the occurrence of vascular lysis,
hemorrhage, aggregation, and lethality for different time points (up to 24 h) after
injection. The validity of the assay was ensured by several controls. 0.9% sodium
chloride was used as NC as recommended control by the ICCVAM [79] and sterile water
as solvent control to set up the baseline for irritative effects. Sterile water showed no
adverse effects.

It can be seen that the FCS-incubated CMD and PDha core/shell particles showed
no aggregation and only sporadic hemorrhagic and lethal events (0–1/9 eggs) during
this test comparable to the control values. The positive control, highly cationic charged
PEI polymer caused a strong aggregation effect and finally a high lethality. A possible
explanation for this might be the high attraction between the cationic surface of the

Figure 6.15: Adhesion and uptake of magnetic nanoparticles (MNPs) by human brain microvascular
endothelial cells (HBMECs) depends on particles biomolecule corona. For (A) or (B) 30 min, HBMEC
were incubated with 25 μg/cm2

fluorescence-labeled MNPs and imaged by means of laser scanning
microscopy. Image stacks were analyzed by MATLAB where the amount of internalized MNPs was
calculated from overlapping signals derived from the cytoskeletal actin and the MNP channels.
Shown are means ± standard deviation of 10–15 slices [50].
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polymer and anionic charged proteins present in the blood, leading to the formation of
polymer/protein aggregates. For DEAE-MNP, which shows a similar surface potential
like PEI, also a tendency for the occurrence of aggregation was observed. After coating
these particles with biomolecules, a reduction of aggregation and a faster reversibility
of the effects were obtained. Probably, the biomolecule coating leads to a less pro-
nounced aggregate formation, because aggregates are disintegrated by shear forces of
the flowing blood within the first hour after administration.

When using fractionated DEAE-MNP (dh = 124 nm) instead of the previously used
unfractionated ones (dh = 160 nm) at a concentration of 500 μg/mL, there is only a low
tendency (<20%) to form agglomerates for DEAE-MNP prior and after formation of the
biomolecule corona. Thismight be explained by the removal of the larger agglomerates
by centrifugation that block the blood flow in the vessels after injection (and a reduced
agglomeration potential of smaller FCS-coated MNP). For this concentration, also no
adverse effects were found for fractionated incubated CMD-MNP (n = 5, data not
shown). In preliminary experiments also for DEX-MNP and PEI-MNP comparable ef-
fects were observed even up to 1 mg/mL (data not shown).

Figure 6.16: Percentual probability for the occurrence of adverse effects (aggregation, hemorrhage,
vascular lysis, and lethality) for different particles and time points within the shell-less hen’s egg
model serving as a test to evaluate the in vivo toxicity of the magnetic nanohybrids.
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Resulting from these investigations, wewere able to show that the ex ovo toxicity of
our newly developed nanohybrids under the tested conditions could be highly
improved by the FCS coating, as well as by the fractionation process.

6.4 Conclusion

The formation of a biomolecule corona is an inevitable event when nanoparticles enter
biological fluids. Our investigations reveal that within seconds after bringing MNPs in
contactwith a protein source (FCS) a biomolecule corona is formed on the surface of the
particles. This effect can be of major importance for the use of MNPs in medical ap-
plications where such particles have to be administered to the vascular system. There,
the blood serves as a protein source and the biomolecule (protein) corona around the
particles determines the biological fate of the particles within the body. Possibly, a
precoating of the core/shell MNP with biomolecules might lead to an altered interac-
tion of the preconditioned particles with biological systems, which can help to improve
the biocompatibility of such magnetic nanohybrids.

As measured by means of MRX, DLS, and TGA, the biomolecule corona formation
leads to an increase of the particle size. Due to cross-linking of the proteins on the
surface of the particles, a stronger agglomeration of the biomolecule-coated MNP
occurs for longer incubation times in the range from hours to days. The amount of
biomolecules adsorbed to the surface was determined to be around 10% bymass of the
complete magnetic nanohybrid and its surface charge is in the range from −30
to −40 mV.

Different coatings (Dex, CMD, DEAE, PDha, and PtBAA) were used for the prepa-
ration of core/shellMNP to study the influence of surface charge on the formation of the
biomolecule corona and its composition. Furthermore, the influence of incubation time
and temperature on the formationwas studied. Slight variations in the zeta potential of
the obtained biomolecule-coated MNP are first hints for differences in amount and
composition of the biomolecule corona at different incubation times and temperatures
and different coating materials.

Since the formation of the biomolecule corona is a very complex process, which is
influenced by a lot of different factors, it is not possible to derive a generalmodel for the
corona formation for all used coatings. For the most of the here tested core/shell MNP,
our TGA results show that at lower temperatures (25 and 37 °C) the amount of bio-
molecules does not increase with increasing incubation timewhereas this is the case at
elevated temperatures (50 and 70 °C). In that regard, polyzwitterionic PDha is a highly
interestingmaterial for coating ofMNP since a distinctly lower amount of biomolecules
was adsorbed during the FCS incubation compared to all other coating materials. The
amount of biomolecules adsorbed to the surface of the core/shellMNPs can be tunedby
the composition of the incubation medium. A higher amount of biomolecules in the
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incubation medium leads to an increasing volume of the biomolecule corona and thus
a larger thickness of the biomolecule coating.

A semi-quantitative analysis of the gels obtained from SDS-PAGE confirmed the
results from TGA and provided additional information about the composition of the
proteins contributing to the formed biomolecule corona. Although for all coating
materials and temperatures an influence on the ratios between low-molecular-weight
proteins (<25 kDa), medium-molecular-weight proteins (25–100 kDa), and high-
molecular-weight (>100 kDa) proteins was found, no general trends can be derived
from the obtained data so far.

Before application of such particles to biological systems it has to be assured that
the particle preparations are free from pathogens and also procedures have to be
established, which enable the long-term storage of the particles.

For the sterilization by means of UV radiation, we found no damaging effects for
biomolecule-coated MNP. Contrary, the treatment of biomolecule-coated particles by
means of autoclaving leads to significant changes in the integrity of the proteins and
thus this method is not suitable for sterilization. Freezing at −15 and −80 °C allows
storage for up to 1 week. After that, a remarkable degradation of the larger proteins in
combination with an agglomeration of the particles takes place. During lyophilization,
the addition of PEG to the samples revealed well dispersed fluids after resuspension of
the powders. For storage times longer than one week, a slight degradation of the
proteins was observed. This storage period might be extended by using optimized
storing conditions (e.g., lower temperature, oxygen exclusion, reduced humidity).
Furthermore, it has to be investigated, which consequences this slight degradation for
the application of such particles to biological systemsmeans. Therefore, future studies
are needed to elucidate the treatment-dependent changes on the biomolecule corona,
aswell as on the single protein level with regard to cytotoxicity and immunogenicity. In
conclusion, we state that theUV sterilization followed by lyophilization under addition
of PEG is the most promising route for the preparation of sterilized long-term durable
biomolecule-coated MNP.

In cell viability tests, no cytotoxicity was found for all tested biomolecule-coated
MNP. A higher amount of biomolecules adsorbed to the surface lead to an increased cell
viability. By flow cytometry, it was shown that the presence of a biomolecule corona
reduces the interaction of nanoparticles with cells during short-term incubation in the
range from 5 to 30 min. Laser scanning microscopy revealed that a more pronounced
biomolecule corona leads to a retardeduptakeof themagnetic nanohybrids into the cells.
Thus, we could demonstrate that for short-term incubation the cellular uptake and
adhesion processes can be controlled by the extent of a biomolecule coating on MNP.
Nonetheless, possible effects of long-term incubation have to be investigated. By using a
shell-less hen’s egg model, no adverse effects of all biomolecule-coated MNP for this in
vivo/ex ovo test were found. Resulting from these investigations, we were able to show
that the in vivo biocompatibility of our newly developed nanohybrids under the tested
conditions could be highly improved by the biomolecule coating.
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In summary, we developed and described a novel type of core/shell nanoparticles
with improved biocompatibility for medical application. These magnetic nanohybrids
bear a second coating of biomolecules, which enables the control of the interaction of
these particles with biological systems. The biomolecule corona may mask adverse
effects on biological systems of cytotoxic core/shell MNP. In ongoing studies, the
biocompatibility has to be tested for mammals and the consequences of variations in
the composition of the biomolecule corona for the application have to be investigated
in more detail.
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7 Functionalization of biopolymer fibers with
magnetic nanoparticles

Abstract: Hybrid fibers consisting of biopolymers and inorganic nanoparticles
are receiving increasing attention due to their unique properties. Commonly, the
nanoparticles are chosen for their intrinsic properties such as magnetic, thermal, or
electrical conductivity. The biopolymer component of the hybrid fiber is chosen for its
mechanical properties and ability to act as a scaffold or matrix for the nanoparticles.
While there aremany fiber-forming synthetic polymers, there has been a recent interest
in replacing these systems with biopolymers due to their sustainability, biocompati-
bility, nontoxicity, and biodegradability. Fibers made from biopolymers have one
additional benefit over synthetic polymers as they make good scaffolds for embedding
nanoparticles without the need of any additional bonding agents. In particular,
naturally occurring biopolymers such as proteins exhibit a myriad of interactions with
nanoparticles, including ionic, H-bonding, covalent, Van der Waals, and electrostatic
interactions. The diverse range of interactions between magnetic nanoparticles
and biopolymers makes resulting hybrid fibers of particular interest as magnetic-
responsive materials. Magnetically responsive hybrid biopolymer fibers have
many features, including enhanced thermal stabilities, strong mechanical toughness,
and perhaps most interestingly multifunctionality, allowing for a wide range of
applications. These applications range from biosensing, filtration, UV shielding,
antimicrobial, and medical applications, to name a few. Here, we review established
hybrid fibers consisting of biopolymers and nanoparticles with a primary focus
on biopolymers doped with magnetic nanoparticles and their various putative
applications.
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7.1 Introduction

Biopolymers are a family of macromolecules containing natural or recombinant
proteins, polysaccharides, and synthetic biodegradable polymers (Figure 7.1).
Characteristics of biopolymers may include biocompatibility, biodegradation, and
renewability, whichmake thesematerials excellent candidates to be used in different
fields of research and applications [1–5]. Despite this, synthetic polymers are simply
easier and cheaper to mass produce and thus have been subsequently more
commonly used as fiber materials [6]. Recently that trend appears to be changing as
advances in protein and polysaccharide extraction as well as better methods of
producing recombinant proteins have significantly dropped the cost of these bio-
polymers [7–10]. As environmental concerns grow andmore renewable materials are
necessary, there appears to be a growing shift from synthetic polymeric materials to
renewable biopolymers [9].

Figure 7.1: (A) Overview of different biopolymers including synthetic (biodegradable) and naturally
derived polymers. Biopolymers include polymers derived from natural materials or synthetic
polymers that are biodegradable. Natural biopolymers include polysaccharides and proteins. An
example of a biodegradable synthetic polymer, (poly(lactic acid)), a polysaccharide, (cellulose), and
the protein eADF4(C16), a recombinant major ampullate silk derived from Araneus diadematus is
shown on the bottom of (A). (B) Structural properties found in biopolymers. Synthetic polymers and
polysaccharides often have multiple structural properties (i.e., semicrystallinity: amorphous and
crystalline domains) as do proteins (helical and β-sheet conformations).
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7.2 Biopolymer-based materials

Biopolymers are highly adaptable and offer more functionality than traditional
synthetic polymers. For example, many proteins have evolved over billions of years
to carry out a myriad of diverse tasks such as catalysis, molecular recognition, and the
storage of energy or information. Chances are, if there is amaterial needed for a specific
application, nature has already designed a protein or polysaccharide for the job.
For example, spider silk fibers outperformmost of their synthetic polymer counterparts
in toughness [5, 11, 12]. Proteins such as hemoglobin and ferritin are excellent
binders of metal ions such as iron. Ferritin has even been used as a scaffold for
the synthesis of gold nanoparticles [13]. Chitin and cellulose are often used to make
thermally stable films [1]. In addition, more recent studies have used cellulose for
optically clear glasses and papers. [14, 15]. These are but a few examples and do not
even begin to scratch the surface of themyriad of functionalities biopolymers can have.
But that does not mean nature is perfect, since natural materials have evolved to
fulfill multiple criteria. In fact, many of these systems can be improved for specific
applications simply by adding synthetic materials, such as inorganic nanoparticles.
Using biopolymers as scaffolds offers a diversity that cannot be matched by traditional
synthetic polymer systems; and the addition of nanoparticles into biopolymer fibers
allows a tunability of the material that would not otherwise be realized. These hybrid
composites allow for antimicrobial, thermally, electrically, magnetically, and/or light-
responsive materials with unmatched renewability, biocompatibility, and mechanical
properties.

Despite the diversity of biopolymers there are still drawbacks, the main one
being their processability. The difficulty with processability is different for proteins
compared to polysaccharides. Typically, proteins are difficult to obtain in high
yields due to recovery methods being costly and time-consuming, while poly-
saccharides tend to be insoluble, often requiring harsh organic solvents to fully
dissolve. More recently, advances in protein recovery and unique variants of solvents
(such as ionic liquids and deep eutectic solvents) for solubilizing polysaccharides have
led to biopolymers becoming an increasingly more appealing option compared to
traditional crude-oil-based polymers [8, 9, 16].

7.2.1 Polysaccharides for material’s applications

The two most commonly studied and also the most abundant polysaccharides in
nature are cellulose and chitin [17]. Chitin is derived from many crustaceans, insects,
mollusks, and fish and is most commonly treated with a deacetylation process to form
chitosan [2]. Conversely, cellulose typically is derived from plants, such as wood from
trees, cotton, algae, and even can be secreted by bacteria, making it themost abundant
biopolymer on Earth [17]. Both cellulose and chitosan can be processed into fibers,
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films, and gels with goodmechanical properties, and it should come as no surprise that
they are common materials for use in bionanocomposites [1, 2, 15].

7.2.2 Proteins for material’s applications

Many natural proteins derived from animal or plant organisms are used for producing
fibers. Protein-based composite materials can be made from a wide range of differing
proteins. Globular proteins such as bovine serum albumin, lysozyme, and cytochrome
c are all used in conjunction with nanoparticles for drug delivery applications [18–20].
Conversely,many fibrous and structural proteins such as collagen, silk, and keratin are
common materials for fibers, films, and gels used in material applications [1, 21–23].
The most abundant of these proteins examined in literature is collagen. Despite this
abundance of literature, there are only a few examples of collagen nanoparticle
composite materials examined and most of these studied systems use a collagen–Ag
nanoparticle composite for antimicrobial applications [24, 25].

Natural silk fibers are produced by insects, arachnids, and even some crustaceans
[26]. Silk is a well-known natural fiber used in textile industry and other applications.
Specifically, silkworm silk has become a multibillion-dollar textile business, a long
way from the initial silk textile beginnings several thousand years ago in China [27].

Most of the silk produced today comes from domesticated Bombyx mori silkworms
[28]. While not as strong as dragline spider silk (16 × 104 J kg−1), it is more abundant
and easily usable for textiles [29]. There is a large portion of literature working with
silkworm silk and nanoparticles. Much like collagen and other protein-based mate-
rials, much of the biopolymer–nanoparticle composite literature focuses on antimi-
crobial textiles and nonwoven meshes [30].

Figure 7.2: Schematic of a spider silk web from (A) Araneus diadematus, (B) the macroscopic
structure of dragline spider silk, and (C) the microscopic molecular structure of the MAS protein
dragline proteins. Crystalline regions are predominately β-sheets while the amorphous regions
consist of α-helices and random coils. Originally published by Heidebrecht et al. [38] and slightly
adapted with permissions.
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Avery interesting andhighly complex proteinaceousmaterial fromnature is spider
silk [34]. Spiders produce a variety of elaborate proteins amongwhichmajor ampullate
silks (MAS) are the basis for a fiber with outstanding mechanical properties combining
a high tensile strength and moderate elasticity [22]. MAS fibers are used by spiders as a
scaffold upon which to attach other silks during the creation of a web and as a lifeline
when it is necessary to escape from predators. The combination of strength and
stretchiness is mainly derived from the domains of crystalline β-sheets and flexible
helices/amorphous regions within the polypeptide chain (Figure 7.2), imparting a
toughness that is greater than that of bone, synthetic rubber, Kevlar, and high tensile
steel or other man-made fibers [11, 12, 35–37].

7.3 Magnetic nanoparticles

Nanoparticles are small particles ranging between 1 and 100 nm in size and can form a
variety of shapes such as, spherical, cubic, conical, rod-like, and many others [39, 40].
They can be made from organic, metallic, or ceramic molecules, and often their
nanoscale properties differ from their bulk properties (even between materials of the
same composition) [40]. Nanoparticles are of particular scientific relevance because of
the diverse range of interactions they can experience. These interactions include: ionic,
H-bonding, covalent, Van der Waals, and electrostatic interactions, which allow for a
highly robust material that can be used for many applications [41].

Magnetic nanoparticles are a subset of nanoparticles that exhibit a magnetic
response when exposed to a magnetic or electric field. Magnetically responsive
materials may appear a niche topic when compared to nanoparticle research in anti-
microbial, thermally, or electrically responsive biocomposites, but their application

Table .: Examples of magnetic nanoparticles, their shape, and application.

Examples Size Shape Application

FeO [, ]  nm–µm Sphere, spindle, cube,
rods octahedral,

Drug delivery, medical
applications,
thermal coatings

BaFeO [] < nm Sphere Medical applications
SrFeO [] – nm Sphere, spindle, cube, rods High-frequency devices,

permanent magnets
ZnFeO [, ] < nm Sphere Medical applications
CoFeO [] . nm Sphere Drug delivery
InCuFeO [] – nm Sphere, cube Electronic applications
CuFeO [] – nm Sphere, cube Electronic applications
Ni/NiO [, ]  nm Sphere Medical applications
MnFeO [, ] < nm Sphere, cube Medical applications
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introduces a diverse field of responsive materials where morphology and topology can

be controlled via magnetic fields [42]. Furthermore, tunable morphology invites a

diverse range of applications frommembranes, tofiltration, and even for biosensor and

electronic applications [21, 45–49].
Typically, magnetic nanoparticles used for biocomposite materials are a variant of

iron oxide [58–62]. However, nanoparticles of cobalt [47, 63, 64], platinum [65],

manganese–zinc [54], and yttrium–iron [66] can also be used as magnetic materials.

The myriad of differing magnetic nanoparticles not only offers diverse chemical

interactions but also comes in a wide range of sizes and shapes. Table 7.1 shows the

diversity of magnetic nanoparticle composition, size, shape, and examples of bio-

composite material applications found in literature.

7.4 Nanoparticle-doped biopolymer fibers

7.4.1 Processing techniques

There are three main processing techniques for biopolymer–nanocomposite based
fibers, wet spinning, electrospinning and microfluidics. Each technique produces

fibrous materials but the size of the materials will vary depending on the spinning

method. Choosing the correct technique will largely depend on the biopolymer–

nanoparticle composite that is being examined as well as the final application for the

material.

7.4.1.1 Wet spinning

The most commonly used method of producing biopolymer fibers with diameters
in the micrometer or larger range is wet spinning [67]. Wet spinning is conducted

by extruding an aqueous or organic biopolymer solution into a coagulation

bath. Upon contact with the coagulation bath, the biopolymer precipitates into a

continuous fiber while the solution solvent diffuses to the bulk of the coagulation

bath (Figure 7.3A) [67]. The fiber can then be collected or post-treated/post-

stretched in a continuous or batch process. The diameters of fibers produced by wet

spinning can be controlled by the concentration of the spinning dope, needle

diameter, and posttreatment [67]. Typical solvents used for coagulation baths of

biopolymers are polar organic solvents such as methanol, ethanol, acetone, prop-

anol, or isopropanol [68], as well as aqueous solutions with varying pHs, ionic

strengths, and salt compositions [69].
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7.4.1.2 Electrospinning

Electrospinning is an electrostatically driven process allowing for the production
of fibers with diameters ranging from micrometers down to a few nanometers [70].
The basic setup comprises a needle, which is charged (±0–30 kV) and through which a
biopolymer solution is extruded. [71] The high electric field induces electrostatic
repulsion at the surface of an extruded droplet and leads to the formation of a Taylor
cone through coulombic forces (Figure 7.3B). When the electrostatic forces overcome
the solvent surface tension and the chain entanglement in the biopolymer solution is
sufficiently high, a droplet is formed into a continuous jet [4]. At a certain distance
from the Taylor cone, the jet experiences whipping instabilities and is stretched and
dries on its path to the oppositely charged collector plate [72]. Fibers are “randomly”
deposited on the collector plate as a nonwovenmesh. The diameters of fibers produced

Figure 7.3: Schematics of (A) wet spinning, (B) electrospinning, and (C)microfluidics. The green color
represents the biopolymer, the black dots represent nanoparticles, and the orange/brownish color
represents coagulation bath or solvent. Wet spinning produces larger fiber diameters than both
electrospinning and microfluidics with electrospinning producing the smallest fibers. Wet spinning
andmicrofluidics use a coagulation bath that precipitates the dissolved biopolymer while the solvent
in format mismatch! electrospinning is dried during the stretching and whipping process on the way
to the collector plate.
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by electrospinning can be well controlled, typically in the micro- or nanometer range,
by adaption of the spinning dope properties (biopolymer concentration, viscosity,
conductivity, solution volatility, and surface tension of the solvent) and process pa-
rameters (voltage, distance to deposition plate, flow rate, temperature, humidity) [4].
Fibers produced via electrospinning tend to have smaller diameters than those
produced through wet spinning [73].

7.4.1.3 Microfluidics

Microfluidics, while not as well studied as wet spinning or electrospinning, is an
increasingly common method of fiber formation explored in literature [74]. Similar to
wet spinning, microfluidic spinning allows for decreasing the scale of the input and
coagulation solvent feeds (typically in the submilliliter range). The smaller size of the
inlet streams leads to precise control of thefluid dynamics aswell as the introduction of
capillary forces that are often ignored in traditional wet spinning. Precise control offers
advantages including small volumes of solvents, small size of the spinning set up,
narrower fiber diameters than wet spinning and low energy consumption but with the
trade-off of lower fiber yield [75]. There aremany types ofmicrofluidic setups including
both batch and continuous flowprocesses [74, 76]. An example of one such batch setup
is shown in Figure 7.3C.

7.4.2 Examples of nanoparticle-doped fibers

There is a growing literature on nanoparticle fiber doping using noble metals. Using
biopolymers as scaffolds for the growth or adhesion of noble metal nanoparticles
offers many advantages over traditional synthetic polymers. One unique consider-
ation for interactions with metal nanoparticles is the structure of the protein or
polysaccharide. Proteins in particular, with their diverse amino acid sequences, can
adopt different secondary structures, such as random coil, β-sheet, or α-helix, which
have been shown to have a major effect on the capture and release of noble metal
nanoparticles [77]. This consideration leads to a finely tunable system but also adds
an additional layer of complexity to the material production.

Work with B. mori silk fibers by Calamak et al. and Pholcus phalangioides
spider silk by Singh et al. are two excellent examples of the effect protein structure
has on biocomposite materials [43, 77]. In the first case, Calamak et al. examined
the release profiles of Ag nanoparticles when embedded in B. mori silk scaffolds
consisting of either a random coil or β-sheet conformation. The results showed a
clear distinction in the release profiles, with the crystalline β-sheet structure
showing a cumulative lower release rate [77]. Similarly, Singh et al. used spider silk,
harvested from webs of P. phalangioides spiders, as a scaffold for growth of gold
nanoparticles, which could later be used for vapor detection via changes in
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conductivity. Not only did the gold nanoparticles grown in this manner showed a
rapid response time in conductivity on exposure to methanol, the nanoparticles
showed excellent cycling efficiency indicating a strong binding to the silk fiber,
likely a result of the β-sheet conformation of the spider silk protein [43]. Similarly,
Tang et al. saw similar strong adhesion of Ag nanoparticles to commercial silk
fabrics that could withstand many washing cycles [78]. Thus it appears for appli-
cations where nanoparticle–protein adhesion is important, β-sheet conformation is
desired; while for applications where nanoparticle release is important, random coil
or helix conformations are more suitable.

A subset of nanoparticle hybrid fibers, using magnetic nanoparticles, are of
growing interest because of their magnetically responsive behavior allowing their
use in many applications such as in medical devices [1], as antimicrobial surfaces [79],
or to exploit their advantageous thermal and electrical properties [48, 82–86].
Nevertheless, the design andmodification of these responsivematerials are dependent
upon the biopolymer and nanoparticle interactions. Often that requires choosing the
correct biopolymer and nanoparticle combination and there are several to choose from
[15, 87]. In some cases, modification of the biopolymer can be involved, which can be
a nontrivial process. Even after an adequate system is chosen, a correct solvent
and spinning method may be difficult to find. Still, the rewards for finding a system
that successfully fits all of the criteria necessary to obtain biocomposite hybrid mate-
rials are vast, and there is an increasing amount of literature discussing magnetic
nanoparticle–biopolymer interactions and processing techniques [11, 42, 44, 47, 58,
60, 64, 66, 88, 89].

One such reward involves a lesser known characteristic of metallic nanoparticles,
their ability to absorb light, specifically, they have remarkable UV shielding. This is
well known in the sunscreen industrywhere nanoparticles are readily used as additives
[90]. Using similar nanoparticles as in sun screen, such as TiO2 and CeO2, several
studies have shown enhanced UV shielding could be applied to silk textile fibers
[31, 32]. In addition, not only did the TiO2 and CeO2 nanoparticles show remarkable
adhesion to the silk fabrics tested, they also provided antibacterial capabilities
and good thermal stabilities. Of particular interest, Li et al. reported a strong correla-
tion in the decrease of transmitted UV light with increased TiO2 content. Equally
interesting, upon exposure to UV illumination, a photolytic self-cleaningwas observed
for the TiO2-loaded silk fabrics [31].

The plethora of magnetic nanoparticle characteristics, ranging from thermal sta-
bility to electrical and magnetic responsiveness to UV shielding and antimicrobial
properties, make magnetic nanoparticle biocomposites a rich field for exploring many
different applications. These applications of magnetic nanoparticle biocomposites
include medical devices, membranes, biosensors, and even bioseparations and
filtration. Several interesting applications for nanoparticle–biopolymer composite
systems are examined in section 7.6.

7.4 Nanoparticle-doped biopolymer fibers 175



7.5 Biopolymer–nanoparticle composite properties

7.5.1 Morphology

Homogeneity of the fiber, density and distribution of nanoparticles, uniformity of
fiber diameters, surface quality, and spinning artifacts are but a few of the important

morphological features that are necessary to examine. There are different techniques

for examination of these properties including: scanning electron microscopy (SEM),

energy-dispersive X-ray spectroscopy (EDS), transmission electron microscopy (TEM),

and atomic force microscopy (AFM), to name a few of the more commonly used

techniques.
For evaluating surface morphology and interfaces of hybrid fibers, SEM and AFM

are the most popular techniques [91, 92]. Briefly, SEM uses back-scattered electrons to

detect differences in electron densities [91]. The combination of high magnification,

large depth of focus, great resolution, ease of sample observation, and high contrast

between metal nanoparticles and biopolymers makes SEM a ubiquitous character-

ization technique in the field of biopolymer–nanoparticle fibers. Most, if not all, of

the different applications examined in section 7.6 use SEM to characterize the presence

of nanoparticles and examine the interface between biopolymer and nanoparticle.

While a qualitative technique, the addition of an EDS detector allows for the probing of

elemental information that is not apparent in the SEM image [91]. EDS exploits the

unique interactions between elemental atomic structure and their emission of X-rays.

Since each element has a unique atomic structure, the emitted X-rays likewise have a

unique energy spectra allowing for precise determination of elemental makeup of the

surface [91]. EDS is particularly useful for distinguishing between nanoparticles

(higher energy emissions) and biopolymers (lower energy emissions) and can help to

elucidate nanoparticle density and distribution [91].
The less used, but more powerful technique, AFM, allows the user to examine

many aspects of the surface of the hybrid material that could not otherwise be noticed

in SEM [92]. AFM uses a force sensitive cantilever to tap or drag on the surface of

the fiber creating a 2D surface map that is sensitive to the surface roughness, stiffness,

and phase (delayed force response). As an example, recent work by Carapeto et al.

used AFM to examine films of 1,6-hexanediamine-graft-cellulose doped with Ag

nanoparticles [93]. They examined the surface of the hybrid film using height, ampli-

tude, and phase images of the material. There they found no large aggregates and a

random distribution of the Ag nanoparticles, which could have also been observed in

SEM. However, what makes this work particularly interesting is by combining infor-

mation on the three surface images, and estimating the shape of the nanoparticles to be

a sphere, the authors were capable of quantifying the volume of each individual

nanoparticle as well as the total volume fraction of the nanoparticles at the surface of
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thematerial [93]. Using a quartz crystalmicrobalance as a comparison, the quantitative
estimations were only ∼7% different [93].

Perhaps the most powerful technique, but also the most difficult to work with is
TEM. Unlike SEM, TEM requires electrons passing through the material (thus samples
are required to be quite thin: 1–100 nm in thickness). Electrons passing through the
sample experience a slight loss of energy, which can arise from differences in thick-
ness, density, atomic element, crystal structure, and/or orientation [94]. TEM can be
used for many diverse characterization methods. Uses of TEM include determining
particle size or examining the cross-sectional area of fibers [77, 79], probing fibril
formation [4, 95, 96], and examining electron diffraction patterns, to name a few.
Themain advantage of using TEM is the ability to probe the bulk of thematerial that the
aforementioned techniques cannot replicate.

7.5.2 Thermal properties

Thermal gravimetric analysis (TGA) and dynamic scanning calorimetry (DSC) are the
twomost commonmethods of thermal analysis [97]. TGAmeasures the change (loss) of
mass of a sample with increasing temperature. DSC examines the change in heat
capacities of a sample compared with that of a control (air) at varying temperatures.

Figure 7.4: TGA schematic curves of a pure biopolymer (short dashed line), pure magnetic
nanoparticle (long dashed line), and magnetic nanoparticle-doped biopolymer (solid line). The
biopolymer doped with magnetic nanoparticles exhibits enhanced thermal properties compared to
that of the pure biopolymer. The difference of mass loss at very high temperature (shown by double
arrow) is directly proportional to the concentration of nanoparticles in the doped fiber.
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Biopolymer fibers with and without magnetic nanoparticles demonstrate a different
behavior under varying thermal conditions. Unlike mechanical properties, increasing
the concentration of magnetic nanoparticles has often been reported in literature
as increasing the thermal stability of the material [32, 33, 77, 78, 98, 99]. A schematic
of a TGA plot including pure nanoparticles, pure biopolymers, and nanoparticle–
biocomposite hybridfibers is shown in Figure 7.4. The pure biopolymerfibers losemass
at a much lower temperature than pure nanoparticles. When a composite material of
nanoparticles and biopolymers is produced, the composite material loses mass at a
temperature and rate somewhere in the middle that of pure biopolymer and pure
nanoparticles [100].

DSC can characterize the material glass transition temperature, crystallinity,
crystallization/melting temperatures, and transitional enthalpies. Magnetic nano-
particles can influence many of these transitions. As mentioned earlier, Calamak et al.
found that increasing the crystallinity (β-sheet) of silk fibers lowers the total cumulative
Ag release compared to amorphous (random coil) fibers [77]. The authors also
found that the thermal degradation temperature increased slightly with the addition of
Ag nanoparticles and was higher for the crystalline structures as opposed to the
amorphous fibers. Only the amorphous fibers showed a glass transition (190 °C) [77].
These results show that understanding the different thermal transitions in DSC is an
important factor in designing nanoparticle–biopolymer composite materials.

7.5.3 Mechanical properties

Mechanical properties describe the physical properties of a material under the
application of a force (i.e. resistance to shear or strain). Examples of mechanical
properties include the modulus of elasticity, tensile strength, elongation at break,
hardness, fatigue limit, and toughness. Biopolymers are known to have awide range of
mechanical properties. For example, natural dragline spider silk has extraordinary
mechanical properties due to a combination of strength and extensibility [22, 101].
Using biopolymers, such as dragline spider silk, for their strong mechanical properties
is an appealing prospect for many applications, but there is no guarantee that after the
addition of magnetic nanoparticles the extraordinary mechanical properties would
remain.

Work byMayes et al. examined how themechanical properties from dragline spider
silk from Nephila edulis behaved after the addition of magnetite nanoparticles [11].
Magnetite nanoparticles were added via dipping fibers in colloidal suspension of FeCl3
for 30 min followed by air-drying overnight. The authors found that the dragline silk
retained its flexibility and its toughness even after the addition of magnetic nano-
particles. Hysteresis cycles were performed at ambient temperature and humidity using
a custom-built stress–strain gauge. The fact that there was no discernible difference
between unmodified spider silk (no nanoparticles added) and magnetite-doped silk
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fibers even after repeated loading and unloading of the fibers was a promising sign that
nanoparticles situated on a fiber’s surface did not adversely affect the mechanical
properties of the biopolymer fibers [11]. However, this is not always the case. Work by Li
et al. examined cellulose fibers soaked in an AgNO3 aqueous solution at 80 °C for 24 h.
The cellulose–AG nanocomposite fibers showed a decrease in stiffness and elasticity
with increasing wt% of Ag NP [99]. Another consideration when doping biopolymers
with magnetic nanoparticles is the minimum amount of magnetic ingredients in the
composite fiber to obtain amagnetic effect. Zhou et al. showed that the strength of awet-
spun single-walled carbon nanotube–permalloy nanoparticle–poly(vinyl alcohol)
(PVA) fiber exhibited a failure strength of around 0.7 GPa when at saturation load of
magnetic nanoparticle. This failure strength was decreased significantly from ∼25 GPa
for the pure single-walled carbon nanotube–PVA mixture without the permalloy MNP
[102]. Though the work by Zhou did not use a biopolymer, it highlights an important
trade-off betweenmechanical strength andmagnetic properties thatmust be considered
when designing magnetically responsive fibers.

7.5.4 Magnetic properties

Magnetic properties of hybrid fibers can be tested using different physical methods,
though all experimental setups feature an external magnetic field, which elicits a
reaction of the magnetic material. The simplest test of the magnetic behavior is the
manual detection of the influence of an externalmagnet on the sample.More advanced
techniques such as a vibrating sample magnetometer (VSM) and superconducting
quantum interference device (SQUID) are far more sensitive and capable of detecting
minute changes in magnetic fields [103–105].

It is rare in literature that more advanced setups are used for magnetic respon-
siveness characterization. One such example is work by Munaweera et al., which
used yttrium iron garnet nanoparticles embedded in cellulose acetate nonwovens
(more information further) [66]. Before embedding into the nonwoven material, the
yttrium iron garnet nanoparticle powder was repeatedly cycled using the SQUID to
saturation magnetization at room temperature. The authors found that no magnetic
hysteresis was observed, but the particle size had a strong effect on the saturation
magnetization [66].

7.6 Applications

7.6.1 Antimicrobial

The most abundant use of biopolymer–nanocomposite materials is for antimicrobial
applications. Silver nanoparticles are themost commonly used ones due to the natural
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Figure 7.5: (A) Antimicrobial effects of uncoatedandCeO2 nanoparticle-loaded silk fabrics on E. coli and
S. aureus cultured in LBmediumunder constant shakingat 37 °Covernight. Themediawas thenexposed
to 2mm× 2mmsquaresof untreated andCeO2-loadedsilk fabrics for 2 h. The contentswere plated onto
agar plates and cultured for another 24 h. The CeO2-treated solutions indicated a significant decrease in
bacterial colony survival compared to the control (blank) and the untreated silk fabrics. Adapted with
permissions from Lu et al. [32]. (B) SEM image of the yttrium iron garnet nanoparticle–loaded cellulose
nonwoven mesh attached to cellulose filter paper. The electrospun nonwoven retains its magnetic
responsiveness even after attachment to the cellulose filter paper. (C) Images of unwashed andwashed
filter papers from (B). The unwashed filter paper shows a strong fluorescence when exposed to UV
irradiation at 245 nm indicating that the FITC-BSA has been successfully bound to the filter paper. Upon
washing with deionized water, the fluorescence disappears indicating that the FITC-BSA has been
removed. (B) and (C) were reproduced with permissions from Munaweera et al. [66].
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antimicrobial characteristics of the silver ions, but the use of the biopolymer can vary.
Examples include: silk (spider or silk worm) [33, 78, 80], cotton [106], cellulose [81, 99,
107], chitosan [108, 109], and even biocompatible synthetic fibers [110, 111].

Silver nanoparticles are generally either embedded into the biopolymer fiber or
grown on the fiber itself regardless of the biopolymer in use. Differing approaches can
be used for the embedding of particles. Lu et al. successfully developed an efficient
green method for attaching Ag nanoparticles to polydopamine-functionalized silk that
resulted in a uniform distribution [112]. The strong absorption to the polydopamine-
functionalized silk was induced by using a reducing agent. This process is not unique
to silk either. A similar method was developed by Chen et al. They demonstrated that
using cotton fibers grafted with glycidyl-methacrylate–iminodiacetic acid could
strongly adsorb and bindAg nanoparticles [106]. For both of the aforementioned cases,
the nanoparticles were attached via metal coordination bonds, but Ag nanoparticles
can also be attached covalently [31]; a process that is especially useful for protein–Au
nanocomposites because of the high affinity for Au nanoparticles to bind to cysteine
amino acid residues in many proteins [113].

Alternative to embedding, nanoparticles can be grown onto the fiber. Both
Lu et al. and Chang et al. successfully grew Ag nanoparticles on silk fibers via UV-or
γ-irradiation, respectively [33, 80]. For either of the aforementioned cases, the silk
fibers were soaked in AgNO3 solution and irradiated for at least 1 h, resulting in
uniformly distributed Ag nanoparticles on the fiber surface. The process is highly
tunable allowing for the density and size of the nanoparticles to be controlled by
the initial concentration of AgNO3 in the starting solution and irradiation time.
Furthermore, these nanoparticles were strongly adhered to the surface and showed
strong stability even after repeated washing cycles [33, 80]. In addition to their work
with Ag nanoparticles, Lu et al. also showed similar antimicrobial results using CeO2

nanoparticles immobilized on the surface of silk fabrics [32]. These fabrics showed
strong antimicrobial behavior to Escherichia coli, Staphylococcus aureus, Pseudo-
monas aeruginosa, and B. subtilis (Figure 7.5A). Perhaps equally interesting, these
fabrics also exhibited excellent UV-shielding properties, paving the way for multi-
functional biopolymer–nanocomposite fibers.

Regardless of hownanoparticles are attached, theirmain purpose is to release ions
to prevent bacterial growth on the fiber and/or destroy bacteria. The required strength
of the adhesion of nanoparticles will vary depending on the application, but this is
also what makes the biopolymer–nanocomposite fiber so robust. Take, for example,
the work by Xu et al. with Ag–poly(lactic acid) nanocomposite fibers [110]. Their work
showed a steady release of Ag nanoparticles over time indicating weak adhesion to the
poly(lactic acid) fiber. The fibers did show very strong antimicrobial characteristics
against S. aureus and E. coli (as high as 94–98% prevention of bacterial growth) for up
to 20 days when even the poly(lactic acid) fiber degraded [110]. A short-term biode-
gradable nanofiber composite would be particularly useful in wound dressings or
as a skin/surface drug delivery system. In contrast, examining work by He et al.,
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development of Ag nanoparticles synthesized in porous cellulose was found to be
especially stable over a much longer time period [107]. In addition, work by He et al.
showed a remarkable antimicrobial effect on to E. coli, S. aureus, Penicillium glaucum,
and Saccharomyces cerevisiae. This long-term stability is useful for applications
involving implants or biological scaffolds. Simply by tuning the strength of adhesion
between biopolymer and nanoparticle, a plethora of different applications can be
found.

7.6.2 Magnetically responsive materials

Cellulose is a common polysaccharide used for magnetic-responsive materials.
Notably, Biliuta et al. examined cellulose fibers doped with Fe3O4 nanoparticles (both
uncoated and coated with oleic acid) using 2,2,6,6-(tetramethlpiperidin-1-yl)oxyl
(TEMPO) as an oxidation method for attaching the nanoparticles to the fibers [88]. The
authors found that oxidation of the fibers increased the activity and attachment of the
magnetic nanoparticles even in the absence of the oleic acid coating,which prior to this
discovery was often deemed necessary for attaching nanoparticles to cellulose fibers.
This methodology indicates a robust method of attachment of magnetic nanoparticles
without the need for stabilizers such as oleic acid. While the attachment density
of noncoated Fe3O4 nanoparticles was lower than those of the coated particles, the
uncoated particles showed a much higher magnetization value [88], thus paving the
way forward for newmethods of nanoparticle attachment in the absence of a stabilizer.

As another example of cellulose-based hybrid materials, cellulose acetate fibers
were doped with yttrium iron garnet nanoparticles [66]. Munaweera et al. electrospun
novel magnetic nonwoven mats using cellulose acetate and yttrium iron garnet
nanoparticles. Nonwovens produced in this manner showed a magnetic response and
could easily be picked up by an external magnet. Interestingly, when electrospun onto
cellulose filter paper (Figure 7.5B), the mats retained their magnetic responsiveness
and were capable of filtering fluorescently labeled bovine serum albumin protein from
aqueous carbonate solutions (Figure 7.5C). These filter papers were found to separate
from 0.0039 to 0.0069 μmol of protein per 1 cm2 of filter paper. Furthermore, bovine
serum albumin could then be recovered by washing the magnetic filter paper with
deionized water [66]. While the amount of protein recovered may be small, this
example highlights the more promising applications for magnetically responsive
biopolymer meshes.

In a similar study using chitosan, the reverse effect was elucidated. Electrospun
cross-linked chitosan nanofibers were added with Fe3O4 for targeted protein release.
Bovine serum albumin was again used as a model protein, this time for drug delivery,
and the release rate was found to be controllable by varying the cross-link density (by
increasing the molarity of the cross-linker) and magnetic stimulation [60]. What is
interesting is that both of these examples show opposite effects by changing the
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magnetic nanoparticle chemistry, thus indicating a potential application in magneti-
cally assisted bioseparations and/or drug delivery simply by choosing a specific
nanoparticle for the necessary application.

For protein hybrid materials, there appears to be only one recent example of
magnetic nanoparticles used as composite materials in conjunction with collagen
fibers. Therein, cross-linked collagen fiberswere embeddedwith oleic-acid-coated iron
oxide nanoparticles. These embedded fibers were found to be only weakly magnetic
but remained stable in organic solutions of heptane. Perhaps most interesting, the
collagen–iron oxide nanocomposite fiber was capable of rapid, efficient absorption of
used motor oil from water [58], thus making these materials a potentially promising
new absorption material for applications in environmental protection and cleanup
industries. Aside from collagen, hemolysin protein derived from P. aeruginosa was
used as a glue to connect Co2Fe2O4 nanoparticles. These materials could later be
lyophilized from solution and formed a fiber-like structure that aligned when exposed
to a magnetic field [47, 64].

Silk-based proteins from silkworms and spiders also show scant literature (though
more than most other proteins) [11, 42, 44, 89]. A recent publication by Zhou et al.
reported that Fe3O4 nanoparticles could be embedded in silk fabrics through a
swelling-fixing method [44]. The authors reported that these fabrics showed a
decrease in crystallinity after nanoparticle embedding but their thermal and me-
chanical stability remained unaffected. Furthermore, the composite fabrics showed
goodmagnetic responsiveness but the responsiveness decreased by ∼15% after several
washing cycles [44]. Despite the decrease in magnetic responsiveness after washing,
the authors believe this was a good first step in determining a facile method of
functionalizing silk textiles with magnetic nanoparticles.

A more commonly examined protein–nanoparticle biocomposite fiber found in
literature is spider silk. Recombinant spider silk makes an ideal material for use with
hybrid magnetically responsive nanoparticles, but only recently has a recombinant
spider silk fiber been produced with a toughness matching that of naturally spun
spider silk [22, 101]. It should come then as no surprise that after this breakthrough,
the literature of spider silk–nanoparticle biocomposites has begun to grow. One of the
more recent examples includes work by Liu et al. where they report a facile, environ-
mentally friendly method to prepare Ag-Fe3O4 silk fiber nanocomposites with high
antimicrobial activities against both E. coli and S. aureus. These materials also appear
to be responsive at relatively lowmagnetic strengths (actuated with a small household
magnet) [42]. What makes this work of particular interest is the ability to “regenerate”
or recycle the released antimicrobial Ag ions. The authors suggest that due to the
synergistic nature of the Ag-Fe3O4 nanoparticles, ions of Ag released upon contact with
bacteria are later reabsorbed by the remaining Fe3O4 nanoparticles allowing for a
regenerative material that is also magnetically responsive [42].

Similar work with the goal of environmentally friendly composite materials is
ongoing within our group. A recent, 2018 paper by Herold et al. examined Au

7.6 Applications 183



nanoparticle coupling with recombinant spider silk proteins for use in sustainable
hydrogen production [114]. The authors demonstrated that spider silk with Au or TiO2

bindingmoieties could be processed intofilms. Thesefilms could then beused for light-
induced hydrolysis of water to produce H2 gas [114]. Not only are these films responsive
to external stimuli (in this case light) but also use materials that have been shown in
literature to be antimicrobial (a topic touched upon previously). These results mark a
seminal first step in the production of biopolymer–nanoparticle composite materials
and have spawned several new projects examining different methods of producing
biopolymer–nanoparticle composites.

Many of the other examinations of silk–magnetic nanoparticle biocomposites in
literature still use natural spider silk fibers, typically obtained from the webs of spiders
in nature or harvested from spiders themselves. Perhaps one of the earliest example of
spider silk–magnetic biocomposites is work with MAS from Nephila edulis and
superparamagnetic magnetite (Fe3O4) nanoparticles. The inaugural work indicated
that spider silk fibers could be easily coated with magnetic (and nonmagnetic) nano-
particles via dip coating the fibers in a colloidal solution of nanoparticles. Furthermore,
these silk fibers retained their mechanical toughness and elasticity even after addition
of magnetite particles to the fiber scaffold. However, it was also noted that the coating
of Fe3O4 nanoparticles was susceptible to delamination upon mechanical flexing,
which may explain why there is no adverse effect to the mechanical properties of the
dragline spider silk fiber [11]. While techniques and methodology for nanoparticle
attachment have improved over the past 20 years, this remains a seminal starting point
to magnetic nanoparticle biocomposites.

More advancedmethods of attachingmagnetic nanoparticles to natural spider silk
are demonstrated in the work by Singh et al., which used spider silk webs from
Crossopriza lyoni and Fe3O4 nanoparticles [89]. Their work is unique in that it uses ionic
liquids and deep eutectic solvents for the dispersion of spider silk and magnetic
nanoparticles. The dispersions of silk andmagnetic nanoparticles indicated nanoscale
structural distribution and rapid attachment of the Fe3O4 nanoparticles. Regenerated
fibers from these dispersions did not appear to inhibit the growth ofmammalian cells in
vitro and appear to show antimicrobial activity against E. coli, Pseudomonas stutzeri,
and Bacillus licheniformis [89].

Similar, ongoing work by Grill et al. successfully electrospunmeshes of recombinant
spider silk protein (derived from Araneus diadematus, see also Figure 7.1A) in a hexa-
fluoroisopropanol, HFIP, solution (Figure 7.6A) and successfully attached Au-coated
magnetic nanoparticles to the fiber mesh via dip coating (Figure 7.6B). A high affinity
between the recombinant spider silk and the Aumagnetic nanoparticles was observed in
the fiber meshes. Unfortunately, the low solubility of the Au nanoparticles in the HFIP
dope solution prevented electrospinning from a single dope solution. In an effort to
circumvent this low solubility, other functionalized magnetic nanoparticles with various
shapes and sizeswere explored. These includedbut arenot limited to: hematite ironoxide
spindles synthesized by the Wagner group (University of Rostock), biophosphate-coated
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magnetite spheres synthesized by the Dutz group (University of Ilmenau), and gelatin-
coated nickel magnetic rods synthesized by the Tschöpe group (University of Saarland).
Each nanoparticle was electrospun into a magnetic mesh to varying degrees of success.
The hematite iron oxide spindles did cluster on the spider silkmesh but only sparsely and
as large aggregates (Figure 7.6C). This is likely due to the low solubility of the hematite
iron oxide in the HFIP solutions. The biophosphate-coated magnetite and gelatin-coated
nickel magnetic nanoparticles did show higher solubility in the dope solution but did not
adhere to fiber meshes. While not completely solving the issues of solubility, a magnetic
mesh from a single dope solution did allow for applications with previous materials
developed by Aigner et al. [115]. Using “rollable” chitosan films previously described in
literature, spider silk–magnetic nanoparticle meshes were successfully electrospun onto
the surface of chitosan films (Figure 7.6D) though it is unclear from the SEM images if the
nanoparticles remain adhered after rolling. The thickness of the mesh varied depending

Figure 7.6: SEM images of electrospun fiber meshes of recombinant spider silk (derived from
Araneus diadematus) (A) without Au-coatedmagnetic nanoparticles and (B) with Au-coatedmagnetic
nanoparticles following dip coating. The bright clusters located on the fiber mesh indicate high
affinity between the recombinant spider silk and the gold-coated magnetic nanoparticles. Because
the Au nanoparticles were insoluble in the HFIP solutions, attempts at improving solubility were
tested with other coated nanoparticles. The SEM images of electrospun fiber meshes of recombinant
spider silk (C) with hematite iron oxide spindles indicate a somewhat successful single pot
production of nanoparticle-doped spider silk meshes. Building upon these results a recombinant
spider silk mesh was applied to a chitosan film. The resulting film indicated no loss of rollability after
the mesh was applied (D). The inset of (D) indicates that the electrospun spider silk mesh is present
on the inner layer of the chitosan roll, but it is not possible at this magnification to determine the
presence of nanoparticles.
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on the spinning time, which ranged from 30 s to 7 min. Surprisingly, the mesh thickness
didnot havean effect on the rolling ability of the chitosanfilms, thusproviding apotential
posttreatment method for producing magnetically responsive materials without sacri-
ficing the initial material elasticity.

It is important to note that the aforementioned examples are the first few of a
rapidly growing field. Whether it be for use as therapeutic, structural, or many of the
other applications, spider silk–nanoparticle biocomposites are quickly becoming an
interesting case study for magnetic-responsive materials.

7.7 Summary and future directions

In addition to antimicrobial properties, nanoparticles offer many other benefits in
combination with biopolymer fibers, most notably their thermal absorption character-
istics. In fact,manyof thementioned examplesnot only showed enhancedantimicrobial
or magnetic properties of the biopolymer–nanocomposite fibers, but also the thermal
stabilitywas significantly increased in thepresence ofmetal nanoparticles [32, 33, 77, 78,
98, 99]. In addition to high thermal stabilities, many nanoparticles have a wide range of
dielectrics. Thismakes themappealingmaterials for use inorganic electronics. Recently,
work by Deshmukh et al. has examined SiO2 nanoparticle reinforced poly(vinyl alcohol)
and poly(vinyl pyrrolidone) blends for use in flexible organic electronics [49], adding to
the growing list of uses for biopolymer–nanoparticle composites.

Due to the many advantageous properties of biopolymer nanocomposites, it
should come as no surprise that addition of nanoparticles brings with it multiple
benefits. These benefits allow for a variety of applications into many different fields,
some of which yield surprising results. A niche but growing application for nano-
particles is their using in catalytic systems. As an example, Ouyang et al. created a
hollow polyethersulfone fiber with Au nanoparticles embedded inside the hollow fiber
for use in catalysis reactions [116]. Though polyethersulfone is not a biopolymer,
similar work has been examined using biopolymers and nanoparticles. In addition to
work on antimicrobial fibers, both He et al. and Xu et al. examined attached metallic
nanoparticles as catalytic reaction sites [107, 110]. The embedded Au nanoparticles
could then act as a catalytic reduction site for 4-nitrophenol when soaked in a solution
of NaBH4. More recently, Marks et al. and Kamal et al. have developed systems of
cellulose fibers embeddedwithmetal nanoparticles for the removal of contaminants in
water [98, 117]. For the former case, Marks et al. used the weakly magnetic Pd nano-
particles embedded in hollow cellulose fibers, which later were added into a hydrogel
membrane as channels for water treatment applications [117]. The latter case, Kamal
et al. successfully embedded stabilized ferromagnetic Co nanoparticles in bacterial
cellulose, which showed a very high affinity for test pollutants, 2,6-dinitrophenol, and
methylene blue dye. These nanoparticles embedded in bacterial cellulose fibers
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continued to be very stable after five catalytic cycles, showing no significant difference
in performance after each cycle [98].

Responsive materials, purification, filtration, antimicrobial properties, and
bioreactors are but a few of the growing applications for magnetically doped
biopolymer composites The applications for magnetically responsive biocomposite
materials will only grow as we learn more about the interaction between biopolymers
and nanoparticles. Given the fact that many nanoparticles (and biopolymers) have
multiple desired material properties, it is likely that literature will start to see more
multipurpose materials. With an increased emphasis on biocompatibility, recycla-
bility, and “green” environmentally friendly materials, we expect to see a continued
shift away from synthetic polymer materials. As we have described in this review
article, while still early in development, magnetically responsive biocomposite
materials can be used for many applications, and the future looks very promising for
their continued study.
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8 Multifunctionality by dispersion ofmagnetic
nanoparticles in anisotropic matrices

Abstract: Interactions between magnetic nanoparticles and an anisotropic environ-
ment give rise to a variety of new magneto-optical, rheological and mechanical phe-
nomena. This opens new avenues for developing novel multifunctional materials. In
the course of this project, we investigated three types of anisotropic systems: disper-
sions of shape-anisotropic nanocrystals, magnetically doped molecular and colloidal
liquid crystals, and organoferrogels. They were investigated by means of magneto-
optical observations and by a magneto-mechanical torsion pendulum method.

Keywords: magnetic gels, magnetic suspensions, liquid crystals

8.1 Aims and concepts

Magnetic fluids are composed of nanometre- to micrometre-sized solid particles in a
liquid carrier. A combination of the magnetic properties of the dispersed particles with
the fluidity of the matrix enables the development of broadly applicable magneto-
responsive materials. In these fluids, interactions with external magnetic fields occur
with the individual magnetic particles (MPs). Thus, the interaction energies are not
large with respect to thermal energies, in contrast to magnetic solids of the same
material as the MPs. In the absence of external magnetic fields, ferrofluids lack a
remanent magnetization, they behave like superparamagnets. Confining the magnetic
liquid phase in a viscoelastic environment by gelation brings about mechanical and
diffusive constraints resulting inmaterials with distinct sensitivity tomechanical stress
and/or magnetic field.

Liquid-crystalline phases are characterized by spontaneous collective orienta-
tional order of themolecules in certain temperature or concentration ranges. However,
the common liquid crystal (LC) mesogens are diamagnetic, and their interactions with
magnetic fields in the mesophases are governed by the anisotropy of the diamagnetic
susceptibility of the order of 10−6. The collective arrangement of the mesogens allows

us to switch their preferential direction, the director n
→
, even in weak magnetic fields of
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a few hundreds mT. This allows to employ magnetic fields for magneto-optical or
magnetomechanical switching even without MNPs.

It is a promising but also challenging concept to combine these two areas of soft-
matter physics, magnetic fluids and LCs, to create new classes of multifunctional
materials that combine a strong magnetic response with collective magneto-optical
and magnetomechanical effects. A promising strategy is the dispersion of function-
alized MNPs in anisotropic environment such as suspensions of shape-anisotropic
(anisometric) microparticles, lyotropic nematic matrices or even thermotropic LCs. We
describe how interactions of MNPs with complex anisotropic matrices drive self-
assembly and affects the physical properties of the materials. Primary focus is the
influence of the matrix structure on the magneto-optical and viscoelastic properties of
the composites. An external magnetic field triggers self-organization of the MNPs,
which affects the anisotropic environment (matrix). The feedback of the matrix de-
termines the structure formation dynamics of themagnetic subphase, as well as optical
and mechanical properties. We examine three different matrix systems: non-MPs
(pigment crystallites) dispersed in an isotropic liquid, organic LCs, and organogels
with filamentary internal structure. A special aspect is the transition from isotropic to
anisotropic matrices.

The following section discusses mixtures of magnetic nanoparticles with shape-
anisotropic (rod-like and plate-like) nanocrystallites in suspension. These suspensions
may form lyotropic phases at larger particle concentrations, but even at low concen-
trations the steric interactions with codispersed MNPs enhance the macroscopic
response to magnetic fields considerably. The idea is to exploit these interactions to
command the larger nonmagnetic constituents via magnetic torques of external fields
on MNPs and agglomerations of the latter. In Section 8.3, we briefly describe attempts
to suspend surface-functionalized MNPs in thermotropic nematic LCs. Here, the
mesogens are thermodynamically stable LC mesophases. The surface-functionalized
MNPs interact with the director field to transfer magnetic alignment to the nematic
host. In Section 8.4, the complexity is increased by physical cross-linking of the host
phase. This leads to self-organized arrangements of the MNPs in the gel matrix and to
the dependence of mechanical and optical sample parameters on the magnetic history
of the material.

In the final section, we introduce amechanical characterization technique that can
be employed to all of these systems. It can be used to characterize magnetomechanical
properties of the fluids, in particular the transfer of torques from the magnetic field to
the carrier fluid and sample containers.

8.2 Colloidal suspensions of anisometric particles

Colloidal suspensions of anisometric nanoparticles particles are scientifically attrac-
tive because of their ability to form microstructured and nanostructured phases [1–6].
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Phases with broken rotational (nematics) and translational (smectics, columnar)
symmetries have been discovered in various colloidal materials including clay [7–9],
goethite [10, 11], TiO2 rods [12], viruses [13–16], or even microparticles. Due to a
coupling between the orientational degrees of freedom and external fields, these dis-
persions show a complex rheological response and a distinctive behaviour in electric
fields [4, 17].

The crucial role of entropy-driven self-assembly in the colloidal systems is
particularly pronounced in binary mixtures of rod-shaped or platelet-shaped
nonmagnetic nanoparticles (NPs) with MNPs [18]. These mixtures exhibit a sterically-
induced orientation transfer (Onsager-Lekkerkerker effect) [18, 19]. A field-induced
alignment of the MNP subsystem is transferred to the nonmagnetic components. This
does not only work with shape-anisotropic MNPs. A uniform external magnetic field
can cause the formation of small, stable clusters of spherical MNPswhich, in turn, may
command the orientation of the nonmagnetic constituents.

One example of the sterical orientation transfer occurs in dispersions of rod-
shaped pigment nanocrystallites doped with MNPs. Pigment particles investigated in
our study (C.I. Pigment Red) have an average length of 230 ± 70 nm and a diameter of
46 ± 20 nm [20]. The particles form a stable dispersion in dodecane with the
commercially available dispersant Solsperse 11200 (Lubrizol, Brussels, Belgium). The
magnetic dopant is a commercially available ferrofluid (APG 935, Ferrotec), containing
magnetite NPswith an average diameter of about 10 nm suspended in hydrocarbons. In
our study, we investigated dispersions with various concentrations of MNPs, as well as
pigment nanorods (NRs).

8.2.1 Magneto-optical behaviour

The orientational order of the pigment NRs determines the birefringence of the dis-
persions, which was measured using the optical modulation technique [21]. Diluted
dispersions of the ferrofluid exhibit only weak birefringence saturating above 200 mT.
Dispersions of pigment NRs show even weaker magneto-optical response compared to
the magnetic fluid. The alignment of the pigment NRs was demonstrated by mea-
surements of the linear dichroism in strong magnetic fields [22]. The particles align
perpendicular to the field direction in fields of about 5 T.

By contrast, mixtures of the pigment NRs and MNPs exhibit much higher bire-
fringence in comparison to that of the pigment-only suspensions, where the birefrin-
gence is nearly zero, and also in comparison to that of pure MPs. Figure 8.1 shows the
birefringence of the NR/MNPmixtures with pigment particle concentration cr = 5 vol%
and varying concentration of MNPs (cs). The curves exhibit a saturating at about 200–
300mT,which is comparable to that of the ferrofluid. Nevertheless, the birefringence is
strongly enhanced by the presence of the NRs. The maximum birefringence Δnmax

attained at 640 mT is shown in Figure 8.2.

8.2 Colloidal suspensions of anisometric particles 197



At a constant cs and low NR concentrations, the birefringence increases linearly,
while for high cr, a different behaviour is observed (Figure 8.2). This dramatic incre-
ment of birefringence can be explained by an onset of an orientationally ordered phase
of the pigment suspensions at high concentrations. At the same time, the maximum
birefringence at a constant cr shows a linear dependence on cs (see Figure 8.2) in the
investigated concentration range.

8.2.2 Sterical orientation transfer

The sterical orientation transfer can be described by considering the free energy
expansion for a binary mixture of nonmagnetic colloidal rods and magnetic rods. In a
mixture of N1 magnetic and N2 nonmagnetic rods (N = N1 + N2) with corresponding
lengths and diameters L1, D1 and L2, D2, respectively, the free energy expansion can be
given by [23, 24]:

ΔF
NkBT

= μ0

kBT
− 1 + ln c + (1 − x) ln(1 − x) + x lnx + (1 − x)σ1 + xσ2 + c

[ b11(1 − x)2ρ11 + 2 b12  x(1 − x) ρ12 + b22  x2ρ22 ] − ax ∫ cosβ f 2(Ω) dΩ (8.1)

where μ0 is the chemical potential, c is the net number density of all particles, x is the
fraction the magnetic rods of the total number of rods, (1−x) is the fraction of
nonmagnetic rods, a= (μH)/(kbT) , bij = π

8 (Di + Dj)LiLj, and β is the angle betweenH and

Figure 8.1: Birefringence ofmixtureswith pigment particle concentration cr = 5 vol% and varyingMPs
concentration (cs). (Adopted from a study by May et al. [21]).
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μ (i.e. the magnetic moment of the magnetized rods). The integration is over the solid
angle Ω describing the orientation of the particles.

σi = ∫f i(Ω) ln4πf j(Ω) dΩ, i = 1, 2 (8.2)

and

ρij = ∬
⃒⃒
⃒⃒sinγ

⃒⃒
⃒⃒f i(Ωi)f j(Ωj) dΩ dΩ′, i, j = 1, 2 (8.3)

where γ is the angle between two vectors defined by the anglesΩ andΩ′, f1(Ω) and f2(Ω)
are normalized distribution functions of the two particle types.

For the calculations, it is assumed that both particle types are monodispersed and
the chains of MPs are treated as magnetic rods with the lengths of two spherical
particles and the widths of one. Thus, the MPs are approximated as short cylinders
28 × 14 nm in size andwith themagneticmoments of two spherical MPs. The calculated
distribution function determines the orientational order parameters Si (i = s,r) of both
particle types:

Si = ∫
1
2
f i(3cos

2θ − 1) dΩ , (8.4)

with θ being the angle between the long axis of a rod and the director. The resulting
birefringence is

Δn = Δn0, r  cr  Sr + Δn0, s  cs  Sm. (8.5)

where Δn0,s and Δn0,r are specific birefringences of the magnetic and rod-shaped
particles, respectively. As expected, the measured birefringence and calculated order
parameters for constant concentrations are approximately proportional to each other.
The birefringence curves Δn(B) could be fitted well with Eq. (8.5) containing numeri-
cally estimated order parameters Sr and Ss and the specific birefringence Δn0,r = 0.7.
The numerical results fit the experimental data well; in particular, the behaviour of the
maximum birefringence at constant pigment particle concentration shows good
agreement. In contrast, the maximum birefringence at high cr deviates from the nu-
merical results. This behaviour is a consequence of polydispersity, which leads to a
decreased transition concentration to the nematic phase [19].

8.2.3 Molecular dynamics simulation

The molecular dynamics (MD) simulations were performed by Stavros D. Peroukidis
and Sabine H. L. Klapp at the TU Berlin [21]. The model fluid consisted of a binary
mixture of Nr uniaxial rods and Ns magnetic spheres. The rods were represented as
prolate, nonmagnetic ellipsoids with a length l and the width σ0 (l/σ0=3) that interact
via the Gay-Berne (GB) potential, using a standard parametrization [21]. The magnetic
spheres are modelled via dipolar soft spheres (DSSs), with an embedded central dipole
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moment μ. They interact via a soft repulsive potential and a dipole-dipole interaction
[25, 26]. The DSS particles have a diameter σs which was set to 1/4 the width of the rods,
i.e. σs* = σs/σ0 = 0.25, which is consistent with the estimated relative sizes of the
experimental species.

In the simulation, GB/DSS mixtures were studied in a uniform magnetic field H at
various field strengths H* = μH/kBT, where μ is the dipole moment of a particle. The
reduced density is defined as ρ* = Nσ03/V and V is the volume of the system with
(N = Ns + Nr) , fraction of particles xa = Na/N (where a = r,s for rods and spheres,

Figure 8.2: Saturation birefringence: (a) at a constant magnetic particle concentration of cs = 0.3 vol
%anddifferent pigment particle concentrations cr, and (b) at constant pigment particle concentration
cr = 5 vol% and different MNP concentrations cs. (Adopted from a study by May et al. [21]).
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respectively). Five states were considered: [(ρ*,xs) = (0.350,0.20)] , [(ρ*,xs) = (0.560,0.50)] ,
[(ρ*,xs) = (0.778,0.64)] , [(ρ*,xs) = (1.00,0.72)] , and [(ρ*,xs) = (1.40,0.80)] ,, that correspond
to the isotropic phase of a field-free GB-DSSmixture. For these states the concentration of
rods was kept the same (cr = 44%) whereas the concentration of DSS, cs, was varied (it
increases by increasing the concentration xs).

Figure 8.3 shows the calculated order parameter S(r) and the magnetization ⟨M⟩ as
functions of the magnetic field. Both magnetization and order parameter exhibit
saturating behaviour. The saturation order parameter Ssaturation has a linear depen-
dence on the concentration of the magnetic spheres as shown in Figure 8.4. Since the
birefringence is proportional to S(r), the result in Figure 8.4 demonstrates a qualitative
agreement between the theory and the experiment. The simulations also show that the
optical response of the binary mixtures is expected to decrease if the magnetic in-
teractions between the spheres are reduced. Therefore, not only the concentrations of
the MPs but also the interparticle interactions determine the response of the binary
systems to an external magnetic field.

8.3 Dispersions of magnetic NPs in a nematic LC

Dispersions of MNPs in a nematic LC are called ferronematics (FN).We investigated the
coupling between the nematic director and the magnetic order of CoFe2O4-based
functionalized MNPs, which were synthesized in the group of Silke Behrens (KIT) [27].
The particle sizewas around 2.5 nm. In theMNP-doped system, a significant decrease of
the magnetic Fréedericksz threshold was found. This suggested the existence of the
coupling between the nematic director and the magnetization of small clusters of the
MNPs in a particularmanner. TheMNPclusters represent inclusions in the directorfield
that distort the surrounding director field. The behaviour of the LC dispersions was
described using the Raikher-Burylov (RB) model for some of these systems and esti-
mated the magnetization-director coupling strength [27].

At a combined application of electric and magnetic fields to a nematic LCM in a
planar sandwich cell, one can increase the electric Fréedericksz threshold field by
choosing the direction of the magnetic field perpendicular to the electric field, in the
cell plane. In absence of MNP doping, the diamagnetic torque on the director stabilizes
the ground state. The addition of MNPs reverses this effect, the MNP aggregates align
with the magnetic field and destabilize the director ground state. The details of these
experiments are found in the contribution by S. Behrens et al. in this volume.

8.4 Mobile magnetic NPs in fibrillous gels

Ferrogels are composite materials consisting of MPs embedded in a viscoelastic matrix
[28]. Their magnetoelastic properties enable applications in the fields of transducers,
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sensors and actuators [29]. Depending on the viscoelastic properties of the matrix, the
magnetic properties of the particles and the strength of the coupling between them,
their response to external stimuli like, e.g. magnetic fields or mechanical stress can be
tuned in a wide range [30, 31]. Especially strong magnetomechanical response is ex-
pected when the MPs are micronsized and connected to the viscoelastic matrix. In this
case the viscoelastic matrix directly experiences the torque of the Brownian rotation
exhibited by the MPs when they align to the applied magnetic field [28]. On the other
hand, a strongmagneto-optical response can be expected from ferrogelswhere theMPs
are not connected to the matrix and their alignment and chain formation along the

Figure 8.3: (a) Nematic order parameter of the rod species S(r) and (b) magnetization ⟨M⟩ of the MPs
as a function of the external magnetic field strength for a GB-DSS mixture with reduced magnetic
dipolemoment μ* = 2.4 of theMNPs. The results are taken for constant concentration of rods cr = 44%
by varying the concentration of magnetic spheres cs. (Adopted from a study by May et al. [21]).
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magnetic field is only determined by the void accessibility in the confined volume of
cavities in the mesh [32–36].

The ferrogels prepared in our laboratory belong to the latter category [37]. They
consist of commercially available APG2135 ferrofluid diluted with n-dodecane and
gelled by 12-hydroxyoctadecanoic acid (12-HOA) gelator. APG2135 consists of single-
domain superparamagnetic magnetite particles surrounded by a surfactant layer to
avoid aggregation and suspended in a synthetic hydrocarbon carrier. The average core
diameter of the particles is 10 nm. The saturation magnetization is 17885 Am−1 and the

Figure 8.4: (a) Saturation value of the nematic order parameter of rods S(r) as a function of cs for
constant cr = 44%, and various values of dipolar moment μ*. (b) Mean size (number of particles) of all
clusters ⟨n⟩ -open squares- (irrespective of their type) and mean size of chainlike clusters ⟨nc⟩ -open
triangles- at the saturation value of S(r). The corresponding values of ⟨n⟩ and ⟨nc⟩when the field is off
are shown by solid squares and triangles, respectively. (Adopted from a study by May et al. [21]).
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volume fraction of the particles is 3.9 vol%. The particle size distribution can be
described by a lognormal distribution with an average hydrodynamic diameter of
D0 = 14.5 nm and a standard deviation σ = 1.2 [38, 39]. Diluting APG2135 with the
nonpolar solvent n-dodecane results in stable suspensions. The initial birefringence of
those ferrofluids is insignificant and indicates the presence of some aggregates in the
ferrofluid. The origin of birefringence in magnetic fluids can be explained in the
following way. In a magnetic field, the MNPs are equivalents of magnetic dipoles
aligning along the field in head-to-tail fashion. In the electric field of linearly polarized
light they become oscillating dipoles. Depending on the orientation of the chains with
respect to the direction of the polarization of the light, the oscillating dipole interaction
between the particles is asymmetric, resulting in a strong optical anisotropy. Thus, the
birefringence of the ferrofluid increases with increasing magnetic field [40–48]. The
maximum birefringence at a given field strength is only dependent on the concentra-
tion of the MPs, as can be seen in Figure 8.7a.

Gelling the ferrofluids brings about several constraints into the system. Since the
gelator network divides the volume into cavities with certain amounts ofMNPs, there is
a limited amount of available particles to form chains. Additionally, due to adsorption
along the cavitywallsMNPs become immobilized depleting theMNP supply. As a result
therewill be a smaller number ofMPs available in the vicinity of a given particle to form
chains than in a ferrofluid.

The mobilities of single particles will be heterogenous and spatially dependent
because the alignment of chains along themagnetic field is restricted by the restrained
void accessibility. The translational degree of freedomof the particles is constrained by
the cavitywalls leading to imperfect alignment of the dipoles in the confined space. The
torque exhibited by the translations and rotations of the MNPs and their aggregates
leads to a deformation of the gel network. These irreversible (inelastic) deformations
happenwhen the ferrogel is exposed to amagnetic field for the first time [49] (Figure 8.5).

The gelator network is formed by 12-hydroxyoctadecanoic acid (12-HOA) mole-
cules. This chiral low-molecular-weight gelator [50–53] crystallises in organic solvents
and due to the anisotropy of strong intermolecular interactions between the individual
gelatormolecules gives rise to a helical self-assembly in one dimension. The anisotropy
of the interfacial free energy of the resulting strands leads to bundling and the evo-
lution of fibrillar structures. These aggregates intertwine and develop into a three-
dimensional gelator network. Since this self-assembled fibrillar network (SAFiN) is
based on intermolecular interactions, i.e. H-bond, London dispersion forces, their
formation is thermoreversible. Depending on the gelator concentration the gel-sol
transition occurs around 65–80 °C. The SAFiN-mesh structure depends on the cooling
rate during the preparation process. The slower the cooling rates the longer the
annealing time of the fibre growth resulting in a small number of permanent nodes
originating from crystalline mismatch branching. If the high temperature sol is
quenched to room temperature, the branching grade intensifies, a SAFiN containing
high numbers of nodes evolves [54–65].
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The gel structure was characterized by atomic force microscopy and scanning
electron microscopy (SEM). A mosaic of spherulitic domains with a radial distribution
of fibres can be seen in the low-magnification SEM images (Figure 8.6a), whose
appearance is consistent with the textures observed by polarizing optical microscopy.
High-magnification images (Figure 8.6b) reveal an interwoven structure of thin
32 ± 6 nm fibres in a gel with 10 wt% gelator. At this length-scale, the fibres appear
disordered, forming a mesh with an average size of 60 ± 25 nm. This mesh size is
significantly larger than the particle diameter (10 nm). Therefore, one mesh cell may
accommodate short chains with 4–8 MNPs. The solvent-gelator compatibility of
APG2135 with 12-HOA is comparable to that of a nonpolar solvent, since the ferrofluid
can be considered as a nonpolar liquid with superparamagnetic properties. However,
exactly the response of the sol in a magnetic field enables additional fine-tuning of the
properties of the ferrogel.

To prepare the isotropic ferrogels, the sample was quenched to room temperature
(cooling rate > 50 K min−1). In the case of anisotropic ferrogels, the heated sample was
cooled down at a controlled cooling rate (1 K min−1) in a magnetic field of 650 mT. The
samples were prepared in 100-μm thick rectangular capillaries. Bars of ferrogels easily
bend upon bringing them in a magnetic field gradient. This demonstrates that despite
theMNPs are dispersed in the liquid subphase, there is coupling betweenmagnetic and
elastic degrees of freedom.

This coupling is confirmed by ourmagneto-opticalmeasurements. In Figure 8.5, the
magnetic field dependence of the birefringence of an isotropic gel measured by optical

Figure 8.5: Magnetically induced birefringence Δn(B) in an isotropic (black squares – 1st run, black
triangles – 2nd run) and an anisotropic (red triangles) gel with 10 wt% MNP and 12.5 wt% gelator
concentration at room temperature. Filled symbols correspond to increasing field and empty symbols
to decreasing field. (Adopted from a study by Nádasi et al. [37]).
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modulation technique is shown. The two distinctively characteristic features of those
curves are the hysteresis originating from the difference between the birefringence
measured in increasing and decreasing magnetic field and the lowering of the bire-
fringence values in the second measurement.

In the firstmeasurement, the isotropic gel is exposed to amagnetic field for the first
time. As described above, the viscoelastic matrix hinders the perfect alignment of the
embedded MPs along the magnetic field. The competition between the aligning mag-
netic dipoles and the viscoelastic deformation of the matrix leads to some irreversible
deformations in favour of better alignment of the magnetic dipoles. In the meantime,
this interaction facilitates the adsorption of the particles along the cavity walls,
resulting in a fewer number of free MPs contributing to the chain formation in the
second run. Therefore, the birefringence of the isotropic gel in the second run is lower.
The hysteresis is the consequence of the viscoelastic deformations of the gel network.
The relaxation of the network to the initial state is a long-term process. In fact, after a
full measurement cycle (0 mT → 650 mT → 0 mT), it takes at least 10 h for the gel to
relax in absence of themagneticfield to a constant birefringence close to the initial one.
The hysteresis of the first run is always bigger than that of the second run corroborating
the idea of the matrix inelastic deformations.

Anisotropic gels prepared by a slow cooling from the sol state exhibit a striped
birefringent texture in polarizing microscopy, where the stripes are aligned along the
field direction applied during the preparation.

Figure 8.6: Scanning electron microscopy images of an isotropic gel with 7 wt% of the MNPs and
10 wt% of the gelator at (a) low magnification and (b) high magnification. (U = 1.5) kV. (c) Atomic
force microscopy images of the gels with 7.5 wt% and 12.5 wt% of the gelator (4.5 wt% of MNPs).
The inset shows a magnified image of a helical nanofilament. (Adopted from a study by Nádasi
et al. [37]).

206 8 MNPs in anisotropic matrices



The high birefringence of the anisotropic gels in Figure 8.7d can be explained by
the formation of MNP chains in the initial high temperature sol state. As in the ferro-
fluid, the higher the applied field the bigger is the birefringence of the sol, and no
hysteresis can be observed (Figure 8.7c). Since themagnetic field is applied throughout
the whole preparation process, the chains do not fall apart and they give rise to a
direction dependent evolution of the gel network. Additionally, the gradual slow
cooling increases the annealing time of the gel fibre growth resulting in less branching.
Altogether, the mesh network is expected to be looser, especially in the direction of the
applied preparation field. If no magnetic field is present, the MNP chains fall apart, yet
the direction dependent growth of the fibres produces an optical anisotropy, i.e.
birefringence. That is why the initial birefringence of the anisotropic gels is always
higher than of the isotropic ones (Figure 8.7d). Since theMNP chain formation in the gel
is facilitated in the external field direction, i.e. the optical axis is aligned to the mag-
netic field, the following phenomena are observed:
– the Δn(B) curves coincide in repeated measurements,

Figure 8.7: (a) Birefringence Δn(B) of the ferrofluid APG2135 diluted with n-dodecane. (b) Saturation
birefringence Δnmax as a function of the concentration of the MNPs cMP in the ferrofluids. (c)
Birefringence Δn(B) of a dispersion of 13.5 wt% MNPs and 10 wt% 12-HOA at T = 80 °C (sol). No
significant hysteresis behaviour can be found for a dwell time of 30 s. (d) Magnetically-induced
birefringence Δn(B) in an isotropic (black squares) and an anisotropic (red triangles) gel with 4.5 wt%
MNPand 7.5wt%gelator concentration at room temperature. Filled symbols correspond to increasing
field and empty symbols to decreasing field. (Adopted from a study by Nádasi et al. [37]).
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– the birefringence is higher in the anisotropic gel with the same cG and cMP for any
applied field,

– the hysteresis of the anisotropic gels is always smaller than for the isotropic gels
with the same cG and cMP.

The birefringence decreases, changing its sign if themeasuring field is perpendicular to
the anisotropy axis. Varying the concentration of the MNPs (cMP) and the gelator (cG)
enablesfine-tuningof theoptical properties of theorganoferrogel (Figures 8.8 and8.9a, b).

An increasing gelator concentration provides negative feedback on the magneto-
optical response: the saturating birefringence decreases with increasing gelator con-
centration (Figure 8.9c, d). However, the dependence Δn(cG) remains linear in the
investigated concentration range (Figure 8.11b, d).

There is a clear difference between the isotropic and the anisotropic gels if one
considers the slopes s(cG) = dΔn(cMP)/dcMP. The slope s for low concentration of the
gelator is nearly independent on the concentration. This can be understood by
assuming that at low gelator concentrations, the mesh is loose in the anisotropy di-
rection. The gel mesh has less confinement effect on the growth of the magnetic ag-
gregates. For higher gelator concentration (12.5 wt%), the gel network restricts the
growth and the slope s(cG) becomes reduced. The hysteresis h(cMP) increases with
increasing MNP concentration cMP in both isotropic and anisotropic gels. However, the
isotropic gels have a systematically lower birefringence and larger magneto-optical
hysteresis (Figure 8.10).

Figure 8.8: Magnetic particle concentration dependence of the saturation birefringence Δnmax(cMP)
for isotropic and anisotropic gels with 10 wt% gelator. The straight lines are linear fits under the
constraint Δnmax(0) = 0. (Adopted from a study by Nádasi et al. [37]).
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Figure 8.7d shows the field dependence of the birefringence Δn(B) for a gel with a
gelator concentration of 10 wt%. The field dependence of the birefringence Δn+(B) and
Δn−(B) on increasing anddecreasingmagneticfieldB, respectively, differ considerably.
Only Δn−(B) can be satisfactory fitted with the Eq. (8.8) in gels with the gelator con-
centration below 10 wt%. To estimate the hysteresis strength, we introduce a dimen-
sionless parameter h:

h = ∫
Bmax

0
Δn−  (B)dB − ∫

Bmax

0
Δn+  (B)dB

∫
Bmax

0
Δn−(B)dB

(8.6)

where Bmax→∞. In our experiment, Bmax was limited to 650 mT.
It is important to mention that these gels show no magnetic hysteresis. The mag-

netic relaxation in our system is governed by the Néel relaxation mechanism with
corresponding relaxation rates in the range of 100 MHz. Thus, the magnetization
rapidly adjusts to the applied magnetic field on a very short (compared to our exper-
iment) time scale. The birefringence response Δn has two important contributions: the
birefringence ΔnMP attributed to the alignedmagnetic chains and the birefringence ΔnG

Figure 8.9: Dependence of the saturation birefringence Δnmax of the ferrogel on the concentration of
the MPs cMP in the isotropic (a) and the anisotropic (b) gels. Dependence of the saturation
birefringence Δnmax of the ferrogel on the concentration of the gelator cG in the isotropic (c) and the
anisotropic (d) gels. (Adopted from a study by Nádasi et al. [37]).
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caused by adeformation of the gelmatrix. In a dilute limit, the relaxation times forΔnMP

can be estimated as the time an MNP requires to diffuse over a distance of particle
radius R, τ = 6πηR3/kT, where η is the viscosity of the matrix, T is the temperature. For
dodecane, τ≈0.2 µs. In the gel state, the situation is much more complex. The viscosity
increases by several orders ofmagnitude and the environment of the particles becomes
strongly heterogeneous. Particles interactwith the gel network. Already at cG = 3wt%, τ
reaches the order of magnitude of a second. A slow increase of the birefringence in a
magnetic field can also be attributed to slow deformations of the gel network and the
adhesion of MNPs to the gel fibres. This also results in a residual birefringence which
relaxes on the time scale of days. The dynamical properties of the mobile NPs in the gel
matrix will be discussed in an upcoming paper.

The behaviour of the saturating birefringence Δnmax and the hysteresis parameter h
show the effect of the local anisotropy of the gel, which is a surprising finding because
the sizes of the particles are smaller than the mesh size of the gel. Larger Δnmax and
smaller h suggests that MNPs havemore space to rearrange and form larger aggregates
along the anisotropy axis. Birefringence in MNP agglomerates results from the mutual
polarizability of adjacent MNPs [42, 66]. The association of MNPs into chains was
described in the early seventies by P.G. de Gennes and P.C. Jordan using hard-sphere
models [40, 41, 67]. The formation ofMNPdimers reduces the entropy of the systemand
shifts the equilibrium from single particles to dimers [67, 68].

The effective dielectric tensor ε̂eff of the composite fluid can be decomposed into
the isotropic part ε̂host of the host fluid and the anisotropic part of the inclusions ε̂inc:

Figure 8.10: Dependence of the hysteresis parameter h on the concentration of the magnetic
particles cMP. (Adopted from a study by Nádasi et al. [37]).
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ε̂eff = ε̂host + ε̂inc. The dielectric polarizability α of the anisometric MNP aggregates is
anisotropic. In case ofmagnetic chains, the length of the chain and the intrinsic optical
properties of MNPs determine the polarizability anisotropy Δα. In the thermal equi-
librium, the alignment of the chains is subject to thermal fluctuations. The components
of the dielectric permittivity of the chains are given by the average

εincj =
1
ε0

∑
∞

k=1
φ(k)〈αj〉θ,ϕ (8.7)

where the summation runs over all chains of the length kwith the volume fractionφ(k),
respectively. The averaging is done over all possible orientations θ, ϕ.

The field-dependence of the birefringence induced by the dimerization in a mag-
netic fluid was studied by several authors [42, 44, 66, 69–72]. Assuming a Boltzmann
orientational distribution of the particle pairs, the birefringence attributed to the di-
mers can be found from Janssen’s dependence [66, 72]:

Δn(x) = φ2A(1 − 3(
coth(x)

x
− 1
x2
)) (8.8)

Figure 8.11: (a) and (c) show the slopes s of linear fits of Δnmax(cMP) as functions of the gelator
concentration in the isotropic and anisotropic gels, respectively. Figures (b) and (d) show the slopes s
of the linear fits of Δnmax(cG) as functions of the MNP concentration of the isotropic and anisotropic
gels, respectively (Adopted from a study by Nádasi et al. [37])
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where x = μaggrB/kTb, and μaggr is the magnetic moment of the chain aggregate, T is the
temperature and kb is the Boltzmann constant. The factor A is determined by the
polarizabilities of the particles.

Equation (8.8) describeswell the experimental observations in pure ferrofluids and
in the sol state (Figure 8.12). From the fit of Δn(B), we deduce the magnetic moment of
the chain-aggregate μaggr = 4.28⋅10−19Am2. This corresponds roughly to two MNPs. The
volume fraction of magnetic dimers is determined by the magnetic field and the tem-
perature. In the gel state, however, this description fails. Satisfactory fits can be found
mostly forΔnwith decreasingfieldB for low concentrations ofMNPand the gelator. The
reason for that is the nonequilibrium behaviour of Δn(B). The deformation of the gel
network occurs on much slower time scales than the rearrangement of the MNPs.

8.5 Magnetic suspensions in rotating fields

8.5.1 Rotational effect

Among the phenomena that attracted particular attention of researchers of magnetic
liquids, the magnetic torque transfer in rotating or oscillating magnetic fields remains
incompletely understood. Macroscopic samples of magnetic fluids have a tendency to
develop vortex flow when exposed to rotating magnetic fields. For this phenomenon,
the term rotational effect [73–79] has been coined. It turns out that this effect depends
on sample geometries, free surfaces of the fluid, the composition (polydispersity) of the
magnetic fluid, as well as frequencies and magnitudes of the magnetic field in a
complex way. This effect can not only be used to transfer torque to the container or
immersed objects [78], it can be exploited to study negative viscosity effects [80, 81], to
rectify thermal motion [82, 83] or to characterize structural sample properties [84, 85].

Figure 8.12: Magnetically induced birefringence Δn(B) as a function of the field strength B in
(a) ferrofluid with cMP = 10.4 wt% and (b) ferrogel with cMP = 4.5 wt% of MNPs and cG = 12.5 wt%. The
solid red lines are fits using Eq. (8.8).
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Numerous studies in literature were devoted to magnetic fluids exposed to external
rotating or oscillating magnetic fields, see, e.g. references in a study by Storozhenko
et al. [84]. We focus here on two detailed aspects of this effect, on the study of diluted
ferrofluids in order to reveal the role of viscosity on the efficiency of the torque transfer
[84] and an analysis of the frequency andfield strength dependence on the composition
and microscopic parameters of the magnetic fluid.

8.5.2 Torsion pendulum setup

When amagnetic fluid is exposed to amagnetic field that exerts a permanent torque on
the MNPs, this torque is transferred to the carrier fluid to create a vortex flow, and
further to the container by shear forces of the flowing liquid at the containerwalls. If the
container is freely suspended, the rotation is continuously accelerated [82], the mea-
surement of the torque from the angular velocity profile of the container is difficult.
Therefore, a torsion pendulum is a reasonable alternative, it measures the distortion of
the suspending wire in equilibrium of the magnetic field–induced torque with the
restoring elastic torque of the wire. Figure 8.13 sketches the setup [83, 84].

The magnetic field is generated by two sinusoidal currents, with 90° phase shift, in
two pairs of coaxial coils, andmonitoredwithHall probes. The samples are enclosed by
spherical glass containers of approximately 1 mL volume. The sensitivity of the setup

Figure 8.13: Torque balance setup for the measurement of the rotational effect in ferrofluids. The
magnetic field is generated with two pairs of coaxial coils [83, 84]. The torque is measured from the
twist of the suspending thread. The sample container is partly immersed in an oil bath to dampen the
pendulum oscillations in order to reach the equilibrium deflection faster, and to attenuate influences
of external noise. Figure adapted from a study by Storozhenko [84].

8.5 Magnetic suspensions in rotating fields 213



allows us to measure torque densities of the order of 10−4 N/m2 (torques of 10−10 Nm on
the samples), angular frequencies were typically of the order of 50 s−1 to 5000 s−1, in
some experiments up to 30,000 s−1, field strengths up to a few mT were applied. The
sample was suspended by a thin glass fibre, with very low restoring torque, so that the
eigenfrequency of the pendulum was below 100 mHz.

8.5.3 Diluted ferrofluids and viscosity effects

The transfer of themagnetic torque onto the suspending fluid occurs in two steps: in the
first step, the external magnetic field interacts with themagnetization of theMNPs. In a
second step, this torque is transferred to the carrier fluid by viscous forces. The torque

excerted by a field B
→
on themagnetic momentm

→
of an individual NP is T

→ = m
→ × B

→
. This

torque is proportional to sinα, with α being the angle between m
→

and B
→
. In the at

moderate rotation rates ω = φ̇ of B
→ = B(cosφ, sinφ,0), the magnetization follows the

field after a short transient with the same angular velocity but a constant phase lag α.

Two different mechanisms compete in the reorientation ofm
→
. The particles themselves

may rotate, withm
→
being fixed relative to theMNP. This process is usually referred to as

Brownian relaxation. It depends upon the viscosity of the carrier fluid that dampens the
rotation of particles relative to the matrix. The higher this viscosity, the larger is the

phase lag α and the larger is the magnetic torque at given B,
⃒⃒
⃒⃒
⃒⃒m
→ ⃒⃒
⃒⃒
⃒⃒, and ω. The second

process is the reorientation of the magnetization m
→
relative to the particle orientation,

referred to as Néel relaxation. When the particles are small, this is the prevailing
mechanism. Here, α does not depend upon the rotation state of the MNP, and is thus

Figure 8.14: Torque density in samples with different concentrations of the original ferrofluid. The
right graph is an expansion of the low-frequency region of the graph at the left. Figure adapted from a
study by Storozhenko et al. [84].
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independent of viscosity, even though the transfer of the magnetic torque from the
MNPs to the carrier fluid still proceeds by viscous shear forces.

In order to explore the influence of viscosity of the magnetic fluid on the torque
transfer, a commercial ferrofluid (APG2135, Ferrotec Corp. (Japan)) with a viscosity of
1.5 Pas was diluted with different concentrations of durasyn (viscosity 46 mPas). If the
internal structure of themagnetic fluidwere independent of the appliedmagnetic field,
the torque would be proportional to the MP concentrations, and it would continuously
increase with increasing rotation rate of the magnetic field. This is the consequence of

an increasing phase lag between the sample magnetization and B
→
with increasing ω.

This condition is in fact fulfilled only for well-diluted samples. Experimental results are
seen in Figure 8.14.

The decrease of the torque density is smaller than expected from the decrease of
MNP concentration in the range of up to 50%dilution. On the other hand, the change of
viscosity by roughly one order of magnitude apparently has only little effect on the
graphs. A certain saturation of the torque density is found at comparable rotation rates.
If the torque was primarily generated fromBrownian relaxation, onewould expect that
it would substantially decrease in the diluted samples.

A characteristic difference between the high-concentration and diluted systems is
a slight elevation of the torque characteristics at rotation frequencies below 10 Hz. This
was attributed to the formation of small particle aggregates at higher fields, which
would increase the magnetic response. At larger rotation rates, these agglomerates
decompose since they cannot follow the field direction. Then, the torque drops in the
range between 10 and 50 Hz for the highly concentrated suspensions.

The torque transfer is also influenced by the rheological properties of the carrier
fluid. This was demonstrated by addition of nonmagnetic platelet-shaped pigment
particles [86]. When the isotropic solvent (n-dodecane) is replaced by anisometric
crystallites, the character of the torque characteristics changes substantially owing to
the non-Newtonian character of the concentrated pigment particle suspensions

Figure 8.15: Torques on ternary
mixtures of ferrofluid, dodecane and
Permanent Rubine pigment particles.
The ferrofluid concentration is 40%, the
concentrations of pigment particles are
given in the legend, the rest is dodecane.
Printed with kind permission of A.
Storoshenko [84].
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Figure 8.15. The saturation of the torque shifts to lower frequencies. This reflects the
interactions of the flow generated by the MNPs and the anisometric platelets.

8.5.4 Néel and Brownian relaxation in rotating fields

So far, we have disregarded the nature of the interactions between the MNP magne-
tizations and the external field. A closer analysis shows that in fact, the Néel relaxation
time τ is dominant for most of the magnetic NPs contained in commercial ferrofluids.
The quantitative analysis shows that the crossover from predominant Néel relaxation
of small MNPs to Brownian relaxation of large MNPs in polydisperse samples occurs
near 10 nm particle diameter. Smaller MNPs represent by far themajority of particles in
typical ferrofluids, so that most of the particles are characterized by an internal
relaxation of the magnetization. On the other hand, the magnetization of individual
particles grows with the third power of their diameter, so that relatively few large
particles still contribute noticeably to the magnetic torque. These processes were
analysed recently in a combined theoretical and experimental study [85]. Magnetic
torques were measured with the torque balance technique over an extended frequency
range up to 35 kHz.

The original ferrofluid synthesized in the Scientific Research Laboratory of Applied
Ferrohydrodynamics (ISPU, Ivanovo) by chemical condensation consists of single-
domain spherical nanoparticles of magnetite Fe3O4 stabilized by oleic acid and
dispersed in kerosene. It was stepwise diluted with dodecane (viscosity: 1.34 mPas) so
that the concentration of MNPs ranged from 10.2 to 2.2%, while the viscosity dropped
with increasing dilution from about 30 mPas down to 2 mPas. Figure 8.16 shows the
experimental findings. At higher frequencies (beyond the torque maximum) all graphs
can be scaled to a master curve. At low frequencies, there are some systematic

Figure 8.16: Left: Frequency dependence of the magnetic torque density in dispersions with various
volume fractions φMNP of magnetic particles. Right: Scaled torque dependencies Nv /Nmax(f̃ ) for
dispersions with different volume fractions of magnetic particles. Note the extended frequency range
as compared to Figure 8.14. Reprinted from a study by Usadel et al. [85].
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deviations that most probably stem from aggregation of single MNPs in the higher
concentration range.

Measurements of the magnetic torque of diluted dispersions of MNPs in rotating
magnetic fields and the comparison to numerical simulations have demonstrated the
crucial importance of the distribution of particle sizes. From a theoretical point of view,
it was shown that the rigid dipole model (RDM), which fixes the magnetization in the
particle, cannot explain the experimental observations. It predicts that the torque and
other dynamical features depend only on the product of the viscosity and rotation rate
of the external field. In order to understand the experimental results, it is necessary to
take both Brownian and Néel relaxation into account [85]. The theoretical results show
that in a rotating magnetic field a transition takes place from a state with the magnetic
moment locked to the anisotropy axis of the MNPs to a state with precessional spin
dynamics. This transition depends on the anisotropy energy. The dependence of the
anisotropy energy on the magnetic volume of the MNPs causes an essential depen-
dence on particle sizes. This must be taken into account in all experiments performed
with diluted ferrofluids of a broad distribution of particle sizes.

For MNPs at room temperature with magnetic parameters typical for iron oxides
(such as magnetite), the magnetic moment can be considered as being locked if the
magnetic radius is larger than about 10−8 m [85]. Such particles can be described
analytically within the RDM. For smaller particles, both Brownian and Néel dynamics
are relevant, and a numerical analysis is required. The faster Néel relaxation decreases
the relaxation time, and consequently the phase lag of the magnetization and the
transferred torque considerably.

These conclusions apply to most of the commercial ferrofluids widely used in
applications, which are commonly characterized by broad distributions of particle
sizes. The theoretical analysis shows that much larger torques could be achieved with
particles with larger anisotropy constant. Such particles would be similarly stable, e. g.
with respect to aggregation, but the critical radius above which Brownian relaxation
dominates would become much smaller, so that more particles contribute to a large
torque. An experimental confirmation of this theoretical prediction is a desirable goal
of future research.

8.6 Summary

Experimental and MD simulation of cosuspensions of non-magnetic anisotropic
microcrystallites and magnetic nanoparticles have demonstrated an efficient orien-
tation transfer from the magnetic subphase to the non-magnetic one, even with shape-
isotropic MNPs. In relatively low magnetic fields (up to 700 mT), suspensions of the
non-magnetic pigment particles alone show very low magnetically induced birefrin-
gence. The magneto-optical response is drastically enhanced by addition of a small
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volume fraction ofMNPs. The formanisotropy of the non-MPs plays a crucial role in this
effect. The gain of translational entropy resulting from the alignment of the elongated
non-MPs with anisometric aggregates of the MNP dopants drives the reorientation of
the nonmagnetic subphase. This alignment is particularly well pronounced in platelet-
shaped nanocrystallites of Pigment Red 176, which shows an exceptionally large
magneto-optical response [87].

Addition of MNPs to thermotropic liquid-crystalline phases also generates
magneto-optical effects or alters the magneto-optical response of the doped LCs
[27]. However, the measured effects are substantially weaker than with the
magnetically doped suspensions. The stability of the samples is a substantial
problem, the nematic host prefers to expel the dopants or to collect it in defect
structures. The interactions of the MNPs with the LC matrix depend crucially on the
MNP surface chemistry. The doped LC materials did not show any qualitatively new
features, but quantitative effects are observed, and they can be explained
satisfactorily.

In fibrillous gels, the motion of included MNPs is restricted by the gelator network
with a mesh size comparable to the MNPs. We investigated the structure and the
magneto-optical response of isotropic and anisotropic fibrillous organoferrogels with
mobileMNPs. The presence of the gel network restricts themagneto-optical response of
the ferrogel. Even though the ferrogel exhibits no magnetic hysteresis, an optical
hysteresis has been found. This suggests that the optical response is primarily deter-
mined by the dynamics of self-assembly of the embeddedMNPs into shape-anisotropic
agglomerates. The optical anisotropy of the system can be fine-tuned by varying the
concentrations of the gelator and the MNPs. The optical response in structurally
anisotropic gels is orientation-dependent, revealing an intricate interplay between the
confining mesh and the MNPs [37].

The torque measurement technique introduced in Section 8.5 can determine
magnetic torques with nanonewton accuracy. It was demonstrated to provide useful
results both for ferrofluids and for suspensions of nonmagnetic pigment crystallites
and magnetic nanoparticles. Torques generated in conventional ferrofluids composed
of spherical particles are quite small because Néel relaxation that dominates the dy-
namics of small nanoparticles is much faster than usual rotation rates of the magnetic
field. The transferred torque depends upon the phase lag of the sample magnetization
respective to the rotating external magnetic field, which is extremely small in typical
spherical MNPs [85]. A strategy to achieve substantially larger torqueswould be the use
of shape-anisotropic MNPs, in which the magnetization is pinned to the particle and
the relaxation is governed by Brownian motion of the MNPs. The phase lag is sub-
stantially larger in that case even at slow rotation rates. Potential applications of this
method are manifold, including the study of rectified thermal motions of MNPs in an
oscillating field, using a ratchet effect [83, 84].
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9.1 Magnetic measurement methods to support
biomedical applications of magnetic nanoparticles

Magnetic nanoparticles (MNPs) used in biomedical applications typically consist of a
magnetic iron oxide (e.g., magnetite, maghemite) core of 4–30 nm in diameter sur-
rounded by an organic shell. Their uniquemagnetic properties and the small size of the
MNPs allow them to function at a cellular level, making them attractive candidates for
cell labeling, imaging, tracking and as carriers. MNPs serve as actuators and local
probes in novel therapeutic and diagnostic applications (for review see e.g., [1–4]). For
instance, inmagnetic hyperthermia an alternatingmagnetic field is applied toward the
MNPs for local heating of tumor tissue. In magnetic drug targeting, the MNPs serve as
drug carriers that are remotely guided toward a tumor by magnetic field gradients to
accumulate the drug on the tumor side. Other examples are targeted accumulation of
geneticmaterial (magnetofection) and contrast agents formagnetic resonance imaging
and magnetic particle imaging (MPI).

In all these applications, the MNPs get into contact and thus interact with a bio-
logical environment or the surrounding physiological matrix such as tissue, cells, or
the bloodstream. The safety and success of these applications vitally depends on a
quantitative and spatially resolved knowledge of the interactions attributed to the
biological environment. This can be accomplished by probing the surrounding matrix
via magnetic measurement techniques capable of tracking changes in the magnetic
behavior of MNPs. Examples are the investigation of cellular MNPuptake in target cells
[5–7], MNP triggered cell growth [8, 9], the long-term fate andmetabolism ofMNPs [10],
MNP-matrix interactions affecting hyperthermia application [11, 12], the interaction of
MNPs with blood molecules [13, 14], biological matrices [15] and the passage of MNPs
through cell barriers [16–19].

One possibility to analyze particle–matrix interactions (PMIs) is by probing the
dynamics of theMNPmagneticmoments. The ensemblemagnetization respondswith a
time delay to a change in an external magnetic field. For immobilized MNPs, this delay
is determined by the Néel relaxation time [20] necessary for the magnetic moments to
overcome the energy barriers resulting from magneto-crystalline structure and/or
shape anisotropy. If the MNPs are embedded in a matrix but are still free to mechan-
ically rotate as a whole, Brownian relaxation [21] is possible. The Brownian relaxation
time depends on the viscosity of the matrix and the hydrodynamic MNP size distri-
bution. If both relaxation mechanisms are present, the faster mechanism dominates
the resulting effective MNP relaxation.

In the following, we describe somemagnetic measurements probing the rotational
MNPmotion to investigate PMIs for biomedical applications. In Section 9.2, we introduce
the magnetic measurement techniques used to characterize MNP–matrix systems.
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These are applied in Section 9.3 on well-definedMNP-matrix systems to investigate the
effect of PMIs in the respective MNP response. In Sections 9.4 and 9.5, we incorporate
these results into the development of novel imaging modalities for a quantitative and
spatially resolved description of PMIs.

9.2 Magnetic measurement and imaging techniques

9.2.1 Magnetorelaxometry

In magnetorelaxometry (MRX) [22], the MNP response to a fast change in an applied
magnetic field is detected by a sensitive magnetic field sensor, e.g., a Superconducting
Quantum Interference Device (SQUID) [22] or a fluxgate [23]. MRX measurements
consist of two consecutive phases. In a first magnetizing phase, a static magnetic field
Hvwith a typical amplitude of 1 mT/µ0 is applied toward the MNP sample at position rv
in order to partially align the individual particle moments along the field direction
resulting in a net magnetic moment m0 = χm  HvXMNP. This moment depends on the
mass susceptibilityχm (m3/kg) of the MNPs, the strength of the applied magnetic field
Hv and the MNP mass XMNP within the sample. In the subsequent measurement phase
initiated by switching off the applied magnetic field, the decay of this net magnetic
moment over time is detected. This decay is determined by Néel [20] and Brownian
relaxation [21] processes and can be described as m( t) = m0 ⋅ κ( t) where the mono-
tonically decreasing relaxation function κ( t) displays values between one and zero.
Both relaxation mechanisms are characterized by a specific time constant:

τB = 3ηVh

kBT
, τN = τ0exp(

KVc

kBT
) (9.1)

The Brownian relaxation time τB is determined by the hydrodynamic volume Vh of the
nanoparticle, the local viscosity η of the particle surroundings, and its thermal agita-
tion given by temperature T and Boltzmann constant kB. The Néel relaxation time is
defined by a time constant τ0 with values in literature between 10−8 and 10−12 s [24], the
anisotropy constant K and the volume of its magnetic core Vc. If both relaxation
mechanisms occur, the particle relaxation is determined by an effective relaxation time
τeff

τeff(Vc,Vh) = τN(Vc)τB(Vh)
τN(Vc) + τB(Vh) (9.2)

in which the fastest relaxation mechanism dominates the effective relaxation time. In
practice, MNP systems exhibit a broad size distribution P(Vc,Vh). Hence, the relaxation
function κ( t) detected in MRX experiments is composed of effective relaxation times
given by both the core and hydrodynamic MNP size distribution.
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In theMRXmeasurement phase, the decaying net magnetic momentm(t) of a MNP
source at position rv gives rise to the MRX signal Bs( t) in sensor s. The measured flux
density of a point-like MNP source, Bs( t) detected by sensor s at position rs with a
sensitive axis ns = [nx, ny, nz] (normal vector of the sensor) is given by [25]:

Bs(t) = μ0

4π
(
3(nT

s(rs − rv))(rs − rv)T)
‖(rs − rv)‖5 − nT

s

‖(rs − rv)‖3)Hv  χm  κ(t)XMNP (9.3)

where µ0 is the vacuum permeability and Hv is the magnetic field on position rv. The
obtainedMRX curve can be parametrized by the relaxation amplitude ΔB (=B(t1) − B(t2)
with t1 < t2) and the relaxation time t1/e, i.e. the period after that κ( t) has dropped by
36.7% of its value at B(t1). The relaxation amplitude is directly proportional to the MNP
amount of the sample allowing for MNP quantification. The relaxation time parameter
t1/e depends on the Brownian and Néel relaxation processes which will be employed to
probe interactions between the nanoparticles and the physiological samples
environment.

9.2.2 Magnetorelaxometry imaging

Magnetorelaxometry imaging (MRXI) is a sensitive and specific imaging modality for
3D quantification of MNP distributions. In MRXI, the MRX response of a MNP sample is
measured on different locations by a sensor array [26, 27], where the spatial encoding is
improved by applying a series of spatially constrained magnetic fields using a number
of K excitation coils surrounding the measurement volume [25, 28, 29]. By combining
all individual MRX measurements, the quantitative 3D reconstruction of the MNP
distribution can be obtained as a solution of an inverse problem.

In classical MRX imaging, the presence of only one type of MNPs in the mea-
surement volume is assumed, corresponding to one relaxation function κ(t). Note that
the only time dependency in the model of Equation (9.3) relies in κ(t). It becomes static
when only the difference in amplitude κ(t1, t2) = κ(t1) − κ(t2) with t1 < t2 is of interest.
Thus, the classical MRXI forward model calculates only the difference in amplitude
between two time points, t1 and t2, of theMRX signalBs(t1, t2). In practice, the relaxation
product χm κ(t1, t2) is obtained from an MRX measurement of a reference sample con-
taining a known MNP amount.

Equation (9.3) can be simplified by including previousMNPmaterial and geometry
parameters of the MRXI setup in the sensitivity coefficient Lsv linking the particle mass
in voxel v to the measurement in sensor s

Bs(t1, t2) = Lsv  XMNP, v (9.4)
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Equation (9.4) can be extended from just one sensor and one voxel to S sensors and V
voxels:

B = [B1,…,BS]T = ∑
V

v=1
Ls, v  XMNP, v = LXMNP (9.5)

with the sensitivity matrix L having dimensions (S × V) and XMNP being a vector
containing the MNP masses for each voxel v [XMNP,1,…, XMNP,V]

T. In practice, the MRX
measurements (Equation 9.5) are performed for K spatially varying magnetic fields
generated by the excitation coils. This results in the following forward model

Bsim = [B1,…,BK]T = [L1,…, LK]T  XMNP (9.6)

with Bk containing the S relaxation measurements for the k-th magnetic field pattern
and Lk the corresponding sensitivity matrix. In our MRXI setup 30 excitation coils are
applied sequentially to magnetize the MNP distribution with 30 spatially distinct
magnetic fields. Thus, we obtain K = 30 × S single MRXmeasurements and a sensitivity
matrix L of dimension (KS ×V). TheMNPdistribution consisting ofVMNPmassesXMNP

is then recovered by solving

X∗
MNP = argmin

XMNP

‖ Bsim − Bmeas‖ (9.7)

where the difference between the modeled measurements Bsim, and the actual MRX
measurements Bmeas, are minimized by searching for the most probable MNP distri-
bution XMNP to cause Bmeas. Equation (9.7) has been successfully solved in previous
work using a non-negative least squares (NNLS) [30] and by truncated singular value
decomposition (tSVD) [26, 29]. In NNLS, Equation (9.7) is iteratively solved with the
constraints that all elements of the solution (i.e. the MNP amounts) are positive [31]

w = LT(Bsim − Bmeas) (9.8)

In this equation,w is the dual vector and should finally only contain elements smaller
than or equal to zero, so that the solution X∗

MNPonly has positive elements.

9.2.3 MNP response to alternating magnetic fields

In contrast to the static magnetic field applied in MRXmagnetization, PMIs can also be
characterized by the MNP response to alternating magnetic fields. For moderate field
amplitudes (0.5–1 mT/µ0) this is referred to as AC susceptibility (ACS). ACS uses an
induction coil system to measure the linear dynamic magnetic response of a sample to
an alternating magnetic field within the frequency range 10 Hz–0.5 MHz. At these
moderate magnetic field amplitudes, ACS data is well described by the Debye model
[32], where
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χ′(ω) = χ0
1 + (ωτeff)

2 (9.9)

and

χ″(ω) = χ0
ωτeff

1 + (ωτeff)
2 (9.10)

are the real χ′(ω) and imaginary parts χ″(ω) of the complex susceptibility χ(ω). The
equilibrium susceptibility χ0 is given by

χ0 =
μ0npμ2

p

3kBT
(9.11)

with µp the moment of a single particle and np the number of particles. The phase φ of
the complex susceptibility is defined by φ = arctan(χ″(ω)/χ′(ω)). Note that the
effective relaxation time τeff is determined as the maximum in the imaginary part
ωτeff = 1. Similar to MRXI, additional spatial encoding in ACS by multiple sensors or
excitation coils allows for the development of MNP imaging approaches [33–36].

Increasing the amplitude of the AC magnetic field allows to obtain additional signal
contributions of the MNPs by their nonlinear magnetic susceptibility. This is employed in
Magnetic Particle Spectroscopy (MPS). Here, the MNP response to AC magnetic fields of
some tens ofmT/µ0 (hereB= 25mT) atfixed frequency in the kHz range (here f0 = 25 kHz) is
detected by an induction coil system. The MPS signal does not only contain signal com-
ponents at the excitation frequency f0, but also MNP-specific higher harmonics (i.e. odd
multiples of f0). After obtaining the MPS spectrum from a Fourier transformation, two
characteristic parameters can be extracted. These are the amplitude of the third harmonic
M3 and theharmonic ratioM5/M3, i.e. amplitude ratio betweenfifth and thirdharmonic.M3

is directly proportional to theMNP amount of the sample.M5/M3 depends on the dynamic
magnetic behavior of the MNPs and is often used as indicator for PMIs [12]. In magnetic
particle imaging (MPI) [37], this concept is combined with a spatial encoding bymagnetic
gradient fields for the 3D quantitative imaging of MNP distributions.

9.3 Interaction of MNPs with matrices

Nanoparticle matrix systems generally consist of MNPs embedded in a nonmagnetic
often soft material environment. Prominent technical applications are MNP-polymer
systems where mechanical properties of the matrix like the elastic moduli shall be
controlled by external magnetic fields (e.g., [38–40]). In a biological MNP-matrix
system the MNP can be located in the cellular system (inside the cell, at the cell surface
or in the intercellular space) and may be targeted to transport a drug by external
magnetic fields. Since the magnetic response of the MNPs is sensitive to the particle
surrounding, this offers a way to analyze PMIs. To reduce the complexity of biological

230 9 Magnetic measurement methods



systems, one often resorts to model systems like MNPs embedded in hydrogel (also
called ferrogel). Here, the viscous hydrogel emulates the biological matrix with well-
defined properties. Microscopically, the hydrogel is not a homogeneous matrix, but a
polymer scaffold filled with an aqueous, solvating fluid.

The PMIs in hydrogels are mainly caused by (i) the MNP binding with the polymer
scaffold and (ii) the drag of MNP movements determined by the (local) viscosity of the
solvating fluid and the inner structure of the hydrogel, e.g., the pore size and its
connectivity. On the other hand, the coating and the hydrodynamic size of the MNPs
are important factors to study PMIs. For instance, the presence of functional groups like
carboxylate groups (COO−) in the coatingmay lead to a preferential binding of MNPs to
positively charged domains of the hydrogel scaffold. The drag of the MNP motion is
caused by the fluid resistance, which ismainly determined by the hydrodynamic size of
the MNPs but also by reversible (weak) bonding caused by macromolecular entan-
glement between coating molecules and matrix molecules. The binding functionality
can be measured using a magnetic assay [41], but in the following we focus on the
physical structure of the coating, i.e. its thickness and density.

As magnetic measurement techniques we apply MRX, ACS and MPS (Section 9.2)
and analyze PMIs by detecting changes in the Brownian and Néel relaxation of the
MNPs.We usedMNP systemswith different corematerial and coating. For convenience
they are labeled Xi*Y, where the first letter X indicates the core material, with X = M for
magnetite and X = C for cobalt ferrite, followed by a consecutive sample number i. The
term Y after the delimiting * denotes the key molecular part of the coating. Here,
Y=COO− indicates carboxylate groups, Y=CONH-PEG denotes amino-PEG (poly-
ethylene-glycol) coupled to a carboxylate group and, Y=S stands for silica (SiO2).

9.3.1 Probing the melting of a matrix by Brownian MNP relaxation

First, we investigated the melting behavior of ferrogels in gelatin. Here, we used the
Brownian relaxation of the MNPs to probe the local viscosity of the matrix during its
melting. To this end we used MPS and MRX as sensitive magnetic measurement
techniques to detect variations in the MNP relaxation caused by matrix property
changes during the melting (e.g., disintegration, reduced viscosity).

Figure 9.1 displays the MRX relaxation time and the MPS amplitude of the third
harmonic normalized to iron mass M3 during the melting process of gelatin, i.e. as a
function of temperature. As expected, significant parameter changes are observed for
temperature close to the gelatin melting point of about 308 K. This is attributed to the
onset of Brownian rotation of the MNPs becoming possible above the melting point.
Interestingly, there are small parameter changes already before the macroscopic
melting point (Figure 9.1). These are interpreted as local melting [42], where the MNPs
sense amaceration of thematrix without being disintegrated. This is further confirmed
by a drop in the MRX relaxation amplitude (not shown in the graph).
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While the M3 clearly remains increased after crossing the melting point, the MRX
relaxation time reaches a maximum at the melting point. This can be explained by the
presence of Brownian and Néel relaxation at the same time: TheMNP system exhibits a
broad distribution of Néel relaxation times that dominate the magnetic behavior up to
the melting point. A fraction of MNPs exhibits Néel relaxation times above the upper
limit of theMRXmeasurement timewindowwhat explains the small initial value of the
effective relaxation time. In the melting process, particles of those fraction now enter
the MRX measurement time window by the Brownian relaxation mechanism, which
leads to the maximum in the relaxation time. With increasing temperature, the MNPs
sense a strong change from high to low viscosity resulting in a decrease of their
viscosity-dependent Brownian relaxation times after the maximum. A more detailed
and quantitative interpretation canbe found in Ref. [42]. The black squares in Figure 9.1
are the relaxation times obtained froma ferrogel thatwas hardened by electron beamof
strength 5 kGy. While no macroscopic melting was observed, small variations in the
relaxation times during the temperate increase are again attributed to changes in the
local viscosity.

Thus, we demonstrated that MRX and MPS are sensitive to both, the local and
macroscopic melting behavior of ferrogels.

9.3.2 Probing the spatial arrangement of MNPs within a matrix by
Néel relaxation

The Néel relaxation is defined as the thermal activated jump of the MNP magnetic
moment over the barrier of its anisotropy energy, i.e. the internal flip of the magneti-
zation vector. If MNPs aggregate, then dipole–dipole interactions betweenMNPsmight

Figure 9.1: MPS third harmonicM3 (open blue circles) andMRX relaxation time (closed blue symbols)
during melting of gelatin with embedded MNPs. Black curve: Relaxation time after hardening of the
ferrogel by electron irradiationwith 5 kGy dose protecting the gelatin frommelting up to at least 70 °C.
Adapted with permission from Wisotzki et al. [42]. Copyright 2017 Royal Society of Chemistry.
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alter these internal energy barriers. This affects themagnetic susceptibility detected by
ACS and MPS. Hence, changes in ACS or MPS signals provides information about the
aggregation state of embedded MNP probes. To investigate these changes, we immo-
bilized magnetite based MNP with a coating containing carboxylate groups on its
surface [42] in two different matrices, polyacrylamide (PAam) and gelatin. The MNPs
were added prior to the polymerization process to ensure their homogeneous distri-
bution within the sample. After polymerization, the samples were measured by MPS.
The observed spectra are depicted in Figure 9.2. The spectrum of the gelatin-based
sample decays much faster and the third harmonicM3 is only 31% of that of the PAam
based sample.

Using the parametersmagneticmoment distribution andminimal possible particle
distance, wemodeled theMPS spectra of immobileMNPs solving the Landau–Lifshitz–
Gilbert (LLG) equation considering the dipole–dipole interactions between the MNPs
(in collaboration with P. Ilg, University of Reading). We modeled the magnetization
response of close packed clusters comprising 30 randomly arranged MNPs of one size,
all having amean volume diameter of 19.4 nm. A clear dependence of themodeledMPS

spectra on the interaction parameter λd = μ0  μ2/(4πr3  kB  T) is found (Figure 9.2). The
interaction parameter λd describes the dipole–dipole interaction between two mag-
netic moments μ at a distance r. While the model of noninteracting MNPs λd = 0 de-
scribes the data of the PAam sample, an interaction parameter λd = 6.6 nm is necessary
for a description of the gelatin-based sample. This interaction parameter corresponds
to the interaction energy of closely packed MNPs. Hence, we conclude that the MNPs
are aggregated within the gelatin matrix.

Figure 9.2: MPS-data of ferro-hydrogels on the base of polyacrylamide gel (PAam) and gelatin
(symbols) together with the results of the LLG-model for clusters of 30 randomly arranged
immobilized MNP of one size (dm = 19.4 nm) taking into account the indicated interaction energies.
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We hypothesize that the observed aggregation is caused by negatively charged
carboxylate groups of the MNPs interacting with the charged collagenmolecules of the
gelatin. While gelatin A is predominantly positively charged (pI = 8.5–9) PAam does
not contain charged functional groups. Note, due to hydrolysis there may be a mo-
lecular content of carboxylate groups of about 2–6%.

9.3.3 Requirements on MNPs to probe particle–matrix interactions

9.3.3.1 SuppressingNéel relaxation to sensitivelymonitor theMNP rotation inside a
matrix

The physical state of the matrix (e.g., soft, hard, charged) can be characterized by
measuring the Brownianmotion of embeddedMNPs. Methods like ACS, MRX, andMPS
are very sensitive to detect rotational MNP movement while a translational motion
requires magnetic gradient fields to drag the MNPs through the matrix. To accurately
measure the rotational motion of the MNP as a whole, the Néel relaxation process (i.e.
the rotation of the magnetic moment within the MNP) should be suppressed by a
sufficiently high anisotropy energy barrier, i.e. τN >> τB. Cobalt ferrite is an appropriate
core material for such MNPs because its anisotropy constant is about 10 times higher
than that of magnetite. Furthermore, translational motion requires a high saturation
magnetization of the whole core–shell MNP and the overall size of the MNP should
match the structure size (pore size) under study. Finally, the analysis of dipolar in-
teractions (Section 9.3.2) requires MNPs with high magnetic moments and a thin
coating layer.

Figure 9.3: MPS phase data of the cobalt ferrite systems C1*S and C2*COO− in comparison to
magnetite basedmagnetosome particles LMU3 [43] dispersed in water and after freeze drying within
a mannitol matrix.
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The prevalence of the dominating relaxationmechanism (Brownian orNéel) can be
assessed by the phase φ of the MPS data. For MNP systems with dominating Néel
relaxation it is often observed that the MPS phase smoothly decays with the number of
harmonics k asymptotically approaching to −180° (Figure 9.3). Such a characteristic
phase curve is shown for mobile and immobilized magnetite based magnetosome
particles LMU3 [43] in Figure 9.3. On the other hand, theNéel relaxation of cobalt ferrite
MNPs with a core diameter larger than about 12 nm is strongly suppressed. Therefore,
the Brownian relaxation dominates. TheMPS phase curve of theseMNPs decline nearly
linearly and much faster with phases far below −180° for higher harmonics. The phase
saturates at harmonic numbers, since here the signal of Néel relaxation of small MNPs
prevails that of Brownian relaxation.

9.3.3.2 Opsonization as consequence of MNP-biomolecule interactions

The coating of MNPs influences their functionality and clearance in biomedical
applications. The properties of the coating (thickness, density) might further be
influenced by the medium in which the MNPs are dispersed. A prominent example is
the opsonization of MNPs by proteins that may occur in blood and determines the
interaction of the MNPs with the organism. Here, we combined the information gained
by themagneticmeasurementmethodACS and Small AngleNeutron Scattering (SANS)
to probe the opsonization of MNPs by the thickness and density of their opsonization
layer. The thickness of the MNP coating can be estimated from the difference between
hydrodynamic diameter dh and core diameter dc. MRX and ACS are promising integral
measurementmethods for the estimation of the distribution of dh [44, 45]. The complex
susceptibility χ(ω) asmeasured byACS iswell suited to estimatedh.Wemodeled χ(ω) of
noninteracting MNP with a lognormal core diameter distribution, f(dc), assuming each
MNP surrounded by a shell of thickness δs

χ(ω) = 1

d3
c

∫
f(dc)d3

cL(H,Ms, dc,T)χ0
1 − iωτeff

dc (9.12)

Here, Ms denotes the saturation magnetization and L the Langevin function. The hy-

drodynamic volume is given by Vh = π(dc + δs)3/6. This becomes of particular interest
when measuring in a (biological) environment. We estimated the thickness of the
MNP’s shell, δs, fitting the model of Equation (9.12) to χ(ω).

Small Angle Neutron Scattering (SANS) with contrast variation provides a very
sensitive access to the thickness of theMNP coating [46–48]. The scattering intensity of
the sample scales with the square of the difference of scattering length densities of the
particle core, ρp, the particle’s shell, ρs, and that of the whole sample, ρ0. Here, we
varied ρ0 by replacing H2O by heavy water D2O. In H2O the contrast is mainly deter-
mined by the nanoparticle core scattering and in D2O the details of shell structure are
seen (see, e.g., [49]). The SANSmeasurement were performed on the instrument KWS-1
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[50, 51] at the MLZ in Garching, Germany. The incident neutron wavelength λ was 7 Å
(Δλ/λ = 10%). Data was obtained from two different detector and collimation distances:
the detector distances of 1.5 and 8mand a collimation distance of 8m leading to a total
Q range of 0.05–1.5 nm−1. The samples weremeasured in quartz cells with beampath of
1 mm for H2O and 2 mm for D2O. The measurements were done at room temperature.
The size of the sample aperture was set as 6 × 6 mm. The data presented here were
converted to an absolute intensity unit ofm−1 taking into account the sample thickness,
transmission, the scattering from a standard sample and the background from elec-
tronic noise, the solvent and the quartz cell. Data reduction has been done using the
QtiKWS software [52].

Fitting a model [53, 54] describing the SANS data by noncorrelated core–shell
particles (Figure 9.4) with the corresponding scattering length densities, we could
estimate the thickness δs and density ϕs of the polymeric shell of the MNP system
M1*COO− to δs = 2.9(1)nm andϕs = 1.0(2). Note, that only particles with a very narrow
size distribution make the analysis robust (Figure 9.4b).

The particles M1*COO− were dispersed in a 4.3% bovine serum albumin (BSA)
solution to probe their opsonization, i.e. a corona formation of BSA around the MNPs
increasing their hydrodynamic diameter. For the estimation of the thickness of the
second layer, i.e. the opsonization layer, we combined SANS and ACS data using a
common model where both submodels share the same fit parameters of the particle

Figure 9.4: ACS-data (left) and SANS-data (right) of the commercially available nearly monodisperse
MNP system SHP-30, denoted as M1*COO−, before (blue symbols) and after opsonization by BSA (red
symbols). The chosen for ACS delineation already eliminates the effect of the sample viscosity η on
the data. The lines represent the best fit of a model of lognormally distributedmagnetite cores with a
coating and a corona layer of one thickness (inset). The short dash line represents the best fit model
with coronawith an adjusted density volume fraction of the corona,ϕcor, illustrating the sensitivity of
SANSwith respect toϕcor. The SANS data of the sample with the opsonizedMNP (in BSA) suffers from
a quite large systematic uncertainty because of the high intensity of the background scattering of the
BSA-solution. A solvation layer thickness of 1.5 nmwas assumed in the fit.ϕ and η denote the volume
fraction of core material, here magnetite, and the viscosity of the sample, respectively.
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structure (Figure 9.4). This was reasoned because of the relatively weak signal change
in SANS by the opsonization and a relatively large uncertainty in SANS due to the large
background signal. The fit yields an opsonization layer thickness of δcor = 3.3(3)nm
(Table 9.1). This matches well with the shortest dimension of an BSA molecule the
shape of which is assumed similar to an oblate ellipsoidal shape with axes of
(3.4 × 8.4 × 8.4) nm3 [54].

The relatively small signal increase measured following the opsonization
(Figure 9.4b) reflects the low density (or volume fraction) of the corona formed by
opsonization of about ϕcor = 0.1. Note that ϕcor was adjusted manually because of
fitting instabilities caused by the relatively large systematic uncertainties asmentioned
above. Also, the applied core-shell-opsonization layer model (Figure 9.4b inset) might
be an oversimplification of the real corona structure. For instance, the corona might
have an inhomogeneous structure as suggested in [55]. The resulting lower fractal
dimensionality would explain the slightly slower decay of I(q) of opsonized MNPs
within the Porod regime, as marked by dashed line. It was shown that ACS reliably
allows to estimate the thickness of an opsonization layer while SANS additionally
yields the density of this layer. By combined evaluation of ACS and SANS data, we
could enhance the confidence of the results. In particular, with given thickness of the
solvation layer, ACS sensitively displays the increase of the hydrodynamic diameter of
the MNPs by the opsonization process.

9.3.4 Translational motion of MNPs with different coatings in
matrices

To gain information about the migration of MNPs within a biological matrix, we
investigate the translational motion of MNPs driven by an external magnetic field
gradient through a collagen matrix. To achieve a large magnetic force, we utilized
MNPs with a large magnetic moment of about 4 aAm2. The MNPs were similar to those
used in Ref. [42]. As mentioned above, the capability of the outer MNP shell to bind to
the matrix determines the MNP’s functionality. Therefore, we used two MNP systems
with identical cores but different coatings. The carboxymethyl dextran shell of the first

Table .: Mean volume core diameter, dcv, thickness of the coating shell, δs, and the thickness of the
corona, δcor, obtained by fitting analysis of ACS, M(H), and additionally for M*COO−, SANS data.

Quantity M*COO− M*COO−

dcv/nm . ± . . ± .
δs/nm . ± . . ± .
δcor/nm . ± . . ± .
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system, M2*COO−, presents carboxylate groups leading to a negative zeta potential at
neutral pH. The second system, M2*CONH-PEG (Table 9.2), was prepared by coupling
amino-PEG to M2*COO−. Theoretically, no charged functional groups are present in
M2*CONH-PEG. This leads to the hypothesis that M2*CONH-PEG can be moved more
effective by a field gradient through a hydrogel thanM2*COO−. To verify this, we filled a
tubular sample holder with collagen gel and loaded it with MNP dispersions. A ho-
mogeneous magnetic field gradient of 8 T/m was applied for 48 h. Afterward, the
sample holderwith the collagenwas dissected into nine segments and theMNP content
of each collagen segments was quantified by MPS. The results show that the concen-
tration of M2*CONH-PEGwithin the second segment is 2.4 times higher than that of the

Figure 9.5: Left: Experimental set-up for the drag of MNP through a collagen gel by a magnet field
gradient. Right: Concentration of MNP (iron) within each collagen segment (of nine) quantified by
MPS.

Table .: Mean volume core diameter, dcv, thickness of the coating shell, δs, and the thickness of the
corona, δcor, obtained by fitting analysis of ACS and M(H) data.

Quantity M*CONH-PEG

dcv/nm . ± .
δs/nm . ± .
δcor/nm . ± .
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corresponding M2*COO− sample (Figure 9.5). Hence, M2*CONH-PEG has a substantial
higher mobility in collagen than M2*COO−.

Then, we related the observed different mobility in a collagen gel to the opso-
nization by BSA, justified by the molecular similarity of collagen and BSA. We
checked the ability of the MNP to bind the proteins BSA by opsonization mea-
surements using ACS as it was done in Section 9.3.3.2, for M1*COO−. The fit of
Equation (9.12) to the ACS data of samples prior to BSA incubation (Figure 9.6)
reveals that the coating of M2*CONH-PEG is about 18 nm thicker than in M2*COO−

(Table 9.1). Obviously, this is the PEG-layer thickness. After BSA incubation the hydro-
dynamic size ofM2*COO− increases by4.2 nmwhile it doesnot change forM2*CONH-PEG
(Tables 9.1 and 9.2). M2*CONH-PEG was also not opsonized, even by fetal calf serum
(FCS) albumin which contains, in contrast to BSA, a rich variety of proteins and other
molecules. This observation supports the commonly accepted thesis of stealth properties
of PEG decorated particles [56].

The apparent absence of any opsonization of M2*CONH-PEG correlates well with
the observed higher mobility through the collagen gel as shown above. Furthermore,
we expected thatM2*CONH-PEGwould have passed through the all gel segments of the
tubular sample holder after 48 h since the largemean pore size of about 100–200 nmof
the collagen gel, inferred from reference [57] where a PAam gel of nearly the same
composition was investigated by TEM. Hence, it seems to be likely that the
M2*CONH-PEG mobility is reduced by binding to the collagen matrix.

Figure 9.6: ACS-data of the magnetite MNP systems M2*COO− (a) and M2*CONH*PEG (b) before and
after opsonization with BSA and FCS. The data were normalized to the volume fraction of magnetite,
ϕ. A model of noninteracting core–shell MNP was fitted simultaneously to M(H) and ACS-data (lines).
The dashed line on the right axes in (b) represents the curve of M2*COO− before opsonization, with
adapted amplitude for better comparison.
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9.4 Multicolor magnetorelaxometry imaging for
quantitative visualization of particle–matrix
interactions

9.4.1 Classical MRXI andmulticolor magnetorelaxometry imaging

Classical MRXI focuses on the quantitative reconstruction of a spatial MNP distribu-
tion. Because the relaxation curve is very sensitive to the direct environment of MNPs,
MRXI has been extended to also gain information about interactions between MNPs
and their surrounding matrix [58, 59]. By this approach, called multicolor MRXI, the
spatial distribution of MNPs interacting with different molecular environments (e.g.,
liquid, blood, cells, tissue matrix) or MNPs with distinct properties (e.g., size distri-
butions) can be reconstructed and separated. For convenience, we further summarize
such differences as phases. As an example, Figure 9.7 shows classical MRX imaging
and the multicolor MRXI approach on two distinct MNP distributions, with the
respective MRXI reconstructions in the insets.

Our MRXI setup consists of an MNP distribution phantom, a set of excitation coils
onprinted circuit boardsmounted on top (not shown in Figure 9.7 for clarity) and bottom
of the phantom and a 304 SQUID sensor system [60] for MNP relaxation detection. The

Figure 9.7: MRX imaging using multiple measurements on a rabbit phantom. The MNP phantom
models defined MNP distributions with physical and physiological parameters of magnetic drug
targeting application in rabbits. Left support: MNP test distribution in the tumor region of the rabbit
phantom (brown cubes containing 6 mg of MNP each) and reconstructed MNP distribution after MRX
imaging. Right support: multicolor MRXI with MNP support containing 1 mL MNP suspension (12 mg
MNP) and 9 MNP loaded gypsum cubes (brown cubes containing 6 mg of MNP each) and MRXI
reconstructions achieved by multicolor MRXI for MNPs in liquid phase (blue-green voxels) and MNPs
solid phase (brown voxels).
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phantomhas a shape and size comparable to a rabbit andwas developed to analyze the
performance of MRXI in amagnetic drug targeting study done by Alexiou et al. [61, 62].
The phantom contains two supports, to model the regions-of-interest (ROIs) in the
tumor region (left) and the liver region (right) of the rabbit. Each support allows
the flexible arrangement of MNP distributions within a total volume of
9.6 cm × 9.6 cm × 6 cm. The circuit boards provide 15 excitation coils above and below
each support. The coils are applied sequentially to generate the spatially constrained
magnetic fields of the MRXI sequence.

For classical MRXI (which assumes all MNPs in the same phase), we formed in the
ROI tumor an MNP distribution resembling the letter “P” out of 15 gypsum cubes (each
loaded with 3.7 mg/cm3 MNPs). Here, all MNPs are in a solid phase, i.e. fixed in a
gypsum matrix, so that only Néel relaxation contributes. The MRXI reconstruction
reveals a high correlation to the nominal MNP distribution (Pearson’s correlation co-
efficient >95%) and a mass deviation of the phantom’s total MNP amount below 10%
[58].

In the multicolor MRXI experiment, we used an MNP distribution containing two
phases (MNPs in a solid matrix and MNPs suspended in a liquid) arranged in the ROI
liver (right support and inset of Figure 9.7). The MNP distribution in the solid phase is
formed of nine gypsumcubes (each loadedwith 3.7mg/cm3MNPs) resembling a square
and placed beside a 1 mL MNP suspension in a liquid phase (12 mg/cm3 of MNPs) in a
circular container of 2 cm diameter. For the chosen MNP relaxation type we mainly
have Néel relaxation in the region of MNPs in the solid phase and Brownian relaxation
in the region of MNPs in the liquid phase. This allows for a quantitative separation of
MNPs in both phases in oneMRXImeasurement as visualized by different colormaps in
Figure 9.7 (the brown color corresponds to theMNPs in solid phase and the blue color to
the MNPs in the liquid phase). Applying multicolor MRXI, it was possible to simulta-
neously and quantitatively reconstruct and separate MNPs in both phases forming our
MNPdistributionwith a totalmass deviation below 10% [58]. In the following,wedetail
ourmulticolorMRXI approach and extend the phantoms from this two-phase system to
multiphase systems [59].

9.4.2 Extending MRXI to quantitatively imaging particle–matrix
interactions

While classical MRXI employs only the amplitude κ(t1, t2) for image reconstruction, we
make use of the complete relaxation curve shape κ(t) in our multicolor MRXI approach
[59]. This additional temporal information allows to extract portions of distinct MNP
relaxation curves due to different phases out of a single MRX measurement. In our
approach, the MRXI reconstruction is split up into two subproblems as schematically
depicted in Figure 9.8. Thefirst subproblemfinds the relative contributions ofNdistinct
MNP relaxation curves χnκn(t) (N distinct phases) to themeasured signal in the sensors.
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These are obtained from reference measurements of samples in a specific phase under
well-known and controlled conditions. It is assumed that similar phases occur
simultaneously in the sample under investigation. The second subproblem finds the
associated MNP distribution to the previously determined relative contribution in the
sensors. These N distributions are finally merged in a color-coded image in which the
color represents the specific phase and the intensity reflects the amount ofMNPs. In the
reference measurement well-known MNP samples with controlled phase are posi-
tioned at location rv and the MRX signal is normalized to appliedmagnetic fieldHv and
MNP mass Xref,n to obtain χnκn(t) for use in the first subproblem:

χn  κn(t) =
Bref(t)

μ0
4π(

3(nT
s (rs−rv))(rs−rv)T))

‖(rs−rv)‖5 − nT
s

‖(rs−rv)‖3

)Hv  Xref, n  . (9.13)

Figure 9.8: Principle of multicolor MRXI. An actual MNP distribution (top) contains N = 4
compartments where the MNPs are either suspended (blue), dispersed in blood (red), in cells (green)
or bound to afixedmatrix (yellow). In afirst subproblem, eachmeasured relaxation signalBmeas, i(t) of
the MRXI sequence is decomposed into portions of four referenceMNP relaxations αnκn( t), recorded
on MNP samples of knownMNPmass and in the respective environment. By this, a coefficient matrix
α∗ of dimension (KS × N) is obtained, containing the contributions of each MNP relaxation type row-
wise. In the second subproblem, an inverse problem X∗

n= argmin‖(L(χn,  κn( t1, t2))Xn) − α∗n‖ is solved
independently for eachMNP relaxation type and the result X∗

n assigned to a different color. Finally, an
overlay of all X∗

n is created to generate the multicolor MRX image.
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The measured relaxation in the experiment Bmeas(t) is then modeled as a linear com-
bination of theN reference relaxations αn  κn( t). Consequently, the first subproblem can
be solved by estimating the coefficients α∗ in [T]

α∗ = argmin
α

‖ (∑
N
αn  κn(t)) − Bmeas(t)‖ (9.14)

to split-up Bmeas(t) into the contributions of the different phases. This problem is
solved using NNLS (Equation 9.7) assuming the absolute contributions to be positive
values, which is a correct approximation after signal filtering. Thus, α∗ (dimension
1 ×N) contains the relative contributions of theN phases in a singleMRXmeasurement.
Applying Equation (9.14) to the complete MRXI data set, i.e. KMRXmeasurements of S
sensors, yields the final coefficient matrix α∗ of dimension (KS × N).

The solution of this first subproblem in the example in Figure 9.8 separates the
signal into N = 4 phases originating from MNPs in suspension, in blood, in cells and
immobilized in a tissue matrix, respectively. Therefore, we first prepare MNP reference
samples of knownMNPmassXref that emulate best the respective phase. Two reference
MNP samples are simply suspendedMNPs and immobilizedMNPs, e.g., freeze-dried in
a sugar matrix. The other two samples are prepared by diluting the MNP suspension in
whole blood and the cell type of interest. These (small) samples are then consecutively
measured byMRX to parameterize our datamodel (Equation 9.13) with χnκn(t). The four
rows of the coefficient matrix α∗ obtained by Equation (9.14) contain the signal con-
tributions of each phase for all MRXmeasurements of theMRXI sequence. Note that the
signal separation can be advanced by the choice of appropriate time windows to
evaluate each κn(t) based on the reference properties (e.g., using only time frameswhen
the signal-to-noise ratio of κn(t) is above a certain limit) [59].

With this coefficient matrix, we enter the second subproblemwhich is the imaging
problem. Here, Equation (9.7) is solved independently for each phase:

X∗
n = argmin

Xn
‖ (L(χn, κn(t1,  t2))Xn) − α∗

n‖,   n = 1,…,  N (9.15)

Since the time-dependence κ(t) was already employed in the first subproblem for signal
separation, it is sufficient to use the amplitude difference of κn(t1, t2) in the imaging
problem. As a result, we obtain independent 3D MRXI reconstructions X∗

n for each
phase n. The overlay of all N fractional MNP distributions X∗

n is the reconstructed MNP
distribution obtained by multicolor MRXI. In our example in Figure 9.8, the second
subproblem is solved independently for each row of α∗ = [α∗

1 ,α∗
2 ,α∗

3 ,α∗
4] to obtain four

individual quantitative MNP reconstructions that belong to each phase of the MNP
distribution. The final multicolor MRXI image is then the overlay of the four MNP
distributions encoded by color to show the phase.

In Figure 9.9, we experimentally demonstrate multicolor MRXI on a MNP distribu-
tion measured in the ROI tumor of the rabbit-sized phantom [59]. The MNP distribution
was assembled of MNPs in N = 4 phases as listed in Table 9.3, while Figure 9.9 shows a
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photograph of the MNP support (a), the nominal MNP distribution (b), the resulting
four fractional MRXI reconstructions (c) and their overlay (d). Note that except for the
freeze-dried sample of F200 in which the particles were embedded in a solid phase, all
MNPs were suspended in a liquid in our experiment. Hence, we mainly varied the MNP
size distributions to generate distinct phases to emulate different PMIs. These systems
allow us to investigate multicolor MRXI under well-defined experimental conditions.
The MNP systems applied are fluid MAG-D (chemicell GmbH, Germany) and
nanoMAG-D (micromod Partikeltechnologie GmbH, Germany).

The MNPs in the four phases are only placed one voxel (1.2 cm) from each other. In
this case, the complexity of both multicolor MRXI subproblems increases compared to
the previous MNP distribution (Figure 9.7) in which only MNPs in two spatially well-

Figure 9.9: Multicolor MRX imaging of theMNPdistribution assembled in theMNP support ROI tumor
in the rabbit-sized phantom. (a) Photograph of the MNP support showing the spatial arrangement of
MNPs in four different phases within their respective sample container (V = 0.5 mL). (b) The nominal
MNP distribution for the four MNPs phases with 200 nm MNPs (F200: green), 300 nm MNPs (F300:
orange), 200 nm freeze-driedMNPs (F200 fd: blue) and 500 nmMNPs (F500: violet). Each sample fills
a single voxel in the reconstruction grid of 10 × 10 voxel with a spatial resolution of 1.2 cm,
respectively. The four single-color reconstructions X∗

n are shown in (c) and their overlay is shown in
(d). A high degree of similarity to the nominal MNP distribution is visible. Adapted with permission
from Coene et al. [57]. Copyright 2017 IOP Publishing.
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separated phases are present. The multicolor MRXI reconstructions, however, show
excellent correspondence to the nominalMNPdistribution.MNPs in the four phases are
spatially well separated in the image that shows a correlation above 87% for all MNP
distributionsX∗

n and even 96% for F200. Even in imaging this four-phase MNP system,
multicolor MRXI accomplishes a quantitative reconstruction with a total mass devia-
tion below 30%.

This clearly demonstrates the ability of multicolor MRXI to quantitatively image
PMIs. MNP distributions containing MNPs in up to four different phases were quanti-
tatively resolved with a sensitivity in the milligram/cubic centimeter range.

9.5 Flow induced particle–matrix interactions

9.5.1 Microscale visualizationof particle–matrix interactions in flow

In this section, we investigate interactions between particles and flowing media. By
magnetic monitoring of these interactions, we aim to employ the particles as local flow
probes. On the one hand, this is important for biomedical MNP applications, where
particle interactions with the circulatory system influence the efficiency of biomedical
applications. On the other hand, this might enable the detection of perturbations in
the hemodynamics, as, e.g., attributed to pathologic narrowing of vessels
(atherosclerosis).

Inside the circulatory system, MNPs experience Stokes friction and shear forces
generated by the blood flow. These forces result in translational and rotational MNP
motion. In medical imaging (e.g., [63, 64]), translational MNP motion is visualized by
mapping the transit of a contrast agent MNP bolus moving with the blood stream.
However, the dispersion of MNPs in blood hardens blood flow quantification based on
this motion. At the same time, rotational MNP motion that might give additional in-
formation on the hemodynamics is not visible.

Here,we detail a novelmethod calledmagneticmicrosphere tracking (MMT) [65]. It
might overcome these limitations by magnetic monitoring of translational and rota-
tional particlemotion. A single permanentmagneticmicrosphere (MM)with a diameter

Table .: MNP properties under study.

Name Type Size (nm) Amount (mg Fe)

F FluidMAG-D  

F freeze-dried FluidMAG-D  

F FluidMAG-D  .
N NanoMAG-D  .
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of a few micrometer locally probes the flow while passing through a vessel. The 304
SQUID sensor system [60] detects these movements and allows for high-resolution
(millisecond/millimeter) 3D tracking of the translational and rotational motion of the
sphere’s magnetic moment in a field-of-view (FOV) of 15 × 20 cm. By this, we suc-
cessfully localize and evaluate diameter constrictions in an arteria phantom. The size
of the applied MM (d = 34.6 µm) is close to that of red blood cells (6–8 µm) and
demonstrates the potential for biomedical MMT application for blood flow
quantification.

The concept of MMT is sketched in Figure 9.10. Here, a MM with permanent
magneticmomentmoves inside a vessel due to the hydrodynamic forces applied by the
flow profile. The diameter of the vessel decreases along the x-coordinate due to
increasing grades of stenosis. Thus, the flow vectors of the quadratic flow profile
increase along x. A shear force acts on theMMdue to variations of the flow vectors over
the cross-section of the sphere. This force induces a rotational motion to the MMwhile
drag forces translate it. Hence, the angle δ between MM magnetic moment and x-axis
oscillates along x at a certain frequency determined by the shear force. Thus, the
rotational frequency of these oscillations increaseswith narrowing vessel diameter due
to increasing shear forces. At the same time, the motions of the MMmagnetic moment
are remotely detected by a SQUID sensor at location rs above the vessel. The amplitude
of the SQUID signal depends on the actual position of the MM rv(t) = [rx(t), ry(t), rz(t)]
relative to the SQUID. The distance dependency

Bs(t) = μ0

4π
(
3(nT(rs − rv(t))(rs − rv(t))T)

‖(rs − rv(t))‖5 − nT
s

‖(rs − rv(t))‖3)m(t) (9.16)

is employed to localize the actual position rv(t) and magnetic moment m(t) = [mx(t),
my(t),mz(t)] of theMMby the SQUID array iteratively for each discretemeasured sample
t = [T1, …, Tend]. This can be accomplished by solving the inverse problem

Ω(rv(t),  m(t)) = argmin
Ω

‖ [B1(t),…,  BS(t)]T − Bmeas(t)‖,   t = T1,…,  Tend. (9.17)

using a Levenberg–Marquart optimizer [66, 67] to iteratively minimize the
functionalΩ(rv( t),  m( t)) by parameter variation rv(t) and m(t). The inverse problem
was simplified by the constant MM magnetic moment of |m| = 10 nAm2 that allows to
reduce themodel parameters to threeMM coordinates in 3D space and the two angles α
and β defining the orientation of itsmagneticmoment, i.e. five degrees of freedom. This
dipole localization was applied for each measured sample recorded during the MM
passage through a flow phantom with a sampling frequency of 750 Hz, i.e. a temporal
resolution of round 1.3 ms. We calculated the translational MM movement as first
derivate of r′v(t) over time and estimated theMM rotational frequency by the oscillations
of the angles α and β. For further details see [65].
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9.5.2 Tracking a single magnetic microsphere to monitor the fluid
dynamics

Here,we applyMMT to visualize PMIs in the flowphantomdepicted in Figure 9.11a [65].
It consists of a straight tube section with a constriction region of 1 cm length. Here,
variable diameter reductions dr of the original tube diameter (dtube = 1.5 mm) of up to
50% can be adjusted. An additional curved tube section provides a secondary flow
(Dean effect [68]) resulting in lateral migrations of the MM whether toward the tube
center or wall. Note that these migrations would either lead to an increase in velocity
and decrease in rotational frequency when the MM migrates toward the centerline or
vice-versa. A constriction, however, results in a temporary increase in both, MM ve-
locity and rotational frequency. The MM was separated from commercial Magne-
quench® powder (MQP™-S-11-9) using a cell selector (ALS®) and magnetized at a flux
density of 5 T. The flowmedia was pumped by a syringe pump (Landgraf®, LA800) at a
constant flow rate of 30 mL/min (Re = 212).

The localized x- and y-positions obtained byMMT are depicted in Figure 9.11b. The
path of the MM is encoded by color to show the rotational MM frequency frot. For an

Figure 9.10: Principle of magnetic microsphere tracking: a microsphere with permanent magnetic
moment passes an artery with increasing diameter constrictions (grades of stenosis) and thus,
increasing velocity vectors of the quadratic flow profile. Due to the shear forces, the angle delta
betweenmagneticmoment and x-axis will oscillate along xwith increasing frequency. This oscillation
is then detected by a SQUID and the actual sphere position tracked by a sensor array. Reproduced
from Ref. [63] under the Creative Commons Attribution 4.0 International License.
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adjusted diameter constriction of dr = 50%, a clear increase of the rotational frequency
is visible when the MM passes the constriction region and it remains constant in the
absence of a constriction. The enlargements in Figure 9.11b show MM path and rota-
tional frequency through the constriction region for variable diameter constrictions. A
decrease of the rotational frequency is observed with increasing cross-section of
the tube.

As expected, a decrease of the rotational frequency is also visible in the curved tube
section when the MM migrates toward the tube center due to the applied secondary
flow.

Figure 9.11c shows an enlarged view of the localized MM positions (y–z plane)
during the passage through the constriction region for different diameter reductions.
The color of the MM path is encoded by color to show the local velocity v. An abrupt
acceleration is visible when the MM enters the constriction, and it decelerates again
when it has left the constriction. Inside the constriction region, the MM velocity

Figure 9.11: Magnetic Microsphere Tracking in a flow phantom. (A) The flow phantom comprising a
straight and a curved tube section. In the straight section variable constrictions can be applied over a
length of 1 cm using four nylon screws. (B) Localized x, y – position of theMM color coded to show the
rotationalMM frequency. The insets show an enlargement of the constriction region. A systematically
increasing rotational MM frequency with increasing diameter reduction dr is visible. (C) Enlargement
of the localized y, z – positions of theMM in the constriction region for different diameter reductions.
TheMM trace is color coded to show theMMvelocity. A clear acceleration is seenwhen theMMenters
the constriction and it decelerates when it leaves the constriction. Reproduced from Ref. [63] under
the Creative Commons Attribution 4.0 International License.
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increase systematically with decreasing tube diameter, while it remains unchanged in
the absence of a constriction. Hence, the degree of constriction has a clear impact on
the MMT localization parameters frequency and velocity.

Hence, MMT allows to visualize microscale PMIs in flow by tracking a single
microsphere (size range of a red blood cell) with a temporal resolution of 1.3 ms and a
spatial resolution below 1 mm. From the measurements we were able to quantify the
flow conditions experienced by the microsphere. This enables localization and quan-
tification of constricted volumes and distinction from lateral MM migrations. Addi-
tionally, separating influences of Stokes friction and shear flow makes MMT an ideal
tool for rheology investigations andmight help to understand complex flow dynamics.
By its properties (quantitative, high resolution, no radiation, no tissue contributions,
low marker dose [ng]) MMT holds great potential for biomedical blood flow quantifi-
cation (more details in [65]).

9.5.3 Sensing of particle–matrix interactions in flow on the
nanoscale

In the following, we investigate flow-induced PMIs in the nanoscale usingMRX [69]. To
accomplish this, we combine our MRX device comprising of a SQUID detector and a
magnetizing coil with a flow phantom as sketched in Figure 9.12a. For flow experi-
ments, 3mLof a homogeneousMNP solutionwas injected into a 5m longPVC tubewith
inner diameter of 0.8 mm. Inside the magnetizing coil of the MRX device, i.e. the
sensing volume, the tubewas arranged to forma coil withfive turns. The field vectors of
the applied magnetic field were oriented perpendicular to the flow direction. The MNP

Figure 9.12: MRX measurements in flow. (a) Scheme of the experimental setup for the MRX
measurements of MNPs under flow conditions. Driven by a syringe pump, the MNPs are flowing
through the tube inside the MRX magnetizing coil of the MRX measurement device. To increase the
sample volume inside the magnetizing coil, the tube is coiled up on a nonmagnetic core with five
turns. The magnetizing coil is placed under the bottom of the SQUID sensor for detection of the
magnetic relaxation. On the right, relaxation amplitudes ΔB (b) and relaxation times t1/e (c) as
function of the flow rate Q are depicted. These were obtained for dilutions of the original MNP
suspension by a ratio of 1:10 (FM10), 1:100 (FM100), 1:1000 (FM1000) with BSA. Adapted with
permission from Slabu et al. [67]. Copyright 2017 IOP Publishing.
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suspension was pumped through the tubing system by a syringe pump (LA-120, New
Era Pump Systems, USA) at a constant flow rate. MRX measurements were performed
with constant flow rates adjusted between 0.6 up to 16mL/min.We used homogeneous
fluidMAG/12-HS/130 (chemicell GmbH, Germany) suspensions of iron concentration
c = (2.8, 0.28, 0.028 mg/mL), respectively. In the MRX magnetizing phase, an external
magneticfield of 2mTwas applied to theMNP suspension formagnetizing time of 1 s. In
the measurement phase, the resulting MRX signal was recorded by the SQUID sensor
for a measurement time of 0.5 s at a sampling frequency of 100 kHz.

The characteristicMRXparameters relaxation amplitudeΔB and relaxation time t1/e
are depicted in Figure 9.12b and c as a function of the flow rate Q, respectively. Inde-
pendent on MNP concentration, a clear decrease in both parameters with increasing
flow rate is visible. Hence, shear-stress induced rotational MNP motion fastens Brow-
nian relaxation and decreases the relaxation amplitude. Interestingly, while ΔB
decreases proportional to the applied flow rate, the decrease of t1/e nearly saturates for
flow rates above 8 mL/min. This effect is reproducibly visible in all three MNP con-
centrations. This saturation behavior indicates a change in the tube flow profile. Slight
concentration dependent variations, i.e. faster decreasing relaxation amplitudes and
relaxation times for the higher concentrated FM10 are visible as well. This might be due
to MNP provoked shear thinning and structure formation as, e.g., nanoparticle chain
formations [69].

To summarize, we sensitively detect flow-induced changes in the Brownian
relaxation of MNPs by MRX measurements. By analyzing the characteristic MRX pa-
rameters relaxation amplitude and relaxation time, we apply the MNPs as local probes
to quantify flow and determine perturbations in the flow profile.

9.6 Summary and conclusion

We reviewed magnetic measurement methods that sensitively detect particle–matrix
interactions and thereby, access the physical properties of the molecular MNP envi-
ronment. For selected MNP-matrix systems, we demonstrated that the combination of
different noninvasive and sensitive magnetic measurement techniques for specific
MNPdetection is a powerful approach to provide insights into dynamic processes of the
MNPs as, e.g., binding kinetics, cellular uptake, passage through cell barriers and heat
induction.

Furthermore, we developed functional imaging approaches that allow for spatially
resolved investigation of particle–matrix interactions. Here, we utilized the impact of
particle–matrix interactions on the MNP relaxation to advance MRX imaging with a
multicolor approach and to resolve the location, quantity and molecular environment
of MNPs. This technique might become a valuable tool to visualize and quantify par-
ticle–matrix interactions in preclinical research and propelling the development of
future particle mediated therapies.
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As MNPs in nearly all biomedical applications are subject to body fluids and their
prevailing fluid dynamics, we investigated flow-induced particle interactions. These
can be detected by sensitive magnetic measurement methods to quantify the fluid
dynamics acting on particles in the micro- and nanoscale. Magnetic microsphere
tracking allows for the spatially resolved quantification of the fluid dynamics based on
the particle velocity and rotational frequency with excellent temporal and spatial
resolution. This novel method has great potential to become a valuable tool for
rheology or even biomedical blood flow quantification and to pave theway for a deeper
understanding of flow-induced particle dynamics inside the body.

Though countless MNP systems with sizes in the nanometer andmicrometer range
have beendeveloped and applied for biomedical applications in recent years, there still
is strong demand for further MNP research. To facilitate this, an accompanying
development and improvement of established measurement techniques and analysis
methods for MNPs and their interaction with biological environment is a mandatory
prerequisite.
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10 Magnetic characterization ofmagnetoactive
elastomers containingmagnetichardparticles
using first-order reversal curve analysis

Abstract: The use of new types of intelligent materials is becoming increasingly
widespread. These include magnetoactive elastomers with hard magnetic filling
components, which offer the unique chance to adapt active and passive material
properties. In this context, this paper presents an overview of the experimental results
on the study of the magnetic properties of elastic composites with a magnetic hard
component. First-order reversal curves, which are recorded with a vibrating sample
magnetometer, are used asmethod to characterize themagneticmaterial behavior. The
influence of various parameters on the process of magnetization of composites is
considered, including the stiffness of the polydimethylsiloxane-basedmatrix polymer,
the particle ratio and the particle size as well as the so-called training effect.

Keywords: first-order reversal curve, interparticle interaction,magnetization behavior,
smart materials

10.1 Introduction

Magnetic hybrid materials are a kind of smart materials consisting of a matrix ranging
fromNewtonian liquids to polymerized elastomers and amagnetic filler, i.e., magnetic
particles which can be micron-as well as nanosized, and which can be made of
magnetically soft or hard materials [1]. A prominent example of a material within this
class of magnetic hybrid composites are magnetic particles embedded in a polymeric
matrix. Important for the design of applications using magnetic hybrid materials is a
strong change in the respective properties induced by a magnetic field. This necessity
requires a high-particle volume fraction and a low elastic modulus of the matrix.
Magnetic hybridmaterials basied on such softmatrices are usually called softmagnetic
elastomers as well as magnetoactive elastomers (MAEs). Caused by external stimuli,
such as externalmagnetic fields, the physical properties of MAEs can be controlled and
adapted to the specific application [2].
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Conventionally, MAEs usemagnetically soft particles providing amagnetic control
due to external fields. This is usually called amagnetoactivematerial [3]. Alternatively,
magnetically hard particles can be used as a filler, which lead to passive magneto-
rheological properties of the composite [4]. It has also been shown that mixtures of
magnetically hard and soft particles lead to new properties of the correspondingMAEs,
which are not only a simple superposition of the passive and active effects but also
which would be found in elastomers containing hard or soft particles only [5–7]. The
overall properties of suchmixedMAEs rely obviously on the complex interaction of the
magnetically hard and soft particles. In such composites the coupling of the inner
structure to the magnetic-field-induced changes of the properties is even more
complicated than in MAEs containing one species of magnetic particles only, since the
complex inner magnetic fields structure has to be evaluated and understood. For
instance, when a remanentmagnetization is induced in the hardmagnetic component,
magnetization and structuring of the soft magnetic components can as well take place
even without an actively applied external field [8].

As it has been presented in [8], measurements of the first order reversal curves
(FORCs) can be used as an effectivemethod to study themagnetic interactions between
the magnetically hard and soft particles inside the MAEs. The FORCmethod was firstly
introduced by Roberts and Pike [9, 10] and provides a quantitative evaluation of the
coercive field distribution and the local interaction field. The current work is an
overview of the results obtained from the FORCmeasurements performed on the MAEs
with mixed magnetically hard and soft components, as well as on the specimens
containing magnetically hard particles only. In this context, the influence of various
parameters, such as matrix stiffness particle ratio and training effect on the magneti-
zation behavior of the hybrid material is presented. Furthermore, to understand the
complex correlation betweenmagnetization behavior and internal particle structure of
MAEs, it is necessary to obtain a detailed view to the internal microstructures at
different points in time of the FORC analysis. This overview also briefly addresses the
microstructure analysis of themagnetizedMAEs byX-ray computedmicrotomography,
which provides important information about the relative structure and movements of
the particles in relation to each other through a three-dimensional visualization of the
particles. It assists in the interpretation of FORC analysis.

10.2 Samples and methods

10.2.1 Sample preparation

The MAE samples considered in this paper are based on a polydimethylsiloxane
(PDMS) matrix. Usually a two-component composition with an organometallic cross-
linking agent (Pt catalysts) is used. Tuning of the matrix stiffness is achieved by
different mixing ratios of the individual polymer components and by dilution of the
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composition with a silicone oil. Details on a manufacturing processes are given else-
where [5]. In addition particle-matrix-systems with an inelastic epoxy resin matrix are
used as reference samples.

Magnetically hard NdFeB-alloy microparticles or combinations of hard magnetic
NdFeB-alloymicroparticles with softmagnetic carbonyl ironmicroparticles are used as
filling components. The NdFeB-alloy particles have either a spherical (MQP-S-11 from
Magnequench) or a flake-like shape (MQA-38-14 from Magnequench), with a size
distribution of the spherical particles between 5 and 50 µm and a length distribution of
the flake-like particles between 10 and 100 µm [11]. Before adding to the noncrosslinked
matrix, the NdFeB particles are modifiedwith amixture of volatile alcohol and silicone
oil to improve adhesion to the polymer chains [5]. The mean diameter of the precoated
by the manufacturer spherical carbonyl iron particles (BASF, grade CC)) is ∼5 µm.

The particles are added before the crosslinking reaction and distributed homo-
geneously during polymerization using mechanical stirring. The total particle content
as well as the ratio of hardmagnetic to soft magnetic components is varied for different
samples as given in [8, 11].

10.2.2 FORC method

Magnetic characterization of MAEs was performed using vibrating sample magne-
tometers (VSM) of 7407 series fromLake Shore. Allmeasurements have been conducted
at room temperature. The magnetization behavior of the MAEs containing hard mag-
netic components used in this work was characterized using the FORC method.

The FORC method divides the measuring process (see Figure 10.1) into the
following steps: (1) possibly training of the MAE sample by multiple repetition of the
full magnetization cycle, (2) magnetization of the sample in a maximum positive field,
(3) reduction of themagnetic field until the reverse fieldHr is reached, (4)measurement
of a FORC curve, (5) n-fold repetition of the steps (2)– (4) with regular intervals between
Hr to Hr = −Hmax. Set of the reversal magnetization curves obtained in this way is
exemplary demonstrated in Figure 10.1. The resulting set of functions M (Ha, Hr) pro-
vides themagnetization of the examinedMAE at any point depending on the respective
reverse fieldHr and the respectively appliedmagnetic fieldHa. The FORC distribution is
defined by the mixed derivation of the functional group according to Hr and Ha

μ(Hr ,Ha) = − 1
2
∂
2M(Hr ,Ha)
∂Hr ∂ Ha

(10.1)

and the FORC diagrams are in turn the result of a coordinate transformation by 45°,

Hc = Ha − Hr

2
(10.2)

Hu = Ha + Hr

2
(10.3)

10.2 Samples and methods 259



so that the horizontal axis now corresponds to the coercive fieldHc and the vertical axis
to the interaction fieldHu. The FORCinel analysis softwarewith a smoothing factor of 10
was used for the data treatment and calculations of FORC diagrams. In the measure-
ments according to [8], 699 FORC curves were recorded based on the original algorithm
of the MicroMagTM software of the Princeton Measurements Corporation. Further
measurements include 250–350 curves based on an algorithm provided by the Lake
Shore Software. Themeasuring time per point was between 1 and 2 s in all experiments.

10.2.3 Microstructure analysis

Computed X-ray microtomography (μCT) is a nondestructive method for analyzing the
internal microstructure of MAEs [12]. Paired with modern algorithms of digital image
processing, the high resolution μCT makes it possible to differentiate individual par-
ticles and to track their movements under the influence of magnetic fields as demon-
strated in Figure 10.2 [13–15]. The microstructural analysis performed using μCT is
attended to assists in the interpretation of FORC diagrams.

10.3 Results

10.3.1 Training effects

The so-called training effect of magnetoactive elastomers with magnetically hard,
flake-shaped NdFeB alloy particles has been investigated in [11]. During the magne-
tization of the samples it was observed that the first magnetization curve of a virgin

Figure 10.1: Function set of the reversal curves of an MAE with hard magnetic NdFeB particles and
hard elastic matrix represented as magnetizationM over the appliedmagnetic field H (Ha). A reversal
or FORC curve starts atHr and runs toHmax (orHSat). The saturationmagnetizationMS is reachedwhen
more than 95% of the magnetic particles are magnetized. Hc (coercive field) indicates the particles
own magnetic field which remains after external magnetization.
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sample differs significantly from the following curves. By stepwise magnetization of
the samplewith µCT scans in between, it was possible to follow the particlemovements
and the alignment of their main axes relative to the magnetic field direction, as it is
show in Figure 10.3. From the angular distribution of the particles, which was evalu-
ated from the µTC scans at the different magnetization stages, it was possible to
conclude that the particle-matrix coupling in the first magnetization loop is strong and
only a part of the particles rotate. Only after further magnetization loops and the
saturation of the sample the particles were able to rotate reversibly and align them-
selves along the magnetic field. As a consequence of the µCT scans with the corre-
sponding angular distributions and the simulationmodel introduced in, afirst, indirect
impression of the irreversible matrix deformation behavior was obtained.

In [17, 18] the phenomena of training of MAE with hard magnetic spherical
NdFeB-alloy particles were also analyzed experimentally and theoretically. According
to this, complex magnetization processes of the individual grains take place in the
multigrain particles, which interact with each other. The training effect is based on the
fact that the magnetic moments within the individual grains change their orientation
along the anisotropy axis during themagnetization loops and switchmoments in some
of the grains. Themore often themagnetization loop is passed through, themore stable
the system becomes since grains turn by the same angle under the influence of the
magnetic field, and the same groups of grains begin to switch their magnetic moment.
The magnetization of microparticles thus depends on the strength of the applied
magnetic field as well as on the number of grains and does not correspond to the
saturation magnetization of NdFeB-alloy powder, which is about 7.3 T [17, 18].

Figures 10.4–10.6 demonstrate influence of the training effect on the FORC dis-
tribution obtained for theMAEwithhardmagnetic spherical NdFeB-alloy particles. The

Figure 10.2: On the left side the µCT scan of a sampleMAEwith flake-like NdFeB-alloy particles before
magnetization is shown. The particles are evenly distributed. The right side, in contrast, shows the
scan of the same sample after it was magnetized at 2 T. Now the particles have shifted within the soft
elastic matrix and chain-like structures have formed [14, 15].

10.3 Results 261



sample has a soft elastic PDMS matrix (E ∼50 kPa) and filled with 10 vol% of particles
having a size of 5–20 µm. In Figure 10.4 the FORC distribution of a sample which was
not premagnetized before the FORC measurement is presented, while Figure 10.5
shows the results from a sample which was initially magnetized (from H = 0 to Hmax)
and then passed through a magnetization loop. In contrast in Figure 10.6 a sample
passing through six magnetization loops was used for FORC measurement. From the
FORC diagrams it can be seen that the peak of the coercivity field in the untrained
sample is relatively large due to the still strong particle–matrix interactions. As the
magnetization state of the system becomes increasingly stable, analogous to [17], the
magnetization becomes larger and the peak of the coercivity field narrower. The par-
ticles can rotate reversibly in the meanwhile stable particle–matrix-system and show
comparable movement patterns when a magnetic field is applied again (e.g., during
further FORC measurements).

10.3.2 Matrix influence

The elasticity of the polymer matrix has a significant influence on the magnetization
behavior of magnetoactive elastomers [19]. The more soft the matrix is, the more the
particles can move within it under the influence of the applied magnetic field. Various
particle–matrix MAEs containingmagnetic hard particles were considered using FORC
analysis. Corresponding results are shown in Figures 10.7 and 10.8.

Figure 10.7 shows that the central peak moves to the right along the coercive field
axis with increasing modulus of elasticity. This drastic shift can be explained by the
increasing restriction of particle movement. The stiffer the matrix, the less the particles
can move and rotate. After all, in completely inelastic matrices, only inner-particle
domain processes can take place in response to an external magnetic field. The
interaction between the different particles type is also restricted with increasingmatrix

Figure 10.3: Combined µCT scans of aMAEwith flake-shaped NdFeB-alloy particles, with and without
an applied magnetic field, showing the movements and rotations of the particles by single particle
tracking [15, 16].
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stiffness. The narrow ridge along the interaction axis represents the coupling between
reversible magnetization of the soft magnetic iron particles and the irreversible
magnetization state of the entire system. The diagonal feature in the FORC diagrams,
however, indicates magnetostatic coupling and the movement of the iron particles in
the matrix as discussed in [8].

FORC measurement performed on specimens solely based on magnetic hard
powder confirmed the significant influence of matrix elasticity on the movement
behavior of the particles under the influence ofmagnetic fields (Figure 10.8). The stiffer

Figure 10.4: FORC diagram of an
untrained sample of MAE with 10 vol%
NdFeB particles (<20 µm) in soft elastic
matrix (E ∼50 kPa).

Figure 10.5: FORC diagram of MAE with
10 vol% NdFeB particles (<20 µm) in soft
elastic matrix (E ∼50 kPa), sample was
premagnetized one time.
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the matrix system is, the less the particles can rotate and move. Inner-particle domain
processes increase, the magnetization of the system decreases. In the hard epoxy
matrix the particles are firmly anchored which means that the particles can no more
rotate, and the magnetization of the system is based entirely on the inner-particle
processes of the multidomain particles, whose individual regions align themselves
along the magnetic field lines or, according to [17], switch over at sufficiently high
fields. In addition, a weak diagonal ridge is visible in the FORC diagrams obtained for
the samples without magnetic soft powder. According to [20], this could be due to soft

Figure 10.6: FORC diagram of MAE with
10 vol% NdFeB particles (<20 µm) in soft
elastic matrix (E ∼50 kPa), sample was
premagnetized six times.

Figure 10.7: FORC diagrams of MAE with mixed magnetic filler components at a total particle content
of 28 vol%and amixing ratio of NdFeB particles to iron particles of 55:45. The elasticity of the polymer
matrix increases from left to right: 50 kPa (left), 120 kPa (middle) and 440 kPa (right) [8].
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magnetic fractions in the magnetically hard NdFeB particles, but this has not been
proven, so the origin of this FORC feature is still to be investigated.

10.3.3 Particles influence

10.3.3.1 Particle ration

The influence of the ratio of the mixed magnetic filling components on the magneti-
zation behavior of the MAE was investigated in [8] to evaluate whether there are
interactions between the different particle types that have a possible influence on the
material properties. For this purpose, MAEs with a constant total particle content of
28 vol% were used, but the ratio of magnetically hard NdFeB-alloy particles to
magnetically soft carbonyl iron particles was varied. Figure 10.9 shows that as the iron
particle content increases, the intensity of the irreversible features decreases while the
reversible portions increase. The asymmetric degree along the Hu axis results from the
coupling of the reversible magnetization behavior of the iron particles and the irre-
versible magnetization state of the whole system. In contrast, the areas of irreversible
magnetization that occur at interaction fields of Hu < −50 kA/m are caused by the
magnetostatic coupling and the movement of the particles within the matrix. In the
case of higher contents of magnetically soft carbonyl iron particles, there are
furthermore effects with positively and negatively applied fields. In the negative range,
these are probably caused by amagnetization reverse of iron particles in the immediate

Figure 10.8: FORC diagrams of MAE with exclusively hard magnetic filling components at a particle
content of 5 vol%. The samples are trained before passing FORC measurement.
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vicinity of positivelymagnetizedNdFeB-alloy particles. Themagnetization of these soft
magnetic particles can only be reversed at this point by a negative field that com-
pensates the positive remanent field of the nearby NdFeB-alloy particles. The effect in

Figure 10.9: FORCdiagramsofMAEwithmixedmagnetic filling components at a total particle content
of 28 vol%, a constant matrix stiffness and a varied mixing ratio of NdFeB-alloy particles to iron
particles. For example, the FORC diagram at the top on the left side has a ratio of 100% NdFeB
particles to 0% Fe particles. The ratios of the other three diagrams are obtained in analogy (76:24,
57:43, 36:64) [8].
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the positive region probably comes from the movement and restructuring of the iron
particles in the matrix.

10.3.3.2 Particle size

According to the manufacturer’s specifications the diameter of the spherical NdFeB-
alloy particles usedbyMagnequench is between 5 and 100µm. To analyze the influence
of particle size on themagnetic behavior of a composite, the particles were fractionated
into different size ranges by the dry sieve method. Therefore the HAVER EML 200
Premium Remote Test Sieve Shaker with different nominal sizes of test sieves was used
to fractionize the particles. FORC diagrams obtained for two samples with soft-elastic
PDMS matrix (E ∼50 kPa) but different particle size classes are compared in
Figure 10.10. The larger particles show a much higher magnetization, which may be
explained by the correspondingly higher number of domains within the multigrain
particles. Furthermore, the feature corresponding to the coercive field is larger in the
FORCdiagramobtained for the samplewith the smaller particles. This canbe explained
by amore tightly structured particlepolymer network, which, in analogy to Figure 10.8,
is accompanied by an increase in the coercive field. In relation to the larger NdFeB alloy
particles, the smaller particle fraction has higher total surface area, which potentially
allows more rubbers between coated particles and polymer chains as discussed in [21].
However, the exact reasons for the different behavior is not clear and still need to be
investigated.

Figure 10.10: FORC diagrams of MAE with 10 vol% hard magnetic NdFeB particles in a polymer matrix
with an elasticity of E ∼50 kPa and varying particle size distribution: 20–39 µm (left) and 63–79 µm
(right). Both samples were trained in advance.
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10.4 Conclusion and outlook

Magnetoactive elastomers with magnetically hard particles or mixed magnetic filling
components show a complex magnetization behavior that is influenced by several
factors. This paper provides an overview of the influencing parameters for parti-
clematrix systems with primary spherical NdFeB-alloy particles. The magnetic char-
acterization is performed using the FORCmethod.While the training effect has already
been demonstrated in the magnetization curves of such systems with magnetically
hard NdFeB-alloy particles [11, 17, 18], its influence on the FORC distributions is dis-
cussed in this study. The FORC diagrams also show that the magnetization behavior
depends on the training state of the sample. While the particle-matrix-coupling is at
firstmuchmore intense in the untrained state, the particles are able tomove better with
each magnetization cycle until they can finally rotate reversibly. These observations
indirectly indicate irreversible damage to the polymer structure as a result of training a
MAE sample.

The polymer matrix also has a significant influence on the movement behavior of
the NdFeB-alloy particles and therefore on their magnetization characteristics. Espe-
cially in soft elastic polymers, reversible rotation and restructuring of the particles
under the influence of an applied magnetic field is possible. In this case, the magne-
tization of the system results from the orientation of the particles in the field as well as
from interparticle-interactions. In contrast, in stiff matrix-systems, such as in an in-
elastic epoxy matrix, the particles are firmly anchored in the matrix structure and the
relatively small magnetization of the material compared to the previous case results
exclusively from particle-internal domain effects. The coercive field also increases
drastically with stiffer matrices.

Furthermore, NdFeB-alloy particles of different sizes in themicrometer range show
differentmagnetic characteristics. As expected, compositeswith smaller particles have
lower magnetization and slightly higher coercivity. This can be reasoned with a more
distinct particlematrix-bond. The influence of the particle size is of particular impor-
tance with regard to future technical applications, since a constantly reproducible
magnetization behavior of the particlematrix-system is required for series products.

As a consequence of the knowledge obtained to date on the magnetization
behavior of magnetically active elastomers with hard magnetic NdFeB-alloy particles,
a detailed examination of the relationship between magnetization properties and
particle movements is required. This can be realized using a coupling of µCT-Scans to
obtain the three-dimensional representation of the particle structures with the results
of stepwise FORC measurements to obtain respective macroscopic response of the
material. The results of such investigations are of particular importance for the
development and verification of theoretical models, which in turn must be used for a
wide range of technical applications, e.g., in sensor technology [22–24].
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11 Microscopic understanding of particle-
matrix interaction in magnetic hybrid
materials by element-specific spectroscopy

Abstract: Mössbauer spectroscopy is a well-known technique to study complex
magnetic structures, due to its sensitivity to electronic andmagnetic interactions of the
probed nucleus with its electronic surrounding. It has also been applied to the
emerging fields ofmagnetic hybridmaterials aswell as to ferrofluids, as information on
the magnetic alignment and the velocity of the probed nucleus, i.e. of the particle it is
embedded in, can be inferred from the spectra in addition to the above-mentioned
quantities. Considering the wide range of preparation methods and sample properties,
including fluids, particle powders, sintered pellets, polymer matrices and viscoelastic
hydrogels, a considerable advantage of Mössbauer spectroscopy is the usage of
γ-photons. This allows measurements on opaque samples, for which optical experi-
ments are usually not feasible, also making the technique relatively independent of
specific sample geometries or preparation. Using iron oxide nanoparticles in glycerol
solution as an exemplary material here, the variety of system parameters simulta-
neously accessible viaMössbauer spectroscopy can be demonstrated: Spectra recorded
for particles of different sizes provided information on the particles’ Brownian dy-
namics, including the effect of the shell thickness on their hydrodynamic diameter, the
presence (or absence) and ballpark frequency of Néel superspin relaxation as well as
the particles’ average magnetic orientation in external magnetic fields. For single-core
particles, this resulted in the observation of standard Langevin-type alignment
behavior. Mössbauer spectra additionally provide information on the absolute degree
of spin alignment, also allowing the determination of the degree of surface spin
canting, which limits themaximummagnetization of ferrofluid samples. Analyzing the
alignment behavior of agglomerated particles for comparison, we found a completely
different trend, in which spin alignment was further hindered by the competition of
easy magnetic directions. More complex particle dynamics are observed when going
from ferrofluids to hybrid materials, where the particle mobility and alignability de-
pends not only on the particles’ shape and material, but also on the matrices’ inner
structure and the acting force-transfer mechanism between particles and the sur-
rounding medium. In ferrohydrogels for example, particle mobility in terms of
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Mössbauer spectroscopy was probed for different crosslinker concentrations, resulting
inwidely differentmesh-sizes of the polymer network anddifferent degrees of freedom.
While a decrease in particle dynamics is clearly visible in Mössbauer spectroscopy
upon rising crosslinker density, complementary AC-susceptometry experiments indi-
cated no Brownian motion on the expected timescales. This apparent contradiction
could, however, be explained by the different timescales of the experiments, probing
either the relatively free Brownian motion on ultrashort timescales or the more bound
state preventing extensive particle motion by interaction with the trapping mesh walls
in the millisecond regime. However, it should also be considered that the effect of the
surroundings on particle rotation in AC-susceptometry may also differ from the vari-
ation in translational motion, probed by Mössbauer spectroscopy. Being sensitive
mainly to translational motion also results in a wide range of particles to be accessible
for studies via Mössbauer spectroscopy, including larger agglomerates embedded in
polymers, intended for remote-controlled heating. Despite the agglomerates’ wide
distribution in effective diameters, information on particle motion was found to be in
good agreement with AC-susceptometry experiments at ultralow frequencies in and
above the polymer melting region, while additionally giving insight into Néel relaxa-
tion of the individual nanoparticles and their magnetic structure.

Keywords:Mössbauer spectroscopy, nanoparticle dynamics, nanoviscosity, relaxation
phenomena

11.1 Introduction

Mössbauer spectroscopy is an element-specific and non-destructive absorption tech-
nique, based on the effect of resonant nuclear absorption of γ-rays, discovered by
Rudolf Mößbauer in 1958 [1]. Due to its ability to characterize a material’s “fingerprint”
hyperfine structure, it was established as a key technique in the fields of materials
science, magnetism and molecular studies and even led to significant discoveries in
geology, astrophysics and archeology [2–5].

In addition to one of its primary usages in the analysis of static magnetic proper-
ties, including phase composition, iron site occupation [6] and magnetic alignability,
Mössbauer spectroscopywas found to exhibit several properties thatmake it a versatile
technique for the study of magnetic hybrid materials (see also chapter 11.2):
– While there are several methods to access nanoparticle dynamics on the macro-

scopic scale, Mössbauer spectroscopy provides information on very local proper-
ties in combination with very short timescales. Thereby, one can yield valuable
insight into the field of nanoviscosity, i.e. how the nanostructure of the sur-
rounding medium affects the (sub-) diffusive behavior of magnetic nanoparticles
(MNPs) on different time- and length scales.
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– As it is sensitive to the dynamics of individual atomicmagneticmoments instead of
a macroscopic net magnetization, Mössbauer spectroscopy is able to clearly
distinguish between different magnetic relaxation mechanisms. As will be illus-
trated inmore detail below, this can beutilized to characterizeNéel-type relaxation
and Brownianmotion separately, studying either the characteristic deformation of
the spectrum affected by the frequency of internal reorientation of the particles’
superspin or the symmetric broadening of the absorption lines evoked by the
Doppler effect corresponding to diffusive nanoparticle Brownian motion.

– In combination with standard magnetometry, optical experiments belong to the
most frequently used approaches for the characterization of MNPs in ferrofluids. In
the case of higher nanoparticle concentrations or for the study of MNPs in solid
matrices, this approach may not be feasible. Mössbauer spectroscopy utilizes
γ-radiation in the keV-range (14.4 keV for the most common isotope 57Fe), yielding
appropriate penetration depths of ca. 5–15 mm for common matrix materials
(water-based ferrofluids, hydrogels, polymer matrices), the latter being dependent
on the density and atomic number of the used elements, being similar for the
above-mentioned examples. Thereby, samples of sufficient iron concentration can
be studied in detail relatively independent of their thickness and type of prepa-
ration (powder, fluid, solid), without being hindered by opaque matrix materials.

– Although less often applied in the preparation of magnetic hybrid materials,
paramagnetic, superparamagnetic or antiferromagnetic (nano-) particles may
resist the most commonly used magnetometry experiments for sample charac-
terization. Mössbauer spectroscopy allows the analysis of such materials as well,
due to its sensitivity to the interactions between the active nuclei und their elec-
tronic surroundings.

Based on these favorable properties, Mössbauer spectroscopy was applied to ferro-
fluids relatively soon after its invention, early studies being performed for example by
Bhonchev et al. [7, 8], supported by a theoretical description on the influence of
different types of diffusivemotion on the spectral structure by Singwi and Sjölander [9].
Beside iron-based nanoparticles in fluids, as ferrofluids were a less intensively studied
field back then,Mössbauer studies ondiffusive processes included the atomic diffusion
of 57Fe atoms in crystal lattices [10, 11], molecular dynamics [12, 13] and even diffusive
processes in nature [14]. In recent years, it has also been applied to magnetic nano-
particles in hydrogels, gels, polymer compounds, porousmedia and even liquid crystal
systems [15–17].

To provide an overview over possible ways to applyMössbauer spectroscopy, what
has to be considered in the evaluation of experimental spectra and which quantities
can be extracted from it, several examples will be given in chapter 11.3–11.5 including
temperature-dependent as well as in-field experiments on ferrofluids, hydrogels and
magnetic polymer compounds. The required theoretical background regarding the
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basics of Mössbauer spectroscopy and the different apprehended spectral features are
presented in chapter 11.2.

11.2 Theoretical background

Mössbauer spectroscopy is a non-destructive measurement method based on the nu-
clear resonant emission and absorption of γ-photons. For atoms incorporated into
crystalline solid bodies, there is a certain probability (given by the Lamb-Mössbauer
factor, also called Debye-Waller factor) for such a photon to be emitted recoil-free,
without the change in emission energy associatedwith the generation of phonon lattice
vibrations, aswell as for the samephoton to be absorbed again by another 57Fe nucleus,
referred to as resonant emission and absorption [2].

In the most commonly used standard transmission setup shown schematically in
Figure 11.1(a), the radiation source, often consisting of paramagnetic 57Co atoms
embedded in a metal foil (e.g. Rhodium), is mounted on an electromechanical Möss-
bauer drive, which oscillates the source back and forth, in order to modulate the
emitted γ-photon energies via the optical Doppler effect. The sample is placed behind
the radiation source, with the distance being dictated by the avoidance of too small
spacings that would lead to angular dependent effects (so-called “cosine smearing”),
or excessively large spacings, which would lead to a diminished number of photons
arriving at the sample. Once having passed through and interactedwith the sample, the
remaining γ-photons are recorded by a detector, e.g., a proportional counter. Other
types of Mössbauer spectroscopy include synchrotron setups, measurements in
backscattering geometry or the detection of conversion electrons, each with its
different advantages, as, e.g., enhanced surface sensitivity [18].

These 14.4 keV γ-photons are emitted after the decay of 57Co source atoms to 57Fe,
when relaxing from the excited I = 3/2 57Fe nuclear state to the ground state. According
to Heisenberg’s uncertainty principle, the first excited nuclear state’s relatively long
half-life of 98 ns corresponds to a narrownatural linewidth of the emitted γ-radiation of
less than 5 neV, being the origin of the method’s extreme energy resolution. This
enables the investigation of miniscule variations in absorption energy of the studied
57Fe atoms, caused by the so-called hyperfine interactions between 57Fe nuclei and the
surrounding electrons. The effects most frequently discussed in the study of static
magnetic properties are the isomer shift δ, i.e. the shift of the entire spectrum relative to
a referencematerial, the nuclear Zeeman splitting quantified by the hyperfinemagnetic
field Bhf, causing the characteristic sextet line structure in case ofmagnetically ordered
samples, and the quadrupole splitting ΔEQ (or nuclear quadrupole level shift 2ε), see
Figure 11.1.

When studying a magnetically ordered sample in an external magnetic field, there
are two primary effects giving insight into the magnetic behavior of the material: The
change in nuclear Zeeman splitting caused by the superposition of the internal
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“hyperfine field” Bhf and the external magnetic field Bappl, and the variation in relative
line intensities, in accordance to absorption probabilities of dipole radiation depen-
dent on the angle between spin and the direction of the incident γ-photon, given by
Fermi’s golden rule. The first one can be determined directly as vectorial sum of Bhf and
Bappl, leading, e.g. to a reduction of sextet splitting in ferromagnets, as Bhf is antipar-
allel to the iron atoms’magnetic moment, while the latter is often characterized by the
so-called A23 line ratio as given in Eq. (11.2.1) dependent on the average spin canting
angle θ between spin and γ-photon direction [20, 21]. This is also illustrated in detail for
in-field Mössbauer spectra in chapter 11.3.2.

A23 = I2
I3

= 4sin2( θ)
1 + cos2( θ) (11.2.1)

The parameter A23 is therefore a representation of the average magnetic alignment of
the system, dependent on the applied field amplitude and can thus be understood as
comparable to a single data point in a standard field-dependent magnetometry
experiment. However,A23 exhibits a fundamental difference, as it provides an absolute
measure ofmagnetic orientation, a distinction that ismost obvious, e.g., in the study of
magnetic nanoparticles, often reported to have a reduced saturation magnetizationMS

due to frustrated surface spins or reduced magnetic moments in the top atomic layers
[22]. This expression “saturation magnetization” has to be considered with caution, as
nanoparticle samples seemingly being saturatedmay exhibit values ofA23 far from 0, a
clear indication that in such systems the “reduction” inMS can primarily be assigned to
spin frustration instead of reduced magnetic moments, whereby the term “high-field
magnetization” may be more appropriate instead.

In terms of magnetic hybrid materials, the time constants of Mössbauer spec-
troscopy are also of interest, i.e. the Larmor precession frequency (e.g.
ωLarmor ≈ 200 MHz→ τLarmor ≈ 5 ns for Bhf ∼ 50 T) and the half-life of 98 ns, making the

Figure 11.1: (a) Schematic illustration of nuclear energy-levels following the decay of 57Co source
material generating highly monochromatic γ-radiation and contributions to hyperfine structure, and
(b) the effect of different relaxationmechanisms on theMössbauer spectrum for small particles (Néel
relaxation, bottom) and large particles (top) in rigid (left) or liquid matrices (right, broadened lines),
adapted with permission from [19], Copyright (2016) American Chemical Society.
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technique highly sensitive to magnetization dynamics on the nanosecond timescale.
Thereby it is a valuable extension of the more commonly used approaches on soft
magnetic hybrid systems via rheology or susceptometry experiments etc., as these
usually work on the range of seconds to microseconds.

The thermally excited relaxation of a nanoparticle’s magnetic moment (Néel
superspin relaxation), present in case the thermal energy begins to overcome the
magnetic anisotropy energy barrier of the particle, will lead to a reduction in sextet
splitting when approaching the timescale of τLarmor, on which we observe the time-
averaged nuclear Zeeman splitting [23]. Combined with lognormal distributions of
particle core diameter and anisotropy energy characteristic for the result of nano-
particle growth processes, this will create easily recognizable asymmetric lineshapes,
as different Néel relaxation times will result in almost unchanged values of Bhf for
larger particles and strongly reduced ones for smaller particles, finally reaching the
completely superparamagnetic doublet state [24, 25]. By using an adequate relaxation
model as proposed e.g. by Blume et al. [26] or more complex many-state relaxation
models [27, 28], one can reproduce the variation in lineshape and the degree of sextet
collapse into the doublet state to extract the magnetic anisotropy energy of the parti-
cles, including effects of interparticle interaction decelerating Néel relaxation [29, 30].

Brownian particle motion, on the other hand, has a completely different effect on
the spectral structure. As it introduces an additional relative instantaneous velocity
between the absorbing 57Fe atom and the 57Co source, the diffusive motion also cor-
responds to a Doppler shift of the absorption energy, or, as the measured spectrum is
averaged over a long time and a huge ensemble of particles moving statistically in all
directions with the same probability, it leads to a Doppler broadening ΔΓ of the ab-
sorption line. The latter is proportional to the velocity of an absorbing atom, mainly
generated by translational diffusion of the particle the 57Fe atom is embedded in, as
described in Eq. (11.2.2) [9]. Here, k denominates the wave vector corresponding to the
γ-photon energy of 14.4 keV, DT the translational diffusion coefficient, η the carrier
fluid’s dynamic viscosity, T the temperature and RH the particle’s hydrodynamic
radius. Minor contributions to atomic motion are also caused by nanoparticle rotation,
which is, however, seldomly studied in detail [31] and often neglected in first
approximation calculations.

ΔΓ = 2ℏk2DT ∝
T

RHη
(11.2.2)

With the half-life of only 98 ns, corresponding to the natural linewidth of ca. 5 neV or a
half-width of 0.085 mm/s in the Mössbauer spectrum, a line broadening induced by
Brownian particle motion may be detected being as small as 0.01 mm/s, yielding
diffusion coefficients in the range of 10−16–10−17 m2/s, while linewidths up to several
100mm/s have also been studied in case of sufficient spectral area (intensity). Thereby
being sensitive to particle motion on the nanosecond timescale (corresponding to
equally small length scales the particle is covering in these few nanoseconds), [32]
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Mössbauer spectroscopy is, although applicable to Fe-bearing particles in liquids, even
more promising for the study of magnetic hybrid materials. For these, short-time
particle-matrix interactions may define the materials’ behavior in terms of particle
mobility and magnetic alignment. This statement is further reinforced by the fact that
the probed motion is the component of particle diffusion along the γ-ray propagation
direction, as atomic velocities in other directions do not contribute to the detected
linear Doppler effect. Thereby even measurements of direction-resolved diffusion co-
efficients are in principle possible [33, 34], especially interesting for the study of either
strongly elongated nanoparticles or the dynamics of particles in anisotropic nano-
structures [35, 36]. In addition to the broadening of the absorption lines, Brownian
motion also affects the probability for resonant absorption, usually described in terms
of the Debye-Waller- or Lamb-Mössbauer factor f. Similar to lattice vibrations or mo-
lecular dynamics, accelerating diffusive motion will result in a decrease in resonant
absorption for the benefit of quasi-elastic contributions. [37] However, due to the
different timescales involved in the above-mentioned processes and further differ-
ences – does the atom perform free motion, bound diffusion or purely vibrational
dynamics? – the dependence of resonant absorption on the covered mean square
displacement of the 57Fe nucleus will strongly depend on the specific mechanism and
material at hand [13, 38, 39].

11.3 Accessing nanoparticle dynamics

11.3.1 Simultaneous determination of Néel and Brownian
dynamics in ferrofluids

To obtain a general overview on particlemagnetization dynamics studied viaMössbauer
spectroscopy, we will start by looking at monodisperse nanoparticles in a Newtonian
fluid, minimizing the number of further parameters apart from the beforementioned
theory. Commercial ferrofluidic sampleswere used (OceanNanoTech SHP-series), which
wedenotewith regard to the usednanoparticles as S(mall),M(edium) and L(arge), as the
contained iron-oxide nanoparticles were spherical in shape, with core diameters of 6.0,
14.8 and 26.4 nm. The particles were coated with an amphiphilic polymer and oleic acid
anddispersed in70vol%glycerol solution. ForMössbauer experiments ca. 500µl of each
ferrofluid were used, to ensure sufficient spectral intensity. Due to the nanoparticle
concentration of ca. 1.5 wt%, the absorption signal was relatively small compared to a
common Mössbauer experiment on powder samples. Ca. 50 µl were used for comple-
mentary magnetometry and AC-susceptometry experiments.

As the nanoparticles used in sample S–L cover a wide range of core diameters
(Figure 11.2(a)), going frompredominantNéel superspin relaxation in the smallest particles
to blocked Néel relaxation in larger ones, leaving Brownian motion as only mechanism
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for magnetic reorientation, temperature-dependent magnetometry already provides
valuable reference information on magnetic dynamics. Here, the standard ZFC-FC
methodology was applied, where the temperature-dependent magnetization is
measured after cooling down the sample either without (zero-field-cooled) or with a
minor external magnetic field (field-cooled), where a change in the splitting between
both curves represents the onset of magnetic realignment processes, whereby identical
curves MZFC and MFC indicate the completely superparamagnetic state [40, 41]. The
results of these experiments shown in Figure 11.2(b) display Néel-type blocking tem-
peratures of ca. 20–30 K for sample S and ca. 80–100 K for sample M. Also, a relatively
sharp increase in magnetization is visible at ca. 200 K, marking the onset of Brownian
motion, allowing the reorientation of all previously blocked (large particle) magnetic
moments infield direction on the timescale of themagnetometry experiment [42]. Similar
behavior is seenat ca. 200K for sampleL, althoughhere almost allmagneticmoments are
blocked at lower temperatures due to the larger particles’ higher anisotropy energy EA.

Although the observation of a superparamagnetic state depends on the time-scale
of the experimental technique at hand, which is of course very different in magne-
tometry (seconds to hours) and Mössbauer spectroscopy (nanoseconds), this pre-
characterization provides valuable insight and goes hand in hand with the observed
general structure of the corresponding Mössbauer spectra visible in Figure 11.3. As has
been found in a similar manner in studies on Néel relaxation in powder samples of
small nanoparticles in sample S, we find a state of fast Néel relaxation (presumably the
relaxation frequency is comparable to the Larmor frequency), where the sextet

Figure 11.2: (a) TEM images and size distribution analysis, and (b) ZFC-FC magnetometry of ferrofluid
samples S–L. The images verify the regular spherical shape as well as particle monodispersity.
Temperature-dependent magnetometry demonstrates different magnetization dynamics, dominated
by either the Néel (S) or the Brownianmechanism (L), or the combination of both (M). Focus regions of
interest (right-hand side) are shown inmagnification, i.e. Néel blocking temperatures (S), the onset of
Brownian motion (M) and the Verwey transition at TV (L), proving the presence of magnetite (particle
core) material. Adapted with permission from [19], Copyright (2016) American Chemical Society.
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structure has already collapsed, while the doublet structure of the “completely”
superparamagnetic state is still obscured. The largest particles in sample L on the other
hand display almost no sign of spin dynamics, showing more or less symmetric ab-
sorption lines, which allows us to assign subspectra positions corresponding to 57Fe on
the lattice sites of tetrahedral (A-site, green) and octahedral geometry (B-site, blue).
Particles of intermediate core diameter (sample M) exhibit absorption lines with a
characteristic asymmetric deformation, from which the distribution of anisotropy en-
ergies can be extracted using an appropriate theoretical model [28]. Comparing com-
mon magnetic characterization techniques, at this point the major difference between
Mössbauer spectroscopy on the onehand andmagnetometry and susceptometry on the
other hand becomes evident: ZFC-FC magnetometry experiments display at which
temperature a change in particle dynamics takes place, allowing only indirect
deduction on the relevant parameters, and AC-susceptometry provides the total
relaxation frequency of present relaxation mechanisms. Mössbauer spectroscopy on
the other hand, while less direct in data evaluation, allows the simultaneous extraction
of Néel aswell as Brownian parameters (anisotropy energyEA, diffusion coefficientDT),
as these processes affect different features of the Mössbauer spectrum [19, 43].

Figure 11.3: Mössbauer spectra of ferrofluid sample S–L recorded upon rising temperature at
234–262 K. Reference (static) Mössbauer spectra measured at 150–180 K are shown on top, which
were used to extract trends in hyperfine parameters for the modeling of the spectra affected by
Brownian line broadening. Reprinted with permission from [19], Copyright (2016) American Chemical
Society.
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Now focusing on particle diffusion in the three ferrofluids, we extract the Brownian
line broadening from the spectra. Regarding the spectra at rising temperatures, begin-
ning at ca. 230–240 K, we see that the broadening of the lines becomes evident. In order
to determine the line broadening and thereby nanoparticle diffusion coefficients, we
have to reproduce the spectral structure with an appropriate fitting model and subtract
the static linewidth Γstat from the total linewidth Γ. Therefore, the information on
Brownian dynamics cannot be determined from the spectra without considering the
influence of Néel relaxation on the lineshape and recording e.g. a reference spectrum at
sufficiently low temperature, where the solid carrier medium does not allow Brownian
motion and cancels the additionalDoppler broadening of the absorption lines (providing
Γstat). Alternatively, if the carrier fluid does not crystallize but instead exhibits a glass
transition, as in the case presented here using glycerol solution, Γstat could also be
extrapolated from spectra at sufficiently low temperatures (ultrahigh viscosities), where
Doppler broadening is present but far smaller than the static linewidth [44, 45].

The particle diffusion coefficient can nowbe estimated by usage of Eq. (11.2.2) from
the temperature-dependent line broadening shown in Figure 11.4(a). The same goes for
the dynamic viscosity of the carrier medium in Figure 11.4(b) under the consideration
that hydrodynamic diameters are known. The three particle core diameters present in
sample S, M and L yield identical trends in η (T ) assuming an effective coating thick-
ness of ca. 5 nm, the latter being in good agreement with coating thicknesses reported
by themanufacturer [19]. Since the glycerol solution used as carrier medium is a simple
Newtonian fluid, unlike in experiments discussed later on, where effects of nano-
viscosity have to be considered, the agreement between the dynamic viscosity η (T )
obtained viaMössbauer spectroscopywith that determined inmacroscopic rheological
experiments from literature proves the applicability of the presented approach for the
study of particle diffusion [46].

Figure 11.4: (a) Doppler line broadening of sample S–L extracted from Mössbauer spectra, with
factors 1.58 and 1.36 originating from the different values of RH in the ferrofluids, and (b) derived
values of the carrier fluid’s dynamic viscosity. Adapted with permission from [19], Copyright (2016)
American Chemical Society.
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11.3.2 Dynamics of nanoparticle agglomerates in polymer melts

Brownian particle dynamics are also studied for agglomerates in polymer melts, rep-
resenting a system with similarities, as well as differences to the spherical particles in
glycerol solutions discussed above. This gives us the opportunity to compare particle
dynamics in Mössbauer spectroscopy on different scales of effective particle diameter
anddynamic viscosity. The biopolymers used here are based onmeltable dextran ester,
designed to allow on-demand drug release through internal heating via the embedded
nanoparticles when exposed to an AC-magnetic field [47, 48]. While the particles are of
ca. 15 nm in diameter, it has to be considered that in the as-studied biopolymer com-
posite material, a fraction of particles forms larger 30–80 nm multicore agglomerates
that have a larger specific heating power than smaller superparamagnetic nano-
particles [49].

Therefore, despite the relatively high hydrodynamic particle diameter, Néel
relaxation of the individual particle superspins has to be considered in the
modeling of the experimental spectra as shown in Figure 11.5(c, d), recorded at
temperatures between room temperature – below the polymer melting region – and
temperatures of ca. 120 °C. Here, one observes similar relaxation features as for the
above-mentioned intermediate sized particles in sample M. One should keep in
mind that, when discussing effective anisotropy barriers, magnetic dipolar inter-
action between neighboring particles in agglomerates discussed here may be a
considerable contribution, which can usually be neglected in ferrofluids of lowMNP
concentration [50].

In terms of Brownian motion, the rather high viscosity of the polymer melts of
ca. 30–1 Pas in the temperature region of 55–100 °C in combination with the high
effective diameters leads to far lower line broadening as compared to the ferrofluidic
samples. At this point, size distribution effects have to be introduced for the first time,
affecting the agglomerate (effective hydrodynamic) radius RH much more than the
relatively narrow core diameter distribution. As the main component of the Doppler
line broadening is caused by translational Brownian motion, this line broadening can
be considered as proportional to RH

−1, with the signal intensity of agglomerates being
directly dependent on the number of included 57Fe-atoms, whereby the number dis-
tribution of hydrodynamic diameters has to beweightedwith the particle volumewhen
being applied to reproduce spectral features. To some extent, the distribution P(DH) can
be extracted from the measurement by adding a distribution of linewidths to the
spectrum, while utilizing fixed hyperfine parameters that were extrapolated from low
temperature measurements. In agreement with the line broadening from spectra
shown in Figure 11.5(c, d), an average effective agglomerate diameter of ca. 64 nmwas
found in AC-susceptometry measurements [51].
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Additional information on the composite material was obtained from Mössbauer
experiments performed at cryogenic temperatures of 4.3 K with (b) and without (a) an
external magnetic field of 5 T along the γ-ray propagation direction (Figure 11.5). At such
low temperatures there is no additional line broadening either by Néel relaxation or by
Brownian diffusion, wherefore fine structures of the spectrum can be studied more
easily, allowing the resolution of individual contributions of B-site Fe3+(blue), B-site Fe2+

(violet) and A-site Fe3+ (green) due to their minor differences in isomer shift, hyperfine
magnetic field Bhf and quadrupole splitting [29]. From the relative amount of Fe2+ ions
(ca. 9%), the magnetite fraction in the nanoparticles can be estimated to roughly 25–
30%, indicating a core of original magnetite material remaining from the as-synthesized
state, surrounded by an oxidized maghemite passivation layer, slowing down further
oxidation [53, 54]. A minute doublet in Figure 11.5(a) could indicate a minor para-
magnetic contribution in the particles; the existence of a superparamagnetic doublet at
such low temperatures is unlikely due to the minimum thermal energy at 4.3 K.

By applying an external magnetic field, we can also determine the total degree of
particle magnetic alignment for each component and even the sublattices individually
by comparing the relative sextet line intensities and using Eq. (11.2.1). By this method,
we can extract canting angles of ca. 15° for the A-site and ca. 21° on average relative to
ideal ferrimagnetic alignment for Fe2+ and Fe3+ on octahedral lattice positions from the
in-field spectrum. In Figure 11.5(b) one can clearly see the shift of the tetrahedral A- and
octahedral B-site subspectrum into different directions via the superposition of the
external fieldBappl = 5 T and the hyperfinemagnetic fieldsBhf,(4.3 K)≈ 50–52 T,which are
antiparallel for A- and B-site due to the material’s ferrimagnetic structure, as show-
cased in Figure 11.5(f).

Figure 11.5: Mössbauer spectra of iron-oxide nanoparticles in biopolymers at 4.3 K with (b) and
without (a) an external magnetic field of 5 T, at room temperature (c) and in the molten polymer state
at 355 K (d), reprinted from [51], Copyright (2016), with permission from Elsevier. Arrows in (b) mark
lines 2 and 5, whose relative intensity is determined by the average angle θ between spin and γ-ray
propagation direction, as illustrated in (e), (f) effective magnetic fields in ferrimagnetic materials,
adapted with permission from [20]. For symmetry reasons, usually the canting angles are given
relative to ideal ferrimagnetic orientation in spinels, yielding values of 0–90° [52].
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It is important to keep in mind that, although the spectrum shown in Figure 11.5(a)
recorded at 4.3 K is helpful for the general characterization of the nanoparticle
component of composite materials, it should not be used as a reference for the deter-
mination of line broadening in spectra above room temperature, deviating in hyperfine
parameters as well as Néel relaxation due to temperature effects. For that purpose,
instead a spectrum should be utilized, which was measured at only slightly lower
temperatures, where the spectral structure is almost identical, while Brownian motion
is still slow enough to create negligible line broadening, as visible e.g. through com-
parison of spectra (c) and (d) of Figure 11.5.

11.4 Magnetic alignment and dynamics: comparison
of individual MNPs and NP-agglomerates

In the first section of the previous chapter we discussed the simultaneous analysis of
individual magnetic relaxation processes (Néel relaxation and Brownian particle
motion), while in the following section the method to study magnetic particle align-
ment via Mössbauer spectroscopy was introduced. Although the latter is more
commonly applied in the study of staticmagnetic properties in solids, the change in the
nanoparticles’magnetic orientation as a response to an external stimulus (magnetic or
electric fields, matrix deformation, temperature change, etc.) can also be probed in
fluid or viscoelastic hybridmaterials. This is demonstrated in the following, by probing
the superspin orientation in ferrofluidic samples in combination with the particles’
Brownian dynamics as well as Néel relaxation. We will see that by the combination of
the field-dependence of these quantities, we can also infer properties such as surface
spin canting and the presence and size of nanoparticle agglomerates in the fluids.

Samples of the original ferrofluids S and M as introduced in chapter 11.3.1 were
used for this in-fieldMössbauer study, in combinationwith a newly prepared sample L,
with a core diameter of 22.0 nm similar to the original sample [55]. To obtain a thorough
and precise measurement of the magnetic orientation, spectra as shown in Figure 11.6
were recorded in external magnetic fields parallel as well as perpendicular to the γ-ray
propagation direction, by using either an electromagnetic coil setup (maximum field
ca. 1 T) or a set of permanent NdFeB ring magnets, providing homogeneous fields
without blocking the γ-pathway (see Figure 11.6, schematic setup). Upon rising tem-
perature, the exponential increase in linewidth leads to some superposition of the
sextet of absorption lines. Still, up to a maximum linewidth of ca. 2–3 mm/s the
variation in relative line intensities induced by the external magnetic field is visible
even by eye,while at linewidths larger than 5–10mm/s, the estimation of the parameter
A23 is less precise even using professionalmodeling software. In parallel field geometry
a decrease, and in perpendicular geometry an increase in A23 is visible, corresponding
to the same trend of increasingmagnetic alignment probed from twodifferent directions,
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leading to lower, respectively higher angles between probing γ-ray and field (and
preferred nanoparticle magnetic moment) direction. In these spectra, no distinct
splitting between A- and B-site spinel subspectra is observable as it was in an external
magnetic field of 5 T as shown in Figure 11.5. Although sufficient to align the magnetic
nanoparticlemoments in our ferrofluidic samples, the field amplitude of up to ca. 0.2 T is
too small to lead to a clearly visible variation in relative line positions of the subspectra.
Sample M exhibits some beginning Néel relaxation, leading to the characteristic asym-
metric lineshapes, as was visible in Figure 11.3, apart from which it displays similar
changes of spectral structure as in-field experiments on sample L do in Figure 11.6.

Values of A23 are displayed in Figure 11.7(a) against the rising magnetic field
amplitude for intermediate sized particles in sample M. As discussed above, here the
two clear branches represent the increasing degree in nanoparticle in-field alignment
probed from two different directions, where A23 = 4 would match a spin alignment
perpendicular to the γ-ray propagation and A23 = 0 coaxial (antiparallel) spin and
γ-direction. Both branches start at A23 = 2, representing a 3D-random distribution of
spin directions as expected of an ensemble of single-domainmagnetic nanoparticles in
a ferrofluid in the absence of external fields. Although we approach the maximum and
minimum A23-values mentioned above, the trend in A23 (H ) clearly does not converge
completely in the covered range of field amplitudes. Seemingly both branches A23 (H )
converge towards lower degrees of ordering, caused by a minor degree of nanoparticle
surface spin canting. We assume the degree in surface spin frustration to change
moderately for different magnetic fields, whereby it would produce an almost constant
background in Figure 11.7(a), defining the maximum attainable spin alignment before
going to much higher field amplitudes.

Figure 11.6: Mössbauer spectra of ferrofluid L recorded at 242–263K in externalmagneticfields of up
to 199mT applied either perpendicular (bottom) or parallel (top) to the γ-ray propagation direction, as
illustrated in the adjacent schematic setups. Reprinted with permission from [55], Copyright (2019)
American Chemical Society.
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Based on these considerations, A23 (H ) is theoretically reproduced using standard
Langevin theory to describe the distribution of superspin orientations in an external
magnetic field at a given temperature. To consider spin frustration at the particle
surface, the Langevin model function is weighted with (1−x), with x being the fraction
of canted surface spins, added to 2·x, as the frustrated spin fraction is assumed to be
random in orientation (with A23 = 2). This model yields excellent agreement to exper-
imental data, describing the first two regions of A23 (H ) as shown in the insets of
Figure 11.7(a): The low-field range I, where the randomdistribution of superspins yields
A23 ≈ 2, and the intermediate-field range II, where the superspins are primarily aligned,
with a remaining degree of spin disorder from frustrated surface layers. In these two
regions, the model yields a net magnetic moment of 6.6⋅10−19 Am2 for the alignable
nanoparticle core moment in sample M, and a fraction of frustrated surface spins of ca.
13%. Combining these two parameters, the saturation magnetic moment of the parti-
cles is in the range of 7.6·10−19 Am2, in good agreement with estimations based on the
maghemite bulk saturationmagnetization and the particles’ average volume. This total
magneticmoment corresponds to a state of complete spin alignment, which is however
attainable only formuchhigher fields (range III), starting also the (partial) alignment of
surface moments, and is thus not feasible in our experiment. It is worth noticing that
although values of A23 were extracted from spectra measured in a broad temperature
interval with values of ΔΓ ranging from ca. 0.2–5mm/s, no significant deviations in the
extracted line ratios are observable, proving that this approach can be reproduced for
samples of different particle mobility.

Figure 11.7: A23 line intensity ratio versus external magnetic field in perpendicular (top) and parallel
field geometry (bottom) for ca. 15 nm particles in sample M (a) and larger 22 nm particles in sample L
(b), evaluated at several temperatures at 237–262 K. Dashed lines represent themodeled trend in A23
(H ) for sample M corresponding to the modified Langevin approach describing field- and
temperature-dependent magnetic alignment. Adapted with permission from [55], Copyright (2019)
American Chemical Society.
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One could notice that the experiment effectively provided the particles’ net mag-
netic moment via the Langevin parameter, which is also available by standard field-
dependent magnetometry. As long as this parameter is the only quantity required, this
is a correct statement. However, if a more thorough sample characterization is needed,
this approach provides, as illustrated above, not only a total measure of spin align-
ment, but also the ability to characterize the particles’ static magnetic structure,
magnetization dynamics and orientation simultaneously from one spectrum or at least
one series of experiments.

While results obtained on sample M were found to be in good agreement to
theoretical models designed to describe spin and superspin alignment of isolated
particles in ferrofluids exposed to magnetic fields, a different behavior is observed
for larger particles in sample L, shown in Figure 11.7(b). In the low-field region the
degree of particle alignment rises much faster as compared to sample M (dashed
line), while above ca. 30 mT sample L shows either a slower convergence to a
saturation state or a lower final degree of spin orientation. As experimental data of
A23 (H ) for both samples display a crossing at ca. 30 mT, we can deduce an addi-
tional effect to be present, as a variation in particle core diameter and net magnetic
moment will affect the Langevin parameter but will never create a crossing. Addi-
tional information was taken from spectra of sample L (Figure 11.6), leading to an
average hydrodynamic diameter RH of ca. 68 nm estimated from the absorption line
broadening. Since the original sample L, as discussed in Section 11.3 consisted of
individual monodisperse nanoparticles, this indicates nanoparticle agglomeration
in the second batch of sample L.

Based on the assumption of small particle agglomerates, their net magnetic
moment was extracted by modeling only the low-field region of A23 (H ) and M (H ),
where the relatively high agglomerate net magnetic moment is expected to yield high
Langevin parameters and spin alignment. At the same time, the field is low enough to
ensure not to increase the net magnetic moment by aligning the individual particle
superspins out of their preferred direction defined by magnetic anisotropy. Comparing
agglomerate magnetic moments from this approach and estimated magnetic moments
of individual 22 nmparticles, and also taking into account the agglomerates’ saturation
moment extracted from the high-field region inM (H ), we estimate an average number
of 8–22 particles per agglomerate. This translates to an effective hydrodynamic
diameter of 64–90 nm, matching estimations made based on the line broadening
(68 nm) and from AC-susceptometry (77 nm).

With the comparison of sample M and L leading to exciting insights regarding
alignment behavior and agglomeration, it seems reasonable to perform a similar
attempt for sample S. Here, the small anisotropy energy of the particles with only
6.0 nm core diameter results in a completely superparamagnetic doublet spectrum,
from which the line broadening, i.e. particle dynamics, but no longer the line intensity
ratio, i.e. spin orientation, can be inferred. Still, a rough estimation is possible when
going to higher fields of >300 mT, where the external field deforms the anisotropy
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energy landscape sufficiently to suppress fast superspin relaxation, whereby the line
ratio can again be extracted, reaching A23(0.5 T) ≈ 3.4, corresponding to a low degree of
orientation, matching the low Langevin parameter and high degree of surface spin
canting expected for such small nanoparticles at moderate magnetic fields.

The observation of fast and beginning Néel relaxation in sample S and M,
respectively, and blocked superspin relaxation in ferrofluid L was verified via detailed
AC-susceptometry experiments as seen in Figure 11.8(b). Although for each individual
sample only the dominant relaxation mechanism could be studied, values of the
effective magnetic anisotropy in case of Néel relaxation in sample M from Mössbauer
spectroscopymany-state relaxationmodeling could be verified by this method, as well
as the macroscopic dynamic viscosity of the carrier medium in sample L, where
Brownian diffusion is the dominant process and results based on line broadening and
particle rotation frequencies yielded matching viscosities.

11.5 Influence of matrix nanostructure on Brownian
MNP motion

In discussions of magnetic hybrid materials, the interaction between the magnetic
nanoparticles and the nanostructure of the surroundingmatrix is essential and has not
been covered in the previous chapters explicitly. To illustrate effects of the matrix
properties on nanoparticle orientation and possible modes of motion, we study elec-
trostatically stabilized spindle-shaped hematite nanospindles of ca. 387 × 85 nm. With
an aspect ratio of ca. 4.5 the nanoparticles are expected to show distinctively aniso-
tropic diffusion in fluid media, while also aligning perpendicular to external magnetic

Figure 11.8: (a) Mössbauer spectra of 6.0 nm particles in sample S recorded in perpendicular field
geometry up to 0.5 T and temperatures of 233–252 K, (b) colorplots of the imaginary part of magnetic
susceptibility χ″ measured for sample S–L at 5–300 K and 0.1–1500 Hz, also measured on a wider
frequency scale for samples M and L at room temperature. Adapted with permission from [55],
Copyright (2019) American Chemical Society.
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fields due to their peculiar magnetic structure [56]. Here, they are dispersed in a pre-
cursor solution when polymerization starts, whereby themanifesting polymer network
formsmeshes around the nanoparticles, limiting their mobility to a certain degree. The
degree of constriction in the PAAm-hydrogel depends on the network crosslinking
density defined by the concentration cMBA of N,N′-Methylene bis(acrylamide) (MBA)
crosslinker in the range of 1·10−6–2·10−3 relative to the number of AAM monomers.

Dependent on the crosslinking, the hydrogels are widely tunable in their visco-
elastic properties, with the “hardest” sample with highest cMBA having a defined form
and showing almost pure elastic response behavior, while the intermediate sample is
softer and less resilient (Figure 11.9(b–d)). The “softest” hydrogel of minimum cMBA is
viscoelastic and easy to deform, with the ensemble of our hydrogel samples thereby
covering a very broad range of macroscopic (visco-)elastic response behavior. While it
stands to reason that hydrogels of lower crosslinking density and wider meshes will
lead to less constraint of particle motion, themore important question is the following:
What is the correlation between the probed mode of particle motion as well as the
timescale of the experiment on the one hand, and the observed diffusive behavior on
the other?

Regarding this criterion, Mössbauer spectroscopy is a very local and relatively
“fast” technique, meaning that even dynamic processes on the nanosecond timescale
will produce considerable changes in spectral structure, while even slightly higher
mean square displacements in atomic vibration/motion will yield far lower spectral
intensity, as described by the Debye-Waller factor in Section 11.2. Both effects illustrate
that via Mössbauer spectroscopy one will observe effects of particle-matrix interaction
(if present) on very short time- and length scales. We should keep this in mind when
studying the temperature-dependent line broadening of the three ferrohydrogels
across their melting region. All samples have in common that instead of a sharply
defined melting temperature we have a narrow region, in which the line broadening
quickly increases before reaching the maximum value corresponding to the “liquid”

Figure 11.9: (a) SEM image of hematite nanospindles, and (b) hard, (c) medium and (d) soft hydrogel
samples prepared using different crosslinking concentrations and (e) schematic illustration of
increasingly freemodesof particlemotion. Adapted from [57] andwith permission from [58] Copyright
(2015) American Chemical Society.
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hydrogel state, with the steepest point of the curve being at almost identical temper-
atures Tmelt for all samples. Linewidths in the liquid region above Tmelt are in the range
of 12–30 mm/s and increase for lower crosslinker densities. Although this was to be
expected, the relatively low variation in linewidth is somewhat surprising, considering
the significant differences in macroscopic viscoelastic behavior. But is there a measure
or intuitive physical understanding, based on the observed decrease in line broad-
ening, to which extent the particle motion is constricted? There are at least two states
we can put these hydrogel results in relation to:

On the one hand a perfectly rigid surrounding matrix, allowing no additional
atomic motion as compared to an atom in the crystal lattice of the immobile nano-
particle, which will yield the static linewidth Γstat, and on the other hand the state of
motion undisturbed by the polymer network, in which the particles would exhibit free
Brownian motion in water. For the latter, a simple estimation using Eq. (11.2.2) in case
of spherical particles or a more precise estimation based on the direction-dependent
diffusion coefficients of spindle-shaped nanoparticles yield a dynamic line broadening
of ca. 400 mm/s, based on the viscosity of water ηRT ≈ 1 mPas [59]. Compared to this
wide spectrum of possible states of motion, values of Γ of the same magnitude seem to
indicate similar degrees of constriction of translational nanoparticle diffusion, at least
when studied on the short Mössbauer timescale.

While in previous sections, AC-susceptometry provided reference values for in-
dividual samples, either in terms of Néel relaxation frequency or Brownian rotation
frequency, here it is more essential to have it as a complementary technique, not only
because of the much longer timescales that the particle dynamics are probed on. Of
similar importance is the fact that via the combination of Mössbauer spectroscopy and
AC-susceptometry, one has two techniques probing either translational or rotational

Figure 11.10: (a) Mössbauer absorption linewidth of hydrogels of different crosslinking density
across the hydrogel melting region and (b) imaginary component of magnetic susceptibility of
hydrogels compared to a 60 wt% sucrose reference solution, normalized to the concentration of
included hematite nanospindles, adapted with permission from [58], Copyright (2015) American
Chemical Society.
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motion of the particles, whichmay experience widely different degrees of constriction,
especially for the here studied anisotropic hematite nanospindles.

For that purpose, the imaginary part of magnetic susceptibility of a 60 wt% sucrose
reference solution is shown inFigure 11.10(b).Asexpected,wefindadistinctnarrowpeak
at ca. 2–3 Hz, which would correspond to an effective particle radius in case of spherical
particles of ca. 70–80 nm, using literature values of ca. η300K ≈ 40 mPas [60]. If particle
rotation would not be hindered in the studied hydrogels, matching the free rotation in
water, accordingly we would expect the peak to shift to higher frequencies by a factor of
40. Instead, no χ″ – signal is visible in the entire covered frequency range aside from a
minor background almost independent of frequency. Reference experiments performed
at different temperatures including the frozen hydrogel state (not shown) indicate that it
can be assigned completely to Néel-type relaxation, presumably in the easy magnetic
plane of the hematite nanospindles, in which magnetic reorientation can be induced
evenby verymoderate thermal excitation due to its ultralowmagnetic anisotropy [61, 62].

We would explain this apparent contradiction of our two experimental approaches
regarding particlemobility either by the type ofmotion that is probed, or by themethods’
timescales: Dependent on the timescale of network formation and crosslinking as
compared to the particle diffusion coefficient, the hydrogel meshes will more or less
reproduce the shape of the hematite nanospindles, with a minimum average distance
between particle surface and polymer strings dependent on the crosslinker density. This
very simple model does not consider friction induced by continuous direct contact
between particles and the polymer network, which would equally hinder all types of
motion. Nevertheless, it implies that while translational as well as rotational motion
about the short particle axes are only possible on very short timescales before getting in
contact with the constricting surrounding, particle rotation about the long axis should
still be possible. This could indicate that it is less the probed mode of motion and more
the timescale of the experiments which allows – or prevents – the detection of particle
motion.As linewidths fromMössbauer spectroscopy,which are far lower than that of free
particle motion, rather seem to indicate a constricted type of translational motion with
slight variations in the degree of confinement, it seems reasonable that only on the very
short timescales probed in Mössbauer spectroscopy the particles in average cover a
distance short enough to not inevitably lead to contact with the polymer network. To
verify this assumption, similar experiments with spherical particles could be helpful,
where the hydrogels would presumably form isotropic meshes without preferred direc-
tion of motion, as well as a study of the mobility of particles in a nanostructured sur-
rounding, whose length scale is independent of the used nanoparticles [17, 63].

11.6 Conclusion

Summarizing insights made for different magnetic hybrid materials, we find the main
advantage of Mössbauer spectroscopy to be the ability to access a plethora of critical
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system parameters simultaneously as it is shown in Figure 11.11, without the need to
compare results recorded under different experimental conditions, although it should
be mentioned that each parameter can be obtained individually at least with similar
precision via a specialized complementary technique. The independence from sample
transparency is also very helpful in combination with similar γ-ray absorption in water
(ferrofluids), gels and many types of hydrocarbon-based systems (ferrogels and fer-
ropolymers), coveringmost of thematrix materials currently used in the preparation of
magnetic hybrid systems.

Apart from the experiments shown above, the special traits of Mössbauer spec-
troscopy could match specific problems perfectly, supporting future investigations of
new hybrid materials. These include for example composites of magnetic nano-
particles and liquid-crystals as well as liquid-crystal elastomers, where the ability to
probe particle diffusion and alignment at the same time may provide a better under-
standing of the interplay of magnetic particle dynamics with different self-ordered
states of liquid crystal molecules. Connected to this, also the possibility of direction-
resolvedmeasurements of particle diffusion coefficients could be beneficial for studies
on either anisotropic nanoparticles or particle diffusion in anisotropic surroundings.
Similar to the field-dependent analysis of particle alignment presented in Section 11.4,
Mössbauer experiments could be applied to analyze how nanoparticle chain formation
behavior is affected by the nanostructure of surrounding matrix material, as chain

Figure 11.11: Quantities of interest in the study ofmagnetic soft hybrids viaMössbauer spectroscopy,
adapted with permission from [19, 55, 58], Copyright (2015–2019) American Chemical Society, from
[51], Copyright (2016), with permission from Elsevier and [57].
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formation will affect the degree of magnetic alignment as well as the particle mobility.
As it is common to apply external magnetic fields in Mössbauer spectroscopy, one
could also think of researching the properties of actively heated MNPs in AC-fields, to
support the development of better materials for magnetic hyperthermia. Further in-
formation regarding the correlation of magnetic and spatial particle orientation could
be extracted, e.g., for α-Fe2O3 nanospindles as discussed in Section 11.5, utilizing
effects of the electric field gradient in hematite.
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12 Magnetic particle imaging of particle
dynamics in complex matrix systems

Abstract: Magnetic particle imaging (MPI) is a young imagingmodality for biomedical
applications. It uses magnetic nanoparticles as a tracer material to produce three-
dimensional images of the spatial tracer distribution in the field-of-view. Since the
tracermagnetization dynamics are tied to the hydrodynamicmobility via the Brownian
relaxation mechanism, MPI is also capable of mapping the local environment during
the imaging process. Since the influence of viscosity or temperature on the harmonic
spectrum is very complicated, we used magnetic particle spectroscopy (MPS) as an
integral measurement technique to investigate the relationships. We studied MPS
spectra as function of both viscosity and temperature on model particle systems. With
multispectral MPS, we also developed an empirical tool for treating more complex
scenarios via a calibration approach. We demonstrate that MPS/MPI are powerful
methods for studying particle-matrix interactions in complex media.

Keywords: magnetic nanoparticles, magnetic particle imaging, magnetic particle
spectroscopy, magnetic relaxation dynamics, particle-matrix interactions, viscosity,
temperature
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12.1 Introduction

Magnetic particle imaging (MPI) is a comparably young imagingmodality, invented by
B. Gleich and J. Weizenecker in 2005 [1]. It enables real-time 3D volume imaging of the
spatial distribution of a magnetic nanoparticle (MNP) tracers [2–4]. MPI promises to
deliver quantitative imaging, high specificity and exceptional tracer-to-background
contrast. The magnetic nanoparticles can be used as nanoscale probes to provide
information about their environmental surroundings. Stimulated by an applied
magnetic field, the particles’ magnetization reorients toward the external field
direction. Since the dynamic reorientation process depends on various parameters,
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e.g., temperature or viscosity, experimental results can provide detailed insights into
particle-matrix interactions. With the introduction of multispectral MPI imaging,
quantification of tracer concentrations is preserved when the dynamic particle
behavior is changed and even enables visualization of particle-matrix interactions
such as the particle binding state or heating due to hysteresis losses and surface
friction.

The time evolution of the energy minimization interplay between the magnetic
moment and the applied magnetic field on the MNPs, called relaxation, can occur
via two different processes: An internal reorientation of the particle’s magnetic
moment without any interaction with the particles’ surrounding is called Néel
relaxation. In contrast, the relaxation via Brownian rotation is influenced by the
shear force acting on the hydrodynamic surface of the particles. Thus, the Brownian
process is affected by rheological properties of the solvent or matrix, in which the
particle is embedded.

Magnetic particle spectroscopy (MPS) [5] is a powerful tool to investigate the
dynamic relaxation of magnetic nanomaterials and has been explored as a tool to
quantify viscosity, binding state and temperature [6–16]. It utilizes the nonlinear
magnetization curve of magnetic nanoparticles by periodically forcing the magne-
tization of the sample into the saturation regime. The harmonic response to a sinu-
soidal magnetic field includes very sensitive information, since small changes of the
matrix properties lead to significant alteration of the higher harmonic spectrum
generated by the particles. Due to the close relationship between MPS and MPI, the
investigation of particle-matrix interactions in MPS provides valuable insights into
the dynamic particle behavior in MPI. Compared to direct measurements in MPI, MPS
measurements are very straightforward and are performed with a much better signal-
to-noise ratio due to an improved filling factor of the differential detection coil. MPS
has very short measurement times (compared to other dynamic magnetic charac-
terization methods, e.g., ac susceptometry [ACS] or magnetorelaxometry [MRX]) and
thus enablesmultiparametric investigations by varying themagnetic field amplitude,
excitation frequency, sample temperature or matrix properties in a series of sample
measurements.

Measured spectra can be compared to results from effective field, Fokker-Planck or
stochastic (coupled Langevin and Landau-Lifshitz-Gilbert equation) simulations
covering the dynamic nonlinear magnetization process of the nanoparticles. Thus,
compared to ACS, which can be described via the linear frequency-dependent Debye
model, the modeling of the magnetization response in MPS / MPI is much more diffi-
cult. For that reason, we introduced multispectral MPS as a calibration-based tool for
treating different magnetization spectra empirically.

The review article at hand is focused on MPS as the primary tool for investigating
particle-matrix interactions (Section 12.2) and their impact on the harmonic magneti-
zation spectrum of magnetic nanoparticles. However, we will also conclude with some
exemplary MPI measurements on a more complex gelatin matrix (Section 12.3).
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12.2 Magnetic particle spectroscopy (MPS)

In magnetic particle spectroscopy [5], a homogeneous pure sinusoidal magnetic
excitation field is generated with a drive-field coil. Samples are prepared in a small vial
and placed in the center of the drive-field generator. A pick-up coil is used to detect the
change of the sample’s magnetization via Faraday’s law of induction. To suppress the
fundamental feed-through of the excitation field, the pick-up coil is realized in a
differential design. The induced voltage is thenmeasured via a digital acquisition card,
which further serves as a synchronized signal source for the power amplifier driving the
excitation coil. The sinusoidal excitation field forces the magnetization of the sample
periodically into the saturation regime. In a first approximation, the magnetization
curve of magnetic nanoparticles is given by the Langevin function [17]:

M(H) = Ms ⋅ (coth(
mμ0H
kBT

) − kBT
mμ0H

) (12.1)

Note that the Langevin function is actually only applicable to static scenarios, since
dynamics are neglected for the equilibrium case. However, the magnetic response of
the particles can be described as the orthogonal projection of the applied field along
the magnetization curve. Thus, the magnetization over time contains the funda-
mental oscillation of the excitation but also higher harmonics as a result of the
saturated regime of themagnetization curve. The change of themagnetic flux induces
a voltage U ind = −dΦ/dt in the pick-up coil, which is typically transformed to the
frequency domain via Fourier transform or digital lock-in method and plotted as
magnitude (and phase) spectrum. The signal generation in MPS is graphically
illustrated in Figure 12.1.

The institute’s custom-built MPS setup (Figure 12.2) enables measurements with

magnetic field strengths of up to μ0Ĥ ≤ 30 mT at selectable discrete frequencies of up
to f0 ≤ 25 kHz. Quasi-continuous measurements are possible in the lower-frequency
range of up to f0 ≤ 1.0 kHz. Series-resonant circuits with capacitors for discrete fre-
quency values are required at higher frequencies. The drive-field coil encloses a
Shapal™ Hi-M Soft ceramic rod, which is used as a coil bobbin for the detection coil.
Shapal™ offers a high thermal conductivity and a high electrical insulation. Thus, the
sample-housing rod can be temperature-controlled while eddy current-based power
losses are inhibited. For measurements, the sample filled into a Thermo Scientific™
Microtiter™ well or a similar glass vial is placed in the center of the ceramic rod.
Here, the excitation field is maximally homogeneous. The magnetic response is
then acquired with a differential pick-up coil providing an attenuation of 69 dB
at the fundamental feedthrough. A Peltier-element-based temperature controller en-
ables temperature-dependent experiments with sample temperatures in the
range −20 ≤ T ≤ 120 °C. An additional outer-mounted Helmholtz coil pair provides an
option to superimpose a dc field with up to 30 mT.
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12.2.1 Materials/particle systems

Typical tracer nanoparticle systems optimized for magnetic resonance imaging (MRI)
or magnetic particle imaging (MPI) are made of Fe3O4 and have a multicore structure

Figure 12.1: MPS signal generation. A sinusoidal drive-field excites the particle’s magnetization via
their specific magnetization curve (blue). The magnetization response is detected with a differential
pick-up coil measuring the induced voltage, which is proportional to the phase-inverted time
derivative. Typically, the harmonic response is evaluated in frequency domain consisting of
magnitude and phase spectra (green).

Figure 12.2: MPS hardware setup: (a) CAD design and (b) final hardware of our MPS system.

300 12 Magnetic particle imaging of particle dynamics



[18–22]. FeraSpin™ XL is a size-selected agent derived from FeraSpin™ R produced by
nanoPET Pharma GmbH (Berlin, Germany), which is characterized by mean hydro-
dynamic particle sizes of 50 nm ≤ dh ≤60 nm. The hydrodynamic mean diameter of
perimag® frommicromod Partikeltechnologie GmbH (Rostock, Germany) is given with
dh ≈ 130 nm. Both commercially available particle systems show a comparable broad
size distribution. Therefore, the probability is high that a small amount of the particles
have optimal magnetic properties for generating a broad harmonic response as
required in MPI. However, most of the signals are the result of Néel-dominated relax-
ation. Thus, the influence of particle-matrix interactions on the harmonic response is
small. Further, signal generation is hard to understand in detail and almost impossible
to predict or model. To investigate the underlying physics of particle-matrix in-
teractions, Brownian-dominated model systems are required. SHP-25 from Ocean
NanoTech (San Diego, USA) are single-core nanoparticles with a narrow size distri-
bution that can serve as a model system. Unfortunately, these particles show signifi-
cant deviations between different production batches. Further, SHP-25 shows both
Brownian and Néel contributions [23]. Although iron oxide materials are preferred for
bio-compatibility reasons in medical diagnostics or therapy, tailored CoFe2O4 nano-
particles can be used to study the physical magnetic behavior in experimental appli-
cations [24]. Such particlesweremanufactured byNiklas Lucht from theworking group
of Dr. Birgit Hankiewicz within the priority program SPP1681 of the German Research
Foundation DFG in a similar way as described in the study by Nappini et al. [25]. These
particles were used in MPS viscosity experiments, which enable comparisons to
experimental results of other particle systems. Themain particle properties of the tracer
materials used for experiments are summarized in Table 12.1.

Depending on the particle properties, the particles relax via two possible mecha-
nisms: the Brownian rotation or the Néel relaxation, characterized by their specific
relaxation times.

The Néel zero-field relaxation time τN0 and Brownian zero-field relaxation time τB0
can approximately be measured in magnetorelaxometry (MRX) experiments. In MRX,
the net magnetic moment is aligned with a static externally applied magnetic field.
After a certain time all magnetic moments are aligned and the field is switched off

Table .: Particle properties.

FeraSpin™ XL perimag® SHP- Lucht

Material FeO FeO FeO CoFeO

Type Multicore Multicore Single-core Single-core
dc – –  nm  nm
Shell Dextran Dextran Carboxylic acid Silica
dh − nm  nm  nm  nm
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again. Now, the effective net magnetic moment relaxes due to the thermal energy. The

relaxation process follows an exponential function m(t)∝ exp( −tτ−1) with a charac-
teristic relaxation time τ. When switching off the applied field, the single magnetic
moments of the particles reorient stochastically in all spatial directions such that the
net magnetic moment of the particle ensemble, which is the sum of all single magnetic
moments, vanishes to zero.When relaxing via the Néelmechanism, the relaxation time
τ = τN0 depends on the effective anisotropy energy density K, the particle’s core vol-

ume Vc = (1/6)πd3c with core diameter dc and thermal energy ET = kBT including the
Boltzmann constant kB and the temperature T as well as the saturation magnetization
Ms, the material-specific Gilbert damping factor α ≈ 0.1 and the gyromagnetic ratio

γ = 1.76 × 1011 rad s−1T−1 of an electron as expressed in (12.2).

τN0 =
̅̅
π

√

2
̅̅̅
KVc
kBT

√
Ms(1 + α2)

2Kγα

⏞̅̅̅̅̅⏟⏟̅̅̅̅̅⏞τ0

⏟̅̅̅̅̅̅̅⏞⏞̅̅̅̅̅̅̅⏟
τ*0

exp(
KVc

kBT
) (12.2)

Please note that all material-specific parameters have to be taken into account.
However, for approximation purposes, prefactors of the exponential function are

sometimes summarized as τ*0 or τ0 ≈ 1 ns. For Néel relaxation, there is no effect from
particle-matrix interactions. On the other hand, when relaxing via Brownian rotation,
the zero-field relaxation time τ = τB0 further depends on the surface friction
expressed via the surroundings’ viscosity η acting on the hydrodynamic volume

Vh = (1/6)πd3h with the hydrodynamic diameter dh as described in (12.3).

τB0 = 3ηVh

kBT
(12.3)

In liquid solvents, the particles can typically relax via both mechanisms—depending
on the measurement parameters. In this case, the mechanism with shorter relaxation
time dominates the effective relaxation time τeff (cf. (4)), which can be understood as
parallel arrangement of both relaxation times.

τ−1eff = τ−1B0 + τ−1N0 ⇒ τeff = τB0 ⋅ τN0
τB0 + τN0

(12.4)

Relaxation times must always be considered carefully in dynamic excitation scenarios
such as during periodical excitation in MPS or MPI measurements. Additionally, it
should be noted that in modalities where the magnetic field pulls the net magnetic
moment, zero-field relaxation timesmust be replaced by field-dependent ones. The field
dependence of the relaxation times were investigated in the literature studies [26–29].
The field-dependent Néel relaxation time in (12.5) and the Brownian field-dependent
relaxation time in (12.6) with ξ = (mμ0H)/(kBT) being the ratio ofmagnetic and thermal
energy significantly depend on the amplitude of the applied magnetic field strength H.
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τNH = τ0 ⋅ exp⎛⎝
KVc

kBT
⋅ (1 − μ0HMs

2K
)

2

⎞⎠ (12.5)

τBH = τB0̅̅̅̅̅̅̅̅̅̅̅̅
1 + 0.126 ⋅ ξ 1.72

√ (12.6)

Note that τNH is only valid for static fields andwith the particle’s easy axis aligned with
the external field direction. In contrast to ACS, which uses small magnetic field
strengths so that field dependence can be neglected, MPS and MPI require large am-
plitudes of the appliedmagneticfield to reach the saturation regime of the particles and
to generate higher harmonics. Here, field dependence must explicitly be taken into
account. Note that the dominating relaxation mechanism can be determined from
temperature-dependent MPS measurements [23].

12.2.2 Temperature dependence

Magnetic particle spectroscopy (MPS) iswell suited for the characterization of a particle
system by means of multiparametric evaluation. Especially the variation of the exci-
tation frequency and the sample temperature allows one to derive properties of the
matrix from the acquired data. While at high excitation frequencies (>10 kHz), the Néel
relaxation dominates (for MPS/MPI-typical particle types), Brownian rotation of the
particles at low frequencies (≪10kHz) provides access to the local interaction of the
particles with their surrounding matrix. In this context, the variation of temperature is
interesting for both Newtonian ferrofluids, where the temperature dependence of the
dynamic viscosity η can be described by the Arrhenius–Andrade equation [30], as well
as for gel systems.

With these gels, a temperature change in the sol-gel transition area leads to a
significant change in the viscous or viscoelastic properties. Therefore, parametric
measurements on such systems form the basis for modeling the MPS spectra as a
function of matrix interaction. In order to investigate the temperature influences
during the spectral characterization of such hybrid systems, a temperature-controlled
MPS systemwas designed and realized [31].With the help of the newdesign, the sample
temperature can be varied in a temperature range from −20° to 120 °C during the
measurements.

First temperature-dependent measurements were performed on FeraSpin™ XL
(nanoPET Pharma GmbH, Berlin, Germany) [31] and SHP-25 (Ocean NanoTech, San
Diego, California) at an excitation frequency of f0 = 5 kHz and an excitation amplitude
of μ0H = 25 mT, as exemplary shown in Figure 12.3.

In the quasi-static case, which can be explained by the Langevin function, an
increase in temperature leads to a decrease in the MPS signal amplitudes at higher
harmonics. The opposite behavior in Figure 12.3 for the freeze-dried state must therefore
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be attributed to a significant shortening of the relaxation times. This contradiction and
the complex temperature dependence of the harmonics of the suspension (crossing of
harmonic curves due to Brownian- to Néel-dominated transition from lower harmonics
to higher harmonics) emphasizes the importance of particle magnetization dynamics
in the description of MPS and MPI signals.

For the analysis of the magnetization behavior of the magnetic nanoparticles,
dynamic magnetization curves were reconstructed (Figure 12.4), which allow an
observation outside the frequency space of the MPS spectra and enable or simplify the
comparisonwith othermeasurementmethods. Another powerful evaluationmethod is
the short-time fast Fourier transform (SFFT) analysis of harmonics during variation of
the temperature. Figure 12.5 shows the temporally resolved course of the first 21 har-
monics of a diluted SHP-25 sample (10%vol) during the phase transition of the sus-
pension from the subcooled to the frozen state. This approach allows one to investigate
the same sample in a mobile and in an immobile state. Since the newMPS can be used
to investigate time-resolved temperature-dependent processes in the millisecond
range, the system provides an innovative tool for investigating biologically [9, 32–34]
and technically [35] relevant scenarios.

12.2.3 Viscosity dependence

Generally, typical Fe3O4 nanoparticle systems optimized for MPI show both Brownian
andNéel relaxationwhereas the Néel relaxation even dominates the signal generation.
However, only the particle contribution via Brownian rotation provides information
about the particles’ surrounding. To investigate the impact of Brownian contributions
on the harmonic response, Brownian-dominated particles are required as a model
system. CoFe2O4 nanoparticles can serve as such a Brownianmodel system and help us
revealing the underlying physics. The high anisotropy energy density of CoFe2O4

Figure 12.3: Temperature-dependent MPS spectra: The two samples (two sets of curves) are Ocean
NanoTech SHP-25 in suspension and in freeze-dried immobilized form. The red color coding
corresponds to the warm sample. The blue one marks the cooled—but not yet frozen—sample.
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blocks theNéel relaxation atmeasurement conditions (T≈ 298 K) almost completely for
the given core size, whichmeans that the particles are thermally blocked. Thus, the net
magnetic moment of the particles only aligns via Brownian relaxation when applying
an externalmagneticfield. The coupling of Brownian relaxation to dynamic viscosity of
the particles’ environment enables the investigation of the particle mobility influence.
The impact of Brownian relaxation on the harmonic response was studied in the study
by Draack et al. [36] in detail using a tailored CoFe2O4 particle system. For that, a
logarithmically equidistant viscosity series was prepared. Viscosities of the samples
were adjusted by water-glycerol mixtures as solvents and are listed in Table 12.2. For
measurements, the samples were filled into glass vials with the amount of 150 mg
(approx. 150 µL) each, as shown in Figure 12.6.

Figure 12.4: Temperature-dependent MPS measurement data of the Ocean NanoTech SHP-25
suspension as spectra of the harmonics (bottom left), as time derivative of the magnetization (top
left), as reconstructed time-dependent magnetization curve (top right) and as reconstructed dynamic
M(H) curve (bottom right). Color coding according to Figure 12.3.

Table .: Viscosities η/mPas of the logarithmically equidistant series of CoFeO nanoparticle
samples Mi to investigate the particle mobility.

M M M M M M M M M M

. . . . . . . . . .

M M M M M M M M M M

. . . . . . . . . .
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Due to a trade-off between sensitivity of the inductive sensor and relaxation time of

theMNP, further investigations focus on data acquired at f0 = 1.0 kHz and μ0Ĥ = 25 mT,
as exemplary shown in Figure 12.7. Harmonic magnitude spectra (Figure 12.7a) and
reconstructed dynamic M(H ) curves (Figure 12.7b) show continuous changes with
increasing viscosity. Additionally, the residual error R (blank measurement subtracted
by another blankmeasurement) is depicted to be able to distinguish betweenmagnetic
signals and noise. Samples with small viscosities show strong magnitudes for the
fundamental and higher harmonics, whereas magnitudes of samples with high vis-
cosities drop significantly toward higher harmonics. Reconstructed dynamic M(H )
curves show distinct quasi-saturated curves for small viscosities with small hystereses
(phase shift due to Brownian relaxation) and elliptical shapes with pronounced hys-
teresis for high viscosities (particles cannot follow the field due to high friction force on
the MNPs’ hydrodynamic surface).

Furthermore, each sample of the viscosity series was measured with MPS at
different excitation frequencies between 500 Hz ≤ f0 ≤ 25.0 kHz [18, 37] and magnetic

excitation field amplitudes 5mT ≤ μ0Ĥ ≤ 25 mT.

Figure 12.6: Photograph of the CoFe2O4 sample series providing 20 logarithmically equidistant
viscosity values.

Figure 12.5: Representation of the time-resolved temperature-dependent change of the higher
harmonics of a diluted Ocean NanoTech SHP-25 sample during the phase transition from subcooled
suspension to the frozen state. Figure (b) shows the phase transition of each harmonic normalized to
its respective starting value to emphasize the jump of the curve at the transition point marked in (a).
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Coming from an ACS perspective, the following representation of data is common:
real and imaginary parts of the fundamental frequency are plotted as a function of
ω = 2πf0, i.e., the parameter along a curve varies in ωτ in the range of ωminτ < ωτ <
ωmaxτ. Since the relaxation time τ is constant and independent of excitation frequency,
we can instead fix the excitation frequency and change τ∝ η along the curve to obtain
the same shape of curve. One such plot, where real and imaginary parts are plotted
against viscosity η, is now generated for each harmonic frequency of the MPS data.
Experimental results of the viscosity series with 20 different viscosities is depicted in
Figure 12.8. Multiparametric investigations by varying field amplitude (Figure 12.8a)
and frequency (Figure 12.8b) and, e.g., fitting data to Fokker-Planck simulations enable
detailed insights into matrix interactions at comparable high field strengths. However,
such experimental studies require a comparably high effort of sample preparation and
prior knowledge about physical particle properties by incorporating further charac-
terization methods like ACS [36].It should be noted that the amount of change of real
and imaginary parts is a measure of the sensitivity for viscosity changes. It is obvious
that the shift of the whole harmonic spectrum by varying the field amplitude and
excitation frequency controls the sensitive viscosity range covered by the MPS data.
The fundamental (and low harmonic frequencies) is most sensitive at high viscosities,
whereas the higher harmonics are more sensitive in the lower viscosity range. Unfor-
tunately, higher harmonics are typically limited by signal-to-noise ratio. Still, evalu-
ation of the higher harmonics (not only harmonic ratios of fifth and third harmonic
magnitudes as used by other groups [6, 8, 32]) provides a very sensitive tool with
respect to particle-matrix interactions.

12.2.4 Multi-spectral MPS

In the previous two chapters, the connection between temperature or viscosity of
the sample and the harmonics spectra measured in MPS was explored. Obviously,
there is no simple and direct relation apparent from the data. This is especially true,
if the particle system relaxes via both the Néel relaxation mechanism as well as
Brownian rotation. Most particle systems typically used for MPS/MPI contain
superimposed signals of both relaxation processes. Such a tracer can only be
described by complex physical models, such as Fokker–Planck equations [29, 38] or
a stochastic differential equation set, where the Néel relaxation is described by the
Landau–Lifshitz–Gilbert equation [39] and Brownian rotation is formulated via a
forced damped oscillatory motion [17]. Since these models are very difficult and
time consuming to solve and in most cases the required set of particle parameters
(e.g., effective core diameter, anisotropy constant, core and hydrodynamic size
distributions, etc.) is not accurately known, an alternative approach is required to
cope with the complexity of these particles systems. Multispectral MPS is such a
method that follows an empirical approach, where the particle system is described
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via a set of calibration measurements. Multispectral MPS draws a parallel to mul-
tispectral MPI reconstruction using the same underlying mathematical approach.
Multispectral reconstruction solves a linear system of equations Ax = b (Figure 12.9).
Here, A is the reference (or system) matrix containingm frequency components of n
reference samples, x is the concentration vector and b is the measurement vector
(i.e., the harmonic spectrum). The frequency components (real and imaginary
parts) are extracted from MPS raw data via the digital lock-in method using cross-
correlation. Having a referencematrix A, intermediate values between the reference
samples can be estimated by linear superposition, expressing the linear system of

equations as inverse problem x = A−1b. There are several approaches for solving the
inverse problem, e.g., Tikhonov regularization [40] or iterative algorithms like the
Karczmarz method [41, 42]. Here, we use the truncated SVD (tSVD) [43, 44], where
the matrix A is approximated by A = UΣV* ≈ UΣkV* = Ak by means of singular value
decomposition (SVD), with the reduced rectangular diagonal matrix Σk (truncated
to the k largest eigenvalues). Since the exact inverse A−1 is indeterminable due to the
fact that A is nonsquare and noise-afflicted, the pseudo-inverse A+ is used in its

Figure 12.7: Harmonic spectra (a) anddynamicmagnetization curves (b) of the CoFe2O4 sample series
measured at f0 = 1.0 kHz and μ0Ĥ = 25 mT.
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place. It is constructed from the SVD via A+ = V∑−1
k U*. The reconstruction result x is

then calculated as:

x = A+b = V∑−1
k U

*b (12.7)

U* and V* denote the Hermitian transpose of U and V, respectively. The concept was
introduced in the study by Viereck et al. [45] to analyze particle mixtures and is applied
to viscosity or temperature here. The entries of the system matrix A and measurement
vector b are complex-valued, i.e., they are the complex-valued frequency components
from the MPS harmonics spectra. While in most cases, the vector x is considered real-
valued, i.e., a concentration (and other observable physical quantities) is real-valued,
we will find it necessary to generalize x as a complex-valued vector when considering
MPS data on viscous media in the upcoming section.

The estimation of a quantity y requires calibration of at least two different references
(with different y values). Measurements of intermediate states ŷ can be understood as
linear superposition of the supplied references yref, i−1 < ŷ < yref, i (we solve a linear set of
equations in (12.7)). Multispectral reconstruction therefore intrinsically assumes a linear
relationship between supporting reference points. Nonlinear relationships are covered
by introducing mapping functions f(x)↦ y from the reconstruction values x to the
actual physical quantity y. Between two references, the linearmapping functions can be
written in two different ways as follows:

ŷa = yref, i−1 + x ⋅ (yref, i − yref, i−1) (12.8a)

Figure 12.8: Real and imaginary parts of odd harmonics (1f0 to 11f0) as a function of sample viscosity
η. Field-dependent measurements are shown in (a), frequency-dependent data is depicted in (b).
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ŷb = yref, i − [(1 − x) ⋅ (yref, i − yref, i−1)] (12.8b)

In Sections 12.2.4.1 and 12.2.4.2, the mapping functions for MPS viscosity mea-
surements and temperature estimation are analyzed, respectively.

12.2.4.1 Viscosity mapping

The continuous change of the harmonic response suggests that intermediate values
between reference points can be modeled as a superposition of the references.
Figure 12.10 shows complex-valued tSVD reconstruction results of the sample viscosity
series for two reference samples. For the reconstruction using two references, the most
viscous sample (M1, dark red) and themost liquid sample (M20, dark blue) were used as
references. Apparently, the reconstruction results are real-valued at the two reference
points. The behavior in between the reference points is more complicated. Real and
imaginary parts of both references show distinct asymmetries, overshoots and espe-
cially a value ambiguity. Clearly, overshoots aremore pronounced for themore viscous
reference sample since the information content is reduced due to the faster decay of
higher harmonics in comparison with the pure water sample. Nevertheless, a similar
behavior is observed for the liquid reference sample as can be seen from the detailed
excerpt shown in Figure 12.10b. This observation implies that a complex-valued
reconstruction is required for mapping since real-valued reconstruction would be
ambiguous.

Adding an additional (third) reference point (M11, light blue) leads to reconstruc-
tion results depicted in Figure 12.11. Again, reconstruction yields real-valued results at
the reference points and overshoots in between. Evidently, a mapping function is
required, which maps the reconstruction estimate x into the dynamic viscosity domain
η. The complex relationship between reconstruction result x̂ and dynamic viscosity η
requires a nonlinear mapping function. A viscosity mapping function using two ref-
erences (as suggested in (12.8)) is given by

Figure 12.9: Dimensions of vectors/matrices of the linear system set of equations for the
reconstruction problem. A is the system matrix, x the concentration vector and b the measurement
vector or observed spectrum. The dotted lines symbolize a system with 2 references. In that case, A
and x are a two-part compound matrix/vector, respectively.
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η̂ = ηref, i − [(1 − x̂) ⋅ (ηref, i − ηref, i−1)] (12.9)

The reconstructed estimate η̂ of the viscosity of a sample between the two reference
samples depends on the viscosity values of the first reference ηref , i−1, the viscosity of the
second reference ηref,i and the reconstructed value x. Here, x̂ is either the real part Re{x},
the imaginary part Im{x} or themagnitude |x| of the reconstruction value x. Figure 12.12
shows estimated viscosity results for two (Figure 12.12a) and three (Figure 12.12b) ref-
erences using the proposed mapping function.

As can be seen from Figure 12.12a, the real-valued estimation Re{x} is ambiguous
for higher viscosities. A mapping function using the magnitude |x| gives a unique
assignment. At low viscosities, the mapping is very sensitive because the mapping
function has a rapid increase of the estimated viscosity versus actual viscosity. On the
other hand, the function has poor estimation resolution at the high viscosity limit. To
overcome this problem, additional reference points can be consulted. Figure 12.12b shows

Figure 12.10: Spectral decomposition results of the CoFe2O4 viscosity series for two reference
samples M1 and M20. Figure (a) shows the full value range of the reconstruction value. A detailed
excerpt of small values is depicted in (b).

Figure 12.11: Spectral decomposition results of the CoFe2O4 viscosity series for three reference
samples M1, M11 and M20. Figure (a) shows the full value range of the reconstruction value. A detailed
excerpt of small values is depicted in (b).
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the mapping function for three reference samples. The real-valued estimation is still
ambivalent, although it is not as obvious as for two references due to scaling. Exact
(direct) viscosity estimation is achieved at the reference points only, which is due to the
modeling of the mapping function. While the direct evaluation gives inaccurate (too
large) estimated viscosities, the curves obtained here can be used as calibration curves
for correction. With that we can be significantly more accurate than with a “conven-
tional” linear mapping approach. The viscosity estimation is most sensitive for
viscosity values slightly larger than each reference point at which it further becomes
most accurate when incorporating the nonlinear mapping relationship.

While the mapping functions in Figure 12.12 are obtained on a Brownian-only
model system with CoFe2O4 particles, the same approach can be used for MPS/
MPI-relevant tracers, such as FeraSpin™ XL. Figure 12.13 shows the viscosity mapping
function for FeraSpin™ XL using real-valued reconstruction values x.

Due to the strong contribution of the Néel relaxation, which does not change with
viscosity, here a real-valued mapping is sufficient to create a unique function over the
whole viscosity range (two orders of magnitude, starting from water). The shape of the
mapping function bears strong resemblance to the mapping function of the CoFe2O4

sample. However, Figure 12.13 shows that the mapping approach is readily applicable
to iron oxide particle systems used in biomedical applications.

12.2.4.2 Temperature mapping

Similar to themapping function for viscosity in the previous section, we can establish a

mapping function for temperature estimation T̂:

T̂ = T ref, i − [(1 − x) ⋅ (Tref, i − T ref, i−1)] (12.10)

Figure 12.12: Viscosity mapping functions for two (a) and three (b) CoFe2O4 reference samples. The
dashed line represents a linear mapping function between the references to illustrate the difference
from the reconstruction estimate.

312 12 Magnetic particle imaging of particle dynamics



Figure 12.14 depicts the mapping function for SHP-25 particles. The temperature
estimation via tSVD of the harmonic spectrum inMPS happens to bemuchmore linear.
No oscillating behavior is observed in the decomposition, so that Figure 12.14 could be
constructed from a real-valued reconstruction x.

A strong correlation between reconstructed values and a linear superposition
(denoted by the dashed line in Figure 12.14) is observed for this particle system over a
wide temperature range between −10° and 50 °C (with a maximum temperature devi-
ation of approximately 10 K). For biomedical applications, e.g., cell experiments or
animal studies, a much smaller range of typically 35–45 °C is needed. Arguably,
multispectral MPS (or MPI) could be used directly for temperature estimation. How-
ever, with a calibratedmapping function, with references adjusted for the application’s
temperature range, the estimation error for temperature can be reduced. As a general
rule, the absolute estimation error can be reduced by inserting additional reference
points. However, the signal-to-noise margin required for spectral decomposition poses
an upper limit for the maximum number of reference points, e.g., using five reference
points translates into at least five harmonics available in the measurement above the
noise floor.

In conclusion, the multispectral MPS approach provides a very valuable tool for
empirically treating real-world particle systems in order to use them for parameter
estimation of both viscosity and temperature. Our investigations show that
complex-valued reconstruction is required to estimate the particle mobility (for
Brownian-dominated particle systems) due to ambiguousness of real-valued
reconstruction. Since spectral decomposition in MPS is closely related to recon-
struction in MPI, the findings can be transferred to mobility MPI as a quantitative
medical imaging modality including information about the particles’ binding state
or temperature.

Figure 12.13: Viscosity mapping function (with three references) for FeraSpin™ XL. The dashed line
represents a linearmapping function between all three references to illustrate the difference from the
reconstruction estimate.
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12.3 Magnetic particle imaging (MPI)

Magnetic particle spectroscopy (MPS) was the primary tool for investigating particle-
matrix interactions throughout the priority programme SPP 1681. However, our
definitive goal at the end was to realize such experiments, where we obtain a physical
quantity for temperature or viscosity inside an MPI instrument acquiring volume
images of an object under investigation. This chapter gives a recap on our MPI system
and measurements performed with it; gelatin hydrogels being the representative for a
complex matrix system investigated in MPI concludes the project.

12.3.1 Dual-frequency MPI system

Using our 2.5D field-free point (FFP) MPI scanner, the spatially resolved iron concen-
tration ofmagnetic nanoparticles aswell as the rheologicalmobility of the particles can
be visualized. This method is called mobility MPI (mMPI) [46–52]. Our MPI system
works with two alternative excitation frequencies (fl = 10 kHz and fh = 25 kHz), whereby
an explicit gain in contrast can be recorded in mobility imaging compared to com-
mercial MPI systems, which only provide a single excitation frequency (typically
25 kHz) [50]. Figure 12.15 shows the pivotal coil assembly of the MPI system built at our
institute with a bore of ≤35 mm at its center.

The coil assembly contains transmit and receive coils (equivalent to the MPS
system described in Section 12.2) as well as the NdFeB selection field generator pro-
ducing the spatial encoding field for MPI imaging.

Figure 12.14: Temperature mapping function (with two references) for SHP-25. The dashed line
represents a linear mapping function between both references to illustrate the difference from the
reconstruction estimate.
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12.3.2 Viscosity dependence

For initial experiments, the MPI scanner was operated with a standard two-
dimensional Lissajous trajectory at 25 kHz and an imaging gradient of 3 Tm−1 in the
isotropic imaging plane. The results show that it is possible to separate mobile
(suspension) and completely immobilized particles (freeze-dried), which were
acquired simultaneously in the imaging field of the scanner (Figure 12.16a), i.e., spatial
mapping of particlemobility inMPI is possible. In order to achieve that, amultispectral
reconstruction scheme [46, 48–50, 53] is employed. The reconstruction is based on the
Kaczmarz method, which is considered the default algorithm inMPI [54–56]. Similar to
themultispectral decomposition and reconstructionmethod inMPS (→ chapter 12.2), it
relies on two ormore calibration datasets being available. Multispectral reconstruction
returns one image per provided reference. In Figure 12.16, we use two references at
opposite ends of themobility spectrum. For the final image, both reconstructed images
are combined into a single false color image, where the yellow color denotes the
contribution from high viscosity (freeze-dried or 100% glycerol) and green color
corresponds to the low viscosity contribution (H2O suspension).

Figure 12.16b shows the particle mobility contrast of FeraSpin™ XL in glycerol-
water mixtures with 80%vol (left) and 20%vol (right) glycerol content, respectively. The
samples were prepared with a particle content of 10%vol,where the rest was filled with
water-glycerol mixtures of variable ratios. In Figure 12.16b, the spatial resolution and
ability to distinguish different viscosity levels can be evaluated. Also, since the refer-
ences used for reconstruction of Figure 12.16b, i.e., 0%vol and 100%vol glycerol, were not
identical to the viscosity of the sample points, artifacts from the reconstruction (ghost
images at the sides) are observed. Similar to Figure 12.16a, the spatial resolution depends
on the particle mobility. For (partially) immobilized samples, the spatial resolution is

Figure 12.15: Overview of MPI system hardware.
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deteriorated, which translates into the wider spot size of the sample with higher vis-
cosity. It is still an open question, why the reconstruction (which intrinsically performs a
deconvolution) is not able to equalize the different contributions in terms of apparent
size (but also with respect to its estimated iron content). But it is logical to conclude that
the very different signal-to-noise ratios of the two samples, i.e., smaller signalmagnitude
and faster decay toward higher harmonics, are responsible and not (yet) incorporated
explicitly in the reconstruction process.

It should be noted that viscosity information can also be extracted by other means
as discussed in the literature studies [47, 51, 57], mostly by evaluating the relaxation
effects directly in the time-domain signal.

Since calibration in standard (Lissajous) 2D imaging is very time consuming, we
switched to an alternative imaging scheme to be able to perform experiments on
complexmatricesmore easily and time-efficient. In the following,weuse CartesianMPI
[58], where the system employs a unidirectional excitation along the x-axis only, while
the orthogonal y-direction is scanned consecutively (either by moving the sample or
shifting the FFP by means of an offset field). The advantages of this method are the
higher signal-to-noise ratio, which translates to a better image resolution along the
trajectory axis in x-direction. Also, for evaluating the one-dimensional MPI signal,
model-based or time-domain reconstruction methods can be applied.

The signal-to-noise ratio can be increased by selecting the excitation frequency of the
system nearest to the expected particle response frequency. We therefore chose the lower
available image frequency of 10 kHz to measure the slow relaxation of particles in the
gelatin matrix. The samples were built with a visco-elastic gelatinmatrix, which constitutes
anapplication-relevantmaterial. Thematrixwasprepared from50%volgelatinand50%vol of
commercial perimag® particles, resulting in an iron concentration of 12.5 mg/mL.

The phantom (shown in Figure 12.17) consists of three bars, where the center bar is
filled with MNP in the gelatin matrix, whereas the outer bars (left and right) are loaded
with H2O-diluted perimag® only for reference. The gelatin matrix forms progressively
over several hours, enabling MPI to observe the gelation process and its kinetics over
time [59]. The gelation process is studied by Draack et al. [60], including variations in
gelatin concentration, and observing reconstruction artifacts.

Figure 12.18 shows the MPI data measured on the phantom. Both images are
recorded without any noticeable artifacts. In order to reconstruct the images, we use
two different calibrations datasets as references. The image on the left was obtained on
diluted perimag® (H2O reference); the right image on perimag® in gelatin (gelatin
reference). The two-dimensional images in the top row are displayed as surface plots to
better visualize the “raw” values from the reconstructed images. As can be seen, the
magnitudes depend on whether a sample point matches the calibration. For the water-
filled outer bars, a higher value is observed for the H2O reference, whereas the gelatin
bar in themiddle reveals a bettermatchwith the gelatin reference.X-/Y-dimensions are
given in pixels on an isotropic grid (1 × 1 mm). We suggest that the mapping functions
obtained from MPS (→ Section 12.2.4) can either be used directly in MPI or at least the
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Figure 12.17: MPI sample geometry with perimag® particles: outer bars filled with H2O suspension,
center bar with tracer in gelatin matrix.

Figure 12.18: Viscosity in Cartesian MPI: Surface plots (upper row) and top view (lower row) of
reconstructed perimag® dash samples. Outer (left and right) dashes are filled with particles in a
water suspension and center dash with particles embedded in a gelatin-water matrix.
Reconstruction was performed with the water reference (left column) and with the gelatin reference
(right column). X-/Y-dimensions are given in pixels. Z constitutes the ‘raw’ reconstruction value.

Figure 12.16: Multispectral MPI measurement results at 25 kHz depicting different mobility states of
FeraSpin™ XL being separable. In (a) the particles are in H2O suspension (left, yellow) versus freeze-
dried (right, green). Figure (b) shows the tracer prepared in viscous glycerol-water mixtures with
80%vol (left) and 20%vol (right) glycerol.
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same mapping approach should be applicable. However, it is still under investigation
whether viscosity or temperature can be reliably quantified in MPI imaging.

12.4 Conclusion

Magnetic particle spectroscopy (MPS) is a very powerful tool for investigating magnetic
nanoparticles. Themethod is simple, fast and especially very sensitive for small changes
in dynamic magnetization behavior, even at low particle concentrations. We were able
to establish a connection between the viscosity of the medium around a Brownian-
dominated particle system and the harmonic spectrum observed in MPS. For particles
relaxing via both the Néel relaxation and the Brownian rotation, which is typically the
case for most MPS/MPI tracer systems, we also investigated multispectral analysis and
reconstructionmethods as an empiricalmethod. Thesemethods use a calibration-based
approach to deal with the details of the nonlinear magnetization response of
application-relevant particles. Therefore, MPS data were utilized to establish a foun-
dationwith respect to theunderlying physical processes and for exploringmathematical
magnetization models. Many aspects of the investigations performed in MPS translate
into the imaging regime in MPI. We showed, that MPI is well capable of mapping the
local particle environment. However, quantification of particle concentration and of
viscosity or temperature remains challenging. Still, it can be concluded that the spectral
characterization methods, the multiparametric evaluation in MPS as a function of
excitation frequency and temperature, as well as mobility imaging in MPI, represent
innovative tools for the investigation of particle-matrix interactions.
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13 Rotational dynamics of magnetic
nanoparticles in different matrix systems

Abstract: Dynamic magnetic measurements onmagnetic nanoparticle (MNP) samples
have been widely used for the determination of structural MNP parameters as well as
for the realization of bioassays. On the other hand, proposed that the MNPs are ther-
mally blocked, i.e., that the dynamics are dominated by the Brownian rotation, and
knowing the distribution of their hydrodynamic size, information on the matrix
properties can be obtained. In contrast to conventional rheology, the local environ-
ment of the MNPs is sensed on the nanoscale so that important information on the
embedding of MNPs in the matrix and thus the particle-matrix interaction is obtained.
Depending on the characteristic length scales of the matrix and the size of the
MNPs, rheological parameters, such as viscosity and shear modulus, derived from
nanorheological measurements can differ from the values obtained from conventional
rheology. To measure the MNP dynamics, different experimental techniques can be
applied. In this contribution, the focus lies on ac susceptometry and fluxgate mag-
netorelaxometry. The analysis of the complex ACS spectra is generally carried out
within a modified Debye model. Different approaches for the estimation of rheological
parameters from the complex ACS spectra will be presented. Two model systems will
exemplarily be discussed in detail. As a Newtonian matrix system, water-glycerol
mixtures were studied. It is demonstrated that the dynamic viscosity can accurately be
estimated from ACSmeasurements on well thermally blocked single-core as well as on
multicore MNP systems, which include Brownian and Néel dynamics. As a viscoelastic
matrix system, aqueous gelatin solutions were studied. Gelatin is known to be a Voigt-
Kelvin model system, in which elastic and viscous forces are parallel. In particular, we
studied the gelation dynamics by repetitive measurements of the complex ACS spec-
trum. Different approaches to derive viscosity and shear modulus are applied and
compared. In order to identify magnetoviscous effects in dynamic magnetic mea-
surements, the magnetic field dependence of the Brownian relaxation time has to be
eliminated. ACS measurements on various sufficiently strongly diluted aqueous MNP
suspensionswere performed in dependence of ac field amplitude and superimposed dc
field strength and compared to theory. Excellent agreement was found.
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13.1 Introduction

The dynamics of magnetic nanoparticles (MNPs) have been widely studied theoreti-
cally [1–4] as well as experimentally [5–7]. It is characterized by two distinct
mechanisms—the Brownian and the Néel one. In the former, the whole particle
including shell rotates, and the Brownian relaxation time is given by

τB = 3ηVh

kBT
(13.1)

with hydrodynamic volumeVh, dynamic viscosity of themedium η, temperature T, and
Boltzmann constant kB. In the latter one, the magnetic moment flips thermally acti-
vated between easy axes, and the Néel relaxation time—for uniaxial anisotropy—is
given by [2]

τN =
̅̅
π

√
τN0

2(KVc/kBT)1/2
exp(

KVc

kBT
) . (13.2)

Here Vc is the (magnetic) core volume, K is the effective anisotropy constant (or often
denoted as effective anisotropy energy density) and tN0 is a constant of the order of
10−9 s [5]. For simplicity, Equation (13.2) is often simplified to

τN = τ0   exp(
KVc

kBT
) . (13.3)

If both processes can take place—for example when MNPs are suspended in a liquid—
dynamics in the small field limit is characterized by an effective relaxation time [8]

τeff = τBτN
τB + τN

 , (13.4)

i.e., the faster of the two mechanisms dominates. Figure 13.1 depicts the relaxation
times for typical parameters of magnetite (Fe3O4) MNPs in dependence of hydrody-
namic diameter (spherical shapes are assumed, i.e., Vh = (π/6)d3

h) for different values
of the dynamic viscosity.

Dynamic magnetic measurements combined with Equations (13.1)–(13.4) have
been widely used for the characterization of MNPs [6, 9–11]. While the Néel process
contains information on the core size (to bemore precise on the anisotropy energyKVc),
the Brownian relaxation times allows one to determine the hydrodynamic size of the
MNPs, provided that the viscosity η is known.

If the Brownian relaxation time is smaller than the Néel one, i.e., MNPs is thermally
blocked, dynamicmagnetic measurements have also been proposed for the realization
of homogeneous bioassays [12–19]. Here the basic idea is that the hydrodynamic size
and consequently the Brownian relaxation time increase upon specific binding of
analytes to the functionalized surface of the MNPs.
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On the other hand, if the MNPs are thermally blocked (the magnetic moment is
“pinned” to the easy axes) and if their hydrodynamic size is known, dynamic magnetic
measurements can be applied for the determination of the (local) dynamic viscosity.
The use of MNPs as probes for measuring the local viscosity was first reported by Bacri
et al. [20]. Later on, similar studies, utilizing different magnetic markers and different
experimental techniques, were presented by a number of groups extending the work to
non-Newtonianmedia [21–25]. In contrast to conventional rheology, applyingMNPs as
probes, the local environment is sensed on the nanoscale, yielding to the term
“nanorheology”. Nanorheological investigations can also be applied to understand the
embedding of MNPs in the matrix and thus the particle-matrix interaction, which is
central topic of the SPP1681 and this book. Depending on the characteristic length
scales of the matrix and the size of the MNPs, rheological parameters, such as viscosity
and shear modulus, derived from nanorheological measurements, can differ from the
values obtained from standard rheology.

In this contribution, the basics of nanorheology based onMNPs as local probes are
summarized. In particular, experimental techniques will be described and compared,
and models for the estimation of (nano)rheological parameters from the experimental
data will be discussed. The application of nanorheology will be described for two
model systems: First, the dynamics of MNPs in water-glycerol mixtures, known to be
Newtonian media, will be presented. Then, the gelation kinetics of aqueous gelatin
solutions and the analysis of experimental data with the Voigt-Kelvin model will be
presented.

Figure 13.1: Relaxation time versus hydrodynamic diameter calculated for four different viscosities.
Parameters: K = 104 J/m3, T = 296 K, shell thickness dsh = 10 nm, τ0 = 1 ns.
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Regarding the control or material parameters by external magnetic fields, several
groups reported on magnetoviscous effects applying conventional rheology [26]. Here
one has to distinguish between the rotational viscosity, which is the hindrance of the
rotation of single particles and which was theoretically described by Shliomis [27], and
the increase of viscosity with rising magnetic field strength caused by dipolar in-
teractions and thus structure formation [28]. While the former mechanism does—for
geometric reasons—not take place in a dynamic magnetic measurement with station-
ary sample, the latter can principally occur. In order to identify magnetoviscous effects
in nanorheology, one must, however, keep in mind that the Brownian relaxation time
itself depends on the amplitude of the applied magnetic field. Therefore, the field
dependence of the Brownian relaxation time is studied applying ac susceptometry and
results are comparedwith theoreticalmodels. It will be shown that excellent agreement
with a theoretical model, based on solving the Fokker-Planck equation, is observed for
Brownian relaxation.

13.2 Dynamic magnetic measurement techniques

In order to measure the dynamics of MNPs, several magnetic measurement techniques
have been developed and established. Measurements can be carried out in the time or
in the frequency domain. In time domain, one generally applies amagnetic field pulse,
and measures the decay of the magnetic signal form the sample after switching off the
field. This technique, also known as magnetorelaxometry (MRX), has been realized
with variousmagnetic sensors. The pioneeringMRXwork at the PTBwas realized using
highly sensitive Nb SQUIDs as sensors [6, 29, 30]. In our work, we employ a custom-
built MRX setup based on fluxgate magnetometers. Although not reaching the reso-
lution of the mentioned SQUID MRX setup, the differential fluxgate setup provides a
number of practical advantages [7, 11].

In the frequency domain, most commonly ac susceptometry (ACS) is used. A si-
nusoidal magnetic field with amplitude in the range of a few 100 μT is applied and a
frequency sweep (at ideally constant field amplitude) is performed. The magnetic
signal from the MNP sample is generally detected by a gradiometric detection coil.
Many of the custom-built and the commercial ACS systems from Rise-Acreo [31] are
designed for isothermal measurement around room temperature. Temperature-
dependent measurements of the complex (ac) susceptibility (χ(T)) are mainly per-
formed utilizing commercial systems, such as the Magnetic Property Measurement
SystemMPMS fromQuantumDesign [32]. The custom-built ACS systems applied in this
work cover frequency ranges from 10 Hz to 10 kHz (NF system with field amplitude of
567 µT) and 200 Hz–1 MHz (HF system with field amplitude of 90 µT). Another system
operating in the frequency domain is the fluxgate-based setup, which was originally
realized for measurements of the response of the sample’s magnetic moment to a
rotating magnetic field [33]. The rotating magnetic field is generated by two Helmholtz
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coils. Frequency can be varied between 2 and 9 kHz. Using just one of the two Helm-
holtz coils, the system can also be operated as an ac susceptometer. In contrast to the
ACS systemsmentioned above, this system allows one to apply ac magnetic fields with
amplitudes up to 9 mT. Alternatively, a small ac field can be superimposed by static
magnetic fields having magnitudes of up to 9 mT with directions parallel or perpen-
dicular to the ac field. Thus, ACSmeasurements can also be carried out in the nonlinear
regime, which allows one to study, e.g., the magnetic field dependence of relaxation
times. In addition, this system allows a variation of sample temperature from room
temperature to about 80 °C.

13.3 Models for analysis of dynamic magnetic
measurements

13.3.1 AC susceptibility of MNPs in Newtonian fluids

The complex (ac) susceptibility is generally described by the Debye model and it is
given by

χ(ω) = χ0
1 + iωτeff

. (13.5)

Here ω is the angular frequency 2πf, and χ0 is the static susceptibility given by

χ0 = μ0nm
2

3kBT
(13.6)

with vacuum permeability µ0, number density of magnetic nanoparticles n, and
magnetic moment of a single MNPm. Splitting the complex susceptibility into real and
imaginary parts, the following equations are obtained:

χ ′ (ω) = χ0
1 + (ωτeff )

2 (13.7)

χ″ (ω) = χ0
ωτeff

1 + (ωτeff )
2 (13.8)

Figure 13.2 shows real ( χ ’) and imaginary part ( χ ’’) versus the normalized frequency
ωτeff. Most pronounced is the maximum in the imaginary part, which lies at ωτeff = 1.
Consequently, from knowing the frequency of the maximum, the effective relaxation
can be determined. In practice, there is a distribution of relaxation times f(τeff), so that
Equation (13.5) modifies to

χ(ω) = χ0 ∫
∞

0

f(τeff )
1 + iωτeff

dτeff + χ∞  . (13.9)
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Here χ∞ denotes the finite value of the real part at high frequencies, which is caused by
either small superparamagnetic MNPs with relaxation times well below 1 µs and/or by
intra-potential-well contributions [34–36].

Provided that the MNPs are thermally blocked, so that the effective relaxation time
is given by the Brownian one, and assuming that the hydrodynamic size of the MNPs
has somedistributionwith probability density function f(Vh), Equation (13.9)modifies to

χ(ω) = χ∗∗0 ∫
∞

0

f(dh)
1 + iωτB

ddh + χ∞ (13.10)

with

χ∗∗0 = μ0nM
2
s

3kBT
(
π
6
d
3

c)
2

 .

HereMs is the saturationmagnetizationanddcthemeancorediameter (assuming spherical
cores). If the MNPs are not fully blocked, i.e., the dynamics of a certain portion is domi-
nated by the Néel mechanism, the following, more complex model has to be applied [37]:

χ(ω) = χ∗0 ∫
∞

0

∫
∞

0

d6
c f(Vh,Vc)
1 + iωτeff

ddcddh + χ∞ (13.11)

with

χ∗0 = μ0nM
2
s

3kBT
(
π
6
)
2

 .

Here f(dc,dh) is a bivariate probability density function, which accounts for correlations
between core and hydrodynamic size (for single-core MNP with very thin shell, the
correlation factor between core and hydrodynamic size ρ = 1). For fitting ACS spectra
measured on MNPs, generally a bimodal lognormal distribution is assumed:

Figure 13.2: Real and imaginary parts of the ac susceptibility versus ωτeff within the Debye model.
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f(dh, dc) = 1
2πdcdhσcσh

̅̅̅̅̅
1 − ρ2

√ exp

⎡
⎢
⎢
⎣ −

1
2(1 − ρ2)

⎛⎜⎜⎜⎜⎜⎜⎜⎝
ln 2(dc

μc
)

σ2
c

+
ln 2(dh

μh)

σ2
h

− 2ρ
ln(dc

μc
)

σc

ln(dh
μh
)

σh

⎞⎟⎟⎟⎟⎟⎟⎟⎠

⎤
⎥
⎥
⎦

These and various other generalizations of the Debye model for the determination of
MNP structure parameters are described in detail in the study by Ludwig et al. [37].

13.3.2 AC susceptibility of MNPs in non-Newtonian media

Assuming again that the MNPs are thermally blocked so that only Brownian relaxation
takes place, the Debye model can be modified to non-Newtonian media. Analogously
to the model by DiMarzio and Bishop for the dielectric case [38], the spectrum of the
complex susceptibility can be modified by replacing the dynamic viscosity η by a
complex value η* = η’+iη’’. With the complex shear modulus G* = G’ + iG’’ = iωη*,
Equation (13.5) reads

χ(ω) = χ0
1 + AG*

+ χ∞  . (13.12)

Here A = πd3
h/(2kBT) is a geometry factor, as introduced in the study by Roeben et al.

[21]. Ignoring a distribution of hydrodynamic size, Equation (13.12)—normalized to χ0,
corrected for χ∞ and splitted into real and imaginary parts—can easily been used to
determine both storageG′ and lossmodulus G’’ for each frequency [21]. The situation is
more complicated if a distribution f(A)must be considered. In the studies by Gratz and
Tschöpe [39] and Sriviriyakula et al. [23], the distribution f(A) is determined on a
sample with known viscosity (generally using a Newtonian fluid) and assumed to
remain unchanged when analyzing susceptibility spectra measured for non-
Newtonian systems. A similar approach was proposed by Roeben et al. [21]. The pro-
posed procedures turned out to work at least for non-Newtonian media with weak
elastic contributions, such as PEG solutions [24].

The situation changes, if a certain viscoelasticmodel can be assumed. The simplest
viscoelastic models are the Maxwell model with a viscous and an elastic term in series
and the Voigt-Kelvin model with viscous and elastic terms in parallel. Basic rules for
the arbitrary combination of viscous and elastic forces (torques) provide the following
expressions for the complex shear modulus for the two cases:

G* = iωηG
G + iωη

 for the Maxwell model

G* = η + iωG for the Voigt − Kelvin model

Here η is the dynamic viscosity and G = G′ is the storage part of the complex shear
modulus. For example, for MNPs with a distribution of hydrodynamic diameters f(dh)
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embedded in a Voigt-Kelvin-like medium, the normalized complex susceptibility is
given by

χn(ω) =
χ(ω) − χ∞

χ∗∗0
= ∫

∞

0

f(dh)
1 + AG + iAη

ddh  . (13.13)

The simulated susceptibility spectra for MNPs—ignoring a distribution f(dh)—in a
Maxwell-type medium are depicted in Figure 13.3. As for a Newtonian medium, an
increase of the viscosity causes a shift of the susceptibility spectrum to lower fre-
quencies (Figure 13.3(a)). An increase of the shear modulus G causes an increase of
the real part at high frequencies, while its zero-field value is not affected, and a
shift of the position of the maximum in the imaginary part to higher frequencies,
while its amplitude increases (Figure 13.3(b)). The limit of a Newtonian fluid is
reached for G →∞.

Figure 13.4 depicts the simulated results for a Voigt-Kelvin model. As before, an
increase of the viscosity causes a shift of the spectrum to lower frequencies. However,
an increase of the shear modulus G results in a decrease of the real part at low fre-
quency and of the amplitude of the maximum of the imaginary part. In contrast to the
Maxwell model, the real part of the susceptibility values at high frequencies decreases
to zero, independent of shear modulus. An increase of G causes a shift of the frequency
at which the maximum in the imaginary part occurs to higher frequencies and a
decrease of its amplitude. Note that this behavior is qualitatively similar to the case
when a static magnetic field is superimposed [40].

The same general behavior for the complex susceptibility of aMaxwell and aVoigt-
Kelvin systemwas also derived by Tschöpe et al. [22] by solving the regarding equations
of motion. Importantly, information on what type of viscoelastic model one deals with

Figure 13.3: Simulated spectra for MNPs in a Maxwell-type medium. (a) Variation of viscosity and
(b) variation of shear modulus (dh = 46 nm, T = 296 K).
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can be seen from the general characteristics of the complex spectrum, which signifi-
cantly differs for a Maxwell and a Voigt-Kelvin system.

Theoretical models for the complex susceptibility of thermally blocked MNPs in
Maxwell- and Voigt-Kelvin-type matrices were proposed by Raikher and colleagues
[41–43]. Here the authors solved the regarding equations of motion including thermal
agitation. In the following, we will focus on the Voigt-Kelvin model [41].

The equation of motion is given by

Iϑ̈ + ζ ϑ̇ + Kϑ = y(t) (13.14)

with the angle betweenmagnetic moment and appliedmagnetic field ϑ, the moment of
inertia of the particle I, the rotational friction coefficient ζ = 6ηVh, the linear elastic
restoring parameter K = 6GVh and the stochastic driving torque due to thermal energy
y(t). The magnetic torque is assumed to be small. For the dynamic susceptibility, the
following expressions were derived:

χα(ω) = χ0, α(1 + iω ∫
∞

0

dτeiωτGα(τ)) . (13.15)

with

χ0, ∥ =
nm2

kBT
exp(−kBT

K
)[cosh(

kBT
K

) − 1] and χ0,⊥ = nm2

kBT
exp(− kBT

K
)sinh(

kBT
K

)

as well as

G∥(τ) =
(cosh(kBTK exp(− t

τK
)) − 1)exp(iωt)

cosh(kBTK ) − 1
 and G⊥(τ) =

sinh(kBTK exp(− t
τK
))exp(iωt)

sinh(kBTK )
 .

Figure 13.4: Simulated spectra for MNPs in a Voigt-Kelvin-typemedium. (a) Variation of viscosity and
(b) variation of shear modulus (dh = 46 nm, T = 296 K).
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The total susceptibility is then given by

χtot(ω) =
1
3
(χ∥ + 2χ⊥) . (13.16)

The symbol α in Equations (13.15) denotes the orientations parallel (ǁ) or perpendicular
(⊥) to the excitation field. The time constant τK = ζ/K. Note that the equation for the
Brownian relaxation time in the study by Raikher et al. [41] differs from the expression
in Equation (13.1) by a factor of 2 (this also results in a shift of the frequency of the
maximum in the imaginary part when solving Equations (13.15) and (13.16) in the limit
of vanishing elasticity), so that we tentatively replaced kBT in Equation (13.15) by 2kBT
[25, 44].

Lateron, Rusakov et al. [45] extended their theoretical work, which for the case
described above is limited to the case of planar (1D) rotation, to complete angular space
(2D). The equations for the complex susceptibility they obtained qualitatively differ,
however, from the ones derived for the 1D case (Equations (13.15) and (13.16)) and from the
experimental data, which will be described in Section 13.4.2. Therefore, spectra measured
on blocked MNPs in a Voigt-Kelvin-type matrix were analyzed with Equations (13.15) and
(13.16).

Figure 13.5 displays the ac susceptibility spectra numerically calculated with
Equations (13.15) and (13.16) for the same set of parameters as for Figures 13.3 and 13.4.
Qualitatively, the same behavior as in Figure 13.4 is obtained. In comparison with the
modified Debye model (Equation (13.13)), the numerical model by Raikher et al. re-
quires considerably higher computational effort, especially when extending it by
parameter distributions and implementing it in fitting routines.

Figure 13.5: Spectra for MNPs in a Voigt-Kelvin-type medium calculated with model by Raikher et al.
(a) Variation of viscosity and (b) variation of shear modulus (dh = 46 nm, T = 296 K).
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13.3.3 Magnetorelaxometry of MNPs in Newtonian fluids

For a sample consisting of identical MNPs, an exponential decay of the relaxation
signal is expected:

B(t) ∼ exp(− t
τeff

) (13.17)

If there are distributions of core and hydrodynamic size, generally the cluster magnetic
moment superpositionmodel (CMSM)—as originally proposed by Eberbeck et al. [6]—is
applied. Here the decay of the net magnetic moment of the sample is given by [6, 11]

B(t) = ΦMs ∫
∞

0

f(Vh) ∫
∞

0

f(Vc)VcL(Vc)[1 − exp( − tmag

τeff ,H
)]exp(− t

τeff
)dVcdVh (13.18)

with a system factorΦ and the Langevin function L(Vc). The Langevin function is given
by L(ξ ) = coth(ξ ) − 1/ξ with the Langevin parameter ξ = mB/(kBT) . Note that the
effective relaxation time teff, H comprises the Brownian and Néel relaxation times in a
static magnetic field. If the MNPs are thermally blocked, teff and teff, H can be replaced
by tB and tB, H, respectively, and integration has to be carried out over Vh only.

13.3.4 Magnetorelaxometry of MNPs in viscoelastic matrices

Currently, there are nomodels, which describe the complete magnetorelaxation signal
for a given type of viscoelasticity. In the studies by Raikher and coworkers [41, 45], an
equation for the effective relaxation time of thermally blocked MNPs in a Voigt-Kelvin-
type matrix is provided:

τeff ,VK = τB(1 + K
2kBT

) (13.19)

Here tB is the Brownian relaxation time in a purely viscous medium (Equation (13.1)),
and K = 6GVh is the elastic restoring parameter. Note that again a difference of a factor
of 2 is found comparing the studies by Raikher et al. [41] and Rusakov and Raikher [45].
Equation (13.19) already includes the correction.

In order to analyze experimental MRX curvesmeasured onMNPs in a Voigt-Kelvin-
type matrix, Equation (13.18) with expression (19) for the effective relaxation time can
be applied.

13.3.5 Magnetic field dependence of Brownian relaxation time

Equations (13.1) and (13.2) provide the zero-field expressions for the Brownian andNéel
relaxation times. In standard ACS measurements, where ac magnetic fields with
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amplitudes of well below 1 mT are applied, i.e., the Langevin parameter ξ = mB/
(kBT) << 1, they can reliably be used in the analysis. However, as soon as ξ becomes
larger, significant changes of the relaxation time constants occur.

The dependence of the Brownian relaxation time of thermally blocked MNPs in
large ac magnetic fields was theoretically studied by Yoshida and Enpuku [46] by
solving the Fokker-Planck equation. Based on the simulated ACS spectra, they derived
a set of empirical equations, which can be used to fit experimental data. Here the
Brownian relaxation time in dependence of Langevin parameter ξ is given by [11, 40]

τB,H = τB̅̅̅̅̅̅̅̅̅̅̅
1 + 0.126ξ 1.72

√  , (13.20)

i.e., the Brownian relaxation time decreases with increasing ac field amplitude. Similar
expressions were also derived by Gratz and Tschöpe [47] as well as by Fock et al. [48].

The Brownian relaxation time for the case of a superimposed static magnetic
field—either parallel or perpendicular to the ac probing field—were theoretically
derived by Martsenyuk et al. [8] and are given by

τpar = d   ln   L(ξ)
d   ln   ξ

τB and τperp = 2L(ξ)
ξ − L(ξ)

τB  . (13.21)

The situation is more difficult for the Néel relaxation since one has to account for the
generally randomdistribution of easy axes. TheNéel relaxation ofMNPswith their easy
axes parallel to an applied static magnetic field is given by [2]

τN ,H =
̅̅
π

√
τN0

σ3/2(1 − h2)[(1 + h)exp( − σ(1 + h)2) + (1 − h)exp( − σ(1 − h)2)]−1 (13.22)

with the normalized magnetic field h = B/Bk, Bk = 2K/Ms and σ = KVc/(kBT). There is no
expression for the Néel relaxation time of an ensemble of randomly oriented MNPs in a
large ac magnetic field.

13.4 Experimental results

13.4.1 ACS and MRX measurements on MNPs in Newtonian media

ACS and MRX measurements were performed on a series of samples with different
viscosities. Here water-glycerol mixtures were prepared. First, SHP-25 from Ocean
Nanotechnology was studied. These MNPs are single core, thermally blocked nano-
particles consisting of magnetite and having a nominal (geometric) core diameter of
25 nm with a narrow size distribution [40]. Figure 13.6 depicts the spectra of the imagi-
nary part of the complex susceptibility for samples with glycerol contents ranging from
0 to 86.8 wt%. One discerns a pronounced maximum, which shifts with increasing
viscosity to lower frequencies, as expected for Brownian-dominatedMNPs. In contrast to
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the theoretical expectations (cf. Figures 13.4(a) and 13.5(a)), its amplitude decreases,
which is compensated by an increasing width of the imaginary part peak, which is
related to an increase of the distribution of Brownian relaxation times.

In order to precisely determine the frequency fch atwhich the imaginary part peaks,
data points were fitted with the phenomenological Havriliak-Negami model. Here the
complex susceptibility is given by

χ = χamp

(1 + (iωτ)1−α)β
+ χ∞ (13.23)

where χ∞ is the real-valued susceptibility at high frequencies, and χamp is the amplitude
of the frequency-dependent part. The parameter α accounts for the width of the
spectrum, while the parameter β reflects its asymmetry. For α = 0 and β = 1, the Debye
model is reconstituted.

The values for the dynamic viscosity were estimated from the measured imaginary
part applying

η = kBT
6πfchVh

 , (13.24)

which is obtained from Equation (13.1) and the condition 2πfchτB = 1.
To determine the viscosity values from the MRX curves depicted in Figure 13.7,

Equation (13.18) was applied. The parameters of core diameter distribution and of the
anisotropy energy density were estimated from measurements on an immobilized (by
freeze-drying in a mannitol matrix) reference sample. Knowing these parameters, the

Figure 13.6: Imaginary part versus frequency for SHP-25 MNPs suspended in different water-glycerol
mixtures. Numbers in inset give glycerol concentration. Symbols are measured data points, lines are
fits with phenomenological Havriliak-Negami model (Equation (13.23)).
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parameters of the distribution of hydrodynamic diameter were obtained from the MRX
curve measured on an aqueous suspension, i.e., with known viscosity. Then keeping
these parameters constant, the viscosity is the only free parameter for fitting the
relaxation curves for SHP-25 MNPs in water-glycerol mixtures.

The viscosity values, estimated from ACS and MRX data, are displayed in
Figure 13.8 versus the glycerol concentration. Good agreement with the theoretical
values calculated with the equation by Cheng [49] is found.

Figure 13.7: Normalized relaxation curves measured on SHP-25 MNPs suspended in different water-
glycerol mixtures.

Figure 13.8: Viscosity values determined fromACS, ACF (refers to fluxgate-based ACS setup) andMRX
measurements on SHP-25 versus concentration of glycerol. Dashed line displays theoretical viscosity
calculated using the equation by Cheng [49].
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In order to test, how reliably dynamic viscosities can be determined from ACS
measurements on MNP systems, which exhibit Brownian and Néel contributions,
measurements on a viscosity series of FeraSpin XL from nanoPET Pharma GmbH were
performed. FeraSpin XL is a size fraction of FeraSpin R with a mean hydrodynamic
diameter of about 60 nm. FeraSpin R is a multi-core particle system comprising of
densely packed iron oxide cores with sizes of 5–7 nm [50]. The imaginary parts of the
measured ACS spectra are shown in Figure 13.9. The aqueous sample measurement
displays a maximum at about 1.8 kHz and a shoulder around 100 kHz. With increasing
viscosity, the frequency of the low-frequency maximum shifts to lower frequencies,
indicating that it is caused by Brownian-dominated MNPs while the wide high-
frequency maximum remains unchanged, i.e., it is related to Néel relaxation.

To fit the measured spectra, Equation (13.11) is applied. For simplicity, the correla-
tion coefficient ρ is set to zero (i.e., we ignore a correlation between core and hydrody-
namic size). As for the analysis of the MRX curves in Figure 13.7, core parameters are
independently estimated from relaxation curves of the immobilized reference samples,
while the parameters of the hydrodynamic size distribution were obtained from the
analysis of the ACS spectrum measured on the aqueous suspension of FeraSpin XL.
Dashed lines in Figure 13.9 display the fitted spectra. Note that—for all samples except
the aqueous one—viscosity is the only free parameter. In contrast to the viscosity series
measured on SHP-25, the standard deviation of the lognormal distribution σh of hydro-
dynamic diameters (and Brownian relaxation times) remained nearly constant
(σh ≈ 0.28). Consequently, the observed decay in the amplitude of the maximum is
caused by a gradual decrease of the Brownian-dominated MNP portion with increasing

Figure 13.9: Imaginary part versus frequency for FeraSpin XL MNPs suspended in different water-
glycerol mixtures. Numbers in inset give glycerol concentration. Symbols are measured data points,
lines are fits with Equation (13.11).
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viscosity (transition from Brownian to Néel relaxation). As Figure 13.10 shows, excellent
agreement between experimental and theoretical values is found again.

13.4.2 Investigation of gelation dynamic of aqueous gelatin
suspensions

As Voigt-Kelvin-type matrix system, aqueous gelatin solutions are chosen. As demon-
strated by Tschöpe et al. [22] using Ni nanorods as magnetic markers, rheological pa-
rameters of aqueous gelatin solutions from dynamic opto-magnetic measurements can
well be estimated on the basis of the Voigt-Kelvin model. Here single-core CoFe2O4

synthesized at theUniversity of Cologne [21] are applied asmarkers. Theyare surrounded
by a PAA shell, havemean core diameters of 15 nmanda hydrodynamic diameter—when
suspended inDIwater—of 18nm.Due to the comparably highanisotropy energydensity,
CoFe2O4 nanoparticles of this size are well thermally blocked.

Similarly to the procedure executed by Tschöpe et al. [22], CoFe2O4 MNPs were
suspended in aqueous gelatin solutions with different gelatin contents (2.5, 5, 7.5 and
10 wt%). These suspensions were first heated up to 40 °C, thus being in the sol state,
and the hydrodynamic diameter was determined from the position of the maximum in
the ACS imaginary part and the known viscosity at 40 °C. The viscosity values at 40 °C
were independently determined using an Anton Paar SVM 3000 Stabinger viscosim-
eter. Knowing the dynamic viscosity at this temperature, the ACS spectra measured at
40 °C were fitted with the Debye model extended by inserting a lognormal distribution
of hydrodynamic diameters. For the 2.5wt%sample, ameanhydrodynamic diameter of

Figure 13.10: Dynamic viscosities determined from ACS spectra on FeraSpin XL viscosity series
versus calculated values.
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37 nmwas determined; for the 5 wt% sample, a value of 46 nmwas found. The increase
in hydrodynamic size compared to the value of the aqueous sample at room temper-
ature is attributed to an adsorbent gelatin layer. Repeated heating of the samples to
40 °C after gelation always resulted in the same hydrodynamic size, so that we assume
that the thickness of the absorbent gelatin layer does not change with time.

Figure 13.11 depicts real and imaginary part of the sample with 5 wt% gelatin,
measured at different stages of the gelation process. Apparently, the magnitude of the
real part at low frequencies continuously decreaseswith increasing gelation timewhile
it approaches zero at high frequencies, as expected for a Voigt-Kelvin-type system.

Figure 13.12(a) and (b) shows the ACS imaginary parts measured on the (a) 2.5 and
(b) 5wt%samples. For the 2.5wt%gelatin sample, a gradual shift of the peak frequency

Figure 13.11: Real and imaginary parts of ACS spectra recorded at different stages of the gelation
process.

Figure 13.12: Evolution of ACS imaginary part of (a) sample with 2.5 wt% gelation and (b) with 5 wt%
gelatin. Symbols show data points, lines are fits with Equations (13.15) and (13.16).

13.4 Experimental results 339



to lower frequencies and of its magnitude is observed. At the same time, the width of
the spectrum increases with increasing gelation time. In contrast, the spectrum of the
imaginary part measured on the 5 wt% gelatin sample first shows a shift of the peak
frequency to lower frequencies but after a certain time, it reverses and increases again.
But similarly to the 2.5wt% sample case, themagnitude of themaximumdecreases and
the width increases with increasing gelation time.

The behavior observed for the 5 wt% sample is qualitatively similar to that
observed by Tschöpe et al. [22] applying an oscillating magnetic field to Ni nanorods
and detecting their response by a magneto-optic technique.

Reminding the fundamentals of a Voigt-Kelvinmodel (Section 13.3.2), the observed
behavior is very clear: An increase of the (local) dynamic viscosity of the medium
causes a shift of the imaginary part to lower frequencies. An increase of the shear
modulus results in a decrease of the ACSmagnitude and a shift of the position of the χ’’
maximum to higher frequencies. The latter effect is very pronounced for the sample
with 5 wt% gelatin. But at the same time, a significant increase of the width of the
spectrum is discernable. In order to extract values for viscosity η and shear modulus G,
the measured spectra of the imaginary part were fitted with Equations (13.15) and
(13.16). Since they do not consider distributions of parameters, they were generalized
by inserting lognormal distributions of hydrodynamic diameter f(dh) and (local) dy-
namic viscosity f(η). Obtained parameters for η and G are shown in Figure 13.13 as a
function of gelation time.

Obviously, the same general trend is found for both samples. The viscosity
continuously increases with rising gelation time, while the shear modulus first in-
creases, followed by a plateau and then starts rising again. The main difference be-
tween both samples lies in the different magnitudes of the (nano)rheological
parameters. While viscosity and shear modulus of the 2.5 wt% sample at 1000 min
amount to about 10mPa s and 8 Pa, respectively, they are 30mPa s and 9 Pa for the 5wt

Figure 13.13: Viscosity η and shear modulus G as a function of gelation time for the samples with (a)
2.5 and (b) 5 wt% gelatin.
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% sample. The different ratio of viscosity and shear modulus causes that the elastic
term starts dominating for the 5 wt% gelatin sample at high gelation times.

Similar findings were obtained when analyzing themeasured ACS spectra with the
modified Debyemodel (Equation (13.13) extended by a distribution of local viscosities).
Figure 13.14 displays the fitting results obtained with the numerical model by Raikher
et al. [41] and the modified Debyemodel. The viscosities estimated by both approaches
agree very well. Regarding shear modulus, its evolution with gelation time is quali-
tatively the same but the absolute values differ by a factor of about two. At this stage, it
remains open what the reason is. As pointed out in Section 13.3.2, kBT in the original
equations given in the paper by Raikher et al. [41] was replaced by 2kBT so that—in the
limiting case of vanishing elasticity—the well-known expressions for the Brownian
relaxation time and the standard Debye model are re-established.

According to Normand et al. [51], there are four phases in the gelation kinetics of
gelatin. Comparing Figure 13.13 with their findings, the time interval up to 300min can
be attributed to phase 2, which is characterized by the gel formation and a rapid
increase of G and η. The time up to about 4000 min may be related to phase 3, which—
according toNormand et al.—is characterized by the extension of existing cross-links in
the network rather than the formation of new ones. The rise of G at longer times—as
discernable in Figures 13.13 and 13.14—was also observed by the authors applying a
stress-controlled rheometer technique.

The ACS spectra measured on samples with 7.5 and 10 wt% gelatin could not be
analyzed since the characteristic features were outside the accessible frequency
window.

The same samples were also investigated by magnetorelaxometry. The aqueous
gelatin solution samples were heated to 40 °C for about 60 min, and after quickly

Figure 13.14: Comparison of temporal evolution of viscosity and shear modulus values determined
from measured ACS spectra with numerical model by Raikher et al. [41] and modified Debye model.
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cooling them down to 23 °C, successive MRX measurements were performed. The
measured MRX curves, measured on the 2.5 wt% gelatin sample and normalized to the
signal before the magnetic field pulse is switched off, are depicted in Figure 13.15(a).
With increasing gelation time, the decay of the relaxation signal monotonously slows
down. An independent estimation of viscosity η and shear modulus G by fitting the
measured MRX curves with Equations (13.18) and (13.19) is not possible. Therefore,
Figure 13.15(b) shows the normalizedMRX curves simulatedwith Equations (13.18) and
(13.19) using the parameters obtained from the analysis of the corresponding ACS
spectra. A reasonable agreement is found. A qualitatively similar behavior was
observed for the 5 wt% gelatin sample. The behavior measured for the 7.5 and 10 wt%
gelatin samples is more complex. The not normalized MRX curves for the 7.5 wt%
gelatin sample are depicted in Figure 13.16(a). The change of the curveswith increasing
gelation is no longer monotonous and even a crossing can be observed. As for the ACS
case, this may be caused by the different effect of viscosity and shearmodulus changes
on the MNP dynamics. Figure 13.16(b) shows the MRX curves measured on the sample
with 10 wt% gelatins at different times after reaching 23 °C. Apparently, no significant
differences between curves and the reference curvemeasured on a freeze-dried sample
of CoFe2O4 nanoparticles are discernable, meaning that the dynamics of this sample is
dominated by the Néel mechanism.

13.4.3 Investigation of magnetic field dependence of Brownian
relaxation time

All ACS measurements described in Section 13.4.1 and 13.4.2 were carried out at small
ac field amplitudes (200 µT, i.e., ξ << 1). To extract nanorheological parameters from

Figure 13.15: Normalized (a) measured and (b) simulated MRX curves of the samples with 2.5 wt%
gelatin. The numbers in brackets in the legend of (b) denote the applied values for viscosity and shear
modulus.
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measurements at higher ac field amplitudes or large-magnitude superimposed dc
fields, the effect of magnetic field amplitude on the Brownian relaxation time has to be
separated. The magnetic field-dependence of the Brownian relaxation time was
investigated by measuring the ACS spectra with the setup originally developed for
measuring the dynamics in a rotating magnetic field. Experimental details were briefly
summarized in Section 13.2.

Experimental studies of the dependence of Brownian and Néel relaxation times of
iron-oxide single-core MNPs (SHP-20 and SHP-25 from Ocean Nanotech) on ac field
amplitude and on a superimposed dc magnetic field—either parallel or perpendicular
to the ac probing field—were presented in the study by Dieckhoff et al. [40]. It was
demonstrated that Equations (13.20) and (13.21) can well be applied. In order to extend
the range of the Langevin parameters ξ, ACS measurements were also performed at Ni
nanorods [52]. Combining their magnetic moment of the order of 10−17 Am2 and the
maximum field amplitude of 9 mT, which can be applied with the given setup, Lan-
gevin parameters up to 80 are covered. For comparison, the spherical CoFe2O4 nano-
particles used for the nanorheological studies have magnetic moments of the order
of 7⋅10−19 Am2, providing a Langevin parameter at room temperature and 9 mT of
approximately 1.5. Caused by shape anisotropy, these Ni nanorods with lengths of
about 270 nm are strongly blocked so that dynamics are solely determined by the
Brownian mechanism.

Figure 13.17(a) depicts the spectra of the imaginary part measured on an aqueous
suspensions of Ni nanorods for different amplitudes of the acmagnetic field. To reduce
dipolar interactions between nanorods, the nanorods volume fraction amounted to
5⋅10−5. With increasing ac field amplitude, the position of themaximum shifts to higher
frequencies and at the same its magnitude decreases. With the assumption that the
maximumoccurs atωτB= 1, Equation (13.20) can be applied tofit the dependence of the

Figure 13.16: MRX curvesmeasured on (a) 7.5 and (b) 10 wt% gelatin samples at different times of the
gelation process.
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characteristic frequency fch on ac magnetic field amplitude. The best fit to the experi-
mental data is shown in Figure 13.17(b). As can be seen, Equation (13.20) can be applied
for the ac magnetic field amplitude dependence of the Brownian relaxation time over a
large range of Langevin parameters.

In order to determine the effect of an oscillating magnetic field—as applied by
Tschöpe et al. [22, 39] for their nanorheological studies using magneto-optical detec-
tion—on the Brownian relaxation time, we also performed ACS measurements in a
small acmagneticfield and aperpendicular staticmagneticfieldwithmagnitudes up to
9mT on the aqueous Ni nanorod suspension. The characteristic frequency versus static
magnetic field magnitude is shown in Figure 13.18. Note that fitting the characteristic
frequency (or Brownian relaxation time) with Equation (13.21) with the two parameters
ξ and tB is only unique at low ξ values. Therefore, the dashed line in Figure 13.18 was
calculated with the parameters from the fit of the data in Figure 13.17(b). The good
agreement between experimental results andmodel indicates that Equation (13.21) can
be applied to determine the effect of a perpendicularly applied static magnetic field on
the Brownian relaxation time. This is important for the determination of rheological
parameters from ACS measurements since they are included only in the zero-field
Brownian relaxation time tB.

13.5 Discussion

The use of thermally blocked MNPs as local probes for nanorheological investigations
is straight forward for viscous media. The Brownian relaxation time τB, which is pro-
portional to the dynamic viscosity, can be determined by any dynamic magnetic

Figure 13.17: (a) Imaginary part versus frequency measured on Ni nanorod sample for different
amplitudes of the ac magnetic field. (b) Extracted characteristic frequency versus field amplitude.
Solid line shows fit with Equation (13.20) and assuming ωchτB = 1.
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measurement method. Here we focused on measurements of the complex (ac) sus-
ceptibility and the magnetorelaxation signal. The advantage of ACS is that a rather
large range of relaxation times can be covered, while MRXmeasurements are generally
restricted to relaxation times above a few 100 µs.

The situation is more complex for viscoelastic media. Aswe have demonstrated for
the cases of aMaxwell and aVoigt-Kelvinmodel as the two limiting cases, viscosity and
shear modulus have a very different effect on the ac susceptibility spectrum. A quali-
tative analysis of the ACS spectrum already gives some indication on the dominating
viscoelastic model. The ACS spectrum of blocked MNPs in any viscoelastic matrix can
basically be described by Equation (13.12). In contrast to numerical models for a
Maxwell [42] or Voigt-Kelvin system [41], the computational effort is much smaller. The
analysis procedure is straight forward for systems without parameter distributions:
Using measured values of real and imaginary parts, the complex shear modulus or
complex viscosity can be calculated as a function of frequency. If distributions (e.g., of
the hydrodynamic size) have to be considered, the equation system is still solvable,
proposed that the distribution—as generally determined from a fit of the ACS spectrum
measured on a sample withMNPs in a Newtonian fluid with known viscosity—does not
change. For the temporal evolution of the gelation process, as studied in this contri-
bution, this is certainly a coarse assumption.

Comparing ACS and MRX for nanorheological studies applying MNPs as local
probes, ACS has the advantage that there are theoretical models for Maxwell, Voigt-
Kelvin and Jeffrey systems [41–43] describing the complex susceptibility spectrum.

Figure 13.18: Dependence of the characteristic frequency on the magnitude of the perpendicular
static magnetic field magnitude. Dashed line shows dependence calculated with Equation (13.21)
using the parameters for ξ and τB from Figure 13.17(b).
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As we have described in Section 13.3.2, the Debye model can easily be modified for
non-Newtonian media by inserting a complex viscosity/shear modulus. In contrast,
for the analysis of MRX data, there are currently only expressions for the effective
relaxation time, which depend on both viscosity and shear modulus, i.e., their in-
dependent determination from a single MRX curve is not possible. For comparison, in
an ACS measurement, real and imaginary parts of the complex susceptibility as a
function of frequency can be used for the independent extraction of rheological
parameters.

In conventional rheology, the relationship between stresses and strains is
measured in order to determine the complex shear modulus. As a result, frequency-
dependent values for storageG’ and lossmodulusG’’ are obtained. In Section 13.4.2, we
have demonstrated (similar results were obtained by Tschöpe et al. [22]) that experi-
mental spectra could only be fitted by implementing a distribution of (local) dynamic
viscosity. The main difference between conventional rheology and nanorheology is
that MNPs are used in the latter one as probes for the local (nano)environment.
Ignoring interactions between MNPs, the measured ACS spectrum is the superposition
of the contributions from the individual nanoparticles inside the sample. Since—in a
complex matrix as an aqueous gelatin solution—each MNP senses its own local envi-
ronment, measured spectra cannot be described by a single value of complex viscosity
(or shear modulus). Injecting MNPs as local probes into a matrix, the MNPs’ response
crucially depends on the way they are embedded in the matrix and on their size
compared to the characteristic length scales of the matrix material [24, 53]. For
example, if the nanoprobes are larger than the mesh size of a gel network, their
response is expected to reflect themacrorheological properties of thematrix [22]. If they
are “swimming” inside a mesh, they will sense the viscosity of the liquid. Thus, dy-
namic magnetic measurement techniques, such as ACS, provide more information
than just the rheological parameters of the matrix on the nanoscale. Also, their dy-
namics strongly depends on whether they are functionalized so that they can be
directly linked to the surrounding matrix [54, 55].

Whilemagnetoviscous effects—caused by dipolar interactions and thus structure
formation—were observed in conventional rheology [28], we did not observe any
indications on magnetoviscous effects in dynamic magnetic measurements. Impor-
tantly, one should keep in mind that the magnetoviscous effect as theoretically
proposed by Shliomis [27] does not occur in a dynamic magnetic measurement with
stationary sample and that the Brownian relaxation time itself depends on magnetic
field strength. For all samples investigated so far, the change of the ac susceptibility
spectrum with magnetic field amplitude could well be described by the field-
dependent Brownian relaxation time. Performing ac susceptibility measurements on
samples with significantly higherMNP concentrations—as, e.g., done by Fischer et al.
[56], the additional problem arises that dipolar interactions directly causes a shift of
the ACS spectrum toward lower frequency [57, 58], thus pretending amagnetoviscous
effect.
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13.6 Conclusions

Dynamic magnetic measurement techniques such as ACS and MRX in combination
with thermally blocked MNPs are a powerful tool to study the interaction between
MNPs and the surrounding matrix. Applying appropriate models, such measurements
can be used to determine rheological parameters on the nanoscale. However, one
should keep inmind that these parameters, extracted from theMNPdynamics,may not
be the same as the ones obtained from conventional rheology. But since MNPs sense
their local environment on the nanoscale, dynamic magnetic measurements provide
important information on the MNPs’ embedding in and interaction with the matrix.

This contribution focused onACS andMRXmeasurements. However, similarly, the
dynamic magnetic response of MNPs can also be studied in oscillating—as performed
by Tschöpe et al. [22, 39]—or rotating magnetic fields.

The methodology described in this contribution can be applied to different matrix
systems, as, e.g., cells in biomedicine, other gel-likematerials such as xanthan [23] and
liquid crystals.
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14 Dielectric behaviour of magnetic hybrid
materials

Abstract: The objectives of this work include the analysis of electrical and magnetic
properties of magneto-elastic hybrid materials with the intention of developing new
techniques for sensor and actuator applications. This includes the investigation of
dielectric properties at both low and high frequencies. The behaviour of capacitors
whose dielectrics comprise magnetic hybrid materials is well known. Such interfacial
magnetocapacitance can be varied according to magnetic content, magnetic flux
density and the relative permittivity of the polymermatrix togetherwith other dielectric
content. The basic function of trapping electrical charges in polymers (electrets) is also
established technology. However, the combination of magnetoactive polymers and
electrets has led to the first electromagnetic device capable of adhering to almost any
material, whether magnetically susceptible or not. During the course of this research,
in addition to dielectrics, electrically conductive polymers based on (PDMS) matrices
were developed in order to vary the electrical properties of the material in a targeted
manner. In order to ensure repeatable results, this demanded new fabrication tech-
niques hitherto unavailable. The 3D printing of silicones is far from being a mature
technology and much pioneering work was necessary before extending the usual
3 d.o.f. to include orientation about and diffusion of particles in these three axes, thus
leading to the concept of 6D printing. In 6D printing, the application of amagnetic field
can be used during the curing process to control the particulate distribution and thus
the spatial filler particle density as desired. Most of the devices (sensors and actuators)
produced by such methods contain levels of carbonyl iron powder (CIP) embedded
magnetic filler of up to 70 wt%. Contrary to this, a hitherto neglected research area,
namely magnetoactive polymers (MAPs) having significantly lower magnetic particle
concentrations (1 to 3 wt% CIP) were also investigated.With filler concentrations lower
than 3 wt%, structures are formed which are completely absent at higher filler levels.
CIP concentrations in the range of 1wt% demonstrate the formation of toroidal struc-
tures. Further development of coherent rings with a compact order results as filler
concentrations increase towards 2 wt%. Above 3 wt% the structure eventually disin-
tegrates to the usual random order found in traditional MAP with higher CIP content.
Structured samples containing 1%–3 wt% CIP were investigated with the aid of X-ray
tomography where solitary ring structures can be observed and eventually the
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formation of capillary doubles. Over wavelengths ranging from 1 to 25 µm, spectro-
scopic analysis of thin film MAP samples containing 2 wt% CIP revealed measurable
magnetic-field-dependent changes in IR absorption at a wavenumber 2350
(λ = 4.255 µm). This was found to be due to the diamagnetic susceptibility of atmo-
spheric carbon dioxide (CO2). Consequently, the first potential application for sparse
matrix MAPs was found.

Keywords: cappillary doublet, elastomer dielectric, diamagnetic, FTIR, interfacial
magnetocapacitance, magnetoactive polymer, PDMS, toroid

14.1 Introduction

Magnetoactive polymers (MAPs) are elastomeric composites comprising micrometre-
sized ferromagnetic or paramagnetic particles distributed within a mechanically
compliant, nonmagnetic matrix [1]. Their mechanical [2–4] and electrical [5, 6] prop-
erties have been extensively investigated, though research into the behaviour of small
quantities or even single filler particles is still in its infancy [7].

The project commenced with investigations into the effects of an applied magnetic
field on the dielectric properties of MAPs. It rapidly became clear that although the
electrical capacitance of an MAP could be changed by the influence of an external
magnetic field, this was clearly attributable to interfacial capacitive effects caused by
changes in the inter-particle distance between discrete magnetic content rather than
any changes in dielectric permittivity.

Much of the basic theory and measurements concerning interfacial magneto-
capacitance have been thoroughly investigated [5], although it is often (incorrectly)
called magneto-dielectric effect [8–11].

Whilst embedded within an elastomer, movement of the magnetic particles is
highly restricted. Because magnetic saturation is likely to be achieved long before the
elastic limit of the polymer matrix is reached, magnetically influenced changes in
capacitance are relatively small. Nevertheless, a decrease in distance between the
particles along the magnetic flux lines, with increasing magnetic field strength, can be
measured. However, it should be noted that only a change in capacitance takes place,
not a change in the dielectric permittivity of the polymer matrix. This is not a true
magnetodielectric effect as the relative permittivity is a function of the polymer ma-
terial alone, which remains uninfluenced by the magnetic field.

Although magnetocapacitance can exist without multiferroic coupling, the term
magnetodielectric refers specifically to single-phase materials having ferroelectric and
ferromagnetic or antiferromagnetic order. Alternatives comprise composite materials
combining conventional ferroelectrics and ferromagnetics segregated on a nanoscale
level [12]. Lawes states categorically: “great care should be taken to separate intrinsic
magnetodielectric coupling from interfacial magnetocapacitance” [13]. Consequently,
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the magnetodielectric effect implies electromagnetic coupling at the atomic, or at least
molecular, level where the relative permittivity of the dielectric may change subject to
an externally applied magnetic field. At the other end of the mesoscopic scale, where
micrometre-sized particles are distributed within a polymer dielectric matrix, changes
in capacitance are due purely to rearrangements in the magnetic particle structure or a
shift of the magnetic domains within a single particle of sufficient size. The relative
permittivity of the dielectric matrix remains constant [14]. Consequently, neither two-
phase MAPs [15] nor ferromagnetic–ferroelectric heterostructures employing perma-
nently magnetized hard magnetic materials [16] and ferroelectric content such as
magnetoactive electrets [17] can be considered to be magnetodielectrics. Using pulsed
magnetic fields, a slightmagnetoelectret effect [18]may be observed, but in aMAP, due
to the electrical conductivity of the particles, the induced electrical charge rapidly
diminishes.

The often used term “dielectric constant” is also incorrect in that εr is a function of
frequency (i.e. not a constant). In fact, at very high frequencies (i.e. light) εr = n2 where n
is the refractive index. For almost all polymeric materials, this value is considerably
lower than that measured at lower frequencies. The correct term for εr is relative
permittivity and the absolute permittivity ε is the product of free space permittivity and
relative permittivity ε0 εr [19]. For clarity, this (correct) nomenclature is used
throughout this work.

The 3D printing of magnetoactive, electroactive or pure silicones and the newly
developed 6D printing of MAPs [20] offer many possibilities for the production of
suitable prototypes with complex geometries. For the 3D and 6D printing of the
aforementioned polymer combinations, a special miniature extruder was developed.
This allows the combination of the respective components whilst simultaneously
performing degassing of the mixture in order to achieve cavity-free compounds [21].

Printing of a 3D silicone structure is augmented by the addition of magnetic con-
tent, which must be achieved prior to curing. Control of the additional 3 degrees of
freedom (orientation and diffusion gradient of the particles) is realized by means of an
externally applied magnetic field. This results in 6D printing. In addition to magnetic
content, MAPs may also be made partly or wholly electrically conducting by the
addition of carbon black, graphite [21] or aluminium graphite [22].

As most researchers have hitherto concentrated on maximizing magnetic content,
MAPs with lower magnetic concentrations have been an area of neglected interest.
During the course of this work, sparsely populated polymer matrices were found to
have some very interesting, and often surprising, characteristics. Because of the lack of
a true magnetoelectric effect, spectral investigations from infrared to ultraviolet reveal
little, if any, magnetic-field-induced changes in transmission. One exception was
discoveredwithMAP containing less than 3wt%CIP contentwhere the interactionwith
diamagnetic CO2 was found to result in transmission changes at a wavelength of
4.255 µm [23]. These newand interesting resultswill be presented and discussed later in
this chapter.
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14.2 Sample fabrication and preparation

Addition-curing RTV-2 silicone rubbers [24] may be cross-linked at room temperature
and can be used immediately after demoulding. The electrical and mechanical prop-
erties of silicone compounds and particularly poly(dimethylsiloxane) (PDMS) are well
known [25].

Initially two components A (basematerial) and B (catalyst with platinum complex)
of a RTV-2-silicone, typically SF00 or SF13 (Silikonfabrik), must be combined equally,
as illustrated in Figure 14.1. Cross-linking commences at temperatures above 10 °C.
Throughout this work curing was achieved at room temperature (22 °C), though it may
be accelerated using higher temperatures (up to 200 °C).

In order to produce cavity-free silicone structures, a miniature extruder was
developed, as depicted in Figure 14.2. This provides cavity-freemixtures suitable for 3D
and 6D printing [20, 22].

Following cavity-free mixing, the silicone may be combined with the desired
particulate. For MAPs, carbonyl iron particles can be used (CIP SQ from BASF). The CIP
used are both mechanically and magnetically soft with diameters between 3.9 and
5 µm. CIP SQ has a pure iron (Fe) content of up to 99.8%. This differs considerably from
MAP containing nanoparticles or micro-particles in solution where ionic strengthmust
be considered [27]. In traditional MAPs, the CIP are embedded in a PDMS matrix and
make up between 10 and 90 wt% of the mass of the entire mixture [2]. In this work, a
much lower CIP concentration is employed, and the PDMS matrix is relatively soft
(Shore A 00 or A 13 hardness). Finally, the uncured mixture may be poured into a
mould or printed onto a substrate as desired and cavities deliberately added by
injection.

Figure 14.1: Cross-linking of silicone base and silicone catalyst [26]. 1.) End of polymer chain, 2.)
cross-linker, 3.) Pt catalyst.
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A large range of samples were prepared with carbonyl iron (CIP) contents ranging
from 1 to 12%byweight. In order to eliminate the possibility of inter-particlemagnetism
being solely responsible for the structure formation, nickel and silver particle fillers
were also used. As similar structures emerged, it could be concluded that this was
neither a purely magnetic function nor something exclusively related to iron. Never-
theless, with magnetically susceptible particles, the structure can be influenced by an
externally applied magnetic field.

14.2.1 Magnetization measurements

The magnetization behaviour of similar samples from the same production batch was
measured using a SQUID magnetometer (Quantum Design MPMS XL) including MPMS
RSO Controller and digital R/G Bridge. Measurements were carried out to the working
limits of the measuring system; whereby only portions of the samples produced were
analysed in order to remain within the limits of magnetic moments.

The resulting range of permeabilities measured are comparable to those found
with magnetorheological fluids where values lie typically between 3 and 7 for
magnetizable content in the range of 10–30 wt% [28]. Ferrofluids have much lower
permeability, around 1.2 [29], and it is known that magnetoactive elastomers con-
taining nanoparticles exhibit only very limited magnetoactive effects [17].

The relative permeabilities measured are not the permeabilities of individual iron
particles. The values shown in Figure 14.3 represent the bulk permeabilities of the
material samples. This shows that even at only 1 wt% CIP content, the permeability is
not proportionally lower than that with 12 wt%.

Figure 14.2: Miniature silicone extruder.

14.2 Sample fabrication and preparation 355



14.2.2 Interfacial magnetocapacitance

In an electrorheological or magnetorheological fluid, the particles may freely rotate
and translate [30]. This is not the case in an MAP where the elastic matrix limits such
movement.

Figure 14.4 shows the influence of an externally applied magnetic field on the
effective electrical capacitance of an MAP. Here Cn represents the increase in capaci-
tance for the MAP subjected to an external magnetic field compared to that without a

Figure 14.3: Magnetic permeability of SF13 samples containing 1, 7 and 12 wt% CIP.

Figure 14.4: Capacitance as a function of applied magnetic flux density.
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magnetic field and that measured while the MAP is subjected to an external magnetic
field.

As may be observed from Figure 14.4, the electrical capacitance increases with
rising magnetic flux density. The slight decrease about the zero point where the two
plots cross is where the magnetic field changes from assisting fields (N-S) to opposing
fields (N-N or S-S). For the purposes of interfacial magnetocapacitance, the use of
PDMS as a matrix has now been largely superseded by boron-organo-silicon oxide
polymers [31].

14.2.3 Internal toroidal structural formation

During vacuumevacuation, bubbles rise to the surface before being released.With very
sparse filler particle concentrations, particles tend to gather on the boundary layers of
ascending cavities [32]. A similar effect, previously intended for the attachment of
lower-density talcum particles, has been documented [33] as has the self-assembly of
particles into ring structures in two-phase fluids [34].

The hydrodynamic interaction of the higher-viscosity polymer tends to hinder the
ascent of the heavier particles under the influence of gravitational acceleration causing
them to lag behind the basic flow field [35]. The addition of thefiller followingmixing of
the silicone components suggests that incipient cross-linking aids in stripping the ring
from the bubble. Due to the velocity of cavity ascent, rather than a homogeneous
distribution of particles over the spherical surface, a circumferential collection and
subsequent ring (Torus) formation are created, as shown in Figure 14.5a.

The point at which the filler particle ring surrounding the rising cavity breaks free
depends on the rate of ascent. The diameter of the toroid being a function of bubble
dimension depends on the surface tension of the polymer, the mixing strategy and the

Figure 14.5: X-ray tomography of toroidal formations in SF13 with a) 1 wt% and b) 2 wt% CIP.
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degree of cross-linking at the point of release. In Figure 14.5a, for 1 wt% CIP samples,
average toroidal diameters of 80–90 µm resulted.

Cavity ascent is subject to purely laminar flow as the Reynolds factor {1} is far too
low for turbulence to develop, thus maintaining a stable geometry.

Re = VρL
μ

(14.1)

Reynolds factor is a function of flow rate v, medium density ρ, the characteristic length
L and dynamic viscosity µ. For an 80 µm diameter bubble rising at a velocity of 0.1 m/s
through amediumwith a dynamic viscosity of µ = 1500mPa/s at 23° (the polymer prior
to curing), then expression {1} yields amaximumReynolds numbermuch lower than 1,
thus guaranteeing laminar flow [36].

Expression {2} gives the volume of the torus formed,

Vr = 2π2Rα2 (14.2)

where R is the radius of the torus and α the radius of its tubular cross section. However,
cavities do not always rise vertically but can also rise at an angle to the vertical, thus
forming regular ring layers [32].

As long as the bubbles are so spaced that they do not make contact with one
another, then depending on the flow regime, the rising bubble will collect particles in a
volume represented by an oblique cylinder with radius R and height h, the volume for
which is given in {3}.

Vc = ∫
h

0

πR2dx = πR 2h (14.3)

Dividing {2} by {3} gives the volume fraction ϕ in expression {4}

ϕ = 2πα2

R2 (14.4)

Clearly, the particulate material has an influence on the resulting ring dimensions.
When for 1 wt% nickel or silver filler particles are used, ring diameters with an
average value of about 24 µm are formed. For 1 wt% CIP, themedian diameter is about
80 µm. Inserting amean toroidal radius of R = 40 µmand a cylinder height h = 100 µm,
for particles of average radius r = 2.5 µm in expression {4} reveals a volume fraction for
a ring of single particles of 2.45%. However, the density of iron is 7.86 kg/m3 and that
of silicone around 0.96 kg/m3 [37]. Consequently, the mass fraction is 8.2 times lower
or 0.3%. This represents the absolute minimum particle mass faction required before
torus production can commence and assumes that all free particles within VC (3) are
gathered by the rising cavity. At the other end of the scale, it is logical to assume that
there must be a maximum mass concentration for which toroid production is
possible.
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14.2.4 Capillary doublet formation

Increasing the CIP concentration towards 2 wt% results in a growth in toroid diameter
until contiguation takes place as shown in Figure 14.5b. At this point the ring diameters
were found to be around 130 μm. The enlargement of the outer diameter of the toroid
caused by a higher weight percentage of filler material, in this case 2 and 3 wt%, can
also be observed for nickel. This can be easily explained by the fact that the bubbles
expand slightly as the weight of the collected particles causes them to be shed towards
the interface between two connecting cavities.

This leads to axially symmetrical CIP containing volumes, known as capillary
doublets [32, 38], which are formed at the interface between two rings in contact. This
effect can be seen in the X-ray tomograph of Figure 14.6.

The nucleation and growth of capillary bridges, formed in colloidal crystals during
the liquid phase separation process, are described step by step by Cheng and Wang
[34]. The formation of capillary doublet structures is schematically illustrated in
Figure 14.7. This is a familiar geometry in electronic engineering [39].

There are many mathematical derivations for the volume of a capillary bridge.
Between two spheres they are catenoidal, but the upper and lower surfaces can be
concave or convex, as shown in Figure 14.8. Expression {5} appears frequently as the
basis of the relationship between capillary width and volume [40, 41]. Applying a
somewhat simplified analysis to the model illustrated in Figure 14.7 reveals some
approximate but interesting results.

d = s
2
(

̅̅̅̅̅̅̅̅̅̅

1 + 2V
πRs2

− 1

√

) (14.5)

Transposing expression {5} for volume V gives {6}:

Figure 14.6: X-ray tomography showing capillary doublets at slightly above 2 wt%.
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V = πRs2

2
⎛⎝(

2d
s
+ 1)

2

− 1⎞⎠ (14.6)

Taking approximate measurements from Figures 14.5 and 14.8 and inserting values for
d ≈ s ≈ 15 µm and R ≈ 35 µm in {6} yields a volume Vb of 9.896 × 10–14 m3.

Assuming the formation of capillary bridges between all neighbouring cavities, the
entire volume from which the particles are collected can be roughly modelled as the
cylindrical volumegivenby {3}. Using thevalues extracted fromFigure 14.8, the resulting
cylindrical volume Vc of 5.03 × 10–13 m3 can be calculated. The quotient between Vb

and Vc represents the volume fraction in the capillary bridge, in this case ca. 19.67%.

Figure 14.7: Formation of concave capillary doublets through bubble contiguation.

Figure 14.8: A single isolated carbonyl iron powder (CIP) capillary doublet after curing.
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However, as previously mentioned, the density of carbonyl iron is 7.86 kg/m3 and that
of silicone around 0.96 kg/m3. Consequently, the weight percentage is only 2.4%.

Given the observed onset of capillary doublet formation at 1.5 wt%which reaches a
fully developed condition at around 2 and 3 wt% being the limit, the earlier calculated
value is not unrealistic.

As higher CIP (>3 wt%) concentrations are reached, these structures then disap-
pear with the usual random distribution of agglomerated particles within the polymer
matrix shown in Figure 14.9 remaining. A similar situation also exists where the per-
centage of nickel or silver exceeds a threshold of about 3 wt%. The absence of any
visible structure is typical for the usual high CIP concentration MAP, in which an
arbitrary distribution of filler particles in spatially separated aggregates prevails.

14.2.5 Spectral analysis

The dielectric properties of MAP at high frequencies are important to the design of
modern sensory elements associated with applications such as instrumentation,
telecommunications and soft robotics. However, most current research has concen-
trated on lower frequency ranges [42] with a few investigations at microwave levels
[43].

Optical properties concerning MAP surface structures have been investigated [44],
[45] as has X-ray scattering [46]. Consequently, spectroscopy at wavelengths shorter
than 1 µm has not been considered during this work.

Figure 14.9: X-ray tomography showing a random distribution of CIP in SF00 3 wt%.
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The transmission/absorption behaviour of PDMS alone (without magnetic filler) in
the infrared spectrum is well known [47]. MAPs have occasionally been the subject of
spectroscopic analysis, usually on a secondary basis in order to verify other findings
[48, 49]. The more usual MAP compounds containing higher ferromagnetic or para-
magnetic content (40–80 wt%) have previously been subjected to IR spectral investi-
gation but without decisive results with regard to the influence of an applied magnetic
field [3, 50].

In transmission spectroscopy, the effective path length of the infrared radiation
passing through the sample is determined by both the thickness and orientation of the
sample to the directional plane of the IR beam [51]. Figure 14.10 shows the FTIR
spectrum of PDMS sans CIP which is in agreement with other findings [52]. Spectra of
samples containing 7, 12, 17, 23 and 35 wt% CIP reveal no changes in individual
wavelengths but merely a shift of the entire spectrum due to opacity variations. Other
findings concerning FTIR spectra of polyurethane-basedmagnetorheological polymers
with considerably higher CIP content reveal similar results [3].

Nevertheless, Figure 14.11 reveals a small, but easily observable, difference at a
wavelength of 4.255 µm (wavenumber 2350 cm−1) when the sample is subjected to a
radial magnetic field. The black curve is the initial condition without magnetic field.
The red curve denotes the condition following the application of a magnetic field, and
blue represents the relaxation of the MAP immediately following removal of the
magnetic field. This difference occurs exclusively for samples containing 2 wt% CIP.

The experiments were repeated for the same samples but under the influence of a
transverse magnetic field, where the effects were slightly lower but appeared at the
same wavelength. In this case the effect commences with samples containing more

Figure 14.10: FTIR spectrum, PDMS alone.
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than 1.5 wt% CIP and reaches a maximum at 2 wt% CIP. However, the effects are
apparent at 1.5 wt% only under the influence of the transverse magnetic field.

The difference between IR transmission in the 2 wt% CIP samples, with and
without magnetic field, is shownmore clearly in the expanded graph of Figure 14.12 for
PDMS with 2 wt% carbonyl iron powder (CIP).

The intensity changes shown in Figure 14.11 (expanded in Figure 14.12) are not
large compared to changes generally seen throughout the entire IR spectrum.However,
they were found to be observable and repeatable for over 40 samples each containing
2wt%CIP. As illustrated in Figure 14.12, these intensity differences are observable only
at a wavelength of 4.255 µm. Everywhere else in the spectrum there are only changes in
average transmission level over the entire spectrum due to general material opacity.

However, samples containing 1 and 3 wt% CIP are largely unaffected by the in-
fluence of either a radial or a transverse magnetic field and merely resemble the

Figure 14.11: FTIR spectrum, MAP with 2 wt% of CIP in radial magnetic field.

Figure 14.12: Transmission difference following application and removal of magnetic field.
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characteristics of higher CIP concentration MAP. Clearly, the IR absorption in MAP
samples having 2 wt% CIP content shows the greatest magnetic field dependency,
while those with 1.5 wt% exhibit changes only in a transverse magnetic field. Although
the effects of agglomeration and clustering cannot be entirely ruled out, samples
containing 1.0, 2.5 and 3 wt% reveal no measurable influence.

Thewavenumber band 2300–2400 cm−1 is indicative of carbondioxide absorption,
and this effect disappears when the same measurements are made in a pure dry ni-
trogen atmosphere. However, the amount of CO2 in air is merely 0.04% volume.
Nevertheless, CO2 is known to be diamagnetic with a molar magnetic susceptibility
of −20.88·10−6 cm3/mol [53] which is greater than that of copper −6.4·10−6 cm3/mol [54].
Nitrogen is also diamagnetic but has amagnetic susceptibility of only−12·10−6 cm3/mol
[54], and oxygen is paramagnetic with a magnetic susceptibility of 3335·10−6 cm3/mol
[53]. Consequently, it is almost certain that the diamagnetic effects of CO2 are
responsible for the change in spectral absorption at this wavelength. Further experi-
ments with 2 wt%MAP containing other diamagnetic materials such as copper instead
of CIP revealed no such magnetic-field-induced changes in the IR spectra. Conse-
quently, it can be concluded that the effect results from the interaction between
diamagnetic CO2 and the 2 wt% CIP magnetoactive elastomer. From Figures 14.5 and
14.6, it should also be noted that 2 wt% is the CIP concentration at which capillary
doublets start to occur.

14.3 Conclusions

During the course of this research project, many developments have beenmade, which
were necessary for the fabrication of test samples in order that repeatable in-
vestigations could be performed. The need for 3D printing of silicones led to the
enhancement to 6Dprinting in order to achieve the required particle distributionwithin
MAPs. For small batch production, the development and integration of a miniature
extruder with automatic decavitation were necessary. This enabled the consistent
production of a large number of test samples on which the remainder of this research
was based.

Extensive spectral investigations concerning MAP with low CIP concentrations
have been carried out. X-ray tomography has revealed how, with relatively low CIP
concentrations, the formation of cavities in MAP causes the development of ring
structures during gas evacuation. With increasing CIP concentration inter-cavity
capillary doublets are formed which result in clearly measurable magnetic-field-
dependent changes in IR absorption at a wavelength of 4.255 µm. This is almost
certainly due to interactions between diamagnetic atmospheric CO2 and the capillary
doublet structures formed exclusively in MAP with CIP mass fraction between 1.5 and
3 wt%. Although the full effects (also on other diamagnetic gases) remain to be
investigated, this inevitably has potential implications for future gas sensor devices.
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The ring structures resulting from this research also represent microinductivities
which can be fabricated in a targeted manner, thus enabling new applications in the
high-frequency radio field. Furthermore, these anisotropic but well-organized struc-
tures have many magnetic-field-dependent implications for optical, thermal, acoustic
and medical applications. Capillary doublet geometries offer many possibilities for
microantennae designs at sub-millimetre wavelengths.
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Dmitry Borin* and Gennady Stepanov

15 Magneto-mechanical properties of elastic
hybrid composites

Abstract: The paper gives an overview of tunable elastic magnetic composites based
on silicon rubbermatrix highly filled with amagnetic soft and hard filler. Themagnetic
soft phase, which is represented by iron microparticles, allows active control of
the physical properties of the composites, while the magnetically hard phase
(e.g. neodymium–iron–boron alloy microparticles) is mainly responsible for passive
adjustment of the composite. The control is performed by the application of an external
magnetic field in situ, and passive adjustment is performed by means of pre-
magnetization in order to change material remanent magnetization, i.e. the initial
state. The potential and limits of active control and passive tuning of these composites
in terms of their magneto-mechanical behavior are presented and discussed.

Keywords: anisotropy, magnetorheology, smart materials, soft magnetic composite

15.1 Introduction

The combination of magnetic microparticles and an elastic soft polymeric matrix
makes it possible to obtain an intelligent material with a wide range of tunable
properties. Similar to concentrated suspensions of magnetic microparticles, known as
magnetorheological fluids, composites in which the liquid carrier medium is replaced
by an elastic matrix are known as magnetorheological elastomers [1]. Other frequently
used designations for them are magnetoactive or magnetosensitive elastomers [2]. The
principal effect of a magnetic field on these composites is a change in their viscoelastic
properties. To quantify this change, which is also referred to as themagnetorheological
effect (MR effect), it is appropriate to use the change in the corresponding material
parameter under the influence of an externalmagnetic fieldH

→
. The absolute MR effect is

the difference between the material parameter in the magnetic field and that without it
and theMR relative effect is the ratio of this difference to the parameter in the zero field.
Other important magnetically controlled effects are the magneto-deformational
(strictional) effect [3–10] and the rather poorly investigated shape memory effect
[2, 11, 12]. Furthermore, the attention of researchers is attracted by the possibility of
controlled modification of surface roughness of such composites [13–15], as well as
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their dielectric properties [16–18]. This set of unique features makes these composites
attractive for various technical implementations, such as damping devices and
suspensions, activators, sensors and grippers, includingmedical applications (see e.g.
[19–24]).

As a matrix of elastic magnetic composites, it is proposed to use various materials:
from biocompatible hydrogels to silicon compounds and vulcanized rubbers (see e.g.
[25–28]). The choice of matrix and magnetic filler depends on the intended application
of the material and it must be ensured that the material properties are sufficiently
controllable, e.g. that the MR effect is significant. Thus, at high modulus of elasticity
(from ∼1 MPa), even a high degree of filling of the composite with magnetic particles is
not a guarantee of variability of controlled properties, i.e. the relative effect is very
small [26]. Ultra-soft, gel-like matrix, having the modulus of elasticity of several kPa or
lower, guarantees a high relative effect with a sufficient filling of the material with
magnetic powder, but the absolute value of the increase of modules in the field may be
insignificant [27]. The use of silicone compounds as amatrix highlyfilledwithmagnetic
powder of microparticles has proven to be a promising option for magneto-controlled
composites [2, 12, 29, 30]. Magnetic-soft iron powders are commonly used as a
composite filler. Alternatively, approaches using magnetically hard powders were
proposed [31–34]. First of all, this allows one to change the initial state of the composite
by changing its remanence. Despite the remanence, the application of an external
magneticfield allows for reversible changes in the properties of thesematerials [35–37].
The use of complex powders, in particularmixtures of softmagnetic and hardmagnetic
particles, expands the possibilities of active control, while maintaining the ability for
passive tuning of the material [9, 38, 39].

In this contribution, we present an overview of recent results obtained within
experimental characterization of magneto-controlled composites based on silicone
rubber highly filled with different types of magnetic filler. The work is focused on
magnetic properties and MR effect of the composites. Also, essential information about
the components and the process ofmanufacturing composites is briefly presented. This
article is correspondingly divided into three parts: chapter 15.2 deals with components
and fabrication steps, chapter 15.3 presents magnetic properties and in chapter 15.4
magneto-mechanical response of the composites is considered.

15.2 Material composition and fabrication

The basic components of controllable magnetic elastic composites are a poly-
dimethylsiloxane (PDMS) matrix and a magnetic filler. In Figure 15.1, chemical com-
ponents of the matrix, polymerization reaction, schematic representation of the filled
cross-linked matrix as well as optical microscopy images of various particle powders
are provided. Below a brief description of the manufacturing process is given, while
more details can be found in the study by Stepanov et al. [40].
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15.2.1 Composite manufacturing

The main technological stages of composite manufacturing include (I) preparation of
magnetic filler (powder modification) (II) mixing of filler and liquid components of
matrix (III) vacuumization of composition and its casting into molds, and, finally (IV)
polymerization (cross-linking) process.

The aim of stage I is to ensure the compatibility of the powder microparticles with
the siliconematrix and to prevent its possible impact on the cross-linking process. This
is accomplished by coating the particle surface with a layer of siloxane liquid. Detailed
information on particle treatment is given, e.g. in the studies [34, 38]. The determining
criterion when choosing a soft magnetic filler is its high saturation magnetization and
minimum coercivity. According to this criterion, iron and iron oxide (e.g. Fe2O3, Fe3O4)
microparticle powder is commonly used as a magnetic soft filler, i.e. a ferro-/ferri-
magnetic materials. Iron powders with microparticles of various sizes and shapes are
commercially widely available, e.g. spherical carbonyl iron powders from BASF. The
choice of the hard magnetic phase is based on the high remanence of the powder
material as well as its high coercivity. Powder metallurgical technologies are usually
used in the manufacture of permanent magnets, due to this, hard magnetic materials
are also commercially available in powder form. Samarium cobalt (SmCo) and neo-
dymium–iron–boron (NdFeB) alloys belong to materials with high coercivity, also
known as the so called high-energy ones. Moreover, there is a technology for obtaining
spherical microparticles for NdFeB alloys [41]. The use of spherical powders is pref-
erable in terms of comparing experimental resultswith theoretical studies. On the other

Figure 15.1: Typical components used for hybrid magnetic elastic composites: chemicals,
polymerization reaction and schematic representation of the filled PDMSmatrix (left) and exemplary
optical microscopy images of magnetically soft and hard microparticles of the powders of various
shape (right).

15.2 Material composition and fabrication 371



hand, the use of particles with a shape other than spherical is interesting from a
practical point of view. When microscopic mechanisms of magnetic interactions for
spherical and non-spherical particles differ, this will affect the macroscopic properties
of composites. Thus, preference may be given to magnetically hard powders based on
NdFeB, which are available with particles of different shapes (e.g. MagnequenchTM

powders).
In stage II, the treated filler is mechanically mixed with the initially liquid com-

ponents of the polymer matrix. For this purpose, one can use a stirrer for the coarse
dispersion and, if necessary 3-roll dispersing machine for fine dispersion. The matrix
can be diluted with silicon oil in order to tune the elasticity of the composite. In
addition, in order to prevent the composition from separation, the suspension can be
enriched with structural additives that increase its viscosity.

Degassing of the mixture in stage III is necessary to remove air bubbles in order to
obtain a defect free sample. The resulting degassed mixture is poured into a mold with
a particular geometry, which is dictated by the further purpose of the sample. Themold
walls can be coated with a surfactant layer that blocks the polymerization of the
silicone polymer. Figure 15.2 shows examples of composite samples of various shapes.

The curing process (stage IV) can take place both at room and at elevated temper-
ature. Heating increases the reaction rate and therefore can have a positive effect on the
homogeneity of particle distribution in thematrix volume. As an alternative to heating in
a convection furnace, microwave heating can be used, which accelerate the set of
temperature inside the sample [34]. Also effective at preventing particle sedimentation is
the rotation of the sample at low speeds (e.g. ∼10 rpm) during the cross-linking process.

Optionally, during the stage IV, the sample can be placed in a homogeneous
externalmagnetic field (without rotation). In this case, an anisotropic, i.e. structured in
the direction of the applied field, composite will be obtained. The use of various filler
concentrations and conditions of magnetic field application at this stage is used to
obtain different types of internal structure morphologies [42–45]. Strategies of the
targeted structuring of magnetic microparticles in a polymer composite are recently
discussed in the study by Borin [46]. Composites pre-structured during the process of
curing are not the focus of this work.

15.2.2 Composite pre-magnetization

The pre-magnetization of the specimens containing magnetically hard phase is real-
ized using a uniform field provided by the electromagnet B-E25 (Bruker, Germany).

Figure 15.2: Composite samples of various shapes: disk, rod, cylinder and plate.
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Typically external magnetizing fields are used up toBM = 1500mT are used. Cylindrical
and rod-shaped samples are magnetized along the vertical axis and disk-as well as
plate-like samples are magnetized in the direction perpendicular to the disk face. The
pre-magnetization results in an inducedmicrostructural anisotropy due to the particles
rearrangements when the matrix is soft enough as shown in [37]. It’s worth noting that
effective magnetic fields inside the samples with different geometries and various pre-
magnetizations are not equal for identically applied external fields, due to the samples
own demagnetizing fields. However, it is not always possible to take this issue into
account, since demagnetization factors for the composites with an induced micro-
structural anisotropy remain unknown. For that reason, we only consider external
fields in this work.

15.2.3 Additional processing

In addition to the above specified manufacturing steps, it is necessary to mention the
additional processing of samples, namely their adaptation for subsequent fixation in
experimental setup. Depending on what kind of experiment the sample of certain
geometry is intended for, it is additionally supplied with structural elements made of
solid polyethylene. For example, for strong fixation of rod specimens in the clamps of
testing machines, annular plugs are glued using cyanoacrylate adhesive to their ends
(see e.g. rod specimen in Figure 15.2). Solid polyethylene disks with diameters equal to
or greater than the diameter of the specimen diameter shall be glued to the ends of the
cylindrical specimens. Thin disks for magnetic measurements are completely fixed in a
hollow thin-walled cylindrical holderwith a height equal to the thickness of the sample
(see Figure 15.3). Shear test specimens (e.g. disks and plates) are usually glued directly
to the measurement geometry of the testing equipment.

15.3 Magnetic properties

A common method for determining the magnetic properties of magnetic hybrid
composites is to obtain their magnetization curves by means of vibrating sample
magnetometry. This method measures the magnetic moment of a sample oscillating
with a given frequency and amplitude between a set of pickup coils in an external
uniform magnetic field. We utilize a Lake Shore 7407 magnetometer and a nickel
sphere with 3 mm diameter and amagnetic moment ofm = 6.92 mAm2 at external field
H = 398 kA/m and T = 298 K is used as a calibration sample. Themethod can provide an
accuracy of the magnetic moment measurements better than 1% of reading ±0.2% of
full scale. For composites magnetic characterization, disk-shaped specimens were
used (diameter 4.7 mm, height 1–1.5 mm). The sample plane in the experiment is
perpendicular to the external magnetic field, as shown in Figure 15.3.
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The magnetic properties of the elastic composites are primarily determined by the
material and concentration of the filler’s powder, but the matrix in which the powder
particles are embedded can also influence the magnetization processes. Depending on
the rigidity of the matrix, the filler particles will have different mobility levels. If the
matrix is soft enough, the microparticles will move, rotate and form structures by the
effect of the applied magnetic field. The microstructural rearrangement of the particles
results in the correspondingly forced changes of the macroscopic behavior of the
composite material. These statements are confirmed both from an experimental and
theoretical point of view [2, 8, 35–37, 47–50]. In Figure 15.4, measured magnetization
curves of two samples with different matrices filled with 20 vol% of spherical iron
microparticles are shown. Despite the fact that the filler is a soft magnetic material, the
magnetization curve of the composite based on a soft matrix is a hysteresis. In partic-
ular, the magnetization of the soft sample in a decreasing field is higher, than the
magnetization in the increasing field. As mentioned above, such behavior is related to
the hysteresis movement of particles inside the matrix. Curves run is reproduced by
repeatedmeasurements if negativemagneticfields arenotused. In the caseof a negative
field, irreversible particle movements relative to the matrix (in particular, particle
rotation) are possible. In this case, the so-called training of the sample (several repeated
runs) is required to achieve reproducibility of the magnetization curves. Such behavior
is associatednot onlywith themobility of particles (particle-matrix interaction), but also

Figure 15.3: Sample orientation in the
measurements of its magnetic properties on a
vibrating sample magnetometer.
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with possible matrix defects. As an analogy of such behavior, we may mention the
Mullins effect known from the mechanical response of filled rubbers [51].

Another important characteristic of composites based on a softmagnetic filler is the
initial magnetic susceptibility χini. The susceptibility χini is defined as the slope of the
initial linear part of the magnetization curve. For magnetic composites χini is a function
of magnetic powder concentration. Previously, it was proposed to use the so-termed
Maxwell–Garnett approximation [52] to estimate the magnetic susceptibility of the
composite depending on the volume concentration of the magnetic phase [4, 53, 54]:

χini =
3ϕ
1 − ϕ

, (15.1)

where ϕ is the filler volume concentration. Equation (15.1) provides χ/ϕ close to three
for diluted composites (ϕ << 1). Experimental measurements (Figure 15.5) show that
Eq. (15.1) satisfactorily predicts values of χini only for solid matrix composites, in which
structuring and movement of particles is restricted, at filler concentrations not
exceeding ∼15 vol%.

It is obvious that structuring significantly increases initial magnetic susceptibility.
Comparing the results obtained for elastic composites with the results obtained for
samples based on the liquid matrix, we assume that the factor determining the sus-
ceptibility is the size of structures formed in the magnetic field, i.e. mobility of the
particles. In the case of elastomers, the effect of structuring is restricted due to the
elastic forces immobilizing the particle movements.

Composite samples containing a magnetically hard phase are characterized by a
magnetic hysteresis loop with significantly different from zero remanence Mr and

Figure 15.4: Magnetization curves of the elastic composites with ∼20 vol% of iron microparticles
(BASF CC powder) embedded into a rigid (E ∼ 1 MPa) and soft (E ∼ 0.3 MPa) PDMS matrix.
Magnetization of the samples M is normalized to their saturation magnetization Ms.
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coercive force Hc. Figure 15.6 demonstrates the initial magnetization curves for two
types of hard magnetic powder embedded into epoxy resin comparing to magnetiza-
tion of the carbonyl iron powder. Remarkable is the fact that spherical magnetically
hard powder has a much higher saturation magnetization and a wider hysteresis loop

Figure 15.5: Measured initial magnetic susceptibility χini of the composites based on different
matrices as a function of the BASF CC carbonyl iron powder volume concentrationϕ. Results are given
for specimens based on an epoxy resin (quasi-solid, E ∼ 2 GPa), PDMS (elastic, E ∼ 0.3 MPa), and
silicon oil (liquid,η=0.35mPa s). For comparison, theMaxwell–Garnett approximation (Eq. 15.1) is as
well provided.

Figure 15.6: Initial magnetization curves of the carbonyl iron powder and two types of NdFeB-alloy
powder embedded into epoxy resin.
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than powder with irregular particles. Powders are commercial products and such
difference in their properties is probably related to the technology of their production
and exact composition. In Figure 15.7, dependencies of hard magnetic powders
remanence on the applied magnetization field are given. In the composites with an
elastic matrix structuring and rotation of particles can be forced by an external mag-
netic field. This can in turn significantly influence themagnetization process, as shown
in theoretical and experimental studies [35, 36, 49, 50, 55–58]. Figure 15.8 presents full
magnetic hysteresis curves for composites based on spherical magnetically hard
powder embedded into the matrices of various elasticities. The processes of magneti-
zation, rotation and structuring of particles are reflected in the material behavior.
Similar to the behavior of soft magnetic filler, hard magnetic particles are also capable
of structuring in a sufficiently soft matrix.

The hysteresis loop of soft composite is much narrow and asymmetrical than the
loop of a composite with a hard matrix. This is determined by the direction of primary
magnetization of the magnetic elastomer. Moreover, at a certain relationship of the
remanence of themagnetic filler, themagnetic field strength applied at re-magnetization
and the elasticity of the polymeric matrix, the nominal coercive force may have a
negative value, i.e. themagnetization of thematerial is positive in the negativemagnetic
field as discussed in the study by Stepanov et al. [49]. The effect is caused by rotation of
the magnetized particle to its initial state by elastic forces of the polymeric matrix.
Another effect that can be seen in the process of magnetizing soft samples with hard
magnetic phase is the appearance of significant difference between first consecutive
magnetization loops (training effect) [55]. This effect is demonstrated in Figure 15.9.
Furthermore, recently, an influence of the under-magnetization of hard magnetic

Figure 15.7: Dependency of remanenceMr (by weight) on the external field BM which was applied to
magnetize two different types of magnetically hard powder.
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powder on the training effect in elastic composites was analyzed experimentally and
theoretically [58]. In the case of composites with a complex filler, i.e. powder based on a
mixture of hard and soft magnetic microparticles, the first-order reversal curve (FORC)
measuring method is an effective tool for investigating magnetic interactions within the

Figure 15.8: Magnetization loops of the composite filled with ∼40 vol% of spherical NDFEB-alloy
embedded into a rigid matrix (E > 1000 kPa) and soft matrix (E ∼ 60 kPa). Initial curves are not shown.
Mmax is smaller than saturation magnetization, which is not reachable for the powder utilizing a Lake
Shore 7407 magnetometer.

Figure 15.9: Magnetization loops of the composite filled with spherical NdFeB-alloy powder at
concentration of ∼11 vol%. The tensilemodulus of the filled composite is E ∼ 130 kPa. The presence of
training effect is clearly demonstrated: Gradual diminution of discrepancy between consecutive
magnetization loops. The training effect manifests itself most strongly between the first and second
loops, while it quickly fades out after that.
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material. In the context of magnetic elastomers, the FORC method was firstly used in the
study by Linke et al. [59]. It has been demonstrated that FORC distributions are also
subject to significant influence of structuring and rotation processes of hard magnetic
particles dominating over rather energetically unfavorable domain processes within the
particles. In addition, the FORC diagrams reflect both irreversible and reversible contri-
butions of the magnetic soft phase to the magnetization of the major loop.

From an applied point of view, the remanence of the composite is an important
aspect of irreversible magnetization processes. This parameter determines the initial
state of the material, including its mechanical behavior, and it plays a key role in the
passive tuning of the magneto-mechanical properties of a composite [33]. To prevent a
change of the initial state of a material with the complex filler, the magnetic field used
for active control should not change the remanence. The initial magnetization curves
of the hard magnetic phase provide a possibility to estimate the range of the magnetic
field, which should be used both for passive adjustment of the composite and for its
active control. Beside, taking into account the fact that such undesirable process as
the “training effect” which is the peculiarity of complete magnetization cycles, it is
expedient not to use the change of magnetic field polarity when controlling under-
magnetized composites with hard magnetic phase. Thus, for a practical estimation of
possibility of adjustment of a material containing a various ratio of hard magnetic
and soft magnetic phases, it is at least necessary to estimate remanence of a magnet-
ically hard phase and initial curves of magnetization of the pre-magnetized composite,
i.e. minor half-loops of the hysteresis. The issue of the mutual influence of the soft and
hard magnetic components on the macroscopic magnetization of the material is
considered in details experimentally and theoretically in very recent work [60].

15.4 Magneto-mechanical response

There are several approaches tomeasure themagneto-mechanical properties of hybrid
elastic composites in conventional setups with the addition of an external homoge-
neous magnetic field (see e.g. Figures 15.10 and 15.11).

In the past rheometric devices were adapted to the measurement of magneto-
rheological fluids with commercial magnetic cells [61–63]. Therefore, such devices are
very often proposed to use for magnetic elastomers. It uses a plate-plate configuration
with a disk-shaped specimen (Figure 15.10a). Critical issues of the method are dis-
cussed in the study by Borin et al. [64]. This method should be avoided without special
modifications made in a commercial cell that is not originally designed for elastic
materials. As shown in the study by Borin et al. [64], when using a rheometer,
measuring cell configuration for rod-shaped samples can be used effectively for quasi-
static elongation and torsional tests as well as for oscillating torsional tests
(Figure 15.10b). From the field of solid mechanics, a universal test machine can be
adopted to conduct a quasi-static and dynamic axial and shear loading (Figure 15.11).
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Results of the axial and shear loading provide an information on the tensile modulus E
and shear modulus G correspondingly. To the best of our knowledge, a direct sys-
tematic comparison of the tensile and shear moduli of magnetic elastic composites
obtained using different experimental methods is missing from scientific publications.
Certain aspects on this topicwere addressed e.g. in the study byHan et al. [65] aswell as
recently by Borin et al. [39]. On the other hand, the fact, that there are no commercially
available magnetic cells for tensile testing machines as well as for rod-shaped spec-
imen rheometry is essential. The easiest solution for creating a homogeneousmagnetic
field is to use a cylindrical magnetic coil of a given size. The coil provides a magnetic
field oriented parallel to the direction of the axialmechanical force F. However, in order
to realize the possibility of changing the direction of the applied field relative to

Figure 15.10: Configurations of the experimental setup using rotational rheometer: (a) Plate-plate
configuration for the disk-shaped sample; (b) testing of the rod-shaped specimen; B – external
magnetic field applied during the test, F – axial mechanical force, f – oscillating frequency; γ – shear
deformation, τ – shear stress, G′ – storage shear modulus, G″ – loss shear modulus, tanδ – loss
factor, ϵ – tensile deformation, σ – tensile stress, E – tensile modulus.

Figure 15.11: Configurations of the experimental setup using universal testmachine: (a) Axial loading
of the cylindrical specimen; (b) shear test of the plate-shaped composite using a layout with two
coupled shear gaps; E′ and E″ – storage tensile and loss tensile modulus correspondingly, other
designations are as given in the caption of Figure 15.10.
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mechanical stress, it is necessary to use a magnetic yoke with appropriate geometry.
In the case of a tensile testing machine, this feature is most easily implemented for
the shear test using a layout with two coupled shear gaps (Figure 15.11b). However,
this configuration requires that the two samples be fully identical, including the
conditions of their fixation in themeasuring cell. This is not always feasible, especially
in the context of soft composites. When using a combination of the rotational
rheometer and conventional electromagnetic coil, the direction of the magnetic field
with respect to mechanical stress is also different in the case of tensile and torsional
loading (Figure 15.10b). The critical factor determining the correctness of the results
obtained using this arrangement is the lack of magnetic elements in the construction
of the rheometer, e.g. couplings, rotational axis etc. However, standard commercial
device configurations (e.g. various modifications of Anton Paar and Thermo Scientific
rheometers) contain magnetizing structural elements that distort the results of torque
and axial force measurements. Another important methodological factor is the need to
critically assess the raw data received from the instrument. Unfortunately, this is not
always possible with commercial devices with proprietary software.

Taking the above into account, the most suitable experimental method to evaluate
the magneto-mechanical response of elastic hybrid elastomers is the tensile and
compression testing (see e.g. Figure 15.12). Themethod can provide an easierfixation of
the sample and custom made magnetic cells can be as well more easily integrated
into the setup. Within the method either quasi-static or dynamic loading is possi-
ble.The maximum displacement s used for basic characterization of the composites
should be limited to the area of linear deformation and to avoid significant influence of
radial deformation of the specimen on the measurement results. In non-quasi-static

Figure 15.12: Force-displacement loops (a), storage modulus E′ (b) and loss factor η (c) measured at
f = 0.1 Hz, ϵ ∼ 5% for a magnetic hybrid elastic composite based on carbonyl iron microparticles with
concentration ∼40 vol% at various magnetic fields.
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measurement, a dependence of axial force F on displacement s is experimentally
obtained. The ratio F/s gives the stiffness of the material. To determine the tensile
modulus E, the measured forces F and displacements s are transformed into stress σ
and strain ϵ values, respectively, taking into account the geometry of the specimen. The
modulus E is when defined as the slope of the stress-strain curve. The modulus E is
when defined as the slope of the stress-strain curve. As a result of the dynamic loading
of a viscoelastic material one obtains hysteretic F(s) loops which allow to access such
material parameters as the storage tensile modulus E′ and the loss factor η (tanδ). The
loss factor in turn represents a ratio between the loss and storage TENSILE MODULUS

η = tanδ = E′′/E′. The slope k of the major axis of the force–displacement loop provides
the dynamic stiffness of the specimen, while the area A within the loop provides the

dissipated energy per cycle of loading A = ∫Fds = πηkΔs2 (see as well Figure 15.12a).

The storage modulus E′ is obtained from the slope of the main axis of the stress–strain
loop by obtaining values of σ and ϵ from the force F and displacement s, respectively.
Figure 15.12 shows an example of a carbonyl iron-based composite response (particle
concentration ∼40 vol%) resulting from dynamic loading in an external homogeneous
magnetic field of various induction.

For quantitative estimation of influence of a magnetic field on viscoelastic prop-
erties of a composite material, it is convenient to use the MR effect calculated from the
experimentally obtained values of a certain physical parameter of a material. For
example, for the elastic storage modulus E′ and the loss factor η, the relative active MR

effect Ra under the externally applied during the measurements magnetic field B is
calculated correspondingly as follows:

Ra E′ =
E′(B) − E′

0

E′
0

, (15.2)

Ra η = η(B) − η0
η0

, (15.3)

where E′
0 and η0 are storage and loss factor at zero field (B = 0). For samples containing

a magnetically hard component, the concept of passive MR effect (Rp) is introduced,
which takes into account the effect of pre-magnetization on the viscoelastic properties
of the composite. Similar to Eqs. (15.2) and (15.3), this relative effect is quantified as

Rp E′ =
E′(BM) − E′

0

E′
0

, (15.4)

Rp η = η(BM) − η0

η0
, (15.5)

where BM denotes a flux density of the external field applied to magnetize a composite
sample, prior to it’s characterization, i.e. no field is applied during the measurements.
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Below is an overview of the experimental results obtained for samples of hybrid
elastic composite with different magnetic fillers in the context of magnetorheological
effect. All given results are obtained in the axial cyclic loading of cylindrical samples at
a frequency of 1 Hz andmaximal deformation of 5%. Concentration of the powder in all
considered below samples is ∼40 vol%. The matrix composition is selected so that
the initial module of the all samples is E0 ∼ 120–140 kPa. Figures 15.13 and 15.14 show
an influence of the externally applied field B and the field BM, used for the pre-

Figure 15.13: Active and passive MR effects (Ra and Rp) respective elastic storage modulus E′ for
composites with various filler.

Figure 15.14: Active and passive MR effects (Ra and Rp) respective loss factor η for composites with
various filler.
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magnetization, on the elastic modulus E and loss factor η, respectively, for hybrid
composites with a various filler (Table 15.1).

The influence of different ratios of magnetically hard and soft phases on the
magneto-mechanical response of hybrid composites was considered in particular in
the study by Borin et al. [38]. The current overview provides representative results
obtained for samples of mixed composition with 25% carbonyl iron. Sample s1 serves
more as a reference one, as its passive magnetic tuning is not possible.

First consider MR effect of the composites without pre-magnetization. The field B is
not high enough to change initial state of the samples s2 and s2 containing magneti-
cally hard phase. In this case, the sample s3 containing magnetically hard particles of
irregular shape reacts to an external field, while the sample s2 with spherical
magnetically hard particles remains uncontrollable. It is noteworthy that the magnetic
susceptibility of particles in sample s3 is lower than that of particles in the sample s2.
This mismatch of the reaction of the composite to the external magnetic field should be
explained in terms of the variable microstructure. As demonstrated in performed
microCT studies, see e.g. the study by Borin et al. [37], particles of irregular shape are
rotating reversibly in already moderate fields, while their STRUCTURING is not occurred
as well as a structuring of the spherical magnetically hard particles. The rotation of
spherical particles can not be tracked using microCT method, due to obvious reasons,
however, it can be assumed according to the results of the magnetic measurements
[49]. Thus, the rotation of irregularly shaped particles in the applied field is sufficient to
make the originally non-magnetized composite magnetically controlled. In the sample
s1, the filler particle material has the highest magnetic susceptibility (see Figure 15.6).
Due to the high dipole–dipole interaction induced by the magnetic field, the particles
are aggregated in thematrix. It is obvious that as a result the MR effect of this composite
significantly exceeds the MR effect of the sample s3.When to use complex filling, that is
to add to composites with magnetically hard particles carbonyl iron, it is possible to
increase the MR effect considerably. Thus, sample s4, in which part of spherical
NdFeB-alloy particles is replaced by carbonyl iron (25%) becomes actively controlled.
In sample s5 the same fraction of irregular NdFeB-alloy particles is replaced by
carbonyl iron and its MR effect also becomes higher than in the sample s3. It can be
assumed that the MR effect in the sample s4 is caused by formation of structures of

Table .: Compositionof specimensfiller. Overall powder concentration in each specimen is∼ vol%.

Specimen Carbonyl iron Spherical NdFeB Irregular NdFeB

s % % %
s % % %
s % % %
s % % %
s % % %
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particles, while in the sample s5, in addition to the structuring, the rotation of irreg-
ularly shaped particles additionally affects the magneto-mechanics of the composite.

Application of much higher external fields to a composite containing a magneti-
cally hard phase caused appearance of the remanenceMr (see Figure 15.7). Besides the
appearance of remanence, the microstructure of such a composite is irreversibly
altered [37]. Figures 15.13 and 15.14 as well demonstrate how the magnetizing field BM

changes an initial state of the composite specimens filled with various powders.
Changes of up to approximately 100% in material elasticity are possible. Replacing
the magnetically hard fraction with a soft one reduces the possibility of the passive
tuning. This is most noticeable for a spherical NdFeB-alloy particle-based composite
(specimen s4). On the other hand, pre-magnetization provides active control of sample
s2, but reduces the range of active control of composites with mixed filler s4 and s5.
Comparing an influence of the pre-magnetization on themodulus E′with the influence
on the loss factor η one observes that the results for the samples s2 and s3 are incon-
sistent. While pre-magnetization increases the control range of the elasticity, their loss
factor becomes almost uncontrollable.

Obviously, the explanations for the observed behavior of compositeswith different
fillers are related to microstuctural changes induced by the applied magnetic field. It
should be distinguished between the processes of the structuring and rotation of
magnetic microparticles inside the matrix. Both processes are confirmed within
microstructural observations, e.g. in the studies by Borin and coworkers [37, 66]. Use
of the complexmixed powder provides broad passive tuning and remote active control
of the composite which can be chosen for the demand of certain application. The
NdFeB-alloy powder with an irregular morphology provides enhanced tuning of the
hybrid elastic composite viscoelastic response despite weaker magnetization and
lower magnetic susceptibility of the powder particles than compared to spherical
NdFeB-alloy particles.

15.5 Summary and outlook

An overview of the basic magneto-mechanical properties of the hybrid elastic com-
posite highly filled with various types of magnetic microparticles is given. Composite
based on carbonyl iron particles is compared with specimens containing magnetically
hard NdFeB-alloy powders of two different morphology and with specimens con-
taining mixed powder of carbonyl iron and NdFeB-alloy particles. Material based on
spherical NdFeB powder only is not controllable in a non-magnetized state, while
when using NdFeB particles of irregular shape the composite responds to an external
field without to be pre-magnetized. It is related to a rotation of particles within
the matrix as follows from performed elsewhere microstrucural observations, see e.g.
[37, 66]. The addition of magnetically soft carbonyl iron microparticles into the
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composite with NdFeB powder enhances the active MR effect of the non-magnetized
samples significantly, while the presence of magnetically hard particles still provoke
the composite to have a remanence and, consequently, adjustable initial state. Pre-
magnetization of the composite based on a mixed powder slightly restricts the pos-
sibilities of its active control.

The presented results on the evaluation of active control and passive tuning of
magnetic hybrid elastic composites show wide prospects of their potential appli-
cations. However, despite great efforts in the field of experimental characterization
of these composites, theoretical approaches are still based on simplified assump-
tions, e.g. [7, 8, 47, 67]. On the other hand, the studies on modeling of magnetic
hybrid composites are currently limited to elastic polymers with one type of mag-
netic particles and does not consider the complex mixed filling of matrices with
magnetically soft and hard powders [68, 69]. This is due not only to the complexity
of understanding the physical processes of interaction between magnetic particles of
different types and the elastic polymer matrix. It is also problematic that the use of
different experimental techniques leads to controversial results, the correct inter-
pretation of which is difficult. Thus, in addition to proposition of further theoretical
approaches, first and foremost ways must be found to develop and implement
standardized mechanical testing methods to experimental characterization of
magnetic hybrid elastic materials. Furthermore, since a high cyclic stability of the
material will obviously required for a technological application of the magnetic
hybrid materials, procedures will also have to be developed to investigate and
quantify the change of the materials by repeated magnetic stimulation. The corre-
sponding data obtained have to be in turn reflected back into the synthesis process
in order to enable higher cyclic stability with constant MR effect. In this context, the
morphology of magnetic microparticles and their chemical-physical coupling with
the polymer matrix will play an important role. The first steps in this respect are
e.g. studies of the magneto-mechanical coupling of single domain particles into
viscoelastic polymeric matrices [70].
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16 Magnetic torque-driven deformation of
Ni-nanorod/hydrogel nanocomposites

Abstract: Nickel (Ni) nanorods were prepared by the anodized aluminum oxide (AAO)
templatemethod and dispersed in poly(acrylamide) (PAM) hydrogels. The deformation
of the magnetoresponsive composites was studied with particular attention to the
consequences of finite magnetic shape anisotropy as compared to rigid dipoles on the
field-dependent torque. For comparison with experiments, the composite was
described as an elastic continuum with a local magnetic torque density, applied by
discrete particles and determined by the local orientation of their magnetic anisotropy
axis with respect to the magnetic field. The mean magnetic moment of the single
domain particles m and their volume density in the composite φvol were derived from
the static field-dependent optical transmission (SFOT) of linear polarized light. The
mechanical coupling between the particles and their viscoelastic environment was
retrieved from the rotational dynamics of the nanorods using oscillating
field-dependent optical transmission (OFOT) measurements. Field- and orientation-
dependent magnetization measurements were analyzed using the Stoner–Wohlfarth
(SW) model and a valid parameter range was identified by introducing an effective
anisotropy constantKA as a new empirical model parameter. This adapted SW-model for
quantitative description of the field- and orientation dependence of the magnetic torque
was validated by measuring the local rotation of nanorods in a soft elastic hydrogel.
Finally, torsional and bending deformation of thin magnetically textured composite
filaments were computed and compared with experiments.

Keywords: actuator, anisotropy, bending, ferromagnetic, magnetic soft matter, magnetic
torque, nanocomposite, nanorod, shape-programmable, torsion

16.1 Introduction

Dispersing magnetic particles in a nonmagnetic matrix enables the transmission of
forces and torques to thematerial without contact. In amechanically soft environment,
the propulsion of the magnetic inclusions entails elastic deformations and such
composites constitute a particular class of shape-programmable matter. Compared to
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other possible stimuli, magnetic actuation stands out because—in principle—complex
deformation patterns can be achieved by a suitable combination of composite structure
and time-variable magnetic field [1–6]. The versatility of possible motion patterns
depends first of all on the magnetic properties of the particles. Soft magnetic ferrite
microparticles, commonly used in magnetorheological elastomers (MRE) [7], adopt a
multi-domain structure with vanishing remanence. The magnetization of such parti-
cles increases and finally saturates with increasing applied field. Deformations are
controlled by magnetic dipolar interactions between the inclusions [8] and limited to
axial elongation and compression of the composite. Linear stretching and contraction
was also observed in ferrogels, in which the mechanical compliance of the hydrogel
matrix is adapted to the lower magnetic dipolar forces between the ferrite nano-
particles [9]. The magnetoelastic coupling on the microscopic scale and its conse-
quences on the macroscopic response of such composite materials is the topic of
several chapters in the present volume.

In order to fully exploit the potential of magnetic actuation, however, it is neces-
sary to apply magnetic forces as well as torques. The latter requires a significant
magnetic anisotropy. Using soft magnetic multidomain or superparamagnetic nano-
particles, anisotropy was achieved by field-induced self-organization of the particles
into linear aggregates in the liquid precursor state of the composite, which was then
frozen during solidification [4, 6, 10]. An alternative and direct approach is the use of
hard ferromagnetic particles with high remanence and coercivity [11, 12]. Programming
the desired shape variation then involves the computation of the density and orien-
tation distribution ofmagnetic particles. A correspondingmethodologywas derived for
the case of non-interacting magnetic dipoles in an elastic continuum [2]. Magnetically
responsive soft materials with programmed texture were fabricated using a two-step
molding process [2] or 3D-printing of ferromagnetic domains [13].

A direct coupling between rigid magnetic dipoles and the elastic continuum is
an adequate approximation for hard ferromagnetic particles and driving fields far
below their coercivity [14]. In the general case of finite magnetic anisotropy, however,
the magnetic moments rotate out of the anisotropy axes, which reduce the magnetic
torque per particle as compared to a rigid dipole. The present chapter reviews recent
studies on the effect of finite magnetic anisotropy on the torque-based deformation of
Ni-nanorod/hydrogel composites. Due to their size and shape, the Ni nanorods are
uniaxial ferromagnetic single domain particles with a total magnetic moment prefer-
ably oriented along the cylinder axis. By alignment of nanorods in the liquid precursor
solution and during the polymerization process of the hydrogel network, textured
nanocomposites can be obtained. These materials allow detailed studies on the
magnetic anisotropy of the nanorods and the torque-driven local rotation in a soft
elastic environment. The central part is devoted to a quantitative semi-empirical
model for the field- and angular dependence of the magnetic torque acting on the Ni
nanorods. Model calculations are compared with experimental results of the field-
dependent torsion and bending of textured Ni-nanorod/hydrogel filaments.
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16.2 Synthesis andphysical properties of Ni nanorods

16.2.1 Synthesis

The synthesis of Ni nanorods makes use of anodized aluminum oxide (AAO) templates
with a regular cylindrical pore structure [15–17], Figure 16.1 (left). Anodization of
electropolished aluminum foils in 1 M H2SO4 at U = 15 V, following the two-step pro-
cedure by Masuda and Satoh [18], and further processing in 0.1 M H3PO4 [19] provided
an oxide layer with ordered cylindrical channels and amean pore diameterDp ≈ 20 nm,
Figure 16.1 (left/top). The nanopores were filled with Ni by pulsed electrodeposition
[20] which allowed the variation of the rod length by controlling the number of current
pulses [17], Figure 16.1 (left/middle). The alumina templates were slowly dissolved in
dilute NaOH solution at pH 11.5 to which poly(vinylpyrrolidone) (PVP) was added to
prevent strong aggregation of the nanoparticles, Figure 16.1 (left/bottom). The nanorod
dispersions were purified by repeated centrifugation and redispersion in bi-distilled
water. For dispersion in PAM precursor solution, the nanorods were further func-
tionalized with poly(acrylic acid) and stabilized at pH 8. Details on the synthesis
protocol can be found in references [16, 17, 21].

Poly(acrylamide) (PAM) hydrogels were used as soft elastic matrix for the composite
materials. The stiffness could be adjusted by varying the amount of a monomer stock
solution (27 wt% acrylamide and 0.364 wt% N,N′-methylenebisacrylamide) in the pre-
cursor mixture. Copolymerization was started by adding the catalyst 0.2 wt% N,N,N′,N
′-tetramethylethylenediamine (TEMED) and the initiator 0.18wt%ammoniumpersulfate
(APS). For fabrication of magnetically textured composites, the nanorod-precursor

Figure 16.1: The synthesis of Ni nanorods involves the preparation of nanoporous aluminum oxide
templates by anodic oxidation (left/top), pulsed electrodeposition of Ni (left/middle), and release of
the nanorods by dissolution of the oxide template in the presence of PVP surfactant (left/bottom).
TEM images of short (middle) and long (right) Ni nanorods reveal their cylindrical shape but also
irregular structures (dendrites) as well as residues of the alumina template at the particle surface.
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solution was exposed to a static magnetic field and the aligned nanorods were fixed
during polymerization.

16.2.2 Structure

Transmission electron microscopy (TEM) images provide detailed information
about the structure of the metallic Ni core. The majority of particles exhibited a linear
cylindrical shape with core length Lc and diameter Dc, Figure 16.1 (middle and right).
Occasionally there were also irregular structures such as kinks and branches into
dendrites. Besides the Ni core with its nanocrystalline substructure, TEM images also
revealed a faint contrast at the particle surface which was attributed to oxide residues
from the alumina templates [17].

Colloids with different mean lengths of the nanorods in the range
of 〈Lc 〉 ≈100 nm – 600 nm were synthesized by variation of the electrodeposition
pulse numbers [17]. The polydispersity is characterized by the standard deviation of
the length distribution and exhibited a linear correlation with the mean
value, σL ≈ 0.23〈Lc〉. The diameter of the nanorods is determined by the template pore
diameter. The preparation protocol and selected anodization conditions resulted in
〈Dc 〉 ≈18 nm – 26 nm and σL ≈ 0.16〈Dc〉.

16.2.3 Magnetic anisotropy

According to micromagnetic simulations, cylindrical Ni nanorods adopt a single

domain state below a critical diameterDcr ≈ 3.5(4πA/μ0M2
s)1/2 ≈ 40 nm [16, 22], where

Ms = 488 ⋅ 103  A/m is the saturation magnetization and A = 3.4 ⋅ 10−12  J/m the
exchange constant of metallic Ni [23]. For a typical length Lc = 350 nm, diameter

Dc = 20 nm and corresponding volume V ≈ 1 ⋅ 10−22  m3, the total magnetic moment

has the magnitudem = MsV ≈ 5 ⋅ 10−17  Am2 and preferably points along the cylinder
axis. The magnetic shape anisotropy responsible for this axial alignment can be
described by the Stoner–Wohlfarth (SW) model [24] with the shape anisotropy

constant Ks = μ0M
2
s(1 − 3N ||(n))/4, where N||(n) is the demagnetization factor along

the major principle axis of a homogeneously magnetized prolate spheroid with
aspect ratio n = L/D [25]. Within this approximation, the uniaxial shape anisotropy

dominates over the weak cubic magnetocrystalline anisotropy |K1| = 5  kJ/m3 of Ni
[23] for N||<0.31, i.e., aspect ratio n > 1.1, and the overall anisotropy constant KA ≈ Ks.
The energy barrier between the two equivalent magnetization states in opposite

directions along the major axis of a particle with volume V, ΔEs = KsV ≈ 4 ⋅ 10−18  J by
far exceeds thermal energy so that Ni nanorods of the given size are ferromagnetic.

Due to their large magnetic moment Ni nanorods can be readily aligned by an
external magnetic field when suspended in a liquid [26]. This aligned state can be
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preserved if the precursor of a hydrogel is dissolved in the same liquid volume and
polymerized in the presence of the alignment field. The obtained textured nanorod/
hydrogel composite with particles fixed in a rigid matrix allowed the investigation of
their anisotropic magnetic properties. For ferrogels with uniaxial anisotropy, the
experimental results agreed qualitatively with the predictions of the SW-model, e.g.,
with regard to the single domain state and the angular dependence of the relative
remanence mr/ms [15]. However, reliable prediction of magnetic actuation requires a
model that is also quantitatively consistent. With this specific objective, the field- and
angular dependence of reversible magnetization changes (magnetic moment remains
in the same local energy minimum) on the one hand and the angular dependence of
irreversible switching (magnetic moment changes to the energy minimum in the
opposite direction) on the other hand are the most important issues [16, 27].

According to the SW-model, the hysteresis cycle of uniaxial ferromagnets involves
both irreversible (switching) and reversible magnetization changes. In particular, the
reversible magnetization properties are revealed by the upper branches of the hys-
teresis curves in the first quadrant measured at different angles Θ between the texture
axis and the direction of the applied field, Figure 16.2 (left). The reversible magneti-
zation could be consistently described by the SW-model for all angles Θ ≤ 70°when the
theoretical anisotropy constant Ks = 73 kJ/m3 for an idealized spheroid was replaced by
a slightly smaller empirical effective anisotropy constant KA = 63 kJ/m3 [27]. The result
from a simultaneous regression analysis is shown in Figure 16.2 (left). The consistency
of the SW-model, however, did not hold for Θ > 70°. In particular, the prediction of the
SW-model for Θ = 90° is a linear increase in magnetization up to the coercive field with
constant normalized susceptibility χ̃ = χ/Ms = Ms/(2KA), Figure 16.2 (left, insert). The
non-linear gradual approach to saturation, observed in experiment, is a significant
qualitative difference from the SW-model which obviously could not be resolved by
modifying the value of KA but could be well described by introducing a distribution
function for the anisotropy constant [27].

Irreversible switching of the magnetization results in a reversal of the magnetic
torque direction. In most cases, this effect is counterproductive for torque-driven mag-
netic actuation. To prevent such magnetization reversal the applied field should remain
below a critical threshold, determined by the switching field distribution of themagnetic
particles. The SW-model does not offer useful guidance in this aspect. The prediction for
the switching field at Θ = 180°, Hc = 2KA/(μ0Ms) = 2580 Oe was much larger than the

mean of the switching field distribution derived from experimentsHc = 960 Oe [27]. The
SW-model typically overestimates the switching field because only magnetization
reversal of a homogeneously magnetized spheroid by coherent rotation is considered.
However, micromagnetic simulations suggested reversal of the cylindrical nanowires by
localized nucleation of a transverse domain wall at fields significantly lower than Hc for
coherent rotation [28]. Moreover, for practical purposes, themean switching field is not a
useful threshold value because 50% of the particles already contribute a reversed
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magnetic torque. Instead, an empirical threshold was defined corresponding to a low
acceptable fraction of switched particles with Hc, 10% = 600 Oe, Figure 16.2 (right). As a
guideline, orientation of Ni nanorod axes below 90° are safe because only reversible
magnetization changes occur. By design of an actuator component, the orientationmay
exceed 90° at zero field, but the particles should rotate to Θ < 90° either by the defor-
mation of the actuator or local rotation in the elastic matrix [29, 30] before reaching the
threshold in order to prevent significant magnetization reversal.

16.2.4 Optical anisotropy

The field-induced alignment of Ni nanorods in a liquid dispersionmediumwas revealed
in the Langevin-type normalized magnetization m(H)/ms = L(ζ ) = coth ζ − 1/ζ
with ζ = mμ0H/kBT [31]. An alternative and very useful experimental approach for the
measurement of particle orientation uses the anisotropy of the optical extinction cross
sections of the metallic nanorods Cext,L and Cext,T 1,2

for longitudinal and the two trans-
versal polarization directions, respectively. The transmittance of a dilute colloid can be
described by the Beer–Lambert law, τ = I/I0 = exp( −Ns〈Cext〉), where I0 and I are the
light intensities before and after passing an optical path s through a dispersion of N
particles per unit volume in a transparent medium. At zero magnetic field, isotropic
orientation distribution of the nanorods is expected with the ensemble average extinc-
tion cross section 〈Cext〉× = (Cext, L + Cext,T1 + Cext,T2)/3. With increasing external field H,
alignment of the nanorods against thermal energy results in a characteristic field-

Figure 16.2: Magnetization of Ni-nanorods aligned and fixed in a rigid gelatin matrix: (left) upper
branches of hysteresis curves measured at different texture angles Θ ≤ 70° could be consistently
described by the SW-model (solid lines) using an effective anisotropy constant KA = 63 kJ/m3. The
measurement at Θ = 90° (black dots, insert) did not show the expected linear increase but could be
reproduced by introducing a distribution of magnetic anisotropy constants. (right) The critical
switching field Hsw was much lower than the prediction by the SW-model, particularly at Θ = 180°.
A critical threshold field, at which 10% of the nanorods were irreversibly remagnetized, was obtained
at ≈ 600 Oe (dashed line). Reprinted with permission from [27].
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dependent transmittance. The ensemble average ⟨Cext⟩(H) depends on the direction of
polarization with respect to the applied field (e.g., perpendicular ⊥ or parallel ||)
and is determined by the second moment of the distribution function, given

by 〈cos2β〉 = 1 + 2/ζ 2 − 2 coth(ζ )/ζ . The transmitted intensity I⊥, normalized to the zero
field intensity Ix, increased with magnetic field whereas I∥/Ix decreased, as expected for
the lower electrical polarizability of thenanorods along the short as compared to the long
rod axis, Figure 16.3 (left) [26]. By analyzing such static field-dependent optical trans-
mission (SFOT) measurements, the mean magnetic moment per particle m and the
particle densityN in the colloid could be obtained.A reliable quantitative analysis is only
possible on the basis of correct values for the extinction cross section. Parameters were
calculated for spheroidal particles in the electrostatic approximation (EA) or using the
separation of variables method (SVM) and were also obtained by FEM simulations for
spheroidsand cappedcylinders [32]. Themeanmagneticmomentper particlewas shown
to be robust and independent of the chosen model whereas the particle densities were
significantly different. For future use of the convenient EA-model analysis, a correction
function for the particle density was derived.

Quantitative analysis of absolute transmittance data indicated the presence of an
additional contribution to optical extinction, which was independent of the magnetic
field [33]. This contribution was attributed to magnetic-optically inactive aggregates of
Ni nanorods, e.g., nanorod dimers with compensating anti-parallel magnetic
moments. An increasing contribution of this extinction background and correlated
decrease of field-dependent optical extinction by individual nanorods was observed

Figure 16.3: (left) Static field-dependent optical transmission (SFOT), normalized to the transmission
at zero field, for polarization perpendicular (upper branch) andparallel (lower branch) to themagnetic
field. Regression analysis provided the mean magnetic moment per particle m = 5.2(2) ⋅ 10−17  Am2.

(right) If all nanorods are aligned parallel, e.g., at saturation field, the transmittance of the nanorod
dispersion depends on the angle θ between the direction of the applied field (parallel to the rod axis)
and the polarization direction. This relation was used for optical measurements of the mean nanorod
orientation.
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after destabilization of a nanorod colloid by the addition of salt. The time-dependence
of the extinction components could be described with the Smoluchowski coagulation
model [33].

With increasing magnetic field, the transmission saturates as all nanorods in the
colloid align along the field. At a sufficiently large value of the Langevin parameter,
e.g., ζ > 30, the transmitted intensity depends on the orientation angle of the rod axis

with respect to polarization direction as I(θ) = I || + (I⊥ − I ||)sin2(θ), Figure 16.3 (right).
The inverse relation was used to determine the mean orientation of nanorods in a
transparent matrix from optical transmission measurements in a variety of experi-
mental methods [17, 21, 27, 31, 34–36].

16.3 Particle-matrix mechanical coupling

The magnetic hysteresis observed with Ni nanorod hydrogels as compared to the
superparamagnetic behavior in a liquid medium points to the influence of the matrix
properties on the magnetization behavior. Lowering the gelatine content in a hydrogel
resulted in an increase in the initial susceptibility [15]. This effect was attributed to the
additional torque-driven rotation of the nanorod axis into field direction enabled by the
mechanical complianceof thematrix. Systematic changes in thehysteresis of an isotropic
nanorod/hydrogel composite, in particular a decrease in coercivity, could be described
by an extended SW-model, which included an additional term associated with the

deformation energy of the elastic matrix, E = EZ + Es + KvGϑ2/2. Here, EZ and Es are the
Zeeman and shape anisotropy energy, considered in the regular SW-model, G denotes
the shear modulus of the matrix and Kv is the hydrodynamic shape factor for rotation of
themagnetic particle [29, 37]. Energyminimization can be translated to torque balances,

mμ0H sinϕ = 2KA m/Ms( ) sinψ cosψ = KvGϑ, (16.1)

with the condition ϑ + ψ + ϕ = Θ, Figure 16.4. Three quantities,m, KA and Kv constitute
the minimum set of physical parameters characteristic for a given batch of nanorods
which needs to be characterized by experiments and specified in the model. This
extended SW-model aswell as other protocols were applied for quantitative analysis of
magnetization data to deduce the shear modulus of gelatin matrices [29, 38].

Significant field-induced deformations of actuators require adjustment of the
matrix stiffness to the magnetic forces and torques acting on the magnetic inclusions.
With regard to Ni nanoparticles at moderate volume fraction, this could be achieved by
using soft hydrogels. However, the concomitant mesh size of the polymeric network,

ξ ≈ (kBT/G)1/3 [39] (e.g., ξ ≈ 16 nm for G = 1 kPa), must not be too large in order to trap
the particles firmly and prevent slippage. Hence, particle-matrix mechanical coupling
is a critical issue in nanoparticle/soft hydrogel composites which needs to be carefully
characterized. As a particular benefit offered bymagnetic particles, the coupling can be
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actively probed by applyingmagneticfields and analyzing the response using concepts

developed in microrheology. Several different approaches regarding measurement

techniques, types of magnetic tracer particles and models for data analysis were

evaluated in a round Robin test [40] and are described in separate contributions within

this volume.
Particle/matrix mechanical interaction of Ni nanorods in Newtonian fluids was

investigated using AC magnetization measurements, dynamical light scattering and

optical transmission in a rotating magnetic field [31]. The rotational diffusion

coefficientsDr, obtained from nanorod colloids with average length ⟨Lc⟩ = 100–240 nm

showed good agreement. Yet, the absolute values were smaller than expected from

their geometric size by a factor ∼2 independent of the method. The AC susceptibility of

blocked magnetic dipoles in a Newtonian fluid monitors Brownian relaxation with the

characteristic frequency ωB = 2Dr = 2kBT/ξ r in the low field (Debye) limit. The rota-

tional friction coefficient ξr = KVη depends on a shape- and size-dependent particle

factor KV and the viscosity η of the dispersion medium. Due to the large magnetic

moments of Ni nanorods and corresponding Langevin parameter ζ > 10 for a typical AC

field amplitude ofH0 = 10 Oe, the relaxation spectra revealed strong non-linear effects.

A field-dependent increase of the characteristic relaxation frequencywas observed and

could be well described by an empirical relation derived from numerical solutions of

the Fokker–Planck equation [31, 36, 41, 42]. The same theoretical approachwas used to

model the frequency shift in the Ni nanorod relaxation spectra obtained from AC

magneticfield-dependent optical transmission (ACOT)measurements [36]. The derived

analysis of ACOT in the non-linear regime was employed for measuring the adsorption

of gelatin on Ni nanorods. The increase in the rotational friction coefficient ξr ∼ KV

caused by adsorption of BSA on the nanorod surface could also be detected in the

Figure 16.4: Definitions of angle
variables: ϕ, between the direction of
the magnetic moment (n→m) and applied
field H

→
, ψ, between magnetic moment

(n→m) and the direction of the anisotropy
axis (equal to the nanorod axis n

→
r ), and

ϑ, between nanorod axis at applied field
(n→r) with respect to the initial
orientation at zero field (n→0

r ). In the
experiment, the sum of all angles is
determined by the orientation of the
texture axis Θ.
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phase lag between the mean particle orientation and the direction of a rotating mag-

netic field [35].
The transfer of both types of driving fields, alternating or rotating, to investigate rota-

tional relaxationof nanoroddispersions in general viscoelasticmedia is not straightforward.

Theoretical models for the dynamics of magnetic dipoles in canonical Maxwell-[43], Voigt-

Kelvin or Jeffrey [44, 45]materials were developed and used for analysis of AC susceptibility

of CoFe2O4 nanoparticles in the low field limit [46, 47]. A model-independent analysis was

derived from the Di Marzio–Bishop model for the dielectric susceptibility of viscoelastic

glasses and applied in the analysis of low field magnetic AC susceptibility of CoFe2O4 par-

ticles in PEG solutions [48]. An alternative, favorable in particular for probe particles with

large magnetic moment, is the use of an oscillating driving field, i.e., a field of constant

magnitude H
0
close to saturation at Langevin parameter ζ > 30. The direction of the field

vector, described by the time-dependent angle β(t) = β0 exp(iωt), oscillates periodically in
a fixed plane within a narrow angular range ±β0 [34, 49]. Driven by the magnetic field, the

nanorods oscillate at the same frequency with mean nanorod orientation

angle θ(t) = θ0 exp(iωt − δ) = θ*0 exp(iωt) and phase shift δ. The rotational motion was

monitored by optical transmission and the complexOFOT response functionX*(ω) = θ*0/β0
derived. Earlymeasurementswereanalyzed in termsof elementarymechanicalmodels such

as the Maxwell model (micellar solutions) or the Voigt-Kelvin model (hydrogels) [34].

Recently, the simple relationship X*(ω) = (1 + KG*(ω))−1 between the OFOT response

function and the complex dynamicmodulusG* was derived for a general linear viscoelastic

continuum as matrix. The parameter K = KV /(mμ0H0) depends on the particle factor KV,

magnetic moment m and the magnetic field μ0H0. Because of the polydispersity of the

Ni nanorods geometry (varying KV) as well as magnetic moment (varyingm) the parameter

K is not a single-valued constant. A distribution function P(K) was introduced,

X∗(ω) = ∫
∞

0

P(K)(1 + KG∗(ω))−1dK, (16.2)

that was assumed to be characteristic for a particular batch of nanorods. For the
analysis of OFOT measurements, P(K ) was calibrated by a reference measurement in a
Newtonian fluid with G*(ω) = iη0ω for constant viscosity η0, Figure 16.5 (left). In order
to avoid any model-dependent bias in the later analysis, P(K ) (inset) was obtained by
numerical inversion with Tikhonov regularization [17]. Because the OFOT relaxation
spectrum was only slightly broadened as compared to the Debye function, the distri-
bution P(K ) was fairly narrow. The mean K was found to be systematically larger than
expected from their size according to TEM by a factor 2–4. Nickel surface oxide,
polymer surfactants and in particular the irregular residues from the alumina tem-
plates were supposed as the origin of the significant increase in hydrodynamic friction
of the nanorods [17]. An effective hydrodynamic size (Lh, Dh) of the nanorods was
estimated by matching K assuming a core–shell geometry with constant shell
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thickness. However, analysis of optical transmission experiments were all based on the
calibrated P(K ) or K directly and independent of this geometric model.

Using eq. (16.2), the OFOT response function of a nanorod dispersion in a 1.6 wt%
poly(ethylene oxide) (PEO, Mw = 1000 kg/mol) solution was translated into the
dynamic modulus, Figure 16.5 (right). The OFOT spectra were independent of the
oscillation amplitude β0 which confirmed the linear response regime. This method
was applied in a study on the crossover between the macroscopic continuum limit
and probe size-dependent local viscoelastic properties in PEO solutions. By varying
the polymer radius of gyration Rg ≈ 11–62 nm and Ni nanorod hydrodynamic length
Lh ≈ 170–740 nm an empirical scaling relation for the zero shear rate viscosity,

ηOFOT0 /ηmacro
0 = exp( −5.6Rg/Lh) was derived [17]. Furthermore, systematic changes in

the local as compared to the macroscopic dynamic modulus were observed in
viscoelastic semi-dilute entangled solutions. Both effects could be explained by a
reduction in the effective polymer entanglement density (larger transient mesh size)
in the vicinity of the nanorods. In this particular matrix system, size-dependent
coupling was evident even for Ni nanorods with a hydrodynamic length as large as
Lh = 740 nm. Rather strong reduction of the local viscosity by two orders of magni-
tude was observed for spherical CoFe2O4 tracer particles with hydrodynamic
diameter dh ∼ 23 nm dispersed in the same polymer solutions within the round
Robin test [40].

OFOT measurements and their analysis based on eq. (16.2) make it possible to
observe the capture of Ni nanorods in the hydrogel’s polymeric network during
copolymerization of the acrylamide/bis-acrylamide precursor solution, Figure 16.6
(left). Only a few seconds after addition of the initiator APS, polymerization was
evident from the rapid increase in the dynamic modulus. The crossover between

Figure 16.5: (left) OFOT response function of Ni nanorods in water for calibration. The distribution
function P(K ) (insert) was derived by numerical inversion and used to translate the OFOT spectrum
(right) of nanorods in a PEG solution (loglog-plot) into the dynamic modulus G* (insert). Reproduced,
with permission, from [17].
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storage and loss modulus indicated the formation of an elastic crosslinked PAM
network. After the hydrogel matrix had reached a stable elasticity, the mechanical
particle/matrix coupling could also be investigated by quasistatic field-dependent
optical transmission measurements of linear polarized light as described in Section
16.2.4. The rotation angle ϑ increased proportional to the magnetic torque T, as
expected for a linear elastic matrix. The shear modulus could be calculated from the

slope, G = K−1
v (dϑ/dT)−1, and the values obtained for PAM hydrogels with different

composition showed good agreement with results, determined by macroscopic shear
rheometry, Figure 16.6 (right). Please notice that the magnetic torque used for the
abscissa were calculated using the SW-model, though the successful quantitative
description of the magnetization, shown in Section 16.2.3, does not necessarily prove
that this model is also correct for the field- and angle dependence of the magnetic
torque. This inference is valid only under the assumption of coherent rotation of the
magnetization. Because the applied torque is of key importance for the envisaged
quantitative modeling of field-induced deformation, this topic will be addressed in
more detail in the following section.

16.4 Magnetic torque

While magnetization measurements as shown in Section 16.2.3 characterized the
magnetization of themagnetic particles in field direction,m||, the magnetic torque on a
single nanorod is determined by the component of its magnetic moment perpendicular
to the applied field, T = m⊥μ0H. The magnetization of a homogeneous spheroidal

Figure 16.6: (left) Dynamic modulus at f = 10 Hz during chemical gelation of PAM at a composition of
16 wt% stock solution after addition of initiator APS. (right) Rotation angle of nanorods in PAM
hydrogels with different amount of stock solution as function of magnetic torque (see Section 16.4)
and derived shear modulus in comparison with results from macroscopic shear rheometry (Thermo
Fisher Scientific HAAKE MARS II, CP60/2°).
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particle, as assumed in the SW-model, rotates coherently in an homogeneous external

field and m2
tot = m2

⊥ +m2
|| is constant. The experimentally observed continuous

approach to saturation for nanorods aligned perpendicular to the field contradicted the
prediction by the SW-model. However, the magnetization properties were consistent
with the SW-model in the angular range of Θ ≤ 70°. In order to evaluate the SW-model
for the quantitative description of the magnetic torque, the rotation of nanorods in a
soft PAM hydrogel was measured optically as function of the magnetic field for
different texture angles Θ, Figure 16.7 (left). The rotation was completely reversible as
shown by the full symbols at 70°, which represent the data for the reverse curve
recorded with decreasing field. This confirmed the purely elastic interaction between
the nanorods and the hydrogel without indication of creep on the time scale of these
experiments. The rotation increased with field and with larger angle between texture
axis and field direction. Because the orientation of the nanorods was known for each
given field, the magnetic torque for each data point could be calculated based on the
SW-model using eq. (16.1). The same data, plotted not as function of the magnetic field
but as function of the calculated torque, fell on a common master curve, Figure 16.7
(right). Irrespective of the axis orientation, the nanorods rotated proportional to the
applied torque as expected for a linear elastic matrix. This consistent linear behavior
and the agreement between derived shear modulus with macroscopic results

(Figure 16.6 (right)) confirmed the SW-model as a reliable description of the field- and

orientation-dependent magnetic torque on the Ni nanorods in the restricted range of

Θ = 20–70°. On the macroscopic scale, the ensemble of nanorods induce a local torque

density, which depends on the local initial magnetic texture, the macroscopic defor-

mation at the local volume element and particle density. The latter is an important

aspect not only because it determines the total torque on the composite but particularly

with regard to interparticle interactions.

16.5 Particle density

The field-induced change in mechanical stiffness (magnetorheological effect) and
deformation (magnetostrictive effect) of magnetic gels and elastomers depend sensi-
tively on the local particle arrangement and the resultingbalance ofmagnetic and elastic
forces on the microscopic scale [8, 50–53]. Alignment of particles and formation of
closely packed particle chains along the field direction has an important impact on the
mechanical properties [54] but—in comparison to a liquid environment—is hampered by
the elastic restoring forces. Particular features of the magnetoelastic balance are the
occurrence of two metastable states [55] with a resulting hysteretic behavior [56, 57] and
magnetic field-dependent plasticity in soft elastomers [58]. Further interparticle effects
arise from the inhomogeneous local magnetic field in the vicinity of a magnetic particle.
The feedback in dipolar interactions and local structure results in a strong and complex
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coupling of the elastic strain and magnetic fields, which were computed by FEM simu-
lations and used to calibrate macroscopic constitutive equations [59]. Finally, elastic
interaction,mediatedby theoverlappingdeformationfieldsofneighboringparticles also
affect their relativemotion [60–62]. In order tominimize interference by thevery complex
magnetomechanical interparticle interactions, the experimental studies on Ni nanorod/

hydrogel composites were performed at particle concentrations of φvol ≤ 10
−4. The

potential contributions of magnetic dipolar, elastic and electrostatic interparticle in-
teractions at such low concentrations were estimated.

The rotation of Ni nanorods in a series of soft PAM-composites with identical
gel composition was virtually independent of particle volume fraction in the range

φvol = 8 ⋅ 10−7 – 6.4 ⋅ 10−5 [21] which suggested that interparticle interactions were either
negligible or compensating each other. Assuming the depolarization factor N = −1, the
maximummean demagnetizing field was estimated to beHmax

s = −φvolMs,Ni ≈ −0.45 Oe
at the largest volume fraction. With regard to the field applied during deformation
measurements of > 1000 Oe, magnetic dipolar interaction are negligible up to a Ni
volume fraction of φvol = 10−3. Henkel plots, derived from demagnetization remanence
measurements of textured hydrogels, did not show the signatures of dipolar fields, in
contrast to filled AAO templates in which Ni nanorods are densely packed in a 2D layer
[16]. Electrostatic interaction is essential to increase the colloidal stability of themagnetic
nanorods in liquid dispersion [33]. In PAM hydrogels, the electrostatic screening length
was estimated to λ ≈ 6 nm. At typical particle separation ≥100 nm in the composites,
Coulomb interaction between the charged nanorods are effectively screened [21]. To
evaluate elastic interactions, the torque-driven rotation of two cylindrical inclusions as
function of distance andorientation of the particle- and rotation axiswas investigated by
FEMsimulations [21]. Comparedwithan isolatedparticle, a small increase or reductionof
particle rotation was found depending on their spatial configuration. In a homoge-
neously distributed uniaxial composite, the different contributions combined and
partially compensated each other to an overall effect on the order of 0.1% at a volume
fraction of φvol = 4⋅10−4. Direct observation and measurement of Ni nanorod rotation by
Laser scanning confocal microscopy also did not provide any evidence for significant
elastic interparticle interaction [21]. Based on the estimates and experimental results, it
was proposed that interparticle interactions were not relevant in Ni nanorod composites
at particle volume fraction φvol ≤ 10−4 and could be neglected in the quantitative
modeling of field-induced deformations.

16.6 Macroscopic deformation experiments

With regard to the weak total torque expected for a Ni nanorod volume fraction of
φvol ≈ 10−4, experiments were performed on thin composite filaments, taking
advantage of the high sensitivity of this geometry [21]. The magnetically textured
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PAM-nanorod filaments were fabricated by mixing the nanorods in a precursor
solution and sucking the solution into a thin PTFE tube immediately after starting the
polymerization process by addition of APS. Guided by the information on the poly-
merization kinetics, Figure 16.6, the specimens were mounted in the magnetic as-
sembly for alignment of the nanorods within a few seconds and left for 15 min. For
deformation measurements, the composite filaments were pushed out of the tube,
suspended at the top end either in a sealed chamber or immersed inwater tominimize
gravitational effects. The deformation in a horizontal homogeneous magnetic field,
i.e., perpendicular to the filament axis, were quantified by analysis of recorded video
images.

Experimental results were compared with calculations for an elastic thin cylinder
with volume distributedmagnetic torque density τm = Msφvolμ0H sin(ϕ). The essential
kernel provided by the SW-model is the relation between ϕ and the characteristic
parameters for the nanorods (m, KA, KV) for a given field H, orientation angle Θ and
matrix shear modulus G as described in Section 16.3. The texture was assumed to be
constant within the cross section of area A so thatΘ =Θ(s) and τm(s) is a function of the
linear position s along the deformed cylinder axis. The 1D-problem was further
simplified by only considering magnetic textures that were either perpendicular to the
cylinder axis (pure torsion) or in the plane, defined by the cylinder axis and the field
direction (pure bending). The new variable ω(s) was introduced for the macroscopic
torsion or bending angle, respectively, Figure 16.8 (right). The required additional
relationship

d2ω/ds2 = K  sin(ϕ(Θ(s),ω)) (16.3)

Figure 16.7: (left) Nanorod rotation angle ϑ as function of appliedmagneticfieldH for different angles
Θ between the texture axis and field direction. For maximum sensitivity, polarization of the laser was
at 45° with respect to Θ. The rotation was reversible during the experiment indicated by the reverse
curve (70°, blackmarkers). (right) The same data, plotted as function of themagnetic torque, fell on a
common master curve. Adapted, with permission, from Schopphoven et al. [21].
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is an ordinary differential equation, derived from the St. Venant torsion or Euler–Bernoulli
bending of a thin cylinder with volume distributed torque. The prefactor depends on the
problem, K = Msφvolμ0HA/GIp with shear modulus G and polar moment of inertia Ip for
torsion and K = Msφvolμ0HA/EIA with elastic modulus E and area moment of inertia IA
for bending, respectively. The set of eqs. (16.1) and (16.3) with ω + ϑ + ψ + ϕ = Θ was
solved by fixpoint iteration.

Various profiles Θ(s) for the orientation of the anisotropy axis were imprinted by
polymerization in static magnetic fields of specific geometry. Ni-nanorod/
PAM-composites with homogeneous texture perpendicular to the filament axis were
prepared and the field-dependent torsionmeasured. The nonlinear increase of the total
torsion angle, observed in experiment, was reproduced by the model calculations. The
results were also consistent for different orientations of the texture axis [21].

In a second example, a profile with sinusoidal modulation of the texture axis was
prepared using two rows ofNdFeB permanentmagnets,magnetized in the samedirection
and mutually shifted by half the spacing, Figure 16.8 (left). The magnetic field was
characterized by motorized scanning with transversal and longitudinal Hall probes. By
adjusting the spacing zm between the permanent magnets and the separation xm of the
two rows, a sinusoidal modulation of the field direction was achieved, with maximum
values of about 80° and −80°with respect to the horizontal, shown in Figure 16.8 (left) by
red arrows. In a horizontal homogeneousmagnetic field of 146mT, the composite showed
a sinusoidal bending, which was well reproduced by the model calculation, Figure 16.8

Figure 16.8: (left) Configuration of two rows of permanent magnets used for fabrication of a textured
bending composite inside the dashed area. Texture angleΘ is indicated by red arrows. (middle) Calculated
deflection of a Ni-nanorod/PAM-composite (m = 1.7 ⋅ 10−16  Am2,KA = 63 kJ/m3, Kv = 3.5 ⋅ 10−19  m3,
φvol = 5.4 ⋅10−5, length L = 32 mm, diameter D = 0.84 mm, Emod = 350 Pa, B = 146 mT) and calculated
deflection under assumption of a rigid dipole model (dashed line). (right) Macroscopic bending angleω(s),
local rotation angle of the nanorods ϑ(s) and deflection of the magnetic moment from the anisotropy axis
ψ(s) add up and determine the orientation of the magnetic moment with respect to the applied field.
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(middle). The extended SW-model allowed a more detailed analysis of the underlying
physical effects. In particular, the various contributions to the rotation of the magnetic
moment toward the field direction, which determines the magnetic torque, could be
broken down, Figure 16.8 (right). The combined local rotation of the nanorods by ϑ and
deflection of the magnetic moment from the anisotropy axis by ψ were of similar
magnitude as themacroscopic bending angleω. The computed deflection for rigid dipole
are also plotted as dashed line in Figure 16.8 (middle) and obviously overestimated the
magnetic torque. As pointed out by these results, deflection of the magnetic moment and
local rotation of the active particles is not negligible inmagnetoelastic soft composites of
particles with finite magnetic anisotropy in a matix with low elastic modulus.

16.7 Conclusions

Ni nanorods, synthesized by the AAO-template method, were used as magnetic phase
in magnetoresponsive hydrogels. The magnetization was analyzed using the Stoner–
Wohlfarth model and an empirical anisotropy constant derived. Taking advantage of
the nanorods’ optical anisotropy, transmission measurements in static and time-
dependent magnetic fields enabled the characterization of the nanorods’ mean mag-
netic moment, concentration and the hydrodynamic particle–matrix interaction.
Optical measurements of local nanorod rotation in a soft elastic matrix verified the
SW-model for prediction of the magnetic torque in a restricted parameter range.
Comparison of model calculations with macroscopic deformation experiments on thin
composite filaments revealed a significant effect of the finite magnetic anisotropy and
local particle rotation on the magnetic torque.
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17 The microstructure of magnetorheological
materials characterized by means of
computed X-ray microtomography

Abstract: Magnetorheological materials are a class of “smart materials”, where me-
chanical material properties can be tuned by the application of externally applied
fields. To accomplish the magneto-sensitive quality, magnetic particlesare distributed
in a host matrix. In the last year’s interest gained in materials based on solid matrices.
In contrast to fluid systems, within a solid matrix, the particles are fixed within the
material. This enables an evaluation of the structures formed by the particles bymeans
of computed X-ray microtomography. As known from past investigations, the
arrangement and movement of the magnetic particles within the matrix play a major
role in determining the overall material properties. Computed X-ray microtomography
proved to be a convenient tool, providing important new knowledge about those
materials. This paper gives an overview of the application of the method of computed
X-ray microtomography on several kinds of solid magnetorheological materials, the
broad possibilities of data evaluation, and fundamental results obtained with this
method and the described materials.

Keywords: magnetorheological effect; particle structure; smart materials; X-ray
tomography.

17.1 Introduction

17.1.1 Magnetorheological materials

The core feature of magnetorheological materials is the tunability of mechanical
properties, for instance, Young’s moduli, by the external application of magnetic
fields. The embedment ofmagneticmicroparticleswithin a surroundingmatrix realizes
the magnetic properties of the material.

The first smart materials reacting on magnetic fields were realized as suspensions
of magnetic particles in appropriate carrier liquids. Rabinov [1, 2] accomplished the
embedment ofmagnetic micron-sized particles, obtaining the first magnetorheological
suspension. This fluidmaterial featured strong yield stress in the presence of magnetic
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fields, thus exhibiting magnetorheological properties. Aiming for long-term stability
without sedimentation led to the transition to magnetic nanoparticles. Papell [3]
earned a patent on the realization of so-called ferrofluids: A stable suspension of
magnetic nanoparticles in a carrier liquid featuring magnetically controllable flow and
fluid properties.

Regardless of their numerous applications and usages [4, 5], fluidmatrix materials
exhibit a range of disadvantages and technical difficulties as leakage, sedimentation,
and the overall challenge of realizing a long-term stable material. This issue was
addressed by switching from liquid to solidmatrix materials. The idea was to provide a
more stable and easily feasible magnetorheological material offering comparable
properties and features.

The most obvious solution is the usage of a soft elastomer as a host matrix. This
approach leads to an elastic and mechanically stable material, where mechanical
properties such as Young’s modulus can be tuned by magnetic fields. These magne-
torheological elastomers are an important subject of research for about 15 years [6–13].
This class ofmaterials brings its owndifficulties andmost of its behavior characteristics
and properties are not fully understood yet. Nevertheless, several technical and sci-
entific applications of magnetorheological elastomers were successfully realized
[14–22]. More information on technical applications of magnetorheological elastomers
can be found in the articles “Field-controlled vibrational behavior of magnetoactive
elastomers used as adaptable sensor elements” and “Actuator systems based on a
controlled particle-matrix interaction in magnetic hybrid materials with the applica-
tion for locomotion and manipulation”, both found within this issue.

Besides the choice of thematrixmaterial, the properties of the embeddedmagnetic
particles play amajor role in themacroscopicmaterial behavior. In addition to themost
commonly used iron particles, magnetically hard particles are of special interest in the
research of the past few years [23–27]. Most recent investigations even apply mixtures
of magnetically soft and hard particles to combine the features and advantages of both
particle types [25, 28]. Information on the impact of the composition of magneto-
rheological elastomers on their properties can be found in the article “Synthesis ofMGE
with a wide range of magnetically controlled properties”, found in this issue as well.
Continuing the pass of searching for suitable matrix material led to the development of
magnetorheological foams [29–33], and magnetorheological gels [6, 34–36], adding
further aspects and functional properties to the obtained materials.

17.1.2 Evolution of evaluation methods

Already at the beginning of research regarding magnetorheological materials, it
became apparent, that the magnetically induced movement and rearrangement of the
magnetic particles within the matrix form the key influence determining the macro-
scopic material behavior. Thus, besides the evaluation of global material properties in
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dependence of several material parameters, research focused on the evaluation of the
internal particle structure.

Changes in the internal structure have been observed by microscopy [11, 37–39] or
small-angle neutron scattering (SANS) [40, 41]. These methods provide either a two-
dimensional projection of the internal structure or a statistical average over the particle
ensemble.

With technical advances in tomography and digital image evaluation, computed
X-ray microtomography turned out to be one of the most convenient methods for this
task [12, 23, 42–48]. It enables a nondestructive evaluation of three-dimensional in-
formation and thus allows the evaluation of geometrical information of several thou-
sands of particles at once. Furthermore, it is possible to combine themeasurementwith
additional triggers such as mechanical strain, and most importantly: magnetic fields.

The high resolution of X-ray microtomography combined with sophisticated al-
gorithms in digital image processing provides the possibility to obtain single-particle
resolution. These recent advances allow the tracking of particles after the application of
magnetic fields or mechanical loads. The obtained detailed geometrical information of
the particle structures can serve as input data for theoretical descriptions of the ma-
terial. Furthermore, the experimental data can provide a benchmark for proving the
results of numerical simulations of the material behavior [49–57].

The scope of this contribution will be to outline the technical possibilities of
computed X-ray microtomography for evaluating particle structures inside magneto-
rheological materials and to describe the used methods of digital image processing.
This description of the evaluation of microscopic particle distributions will be
accompanied by investigations of the mechanical properties of those materials to
provide the link between microscopic structural changes and macroscopic material
behavior.

17.2 Computed X-ray microtomography

The method of X-ray absorption tomography is based on a mathematical theorem by
Johann Radon [58] stating, that the two-dimensional distribution of a quantityA can be
evaluated if the line integrals of this quantity are known for all angles of observation.

Lambert-Beer’s attenuation law determines the attenuation of X-rays when pass-
ing through the material.

I(y) = I0 ⋅ e−μy (17.1)

I denote the transmitted intensity, I0 the initial X-ray intensity, µ the linear absorption
coefficient for X-rays, and y the thickness of the passed material. The term in the
exponential function changes into a line integral over the absorption coefficients along
the pass of the X-rays, if the sample is composed of different materials with different
absorption coefficients.
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I(Y) = I0 ⋅ e−∫
Y
0 μ(y)dy (17.2)

The negative logarithm of the ratio between the transmitted and the incident X-ray
intensity is called the projection:

p(Y) = −ln(I(Y)
I0

) = ∫
Y

0

μ(y)dy (17.3)

It provides the line integral of the absorption coefficient along the pass, the X-ray’s pass
took through the sample. As a result, if X-ray absorption images are recorded under
different observation angles, Radon’s theorem can be discretely realized.

Toget a three-dimensional distribution of the absorption coefficients, a reconstruction
of the projection images is conducted. Commonly, algorithms based on the Fourier slice
theorem are used.With this approach, the Fourier transform of a parallel projection under
a certainobservationangle is equal to a linewithin the two-dimensional Fourier transform.
Thus, if a Fourier transformation of the projection data is taken for many observation
angles, a discrete representation of the two-dimensional Fourier transform of the distri-
bution of the linear absorption coefficients in the sample is obtained.

If conventional cone-beam X-ray tubes are used to capture the absorption images,
the Fourier Slice Theorem can be implemented with the Feldkamp–Davis–Kress (FDK)
algorithm. Within the resulting 3D images, the gray value corresponds to the spatial
density distribution of the material, as the linear absorption coefficient depends on the
density. Those images can be processed to extract the distribution of particles inside a
magnetorheological elastomer. A rendered 3Dmodel of reconstructed tomography data
is shown in Figure 17.1, depicting particle structures in a magnetorheological elastomer.

Figure 17.1: The images showmagnetic particles obtained from reconstructed tomography data. The
pictures are excerpts of a dataset counting approx. 12.500 particles. The left side shows the initial
isotropic particle structure, the right side shows the chain-like structure, as a result of an application
of a 2T magnetic field before tomography. The images show the necessity of a particle separation
process after binarization to evaluate the individual particles [12, 23].

414 17 The microstructure of magnetorheological materials



Many complex aspects like the energy dependence of the absorption coefficient
and the general treatment of artefacts in tomographic data sets are not discussedwithin
this introduction of computed X-ray microtomography. More detailed information
regarding these points are given in [59, 60].

The tomographic data sets presented in this contribution were recorded using the
home-built tomography setup TomoTU [42]. This setup uses a conventional nano-focus
cone-beamX-ray tube with amaximum acceleration voltage of 160 kV and a focus spot
size of 1.5 µm. A samplemanipulation stage, consisting of various positioning stages, a
rotational stage to rotate the sample enables the capture of absorption images from
different observation angles. Here, a directly converting X-ray detector (Shad-O-Box 6K
HS) with 2304 × 2940 pixels and a pixel size of 49.5 µm is used.

By varying relative positions of the X-ray tube, sample, and detector, a magnifi-
cation of up to 20 can be realized. This enables a spatial resolution of about 2 µm in the
final tomogram. The setup of TomoTU is pictured in Figure 17.2. The insert shows a
sample stage, capable to apply different stimuli on magnetorheological elastomer
samples during tomography.

Figure 17.2: This CAD model visualizes the main components of the used tomography setup TomoTU
[42]: the detector unit (left), the rotating sample stage (middle), and theX-ray source (right). The insert
shows the sample setup which provides the stimuli to the sample. Two permanent magnets provide
magnetic fields of up to 270 mT during tomography and stress can be applied to the sample by a
plunger [12, 47].
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17.2.1 Application of magnetic fields and mechanical stress

The sample stage shown in Figure 17.2 contains two permanent magnets positioned
below and above the sample holder, their distance can be varied. This setup can
provide homogeneousmagnetic fields of up to 270mTwith homogeneity of 94%within
the sample dimensions [23]. Furthermore, this setup is equipped to apply mechanical
loads to the sample.With this feature experiments with coupled external magnetic and
mechanical stimuli can be conducted [47]. To ensure comparable magnetic fields
within accompanying mechanical measurements, the used stress-strain-testing device
is equipped with two permanent magnets in the same manner. This setup was suc-
cessfully used in several previous works, providing valid information about the
behavior of the investigatedmaterials under influence ofmagneticfields [23, 45, 47, 61].

17.2.2 Digital image processing and particle separation

As visible in Figure 17.1, a direct evaluation of the particle geometry and location from
reconstructed tomography datasets is not possible. The raw data as a result of the
reconstruction consists of gray value images. A simple thresholding does not lead to a
satisfying extraction of the particles, as those particles appear very often connected to
each other. To accomplish a precise separation of the particles without altering their
actual shape, sophisticated image processing is necessary. Furthermore, the usage of
highly absorbent neodymium-iron-boron (NdFeB) particles lead to pronounced
reconstruction artefacts and decrease the overall image quality of the raw data. The
applied particle separation procedure, as described in this chapter, was conducted
with Matlab and DipImage [62]. The process with its intermediate steps is visualized in
Figure 17.3.

Figure 17.3: Separation process of the particles, converting raw gray value images, as given by the
reconstructed tomography data, to precisely separated and labeled particles. An explanation
regarding the individual steps is given in the text.
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– Image 1: Gray value image as a result of tomography data reconstructions. The
particles are visible, along with artifacts, noise, and blur.

– Image 2: After an application of a moderate median filter to reduce noise, local
maxima indicating the particles are detected. Several particles will exhibit two or
more maxima, which would result in over separation. As those maxima are very
close to each other, this issue can be solved by a binary dilatation, which joins
thosemaxima. After these steps exactly onemaximum for every particle is present.

– Image 3: The negation of the initial image forms the base for the following
watershed algorithm.

– Image 4: With images 2 and 3 a seeded watershed algorithm is applied, providing
the borders which will separate the particles [63].

– Image 5: A threshold is applied to accomplish the transition from a gray value
image to a binary image. With the tomography results presented here, a local
threshold was calculated. As seen in image 1, the space between particles very
close to each other is often brighter than the rest of the background. This issue
leads to unsatisfactory resultswhen applying afixed threshold to thewhole image.
For the calculation of the local threshold, an additional strongly smoothed version
of the original image is involved. The local threshold is calculated with

D5 = D1 > (A ⋅ D1 smoothed + B) (17.4)

where A is a factor, B is a global offset and D denotes the images according to
Figure 17.3.A and B have to be adapted to the type and quality of the provided raw data
to accomplish optimal results. The offset B is chosen to match the resulting proportion
of detected particle area to the actual volume concentration of particles, which is
determined during synthesis. The resulting binary image shows the particles, still
touching, with rough boundaries and artifacts.
– Image 6: Image 4, showing the borders, is subtracted from the binary image 5. This

finally provides clearly separated particles.
– Image 7: A combination of binary erosion and dilatation eliminates most remaining

reconstruction artifacts, smoothes the particle surfaces, and restores the parti-
cle shape to a quality which corresponds to the visual appearance of the particles—
found in the initial gray value image — As the last step, labeling is conducted to
distinguish the individual particles.

The final data obtained by the separation process enables an evaluation of all desired
geometrical information for every individual particle. This procedure is applicable to
samples containing several 10 thousands of particles, evaluating all at once.
Furthermore, the obtained geometrical information is accurate enough to distinguish
the particle from its neighbors. This enables the recovery of the same particle in
another data set and thus enables particle tracking. Figure 17.4 visualizes the results
of particle separation process by comparing a 3D particle structure before and after
separation.
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17.3 Data evaluation

17.3.1 Global structure evaluation

As a first step tomographic data sets enable an evaluation of the overall spatial dis-
tribution of magnetic particles inside a magnetorheological elastomer. This is of spe-
cial interest for anisotropic magnetorheological elastomers, as those which were
synthesized in presence of a magnetic field. The magnetic particle interaction induced
by the applied magnetic field leads to a structure formation of the particles, as the
particles are able to move freely within the liquid matrix as long as the crosslinking
process is not finished. This leads to anisotropic magnetorheological elastomers with
fixed chain-like or rod-like particle structures

With such samples, the dependence of the obtained particle structure on char-
acteristic parameters is of central interest. In previous investigations, the impact of
the particle concentration and the magnetic field applied during crosslinking on the
resulting anisotropic particle chain structures were conducted [42, 43]. It was shown
that varying particle concentration can lead to various columnar, rod-like, and
tubular structures [42]. The variation of the magnetic field applied during cross-
linking leads to increasing chain diameters and chain-to-chain distances with
stronger fields [43].

With recent investigations, a visual insight into the obtained reconstructed
tomography data sets remains an important benchmark to enable a critical check
regarding the found results.

Figure 17.4: These images visualize the impact of theparticle separationprocesson thedatasetalready
shown in Figure 17.1. The sample contains 40 wt% of NdFeB-particles after a magnetization at 2 T. The
left side shows the results of a simple thresholding, the right side shows the result of the particle
separation process. The pictures are excerpts of a dataset counting approx.12.500 particles [23].
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17.3.2 Particlepositions,homogeneity, andpair correlation function

Concerning image processing, the analysis of structures inside anisotropic magneto-
rheological elastomers, as outlined in the previous chapter, has been quite simple. An
analysis on a single particle basis requires the separation of the particles as described
in Section 17.2.2. After the successful separation of the particles, the position of every
individual particle can be evaluated. With this information, the spatial homogeneity
can be examined. As sedimentation of the particles is a known problem within sample
synthesis, the validation of spatial homogeneity is a crucial necessity for almost every
study presented here [23, 47, 48, 61, 64].

The pair correlation function (PCF) can be used to evaluate particle structures
based on the particle positions. For theoretical descriptions of the material behavior,
the spatial distribution of the particles is of central interest [65, 66]. The PCF is a
statistical method which describes the relation between macroscopically measurable
density ρ and the arrangement of microscopic objects as the probability to find an
object at the radius r around a reference object [67, 68]. Themethod evaluates near- and
long-range order or crystal-like structures of object ensembles. Thus, the PCF is widely
used to characterize atomic structures in magnetic materials [69–71] and magnetically
altered particle structures in ferrofluids [72, 73]. Up to this point, no direction
depending on information can be obtained. Thus, the benefit of this method directly
applied to anisotropic structures is limited. Two-dimensional approaches (radial dis-
tribution function, RDF) can be applied to evaluate macroscopic deformation of par-
ticle structures [47, 66] as well, but is limited to the evaluation of distances between
particle chains, whereas the PCF enables an evaluation of three-dimensional data. To
obtain information regarding different spatial directions, the method was modified to
satisfy this requirement [61].

To realize a direction-dependent quality, a new control volume was introduced.
Only particles with a limited angle between their directional vector and the considered
spatial direction were taken into account for evaluation. The new control volume was
defined as an intersection of the original spherical shell with a cone, opening in the
considered direction. A more detailed explanation of the direction depending
approach is given in [61]. Figure 17.5 visualizes the control volumes for the three spatial
directions used here. The PCF is calculated separately for every one of the three spatial
directions, giving information on the distance distribution of particles regarding the
three directions. A similar approach has been chosen in ref. [74].

17.3.3 Particle size distribution, shape, and orientation

In addition to the particle positions, geometrical information of the individual particles
can be evaluated from the tomography data. This procedure is applicable for larger
particles, as those are most often anisotropically shaped. Furthermore, larger particles
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are necessary to obtain a sufficient resolution to precisely evaluate the geometrical
information of the particles. Up to this point of technical advances with the used setup,
this accounts for particles larger than approx. 40 µm. The geometrical properties which
can be evaluated include i.e., particle volume or surface area. The shape of most
particles canbe approximatedwith an ellipsoid, enabling the evaluation of dimensions
and directions of the three ellipsoid diameters of every individual particle.

Zingg’s classification [75, 76] provides a convenient approach in evaluating par-
ticle shapes. The values of the three ellipsoid diameters as obtained by tomography
were used to calculate the aspect ratios a/b and c/b. The longest ellipsoid diameter
refers to a, the intermediate to b, and the short ellipsoid diameter to c. The graph
depicted in Figure 17.6 shows the aspect ratios of approx. 11.000 particles, giving an
impression of the distribution of particle shapes found in a magnetorheological elas-
tomer containing NdFeB-particles with particle sizes ranging from 100–200 µm.

Furthermore, the gathered geometrical information of the particles can be used to
make global statements about changes in the internal arrangement of the particles
induced by magnetic fields. With anisotropically shaped particles their rotation to
align to magnetic fields can be observed. This alignment of particles is visible in
Figure 17.4. To evaluate the orientation of the particles, the angle of the ellipsoid axes
can be measured. To calculate a characteristic angle between the particle and the
magnetic field, the angle of the longest ellipsoid axis, called β, is evaluated. The here
used NdFeB-particles feature a strong magnetic anisotropy leading to their orientation
perpendicular to the applied magnetic fields. A phenomenon which is discussed in
detail in ref. [23].

Figure 17.5: To realize a direction-dependent
approach of the pair correlation function (PCF), a
new control volume (full colored lines) was
introduced as an intersection of the spherical shell
(dashed gray lines) and a cone (dashed colored
lines). Only objects located within this new control
volume are taken into account for evaluation. Only
one cone for each direction is shown here to
enhance visibility. For calculation, a pair of cones
for positive and negative direction is used. [61]
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17.3.4 Particle tracking

Aside global statements about the particle positions and geometrical information of the
particles, an identification of particles allow tracking of particle motion between two
situations. This procedure demands a very precise separation of the particles, as
changes in measured geometrical properties of one particle from one to the other data
set prohibits a correct assignment of the same particle in two data sets. Furthermore, it
is necessary to equip the sample with a fixed spatial reference. For the specific ex-
periments on magnetorheological elastomers described here, two small copper wires
attached to the samples were used. The fixed position of this reference enables regis-
tration of several tomographic data sets, captured at different external stimuli.

For the first step, all particles in a near neighborhood of the original particle
position as present in the first data set are taken into account in the second data set.
This neighborhood has to be larger than the maximal possible translation of the par-
ticle from one situation to the other. In the next step, all those found particles are taken
into account for an assignment to the original particle. To check the quality of the
assignment of the particles between the two different data sets, a quality function
which compares certain characteristics like the particle volume V and surface A, it’s
asphericityP2A [29] and position x, y, z,was introduced [12]. This enables a validation of
whether a correct assignment has been achieved or not. The following two Eqs. (17.5)
and (17.6) were used to quantify the quality of a particle assignment. The particles
considered for an assignment are named i and j. The smaller the values of Gposition and
Gshape, the higher the possibility of a correct assignment becomes. Thus the best fitting
candidate for an assignment is chosen for every particle.

Figure 17.6: Zingg’s classification of particle shapes depending on their volume applied to approx.
11.000 NdFeB particles, present in a magnetorheological elastomer.
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Using this procedure of particle assignment, it is possible to allocate and identify
several thousand particles in one sample and to quantify changes in their spatial
location and orientation induced by the external stimuli. Now it is possible not just to
evaluate the present distribution of particle angles, but to calculate the exact rotational
angle for every individual particle from one data set to the other. Furthermore, trans-
lation of the particles can be evaluated and particle trajectories can be observed [23].
Figure 17.7 shows correctly assigned particles from two datasets, one captured with
and one without an application of a 240 mT field.

Initially, this procedure was limited to very small particle concentrations [45].
Recent advances enabled particle tracking at a particle concentration ofΦ = 40 wt%.
Now, this method can be applied to materials which exhibit magnetorheological

Figure 17.7: Here, the assigned particles without
(green) andwith a 240mT field (red) are shown. The
black lines represent the trajectory of the assigned
particles. A rotation of the particles is visible as
well. [23]

422 17 The microstructure of magnetorheological materials



effects [23], which allows a direct linking of results concerning mechanical behavior
and particle movement.

17.3.5 Tomography data as input for calculation and simulation

As stated before, the experimental data can be used as data input for theoretical
investigations [46, 49–51] and can act as a benchmark for theoretical predictions and
simulations [52–55].

The combination of experimentally obtained results providing a comprehensive
description of macroscopic and microscopic material properties and internal particle
structures with theoretical modeling and simulation gives the scale bridging approach
required for a deeper understanding of the magnetic field-driven complex behavior of
magnetorheological materials. Only by combining theoretical and experimental in-
vestigations of identical materials gives access to key parameters, for instance, the
internal magnetic fields, which will provide fundamental new results regarding
magnetorheological materials in the future. More information on using tomo-
graphically captured particle data as an input for theoretical approaches can be found
in the articles “Multiscale modeling and finite element simulation of magneto-
rheological elastomers based on experimental data” and “Modeling and theoretical
description of magnetic hybridmaterials - bridging frommeso-to macro-scales”within
this issue.

17.4 Magnetorheological foams

Magnetoelastic foams are a relatively new kind of magnetic field-responsive smart
materials developed in the last few years [30–33]. Owing to their high elasticity, soft
foams loaded with magnetic particles show a great potential for use as magneto-
rheological material. Because of their porous structure, the arrangement of particles in
the polymer leads to highly complicated structures and complicated magnetic and
mechanic properties. The mechanical properties of foams are strongly influenced by
their structure. The pore size distribution can be interpreted as a universal description
of the foam structure in general. Detailed knowledge of the distribution and its
dependence on given process parameters are the basis for a better understanding of the
properties of the foamand the foaming process. The foamstructure can be evaluated by
Computed X-ray microtomography. Figure 17.8 shows an excerpt of evaluated foam
pores, captured by X-ray microtomography.

It was found, that the Weibull cumulative distribution allows a well-fitting
description of the pore volume distribution of the polyurethane foam discussed in refs.
[29] and [77]. Furthermore, it was shown, that the pore volume distribution function is
changed in a specific way if carbonyl iron particles are incorporated. Figure 17.9 shows
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the pore volume distribution functions of polyurethane foams with varying concen-
trations of carbonyl iron particles.

The observed effects can be explained with known foam-stabilization mecha-
nisms. The drainage of liquid foam is retarded by the particles. As a result, the process
ofmerging smaller pores to larger ones is decelerated [29]. Furthermore, the impact of a
magnetic field applied during the foaming process of polyurethane foams loaded with

Figure 17.9: A Weibull plot showing pore volume distribution functions of polyurethane foams with
different amounts of carbonyl iron particles. A strong increase in the number of small pores with the
addition of particles is visible [29].

Figure 17.8: Foam pores of a polyurethane foam
sample as obtained by tomography after the
separation process [29].
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carbonyl iron particles was investigated [77]. An impact of the field on the pore volume
distribution function is apparent and elongation of the pores as a result of field
application was verified [77].

17.5 Magnetorheological elastomers containing
carbonyl iron particles

Carbonyl iron powder is the most widely used choice for magnetic particles when
synthesizingmagnetorheological elastomers. Thosematerials provide strong and fully
reversible magnetorheological effects, meaning an increase of Young’s modulus
induced by an applied magnetic field [47, 78, 79]. The magnetorheological effects of
MRE is calculated from Young’s moduli measured with an applied magnetic field EB
and without E0, using

MRE = EB − E0

EB
. (17.7)

Computed X-ray microtomography offers an insight into the changes in microscopic
particle structure which is highly responsible for the macroscopic mechanical
behavior. A reversible formation of particle chains can be observed if themagnetic field
is applied during tomography. Figure 17.10 shows the particle structures present in a
magnetorheological elastomer with 40 wt% of carbonyl iron particles. The application
of a 250 mT field to this material leads to a strong rearrangement of the particles to
particle chains. This behavior is accompanied by a measured magnetorheological

Figure 17.10: The images show a 3D excerpt of the reconstructed tomography data after the
separation process. Here 40 wt% of carbonyl iron particles were used. On the left, the initial particle
microstructure without a magnetic field is shown, on the right the same sample at a field of 250 mT,
applied vertically. Here, particle chains are present [47].
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effect of MRE = 633% ± 55%. The samples in these investigations feature Young’s
modulus of E0 ≈ 10 kPa.

The evaluation of particle angles from these tomographic data sets shows a sig-
nificant rotation of the particles and an impact on the radial distribution function if a
magnetic field is applied [47]. The application of mechanical stress during tomography
was incorporated to give a more realistic reflection of the material behavior at the
measurement of Young’s moduli, where mechanical stress is present as well. An
evaluation of the radial distribution function of the particle structure in presence of
mechanical stress of ε = 12% and the magnetic field shows a significant shift of the first
maximum indicating the distance of the particles within the chains. This shift repre-
sents a reduction of particle distance and thus compression of the particle chains [47].
Figure 17.11 shows these results.

The evaluation of the volume of every individual particle enables an analysis of the
particle size distribution, as conducted in [51, 64]. Thus it was shown, that the particle
size has a severe impact on the magnetorheological properties of magnetorheological
elastomers composed from particles with different particle size distributions [64].
Figure 17.12 shows 3D models of reconstructed tomography data sets from samples
composed of four different sieve fractions of carbonyl iron particles. As seen in
Figure 17.13 their size distribution can be evaluated by computed X-ray micro-
tomography With these samples it was shown, that increasing particle size leads to
increasing magnetorheological effects [64], from MRE = 30 ± 5.5% for the smallest par-
ticles toMRE = 56 ± 7% for the largest particles. The particle concentration ofΦ = 40wt%
was kept constant. With the evaluation of the particle shape distribution by means

Figure 17.11: The graph shows the radial distribution function of the particle ensemble in presence of
a 250 mT field applied in an axial direction, with and without ε = 12% mechanical strain. The
distribution function g (r) is calculated perpendicular to the field direction. The shift of the maximum
to smaller distances indicates compression of the particle chains. [47]
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of Zingg’s classification, it was shown, that the particle shape remained nearly constant
through the particle size classes, indicating that the found effects can be clearly
addressed to the particle size and not their shape.

17.6 Magnetorheological elastomers containing
neodymium-iron-boron particles

The usage of magnetically hard NdFeB-particles provides additional functionality to
magnetorheological elastomers compared to those containing magnetically soft iron
particles. The possibility of remanent magnetization enables nonreversible structure

Figure 17.13: Volume weighted size distributions of the particle size classes obtained by
tomography. The results correspond to the visualized particles in Figure 17.12. The particle sizes are
given as the largest ellipsoid diameter. Plotted are the measurement results and a Gauss fit. [64]

Figure 17.12: From left to right, excerpts of the 3D models of reconstructed tomography data sets
visualizing particles with of size fractions of 80–100 μm, 63–80 μm, 40–63 μm, and 20–40 μm [64].
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formation and change in mechanical properties by the application of strong magnetic
fields. As shown in ref. [23] the known features like particle rotation and magneto-
rheological effect remain mostly reversible when using small magnetic fields. The
tomography data corresponding to the results presented in the following paragraphs
was already shown in Figures 17.1 and 17.4. The used samples feature a Young’
modulus of E0 ≈ 5 kPa and exhibiting a magnetorheological effect ofMRE = 60% after
magnetization at 2 T. The NdFeB-particles sizes range from 100–200 µm. As stated
before, the particles feature a strong magnetic anisotropy leading to their orientation
perpendicular to the applied magnetic fields. This behavior was analyzed by means of
X-ray diffraction measurements [23].

Figure 17.14 shows the distribution of the angle between the longest ellipsoid axis
of the particles and the direction of themagnetic field applied to the elastomer called β,
for six different magnetic field situations. First, the angle has been evaluated for all
particles, for a situation without any field applied. Afterward, a magnetic field of
240 mT has been applied and again, the particle orientation has been evaluated.
Finally, the magnetic field has been removed to check, whether hysteresis in particle
orientation appears. As one can see, the application of the magnetic field forces an
alignment of the long major axis of the particles with the magnetic field direction,
increasing the percentile of the total number of particles with small angles. After
switching of themagnetic field, most of the particles rotate back to their initial position
and only a small portion remains a bit more alignedwith themagnetic field direction, a
matter of fact which shows that the particles are well connected with the polymeric
network,which exhibits a strong restoring force, nearly disabling any kind of hysteretic
behavior. This mostly fully reversible rotation was further evaluated by scanning-

Figure 17.14: The frequency distribution of the particle angle β of all evaluated particles indicating a
rotation of the particles induced by the magnetic fields [23].
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confocal microscopy [23, 80, 81], proving a fully elastic deformation of the surrounding
matrix, leading to a reversible rotation. This knowledge can be used to assign the
observed nonreversible effects to the nonreversible magnetic behavior of the
magnetically hard particles.

After the sample is magnetized at a 2 T field, the particles feature a pronounced
remanence, leading to a nonreversible particle chain formation. Furthermore, the
magnetization leads to a strong increase of the amount of particles with a large angle,
indicating a severe orientation of the particles perpendicular to the applied field. Even
at that state, an application of the 240mT field leads to further rotation, which is partly
reversible if the field is removed.

With the conduct of particle tracking, the rotation of the particles as seen in
Figures 17.1 and 17.4 can be evaluated in detail. To do so, the difference of the particle
angles between before and during application of the 240 mT field is calculated as
Δβ= βB− β0. The results are visualized inFigure 17.15.With these results amean rotational
angle of the particles can be evaluated, a result which is not within reachwithout particle
tracking. Furthermore, a clear dependence of the initial particle angle β0 on the resulting
rotational angle Δβ was found, and a significant impact of the particle shape [23].

As stated before, because of the remanent magnetization of the neodymium-iron-
boron particles, the chain formation induced by a 2 T field is nonreversible. The di-
rection-dependent PCF enables a convenient evaluation of the chain formation pro-
cess. Figure 17.16 shows results for the PCF in chain direction of a NdFeB-particle
loaded elastomer after application of magnetic field up to 2 T.

Figure 17.15: Particle tracking enables the calculation of the change of the angle for every particle
individually, providing the rotational angle Δβ. Regarding the Gaussian fit, the results show a
significant rotation of every particle of approx. 10° for the unmagnetizedmaterial, and approx. 5° after
magnetization at 2T [23].
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The results shown in Figure 17.16 correspond to the particle structures shown in
Figure 17.17. As visible, the particle chains are not as prominent as those found with
carbonyl iron particles as seen in Figure 17.10. Nevertheless, the evaluation of the
direction-dependent PCF offers a high sensitivity detecting anisotropy, even for less
pronounced particle chains.

Figure 17.16: PCF regarding the z-direction for the particle structure obtained by tomography after
application of magnetic fields up to 2 T oriented along the z-axis [61].

Figure 17.17: Excerpts of three reconstructed 3D models obtained by tomography showing the
particle structure. (a) Shows the initial structure before application of any fields, (b) was captured
after application of B = 1250 mT, (c) after B = 2000 mT. At this point particle chains in the field
direction, in this picture: vertically, are clearly visible [61].
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17.7 Summary and outlook

The microscopic arrangement and movement of the embedded magnetic particles is
the key parameter governing the macroscopic mechanical behavior of magneto-
rheological materials. Computed X-ray microtomography provides a sophisticated
method to evaluate the particle structure, giving information on particle distribution,
individual particle positions, and geometrical properties of the particles. With
advanced image processingmethods, the obtained 3D information can be processed to
enable evaluation methods ranging from overall structure analysis to evaluations
based on single-particle information and even particle tracking. With this toolbox, the
results obtained by accompanying measurements regarding the macroscopic me-
chanical behavior can be linked to the observed changes in particle structure. This
combination provides a comprehensive and coherent description of the material
properties and enables a deeper understanding of the underlying physicalmechanisms
found with magnetorheological materials.

Besides outlining the method of X-ray microtomography applied to magneto-
rheologicalmaterials, the presentedwork gave an overview of findings, whichwere not
within reach without the accomplished recent advances with computed X-ray micro-
tomography and the accompanying digital image processing methods.

The presented results show the potential of this method and enable future in-
vestigations to systematically analyze the important characteristics of magneto-
rheological materials as choice and embedment of particles, varying matrices, and
synthesis methods. A comprehensive comparison of these results will provide
important knowledge to approach one of the main goals of research regarding those
materials: A targeted tailoring of magnetorheological materials to fit their desired
properties.
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18 Magneticfield controlledbehaviorofmagnetic
gels studied using particle-based simulations

Abstract: This contribution provides an overview of the study of soft magnetic mate-
rials using particle-based simulation models. We focus in particular on systems where
thermal fluctuations are important. As a basis for further discussion, we first describe
two-dimensional models which demonstrate two deformation mechanisms of mag-
netic gels in a homogeneous field. One is based on the change of magnetic interactions
between magnetic particles as a response to an external field; the other is the result
of magnetically blocked particles acting as cross-linkers. Based on the qualitative
behavior directly observable in the two-dimensional models, we extend our descrip-
tion to three-dimensions. We begin with particle-cross-linked gels, as for those, our
three-dimensional model also includes explicitly resolved polymer chains. Here, the
polymer chains are represented by entropic springs, and the deformation of the gel is
the result of the interaction between magnetic particles. We use this model to examine
the influence of the magnetic spatial configuration of magnetic particles (uniaxial or
isotropic) on the gel’smagnetomechanical behavior. A further part of the article will be
dedicated to scale-bridging approaches such as systematic coarse-graining andmodels
located at the boundary between particle-based and continuum modeling. We will
conclude our article with a discussion of recent results for modeling time-dependent
phenomena in magnetic-polymer composites. The discussion will be focused on a
simulation model suitable for obtaining AC-susceptibility spectra for dilute ferrofluids
including hydrodynamic interactions. This model will be the basis for studying the
signature of particle–polymer coupling in magnetic hybrid materials. In the long run,
we aim to compare material properties probed locally via the AC-susceptibility spectra
to elastic moduli obtained for the system at a global level.

Keywords: AC-susceptibility; computer simulations; gel deformation; magnetic gels;
multiscale modeling; simulation models.

18.1 Introduction

In recent years, there has been an increased trend towards miniaturization in diverse
fields of application. This includes technical applications, like sensing and actuation
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[1, 2], so-called ‘lab on a chip’ devices, or microrobotics [3, 4] and biomedical treat-
ment. Realizing such systems often relies on the availability of suitable ‘smart
materials’, the properties of which can change under external stimuli. Magnetic
composite materials are a fascinating example for such smart materials. They typi-
cally consist of magnetic nano- or micro-particles which are embedded in a polymer
suspension or gel matrix [5–8]. They combine the magnetic properties of a ferrofluid
[9, 10] with the elastic and viscoelastic properties of polymers [11]. Application and
modification of an external magnetic field allows for the contactless dynamic control
of some mechanical properties of the magnetic composites, such as their motion,
shape deformation, or (anisotropic) stiffness. These special properties as well as the
fact that the human body is transparent tomagnetic fieldsmakesmagnetic composite
materials particularly promising candidates for bio-medical applications [12]. The
possible applications range from targeted drug delivery with externally controlled
release to magnetic resonance-guided placement and surveillance of artery stents.
Moreover, there are cases where treatment is based on the direct injection ofmagnetic
particles or composites into the human body [13] – for example for imaging purposes,
dissolving blood clots, or even for cancer treatment via directed chemotherapy
[14–16] or externally induced local hyperthermia [17]. All of these applications are
affected by or actually rely on the interaction of magnetic particles with their non
Newtonian surrounding. Therefore, a deep understanding of the underlying coupling
mechanisms is key when it comes to tailoring magnetic particles or composite ma-
terials to specific use cases. Examples of typical experimental methods for investi-
gating magnetic composite materials include magnetic particle spectroscopy (MPS)
[18], small-angle neutron scattering (SANS) [19–21], small-angle X-ray scattering
(SAXS) [22, 23], cryo-transmission electron microscopy (cryo-TEM) [24, 25], and X-ray
microtomography [26] which give valuable insight into their structure. Unfortunately
however, in many systems, the details of this coupling are not fully known and
difficult to determine experimentally.

In such cases, computer simulations can be a valuable tool, as they allow studying
well-defined systems, the properties ofwhich can be easilymodified. Depending on the
length-scales one is interested in, computational modeling requires different levels of
detail. On the larger scales – mostly relevant for technical applications – continuum
descriptions of magnetic composites [27, 28] can be solved using, e.g., finite element
methods (FEM) [29, 30]. On the mesoscale, models include single magnetic particles. A
theoretical approach for this scale is density functional theory (DFT) [31]. In this
manuscript, we focus on particle-based molecular dynamics approach for simulating
the magnetic, deformational and (visco)-elastic response of magnetic gels and mag-
netic particles in polymer suspensions. We will start with a study of the magnetic field-
induced deformation of two-dimensional gel models in Sec. 18.2. The deformation
mechanisms in three dimensions will be discussed in Sec. 18.3. Scale-bridging ap-
proaches to reduce the computational effort and to transfer knowledge between
different levels of descriptions will be given in Sec. 18.4. Finally, in Sec. 18.5 we present
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a basic computational strategy for modeling frequency dependent susceptibility
measurements on magnetic nanoparticles in polymer solution.

18.2 Direct observation of magnetic-field induced
deformation in two-dimensional models

Three distinct mechanisms can lead to the deformation of a magnetic gel in a magnetic
field. First, an inhomogeneousmagnetic field exerts a force onmagneticmoments. This
force points along the field gradient. As a consequence, amagnetic gel can be deformed
by fixing it at one end and applying a field gradient along the direction in which a
deformation is desired [32]. More complex deformations can be achieved, by making
the magnetic gel stiffer in certain regions, e.g., through more intense polymerization.

The second and third mechanisms for field-controlled deformation of magnetic gels
pertain to homogeneousmagnetic fields. This has the advantage of not causing amigration
of the gel, even if it is not fixed to a substrate. In a homogeneous field, a deformation can be
mediated by the interaction between the magnetic particles. These interactions are, on
average, small and isotropic in the field-free case, as the magnetic particles are randomly
aligned. In an external field, the magnetic moments in the gel get aligned parallel to the
field. This results in an anisotropic interactionbetween theparticles throughout the system.
These interactions in turn lead toa repositioningof themagneticparticles andastrainof the
surrounding polymer matrix. Macroscopically, this is described by minimizing the sum of
two energetic contributions: (I) the energy needed for the elastic deformation and (II) the
demagnetization energy [33]. The behavior has also been observed experimentally [34, 35].
Thismacroscopic description neglects the details of the spatial distribution of themagnetic
particles in the system and their local mobility. It has been shown that both factors can
influence the deformation [29, 36–38]. A further mechanism for field-induced deformation
in homogeneous magnetic fields exists in a special class of magnetic gels. In these gels,
magnetically blocked particles act as the cross-linkers of the gel [39–41]. In these so-called
particle cross-linked gels, the polymer chains are covalently bound to specific points on the
surface of the magnetic particles. Once an external field rotates the magnetic particles, the
attached polymer chains have to follow. Their ends wrap around the magnetic particles,
effectively shortening the length of the polymers. This is leads to shrinkage of the gel.

Although experimental systems are, with very few exceptions [42, 43], three-
dimensional, we will begin by introducing two-dimensional simulation models. The
deformationmechanismsdescribedabove canbeobserveddirectly–andvisually–, in two-
dimensionalmodels. For three-dimensionalmodels, visual inspection is typically no longer
useful and theanalysis is carriedoutpurelyquantitatively. Thesimulationsdiscussedbelow
have been carried out with the ESPResSo molecular dynamics software [44–46].
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18.2.1 Deformation through the change of magnetic interactions

Let us turn to a model demonstrating the deformation of magnetic gels through
changing the magnetic interactions between the particles. We call this model I in
Ref. [37], where a more technical description can be found. The system has we
boundary conditions. The model gel is constructed by placing particles on a regular
square lattice. These particles will be the nodes of the network. They are then con-
nected by polymers represented via bead–spring models. Four polymer chains are
attached to each node. The network is made magnetic by assigning a randomly
alignedmagnetic moment to every second particle in the chains. Once the simulation
starts, the particles can move freely, but the connections along the chains and at the
nodes are maintained. Also the magnetic moments can rotate freely. This combina-
tion of a 2D model but 3D rotation is called quasi-two dimensional. The magnetic
particles interact via the dipole–dipole interaction. This is suitable for single-domain
particles, for magnetizable particles we refer the reader to Ref. [47]. There is no direct
coupling between the rotation of the magnetic moments and the polymer chains. We
hence describe magnetic particles which are either only loosely connected to the
polymer backbone, or which realign theirmoment internally via the Néelmechanism.
Entropy is of importance both, for polymers and for nanometer-size magnetic parti-
cles. Therefore, thermal fluctuations are taken into account for both, translation and
rotation using the Langevin equation [48]. Due to the fluctuations, for quantitative
observations, one has to average over many snapshots. When no external field is
applied, the gel keeps a roughly square-like shape originating from its initial con-
struction, see Figure 18.1. When a field is applied, the sample deforms strongly. It
elongates parallel to the field direction and shrinks in the perpendicular one. While
all chain orientations are equally favorable in the field-free case, this is no longer true
in an external magnetic field, where the magnetic moments in the chains are aligned
parallel to the field. In all chains aligned roughly parallel to the external field, the
magnetic moments are in a head-to-tail configuration which is energetically favor-
able. In chains oriented perpendicular to the external field, the magnetic moments
would be in a parallel side-by-side configuration which is highly unfavorable. Hence,
those chains bend towards the field direction. Lastly, the gel is thinner at the ends
than in the middle. Macroscopically, this can be related to a lowering of the
demagnetization energy which is low for an ellipse aligned parallel to the local
magnetization within the gel.

As can be seen in Figure 18.2, the overall area of the gel decreases, when it is
exposed to a magnetic field. In this figure, we compare the area of the gel with and
without applied fields for different strengths of the dipolar interaction. We use the
dipolar interaction parameter

λ = μ0m
2

4πσ3

1
kBT

 , (18.1)
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which compares the interaction energy of two touching magnetic particles of diameter
σ andmagneticmomentmwith the thermal energy kBT. As canbe seen the shrinkage of
the gel saturates for increasing dipole strengths. This is due to excluded volume and
entropic forces limiting a further compression of the gel. Once the nonmagnetic

Figure 18.1: Snapshots of gel Model I from Ref. [37] based on polydisperse polymers, i.e., those with
randomized chain length. Particles carrying a magnetic moment are highlighted with red color. The
model describes a situation in which the interaction between the magnetic particles in the gel is
strong compared to the thermal energy. In this case, aligning the dipoles by applying an external
magneticfieldwill result in an interaction between themwhich is direction dependent throughout the
entire system. In combination with the elasticity provided by the network of chains, this results in a
deformation of the gel. The field-free case is shown on the left. A field is applied along the x-direction,
on the right-hand side. The gel elongates parallel to the external field and shrinks in the
perpendicular direction. Chains aligned perpendicular to the field would lead to unfavorable dipolar
interactions between themagnetic particles in those chains. Hence, the chains bend towards thefield
direction. This figure is based on data from Ref. [37].

Figure 18.2: Area of a gelwith andwithout an externalmagnetic field applied, for different strength of
the dipole–dipole interaction λ. It can be seen that for increasing dipole moments, the contraction of
the gel saturates quickly, because the internal pressure, caused by entropy and excluded volume,
prevents further shrinking. Even without an external magnetic field, the gel area decreases with an
increase of λ. Adapted from Ref. [37] with permission from the Royal Society of Chemistry.
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particles positioned in between the magnetic ones are pushed aside, a further
compression could only be achieved by overcoming the steep excluded volume in-
teractions. This ‘hardening’ of the gel has also been observed in other models [49]. For
further details and a more quantitative discussion, we refer to Ref. [37].

18.2.2 Field-controlled deformation of particle cross-linked gels

Let us now turn to gels in which magnetic particles act as cross-linkers. Snapshots of a
corresponding model (model II of Ref. [37]) are shown in Figure 18.3. The model is again
constructed by initially placing the nodes of the network on a square lattice. Here,
however, the nodes are the magnetic nanoparticles. Their magnetic moments are chosen
randomly in the model plane, making the model fully two-dimensional. As with the
previous model, the nodes are connected by bead–spring polymer chains. The beads,
however, have a radius of one-tenth of that of the magnetic particles. This approaches
experimentally realistic ratios of the magnetic particle diameter and the polymer
persistence length, e.g., 10 versus 1 nm. Furthermore, in the model for particle cross-
linked gels, the polymer chains are attached to specific spots on the surface of the
magnetic particles. This mimics the covalent bonds which are found in corresponding
experimental systems [40, 41]. Numerically, this is realized by a concept called ‘virtual
sites’, to which the polymers are connected. These are placed on the surface of the

Figure 18.3: A two-dimensional simulation model of a gel is depicted, in which the magnetically
blocked particles (red) act as cross-linkers. The polymer chains are bound to specific spots on the
magnetic particle’s surface. The field-free case is shownon the left-hand side. On the right-hand side,
an external field is applied. Initially, themodel is constructed on a square lattice, but the particles are
free to move as the simulation starts. The magnetic moments initially are randomly aligned in the
plane. In a homogeneousmagnetic field (right-hand side), the gel shrinks isotropically. This is caused
by the polymers wrapping around the magnetic particles, effectively shortening the polymer chains.
This can be seen especially at the boundary. Reprinted from Ref. [54] with permission from Elsevier.
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magnetic particles and rigidly follow their linear and rotational motion. Likewise, forces
acting on the virtual sites, e.g., through a stress on the polymer chains, lead to a torque
and force on the magnetic particles [45]. As in the previous model, thermal fluctuations
are taken into account, and averaging is needed for quantitative observations. Also, as
previously, open boundary conditions are applied.

For the field-free case (left image in Figure 18.3), the attachment points of the
polymers are roughly oriented along the direction of the polymer chain. As the par-
ticles can move and rotate freely in the model plane, some thermal fluctuations
compared to the initial, regular construction are observed. When a magnetic field is
turned on (right-hand side of Figure 18.3), the gel shrinks. The mechanism is as
follows: (I) the magnetic particles coalign to the external field, (II) the attachment
points of the polymer chains rigidly follow that rotation, (III) this causes a stress on
the polymers. To reduce this stress, the polymer chainswrap around the surface of the
magnetic particles. (IV) This wrapping effectively reduces the length of the polymer
chains causing the gel’s shrinkage. The shrinkage is isotropic in the two-dimensional
model, because all magnetic particles rotate around the same rotation axis, namely
the one perpendicular to the model plane. In three dimensions this is no longer the
case. It is important to note that this deformation mechanism does not depend on the
magnetic interactions between the magnetic particles in the system. Rather, it de-
pends on the interaction of the magnetically blocked particles with the external
magnetic field, and on a direct coupling between the orientation of the magnetic
moments and the polymer chains.

The shrinkage of the gel is limited by two factors, namely the excluded volume
forces between the constituents of the system, and the entropic elasticity of the poly-
mers. The latter in particular creates a torque on the magnetic particles which opposes
their alignment to the external magnetic field. As a consequence, the magnetization of
the gel is hindered. This can be seen from a plot of the magnetization versus the
strength of the applied field (Figure 18.4). Here, the field strength is expressed in terms
of the dimensionless Langevin parameter

α = μ0mH
kBT

 , (18.2)

which relates themagnetic interaction energy between a particle’s dipolemomentm
and the field H to the thermal energy (kBT). Here, μ0 is the magnetic constant. We
observe a magnetization which lags behind the one predicted by the Langevin law
for non-interacting dipoles. This behavior is opposite to what is observed for fer-
rofluids [50]. Other causes of a hindered magnetization can either be constraints in
the rearrangement of magnetic particles in a gel [51], or highly anisotropic magnetic
particles [52, 53].
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18.3 Thedeformationmechanisms in threedimensions

Now that the basic mechanisms for a ferrogel’s deformation in a magnetic field have
been illustrated and visualized in two dimensions, let us turn to three-dimensional
models, more relevant for experimental systems.

18.3.1 Particle cross-linked gels

A three-dimensional model for particle cross-linked gels has been introduced in
Refs. [54, 55]. Like its two-dimensional counterpart it is constructed by initially placing
magnetically blocked particles on a regular lattice, then connecting those particles by
bead-spring polymer chains. Also, the mechanism by which the polymer chains are
bound to specific spots on the surface of the magnetic particles is the same as in the
two-dimensional case. Thus, we have the same direct coupling between the magnetic
particles rotation and the polymer chains. There are two important differences to the
two-dimensional model discussed above. First, instead of open boundary conditions,
we apply periodic ones. This is necessary to limit boundary effects which would be
more pronounced than in two dimensions for a comparable number of particles in the
simulation. Second, two network structures are studied. In the one, based on a

Figure 18.4: Magnetization curve for a gel with 40 and 60 beads per chain, respectively. The
magnetization for a single dipole in quasi-2D and 2D are also plotted, for comparison. We observe
that themagnetic response of the gel is strongly hindered compared to a single free dipole due to the
elasticity of the polymermatrix.When the chains are longer, the gel canbemagnetizedmore easily. At
the same time, the amount of shrinkage is lower. It is worth mentioning that the actual error bars for
large values of the Langevin parameters α (see Eq. (18.2)) are smaller than those plotted here.
Adapted from Ref. [37] with permission from the Royal Society of Chemistry.
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diamond cubic lattice, four chains are connected to each magnetic particle. In the
other, based on a simple cubic structure, six chains are connected to a magnetic
particle.

Corresponding sketches can be seen in Figure 18.5. The molecular dynamics tech-
nique based on the Langevin equation is comparable to the two-dimensional model
described in the previous section. However, due to the periodic boundaries, the system

Figure 18.5: Sketch of magnetic nanoparticles in a gel. Upper row (a, b): 2D model, left without an
applied external field, right with an applied external field, as marked with the red arrow. One can see
four polymer chains rigidly bound to specific spots (light blue, virtual sites) on the surface of a
magnetic nanoparticle. When a field is applied and the magnetic particle aligns its dipole to it, the
polymer chains wrap around the particle. This exerts a stress on the chain, which leads to a shrinking
of the ferrogel (isotropic in 2D). Lower row (c, d) 3D model, left without an external field, right with an
external field applied. In sketch c) a 4-fold (diamond) and 6-fold (cubic) crosslinker is shown. In
sketchd), an externalmagnetic fieldH is appliedwithin theplane, as shownwith the red arrow.Notice
that only chains within the plane are subjected to the deformation, the polymer chains perpendicular
to the plane are not affected. This leads to an anisotropic shrinking of the gel in 3D. Reprinted from
Ref. [55], with the permission of AIP Publishing.
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cannot deform freely. Instead, averages of the stress tensor were taken and new sim-
ulationswere done iterativelywith an adapted shape of the simulation box. In thisway,
the equilibrium shape for a given magnetic field was determined. Due to thermal
fluctuations and a small system size, the stress tensor fluctuates significantly. Thus,
many individual stress calculations are performed at each iteration.

Like in the two-dimensional case, the gel shrinks when it is exposed to an external
field. In three dimensions, however, the particles do not all rotate around the same
axis. Of the many axes possible, the one parallel to the applied field is special, since a
particle’s rotation around this axis does not change its interaction energy with the
external field. As canbe seen in Figure 18.5, this leads to an anisotropic shrinkage of the
gel. When comparing the two network structures, we observe significantly different
elasticities. This pertains both to the bulk modulus and the Poisson ratio. These dif-
ferences are not fully understood, since there are counteracting trends at play. On the
one hand, adding more polymer chains per magnetic particle enhances the gel’s
deformation mechanism, which relies on a coupling between the magnetic particles’
orientation and the polymer chains. On the other hand, more polymer chains lead to a
stiffer material, which counteracts the gel’s shrinkage in a magnetic field. For more
details, we refer to Ref. [55]. It is worth mentioning that the elasticity of magnetic
composites can be strongly nonlinear [56] and frequency-dependent [11, 57]. In addi-
tion, some investigations on magnetoactive elastomers show hysteresis effects, sug-
gesting that large rotations of themagnetic particles can lead to detachment of polymer
chains from the particle’s surface [58]. Both the two-dimensional and the three-
dimensional models presented so far could be extended to incorporate this effect, by
dynamically removing bonds where a prescribed force limit on the respective bond is
exceeded. Using a sufficiently large gel sample in periodic boundary conditions these
modeling approaches could be used to study how polymer detachment on a micro-
scopic scale affects the elastomer on a macroscopic scale.

18.3.2 Gels deforming through changing magnetic interactions –
role of the magnetic particle configuration

InFigure 18.6, a three-dimensionalmodel gel isdepictedwhichdeforms through changes
in the interaction between magnetic particles as they align to an external magnetic field
(see Figure 18.1 for the two-dimensional model). For this deformation mechanism, the
sample shape is of importance, as it affects the demagnetization field [59, 60]. Hence,
we cannot use periodic boundary conditions. To limit surface effects, one has to use
thousands of magnetic particles in such a model. As a consequence, it is no longer
feasible to explicitlymodel the polymer chains in the bead–spring framework. Instead,
the elasticity is provided by connecting the magnetic particles by entropic springs.
These can either be viewed as a representation for individual polymers or as a coarse
representation of an elastic background, in which the springs describe the ability for
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the particles to move locally. The model [38] was developed to study the interplay
between the spatial configuration of the magnetic particles in the gel and the structure
of the network. To obtain realistic configurations of magnetic particles, we use well-
established simulations of ferrofluids similar to those in Refs. [52, 61–63]. Next, the
desired sample shape is cut. Here, we will limit the discussion to spherical gels. The
model is, however, also suitable to study the interplay between the particle micro-
structure and the sample shape. To provide the gel’s elasticity, all pairs of particles are
considered. Whether a polymer is added between the particles is decided based on a
distance-dependent criterion. Likewise, the entropic elasticity of the polymer is chosen
as a function of its end-to-end distance. Following polymer theory, longer polymers are
represented by a weaker elastic spring. A snapshot of a small sample gel is shown in
Figure 18.6. The systems used for magnetization and shape measurements are much
larger, containing around 10,000 magnetic particles. The main challenge is to calcu-
late the long-ranged dipole-dipole interactions. For the original work, a direct sum-
mation over all pairs of particles has been carried out on a graphics processor. By now,
an alternative method scaling as N logN in the number of particles N is available [64].
To further accelerate the simulations, the molecular dynamics technique was sup-
plemented by Monte Carlo moves rotating the entire sample. In particular, rotations
around the axis of a magnetic field are likely, thermodynamically, but only happen at
very long simulation time scales in a standard molecular dynamics simulation.

Figure 18.6: Model gel in which the polymers connecting the magnetic particles are represented as
entropic springs. To visualize the orientations of the magnetic moments, their (magnetically)
northern and southernhemispheres are drawnblue and red, respectively. The spatial configurationof
the magnetic particles is obtained from a simulation of a standard ferrofluid. This way, correlations
between adjacentmagnetic particles observed inmagnetic fluids are accounted for. A smaller system
than that used for production simulations is shown, to improve visibility. Figure adapted from
Ref. [38].
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Let us turn to the influence of the spatial configuration of the magnetic particles
before cross-linking. In experiments, it is possible to cure the gel around a previously
prepared ferrofluid. This can be done in the absence of a magnetic field to produce a
gel with an isotropic particle configuration or in a field to produce a uniaxial gel [65].
It is worth mentioning that, unless magnetically blocked particles are used and there
exists a direct coupling between the particle orientation and the polymers, the gel still
has no net magnetization, as long as no external field is applied. In Figure 18.7, we
compare the deformation of isotropic and uniaxial gels placed in a magnetic field. As
can be seen, in both cases, the gel elongates parallel to the applied field. This is in line
with experimental findings obtained for a physical gel [34]. For the perpendicular
direction, we see shrinkage for isotropic gels whereas no shrinkage is found for
uniaxial gels. A possible explanation would be that in the uniaxial gel, chain-like
clusters of magnetic particles are all aligned in a similar direction. Once the field is
turned on, the gel rotates to align this direction parallel to the field. In the isotropic
case, chain-like clusters are aligned in various directions. Once the field is applied,
these chains will all bend towards the field direction. The polymers attached to those
clusters will have to follow, which may lead to shrinkage in the direction perpen-
dicular to the field. The rotation of chain-like clusters of magnetic particles into the
field direction has also been described in a finite element model [29]. For further
details on the model discussed here, we refer to Ref. [38].

Figure 18.7: Relative deformation parallel and perpendicular to an applied field of spherical gel
samples with isotropic and uniaxial micro-structures versus the strength of themagnetic field, which
is expressed in terms of the Langevin parameter α (Eq. (18.2)). An elongation of the gel is observed
parallel to the external field independent of the particle structure. A shrinkage in the perpendicular
direction is observed for gels with an isotropic structure, whereas the gels with an uniaxial particle
configuration do not deform significantly in the perpendicular direction. Adapted from Ref. [38].
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18.4 Scale-bridging approaches

Simulations of magnetic gels tend to be computationally quite demanding. There
are two main causes: first, the dipolar interactions are long-ranged. The force and
torque on a dipolar particle in the system dependsmeaningfully on the position and
orientation of all other dipole moments in the system. This problem is addressed by
a number of specialized algorithms [64, 66–68]. Second, the polymeric nature of the
gel results in a rather large number of degrees of freedom. This is the case in
particular for bead-spring polymers. Here, each monomer bead results in two or
three additional degrees of freedom, depending on the dimensionality. In models
such as in Refs. [54, 55], 60 andmore beads are used for each of more than a hundred
polymer chains. One strategy to reduce the computational effort is to replace the
bead–spring chains by entropic springs, modeled via a Gaussian potential. Then,
each magnetic particle is connected to its neighbors by a bond with a distance-
dependent potential. Harmonic potentials are often used as an approximation [38,
69]. For particle cross-linked gels, this is not sufficient, because the direct coupling
between the magnetic particle’s orientation and the polymers is not included. To
resolve this, a scale-bridging approach was used in Ref. [70]. A pair potential as a
function of distance and the angles of the magnetic moments was determined for
two magnetically blocked particles connected by a polymer chain grafted to their
surface. The polymer was modeled as a bead–spring chain and attached to specific
spots on the two particles’ surface (see Sec. 18.3.1). The probability to find the
particles at a certain distance and at certain relative orientationswas then evaluated
using a histogram. In total, 1011 samples were collected. The resulting pair potential
was then obtained numerically by Boltzmann-inversion of the probability distri-
bution. Such techniques are sometimes referred to as ‘systematic coarse-graining’.
Finally, semiempirical closed-form expressions were fitted to the numeric data.
These included the leading correlations. Most importantly, when one of the parti-
cles is rotated so that the polymer chain wraps around it, the equilibrium distance
between the magnetic particles decreases. This correlation is the signature of the
shrinking mechanism found in particle cross-linked gels (see Figure 18.3).

An alternative approach to model the elastic background is to construct a lattice
of tracer points. The elasticity is provided by pairwise potentials between neigh-
boring tracers and by potentials placed on the angles between connections ending
on a site. This technique is particularly suitable for gels with a low particle con-
centration, where entropic springs between the particles would not capture the
elastic background in sufficient detail. Using such a model, the buckling of a chain
of magnetizable particles in a soft quasi two-dimensional gel has been studied [42].
A snapshot can be seen in Figure 18.8. A field is applied perpendicular to the chain of
magnetic particles. As a result, the particles get magnetized perpendicular to the
chain direction. To avoid the unfavorable dipole–dipole interactions, a free chain
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would simply rotate parallel to the field direction. This is not possible due to the
surrounding elastic matrix. Consequently, the chain buckles into a wave-like shape
to reach a compromise between lowering the dipole–dipole interactions and not
expending too much elastic energy. The simulation results are consistent with a
second theoretical model and with experimental observations [42]. Modeling the
elastic matrix as a network of tracer points or – somewhat related –, using tetra-
hedral volume elements [56], conceptually lie in between particle-based simulations
and the continuum scale as studied using finite element methods [30, 71].

18.5 Obtaining AC-susceptibility spectra in
computer simulations

Experimentally, AC-susceptibility measurements are an important tool to assess the
properties of magnetic composite materials. The frequency-dependent susceptibility
can be obtained by applying an external magnetic field with sinusoidal amplitude
modulation to a probe of the material and measuring its magnetization response. The
obtained AC-susceptibility spectra give insight into the magnetic properties of the
investigated materials. However, using suitable theoretical models these spectra can
also be used to assess frequency-dependent mechanical properties such as the local
viscosity ormechanical storage and lossmoduli [72–75]. Examples for such theories are
extended Debye models [75–77], the Gemant–DiMarzio–Bishopmodel which has been

Figure 18.8: Simulation model for a chain of magnetizable particles embedded into a soft polymer
gel. The system is quasi two-dimensional. The magnetic moments of the particles in the chain are
aligned to an external magnetic field that points to the y-direction. As a consequence, the dipolar
interactions between the particles in the chain are unfavorable. To avoid this, the magnetic particles
tend to re-arrange. This is limited by the gel’s elasticity. The minimization of elastic and magnetic
energies makes the chain buckle with a wave-like shape. This behavior can be observed, both, in
experiments and in a further theoretical model [42]. Figure adapted from Ref. [42] – published by the
Royal Society of Chemistry.
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adapted from dielectric spectroscopy [72, 78, 79], or the theoretical description
developed by Raikher et al. [80].

The overall significance of AC-susceptometry for the experimental investigation of
magnetic composites makes it an interesting target for studies using computer simu-
lations. The main advantage of simulations is the degree of control that one gets over
all aspects of the modeled system. Single aspects of the simulation model such as
interaction potentials, length, or stiffness of surrounding polymers etc. can be easily
changed, even where it might be quite difficult to do so experimentally. This gives the
opportunity to study the signatures that these changes leave in the AC-susceptibility
spectra, and to gain further insight into the details of the coupling mechanisms be-
tween magnetic particles and the surrounding matrix. For example, the impact of
dipolar interactions on the AC-susceptibility has been studied in Ref. [81].

Here, we discuss a simple simulationmodel suitable for obtaining AC-susceptibility
spectra for dilute ferrofluids consistingofmagnetic nanoparticles immersed ina polymer
suspension. Based on this model, we recently performed a simulation study [82] and
compared its results to the experimental system of Ref. [72], a typical example for dilute
composite magnetic systems. Such a system includes three main ingredients – the
magnetic particles, the polymers, and the solvent. Resolving the system on a coarse-
grained molecular dynamics scale, polymers are modeled using as bead–spring chains,
where one MD bead corresponds to several monomer units in the experimental system.
The beads are connected with harmonic bonds and interact via the purely repulsive
Weeks–Chandler–Anderson (WCA) potential [83] to account for excluded volume. In
addition, the beads are coupled to a thermalized lattice-Boltzmann (LB) hydrodynamics
solver that is used to model the hydrodynamic interactions mediated by the solvent [84,
85]. The magnetic particles are included using the so-called ‘raspberry’ model [86, 87],
i.e. the magnetic particles are homogeneously filled with fluid-coupling points that are
rigidlyfixedwith respect to a centralMDbead. This bead carries themass, themoment of
inertia tensor, and the magnetic moment of the particle and it is also used to model the
monomer–particle interaction. If properly prepared, such raspberry-particles provide
not only proper hydrodynamic interactions, but also correct coupling between trans-
lational and rotational mobility, which is key when it comes to studying the magneti-
zation response of the system. Sinceweonly considermagnetically blockedparticles, the
system’smagnetization can solelydecaydue toBrownian relaxation. Sincewe consider a
dilute ferrofluid, no dipolar interactions are included in the model. Note that this
simplification also requires the dipolar interaction parameter λ (see Eq. (18.1)) to be
sufficiently small. For the experimental system considered in the next paragraph, both
conditions are fulfilled (for more details see Refs. [72, 82]). The MD simulation uses
periodic boundary conditions.

Our basic setup is based on the experimental system of Ref. [72]. Therefore, we
model spherical magnetic cobalt ferrite particles of radius R = 7 nm in polyethylene
glycol (PEG) solutions of different concentration. For the solvent, water parameters are
used except for the viscosity which we set to η = 0.1 ηwater to speed up the relaxation of
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the system’s magnetization. The size of the polymer beads is chosen such that one MD
bead corresponds to approximately six ethylene glycol units. A representative snap-
shot of the model is shown in Figure 18.9.

The straightforward way to measure the susceptibility of such a system using
computer simulations would be to add an external magnetic field that interacts with the
magneticmoment of the raspberry-particle.Modeling the field amplitude as a sinusoidal
function and tracking the instantaneous magnetization response of the system via the
vector component of the magnetic moment in field direction, one basically reproduces
the experimental setup.While this approach tomeasuringAC-susceptibilityworks, there
are some drawbacks to this method that render it virtually impracticable. Every simu-
lation is performed at a certain frequencyof the external field. Consequently, one obtains
only one measurement point for the susceptibility per simulation. Therefore, to resolve
an entire spectrumwhich typically spans several orders ofmagnitude, a huge amount of
such simulations are necessary. Also, in every simulation the magnetization response
has tobe obtainedwith sufficient statistics. In order to havea good signal-to-noise ratio it
would be advantageous to have a strong field–particle interaction. However, to stay in
the linear regime this interaction has to be kept as small as possible, leading to signif-
icantly larger simulation times.

We therefore take a different approach to measuring AC-susceptibility. Using
linear response theory, we can relate the time autocorrelation function of the magnetic
moment of the raspberry particle to the system’s susceptibility [88]. As a consequence,
we can obtain thewhole AC-spectrum froma single steady state simulation (without an
external field). While these simulation runs require long sampling times to get suffi-
cient statistics, they still offer a feasible way of measuring AC-susceptibility spectra.
Figure 18.10 shows example results for AC-susceptibility spectra obtained in thedescribed

Figure 18.9: Representative snapshot of
the simulation model used to reproduce
AC-susceptometry. The magnetic
particle is modeled as raspberry-particle
(green) and surrounded by a polymer
solution (yellow: Polymer beads, pink:
Bonds). The volume fraction of polymers
in this snapshot is ϕ = 0.05. For clarity,
LB fluid is not visualized. The simulation
uses periodic boundary conditions.
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manner, from simulations using polymers of a fixed length and varying the volume
fraction of polymers in solution.With increasing polymer volume fractionwe observe a
shift of the spectra towards lower frequencies, which matches the experimental trends
observed in Ref. [72]. Similarly, such shifts towards lower frequencies are experimen-
tally observed with increasing polymer length, for a constant volume fraction [72]. In a
recent simulation study [82], we showed that these shifts are qualitatively reproduced
as well using the presented modeling approach. In the simulation model, polymers
couple to the rotational behavior of the magnetic raspberry particle only hydrody-
namically. Increasing the polymer volume fraction and chain length respectively
strengthens the coupling within the polymer matrix, increasing the effective viscosity
around the raspberry particle, which in turn leads to the frequency shifts in the spectra.
This emphasizes the importance of hydrodynamic coupling in dilute composite mag-
netic systems [82].

The presented model will be the basis for further investigating the impact and
importance that specific changes to the magnetic hybrid system have on the measured
AC-susceptibility spectra. In the long run, we aim to directlymeasure elastic moduli for
the system on a global level. Note that these measurements are restricted to small
deformations when using the linear-response approach. Employing the already
mentioned theoretical models will let us obtain the corresponding local observables
from the AC-susceptibility – which will provide an opportunity for comparison.

Figure 18.10: AC-susceptibility spectra obtained from simulations using linear response theory. Real
parts of the complex susceptibilities (χ′) are drawn with solid lines, imaginary parts (χ″) with dashed
lines. For these simulations polymers with a length of N = 25 monomer beads were used and the
polymer concentration varied. With increasing volume fraction ϕ of the polymers in solution, a shift
towards lower frequencies occurs in the spectra. For reference, the simple Debye model is also
plotted (green curve), corresponding to a purely Newtonian fluid without any polymers. The observed
trend is in line with the experimental findings of Ref. [72].
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18.6 Summary

In this article we provided an overview of particle-based simulations of magnetic gels
and their behavior in an external magnetic field. Particular attention was paid to
materials based on magnetic nanoparticles, such that thermal fluctuations are of
importance. Two deformation mechanisms for gels in homogeneous magnetic fields
were described and underpinned by simulation models. It was also shown that the
spatial configuration of magnetic particles can influence the magneto-deformation
behavior. Similarly, the structure of the polymer network can influence the material’s
elastic properties.Wediscussed scale-bridging techniqueswhichmayhelp to dealwith
the high computational cost of simulating soft magnetic materials. Here, both, sys-
tematic coarse-graining as well as models located somewhere in between particle-
based and continuum methods can be of use. We concluded our discussion with an
outlook on evaluating the AC-susceptibility spectra in soft magnetic materials. These
spectra are experimentally accessible and are useful both for manipulating the sys-
tems’ properties in a time-dependent fashion, and to probe the local interactions be-
tween themagnetic particles and the surrounding polymer. In conclusion, simulations
are a valuable tool to study the microscopic mechanisms which are the basis for
experimental observations. They may provide guidance for tailoring the materials
towards desirable properties.
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19 Magnetostriction in elastomers with
mixtures of magnetically hard and soft
microparticles: effects of nonlinear
magnetization and matrix rigidity

Abstract: In this contribution, a magnetoactive elastomer (MAE) of mixed content,
i.e., a polymer matrix filled with a mixture of magnetically soft and magnetically hard
spherical particles, is considered. The object we focus on is an elementary unit of this
composite, for which we take a set consisting of a permanent spherical micromagnet
surrounded by an elastomer layer filled with magnetically soft microparticles. We
present a comparative treatment of this unit from two essentially different viewpoints.
The first one is a coarse-grainedmolecular dynamics simulationmodel, which presents
the composite as a bead-spring assembly and is able to deliver information of all the
microstructural changes of the assembly. The second approach is entirely based on
the continuummagnetomechanical description of the system, whose direct yield is the
macroscopic field-induced response of the MAE to external field, as this model ignores
all the microstructural details of the magnetization process. We find that, differing in
certain details, both frameworks are coherent in predicting that a unit comprising
magnetically soft andhard particlesmaydisplay a nontrivial reentrant (prolate/oblate/
prolate) axial deformation under variation of the applied field strength. The flexibility
of the proposed combination of the two complementary frameworks enables us to look
deeper into the manifestation of the magnetic response: with respect to the magneti-
cally soft particles, we compare the linear regime of magnetization to that with satu-
ration, whichwe describe by the Fröhlich–Kennelly approximation; with respect to the
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polymer matrix, we analyze the dependence of the reentrant deformation on its
rigidity.

Keywords: magnetoactive elastomer, magnetically hard microparticles, magneto-
striction effect

19.1 Introduction

The embedding of solid micro- and nanoparticles with magnetic properties into elastic
polymermatrices became in recent years one of themost successful approaches for the
design of “smart” materials, i.e., materials with a predefined response to external
stimuli [1, 2]. The addition of the magnetic component allows to control on the fly the
rheological properties of the viscoelastic polymer medium by means of applied
external fields. Closely related to ferrofluids andmagnetorheological fluids [3–5], these
polymer-based materials include gels, whose structure is swollen by a liquid back-
ground [6–10], and elastomers, which are dry rubber-like materials [5, 11–16]. The
latter, known generically asmagnetically active elastomers (MAEs), are attracting large
research efforts in recent years due to the broad range of applications that their
magnetically controlled physical properties are inspiring [17–23]. A main part of such
applications is related to their strong response to external fields that leads to large
variations of their shape and mechanical properties. For example, MAEs are used to
design controllable vibrational absorbers and mounts with tunable stiffness [24–26],
soft actuators and micromanipulators [27], force sensors and artificial muscles for soft
robotics [28, 29], coatings with tunable wettability [30, 31] or optical properties [32],
tunable radiation absorbers [33], or biomedical implants [34].

The overall response of MAEs to external fields is determined by a mechanically
constrained but substantial rearrangement of their embedded magnetic particles
[5, 35]: for instance, under uniform external fields, magnetically hard particles pos-
sessing a permanent magnetic moment tend to align with the direction of the field,
whereas magnetically soft particles tend to acquire induced magnetic moments in the
same direction; in both cases, if the particle density is large enough to let interparticle
interactions to be significant, particles will tend to assemble into straight chains par-
allel to the field. However, such rearrangements necessarily involve some degree of
local deformation of the polymer matrix, either elastic [35, 36] or inelastic [37].
Therefore, macroscopic changes in the properties of MAEs as a response to external
fields are the result of the interplay between the field-induced assembly of their
magnetic particles and the mechanical constraints of the polymer matrix. Such
changes include giant magnetorheological effects entailing large field-induced in-
creases of the elastic modulus [13, 16, 38–40] and large magnetostriction effects, cor-
responding to variations in the shape of the sample [20, 38, 41, 42]. Under elastic
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regimes, magnetostriction in MAEs is often fully reversible, leading to magnetic shape
memory effects [43, 44].

Even though the measurement of macroscopic magnetorheological and magne-
tostriction effectswith current techniques is straightforward, the accurate fundamental
characterization of their underlying microscopic mechanisms, and thus, the rational
design of materials with taylored sophisticated properties, still is a serious challenge.
Direct observations of the field-induced microstructural changes within MAEs became
available only in recent years, either by means of optical microscopy [25, 44–47] or by
cutting-edge techniques such as X-ray computerizedmicrotomography [36, 37, 48, 49].
However, so far these techniques provide only static information on the internal
microstructure. Application of particle tracking methods [35, 50, 51] is a promising
experimental approach to achieve dynamic characterization that is still under
development.

Following the growing interest in these systems, large theoretical research efforts
have been devoted to MAEs in recent years. Classical approaches to the modeling of
rubber-like materials are based on numerical solving of constitutive equations
describing their elastic properties. In the case of MAEs, such continuum description
can be applied not only to the polymermatrix, but also to the distribution of embedded
magnetic particles. This implies to define, on the basis of microscopic motivations or
phenomenological approaches, constitutive equations for both the elastic and the
magnetic properties [52, 53]. The simplest approximations within this framework as-
sume a linear elastic behavior, along with linear or nonlinear magnetic properties, and
a weak magnetoelastic coupling. The latter implies treating the magnetic forces as
mechanical loads, which allows to solve the mechanical and magnetic equations
separately. More accurate approaches involve taking into account the nonlinearity of
elastic response at finite strains [54–60]. Further important refinements are the
consideration of geometry of the boundaries of finite samples [58, 61–63], anisotropies
in the distribution of magnetic particles [64, 65], or strong magnetoelastic couplings
that impose simultaneous solving of the elastic and magnetic equations [63, 66–68].
Continuum approaches have the main advantage of enabling direct comparison to
macroscopic properties. However, they generally lack detailed descriptions of the
material microstructure.

A widely used alternative to full continuum theoretical models is the explicit
representation of themagnetic particles based on the dipole approximation [11, 69–73].
This allows both to naturally incorporate microstructural details by means of the
discrete distribution of particles and to treat interparticle magnetic interactions as pair
potentials, with the main drawback being significantly higher calculation costs. This
approach can be combined with different approximations to treat microstructure and
interactions, such as bead-spring network representations of thematerial [51, 74–76] or
hybrid mean field models [77–79]. The simplest dipolar approach, which assigns a
point dipole moment to each magnetic particle, is a reasonable approximation when
the density of magnetic particles inside the elastomer is not high and, thus, mutual

19.1 Introduction 461



magnetization between particles is weak. However, different corrections might be
needed when such effect is significant [70, 80, 81].

While the plethora of existing theoretical approaches for the study of MAEs keeps
growing [60, 73, 82], important experimental aspects such as microscopic inelastic
responses [37] or polydispersity of themagnetic component [83] remain poorly studied.
In addition, the experimental search for MAEs with enhanced or more sophisticated
magnetoelastic behaviors brings in complex characteristics that pose additional
theoretical challenges. An example of a MAE material of increased complexity is the
one obtained by mixing inside the polymer matrix two types of magnetic microparti-
cles, with different sizes andmagnetic properties, in order to achieve a combined active
andpassivemagnetic control of the response [84–86]. Themagneticmixture consists of
a relatively low fraction of large spherical microparticles of NdFeB alloy, which are
magnetically hard (MH), and a high fraction of smaller carbonyl iron microparticles,
which aremagnetically soft (MS). In such amixture, bothMH andMS particles respond
to external fields (active control), whereas MH ones can be permanently magnetized
and affect the surrounding MS particles even in the absence of applied field (passive
control). Very recently, we introduced the first theoretical study on the behavior of such
magnetically hard + soft elastomers (HSMEs) [87]. Using a twofold modeling strategy,
which combines a minimal continuum analytical description and a bead-spring
computer simulation model, we analyzed the magnetostriction of a representative
elementary cell of such material, consisting of a central MH particle surrounded by a
cloud ofMS ones, all beingmechanically interconnected by the elastic matrix. As a first
approximation, we assumed linear elasticity and magnetization under weak magne-
toelastic coupling conditions for the continuum model, whereas for the bead-spring
representation we adopted simple dipolar particles, also with linear magnetization of
theMS ones. Both approaches provided the same qualitative behavior for the two cases
we analyzed: nonmagnetized andmagnetized central particle. In the first case, an axial
elongation of the elementary volume in the direction of the field that grows paraboli-
cally with the strength of the latter was established. In the second case, we found an
unusual behavior: due to the fact that the field of the central particle breaks the
symmetry of the system, a reentrant axial deformation arises, in which the cell adopts
prolate–oblate–prolate shapes as the strength of an applied field antiparallel to the
central dipole increases.

On the basis of our preliminary characterization of themagnetostriction of a HSME
elementary cell [87], in this work we analyze several parameters affecting its behavior.
Here, we perform such analysis mainly by means of our continuum magnetoelastic
description, whereas simulations with the bead-spring model are used only for con-
sistency checks on a single set of parameters. Bothmodels are convenientlymodified to
study the effects of a nonlinear magnetization of the MS particles. In addition, we also
study the effects of a moderate variation in their initial susceptibility and the impact of
different rigidities of the elastic matrix. We show that the saturation magnetization of
the MS particles only has significant qualitative effects at high rigidities. Moreover, we
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find that the reentrant axial deformation tends to be hindered as the elastic modulus is
increased, with only the axial elongation remaining at high rigidities. Finally, we
observe that a moderate decrease of the initial susceptibility tends to favor the reen-
trant behavior, broadening the region of deformation into oblate profiles.

19.2 System and modeling approaches

19.2.1 System parameters

Typical HSME samples are synthesized using NdFeB MH particles of diameter
dh ≈ 50 μm and saturation magnetization Mh ≈ 800 emu. They are combined with MS
particles of carbonyl iron with diameter ds ≈ 5 μm and high initial magnetic suscep-
tibility, χ0. Here, we will sample three different values of χ0 = {0.15,0.2,0.24}, where
the highest one corresponds to the limiting value χ*0 ∼ 3/4π. The volume fraction of MS
particles is around ρs≈0.3. In order to study the effects of rigidity of the polymermatrix,
here we also sample several values for its shear modulus, G, comprised between 105

and 107 dyn/cm3. For the external field, we samplefield strengths up to 1.9⋅104 Oe that is
the same order of magnitude of typical saturation fields used for these materials [36].
Finally, for our elementary HSME cell, we take an ideally spherical MH particle and a
homogeneous spherical elastic shell around it of 25 μm. The latter contains the
aforementioned volume fraction of embedded MS particles.

19.2.2 Qualitative description

Figure 19.1 shows the schematic representations of the elementary cell of a HSME
defined for our analyticalmagnetoelastic and bead-spring simulationmodels. Here, we
use Figure 19.1a, corresponding to the continuum description, to qualitatively describe
the behavior observed in bothmodels. In such scheme, the central dark disc represents

the MH particle that, when magnetized, carries a point dipole μ
→
h in its center. The

orientation of this dipole, corresponding to an arbitrary direction along the magnetic
easy axis of the MH particle, defines the symmetry axis of the cell.

The shadowed region around the central disc represents an incompressible elastic
shell in which an assembly of implicit MS particles is embedded, whereas the thick
solid circle indicates the boundary of this shell when it is unperturbed. Independently
of the central particle being magnetized or not, as we showed in Reference [87], when
an external field H

→
0 is applied parallel to the symmetry axis of the system, the elastic

shell tends to deform in such a way that its initially circular boundary adopts a prolate
shape (dashed line). The prolateness grows with the strength of the field mono-
tonically. When the MH particle is magnetized, a weak external field antiparallel to μ

→
h
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tends to deform the shell into an oblate shape (dotted line). This effect increases with
the strength of the field up to a point of maximum oblateness, then decreases until the
circular shape is recovered, and finally, an increasing prolateness can be observed
again until the critical field required to force the inversion of the central dipole is
attained. This latter event is out of the scope of the present study. The scheme in
Figure 19.1b illustrates how the MH and MS particles are explicitly represented by soft
spheres of different size in the bead-spring model, with the same type of arrangement
established for the continuum description: a central big sphere representing the MH
particle and a spherical shell of small MS particles, all highly interconnected by elastic
springs representing the mechanical constraints imposed by the polymer matrix.

In the following sections, we briefly describe each model, underlining the modi-
fications introduced to study the effects of the aforementioned parameters.

19.2.3 Continuum analytical approach

In order to define the analytical equations of our continuum model, here we assume a
weak magnetoelastic coupling. Therefore, we can split the problem into components,
which are described separately in the next two sections. In addition, the axial sym-
metry allows us to adopt, without loss of generality, a two-dimensional representation
of the system. For both magnetostatic and elastic contributions, we obtain variational
equations that are solved numerically using finite elements. Such calculation is per-
formed with the FEniCS computing platform [88].

Figure 19.1: (a) Scheme of the HSME elementary cell as represented in the continuummagnetoelastic
model. Central dark disc represents the MH particle with dipole moment μ

→
h pointing in z direction,

light annulus corresponds to the elastic shell with MS particles, and its unperturbed boundary is
indicated by the solid circle. Dashed and dotted ellipsoids show the shell deformation according to
the strength and direction of the external field, H

→
0, indicated by corresponding dashed and dotted

arrows. (b) Snapshot of an unperturbed HSME elementary cell in the bead-spring simulation model,
with a large dark central sphere representing the MH particle and a cloud of small light spheres
representing the MS ones, connected by a network of elastic springs depicted as semitransparent
lines. Radius of the MS particles has been halved to ease the visualization.
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19.2.3.1 Magnetostatic problem

We consider the elementary cell outlined in Figure 19.1a, placed in an external

homogeneous magnetic field H
→

0. As pointed out earlier, the cell consists of a
magnetically hard core region, Ω1(r < r1), and a magnetically soft shell region,
Ω2(r1 < r < r2), whereas the empty region external to the cell is denoted as Ω3. Without

loss of generality, H
→

0 points along the Oz axis. The magnetically hard core has
magnetization,Mh, also coalignedwithOz. In this geometry, themagnetically soft shell
is a continuummedium that is reversiblymagnetizable. Here, we introduce a nonlinear
magnetization for this shell by taking the empirical Fröhlich–Kennelly law [89–91],

χ(H) = χ0M
(sat)H

M(sat) + χ0H
, (19.1)

where χ0 is the initial susceptibility of the shell and M(sat) is its saturation
magnetization.

The magnetostatic problem in the absence of charges or currents is described by
two Maxwell equations with their respective boundary conditions:

∇ × H
→ = 0,  ∇ ⋅B

→ = 0, [H→τ] = 0, [Bn] = 0. (19.2)

Here, B
→
is themagnetic flux density, and subscripts n and τ denote the components of a

vector normal and tangential to the surface of the discontinuity boundary, respectively.
Square brackets denote the difference between the values of a quantity on the two sides
of the boundary.

The first equation of set (2) shows thatH
→
is a potential field, which can be expressed

asa superpositionof an external uniformfieldH
→

0 and thegradient of a scalar potentialψ:

H
→ = H

→
0 − ∇ψ. (19.3)

With allowance for the rotational symmetry around Oz, we may use cylindrical co-
ordinates, so that the potential ψ depends only on the radial distance ρ and axis
coordinate z. We require that potential ψ(ρ, z), first, vanishes at the external boundary
of the cell: ψ

⃒⃒
⃒⃒
ρ=r2 = 0; and second, is periodic along the Oz axis: ψ(ρ, z) = ψ(ρ, z + h),

where h is the cell period.
The solution of Equation (19.2) is equivalent to finding an extremum of the energy

functional for the entire volume V [92]:

∫
V

B
→
⋅ δH

→
dV = 0, (19.4)

where here and hereinafter δ denotes the variation of a quantity.
The vector of magnetic flux density is defined in each region of the model cell as

follows:
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B
→ =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

H
→

0 − ∇ψ + 4πM
→

h for Ω1,

(1 + 4πχ(H))(H→0 − ∇ψ) for Ω2,

H
→

0 − ∇ψ for Ω3.

(19.5)

Taking into account the relations:

δH
→ = − ∇ δψ and ∫

V

H
→

0 ⋅ ∇δψdV = 0,

Equation (19.4) can be transformed into

1
4π

∫
V

∇ψ ⋅ ∇δψdV = ∫
VΩ2

M
→

h ⋅ ∇δψdV + ∫
VΩ3

χ(H)(H→0 − ∇ψ) ⋅ ∇δψdV . (19.6)

Finally, this variational equation is solved numerically for the potentialψ(ρ, z), finding
solutions for each sampled value of the initial susceptibility, χ0.

19.2.3.2 Elastic problem

Having once obtained the solution of themagnetostatic problem, i.e., having found the
distribution of the magnetic field inside the magnetically soft shell, one can calculate
how the shell would deform under the resultingmagnetic forces. In order to do that, we
need to formulate the equations for a magnetoelastic medium, assuming balance be-
tween magnetic and elastic forces:

∇ ⋅ σ̃ + ∇ ⋅ σ̃m = 0, (19.7)

where σ̃ denotes the elastic stress tensor and σ̃m = 1
4πB

→
H
→ − 1

8πH
2g̃ is the Maxwell stress

tensor. In case of equilibrium, the pressure on both sides of the outer boundary Γ
should be the same. Thus, one obtains:

n
→
⋅ σ̃

⃒⃒
⃒⃒
⃒Γ = n

→
⋅ (σ̃(e)

m − σ̃(i)
m )

⃒⃒
⃒⃒
⃒Γ = 2πM2

nn
→⃒⃒⃒⃒
⃒Γ, (19.8)

where n
→
is the vector normal to the outer boundary and (.)(i) and (.)(e) denote internal

(inside the shell) and external (outside the shell) values. Then we write Hooke’s law
and the relation between strain tensor ẽ and displacement vector u

→
as

σ̃ = λ tr (ẽ)g̃ + 2Gẽ, ẽ = 1
2
( ∇ u

→ + ∇u
→T

), (19.9)

where g̃ is unity tensor, G stands for the shear modulus, and the Lamé coefficient λ
characterizes the compressibility of the material and is related to its volume elastic
modulus as K = λ + 2G/3.

In order to obtain a variational form of the magnetoelastic problem using the

principle of virtual work, we have to multiply Equations (19.7) and (19.8) by δu
→
and

integrate:
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∫
V

( ∇ ⋅σ̃ + ∇ ⋅ σ̃(i)
m ) ⋅ δu

→
dV − ∫

S

n
→
⋅ (σ̃ + σ̃(i)

m − σ̃(e)
m ) ⋅ δu

→
dS = 0. (19.10)

Employing Gauss–Ostrogradsky theorem, after simplifications, we come to a so-called
weak variational form:

∫
V

(λ tr (ẽ) tr (δẽ) + 2Gẽ ⋅ ⋅δẽ + σ̃(i)
m ⋅ ⋅δẽ)dV = ∫

S

(2πM2
nn
→ + n

→
⋅ σ̃(i)

m ) ⋅ δu
→
dS. (19.11)

As pointed earlier, the presence of a magnetic field transforms our initially spherically
symmetric problem into an axisymmetrical one. Therefore, here we also use cylindrical
coordinates, (ρ, z), and solve the problem numerically with finite elements, obtaining
u
→(ρ, z) for the quarter of themain cross section of the cell. In order to do this, we need to
apply the Dirichlet boundary conditions

uρ
⃒⃒
⃒⃒
ρ=0 = 0, uz |z=0 = 0, u

→⃒⃒⃒⃒
⃒r=r1

= 0, (19.12)

which mean that the shell is immobile at the shell–core boundary, and the symmetry
requirement applies at the boundaries ρ = 0 and z = 0. For all calculations, the ratio
λ/G = 103 was fixed.

19.2.4 Bead-spring model

Our bead-springmodel is designed formolecular dynamics (MD) simulations. The solid
magnetic particles are represented as soft spheres, assuming that they are always
surrounded by an elastic layer of polymer material that prevents them to get into close
contact. This assumption is consistent with the weak magnetoelastic coupling estab-
lished for the continuummodel. The soft core pair interaction is defined by a truncated
and shifted Lennard-Jones potential, also known as Weeks–Chandler–Andersen
(WCA) interaction [93]:

UWCA(r) = {
ULJ(r) − ULJ(r = rcut), r < rcut
0, r ≥ rcut

, (19.13)

where r = r
→
i − r

→
j is the center-to-center distance between the pair of particles i and j,

U(r) = 4ϵLJ[(d/r)12 − (d/r)6] is the conventional Lennard-Jones potential, rc is the
truncation length, set to rc = 21/6d in order tomake the interaction purely repulsive, and
d is the center-to-center excluded distance, defined by the characteristic diameter of
each particle, di and dj, as d = (di + dj)/2.

As mentioned earlier, the mechanical constraints imposed by the polymer matrix
are represented by a network of elastic springs, with a simple harmonic potential

US, i(r) = 1
2
ki(r − Li)2  , (19.14)

where r is the distance between the connected points, ki is the elastic constant of the
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spring, and Li its equilibrium length. The connections points are the centers of the MS
particles and a set of fixed anchoring points randomly distributed on the surface of the
MH one that remains permanently immobile. In order to ease the fitting of the elastic
properties of this spring network, we take the elastic constants to be proportional to
their corresponding equilibrium lengths, with the average equilibrium length of all the
springs, 〈L〉, as scaling factor:

ki = k
Li
〈L〉

 . (19.15)

In this way, the only fitting parameter for the whole network is the constant factor k.
The direct comparison of the deformations obtained in the continuum and the bead-
springmodel [87] showed that the spring network of the latter fits rather well the elastic
properties defined for simple mass–spring networks [94]. The bulk modulus of such
networks is

KMS = n〈S〉〈kL2〉

18
= nk〈S〉〈L3〉

18〈L〉
 , (19.16)

where n is the number density of connection points and 〈S〉 is the average number of
springs connected to each of them. Assuming spatial isotropy and a Poisson ratio for
the simple mass–spring network of ν = 1/4, then the shear modulus can be defined as

GMS = 3KSB(1 − 2ν)
2(1 + ν) = n〈S〉〈kL2〉

30
= nk〈S〉〈L3〉

30〈L〉
 . (19.17)

The magnetic properties of the particles are represented as point dipoles located at
their centers. The moment of the dipole corresponding to the MH particle, μ

→
h = μhk̂, is

fixed to μh = MhVh, whereM
h
is itsmagnetization, whichwe take as constant, andV

h
its

volume. In the same way, the dipole moment of the ith MS particle is given by

μ
→
i = M

→
iVs  , (19.18)

where Vs is its volume and M
→

i its magnetization. In this case, according to its
magnetically soft nature, M

→
i is defined as

M
→

i = χiH
→

int  , (19.19)

where χi is the field-dependent susceptibility and H
→

int the internal field inside the
particle, which is parallel to the net external field at its position, H

→
ext. Following the

Fröhlich–Kennelly nonlinear magnetization introduced earlier for the continuum
model, χi is given by Equation (19.1) and themodulus of the internal field,H int = || H→ int || ,
is given by Hext = ||H→ext|| as

H int = Hext − 4π
3

χ0H int

1 + χ0
Msat

H int
 , (19.20)
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where χ0 is the initial susceptibility of the MS material and Msat its saturation
magnetization. From this expression, we obtain:

H int = 1
6χ0

[3χ0Hext−4πχ0Msat−3Msat

+(9χ20H2
ext−24πχ20HextMsat+18χ0HextMsat+16π2χ20M

2
sat+24πχ0M2

sat+9M2
sat)

1/2
].

(19.21)

Here we consider only two contributions to H
→

ext: the externally applied field, H
→

0, and
the field generated by the dipole of theMHparticle, when it ismagnetized, at the center

of the MS one, H
→(i)

h ,

H
→

ext = H
→

0 + H
→(i)

h . (19.22)

The latter is defined as

H
→(i)

h = 3 r
→
i(μ

→
h ⋅ r

→
i)

r5i
− μ

→
h

r3i
 , (19.23)

where r
→
i is the vector connecting the center of the MH particle to the center of the

polarized one and ri = || r→i||. In this way, we disregard mutual magnetization between
MS particles when calculating their induced dipoles. However, we fully take into ac-
count the dipole–dipole interaction between any pair of magnetized particles,

Udd(ij) = −3 (μ
→
i ⋅ r

→
ij)(μ

→
j ⋅ r

→
ij)

r5
+ (μ

→
i ⋅ μ

→
j)

r3
, (19.24)

where μi, μj are their respective dipole moments, r
→
ij = r

→
i − r

→
j is the vector connecting

their centers and r = ‖ r→ij‖. Finally, MS particles also experience the Zeeman interaction
with the external applied field. However, since their dipoles are induced, the effective
interaction corresponds to one half of the conventional Zeeman potential [92]:

UH = − 1
2
μ
→
i ⋅ H

→
0. (19.25)

We perform our simulations with the package ESPResSo 4.1 [95], using MD with a
Langevin thermostat [96]. Therefore, we perform Langevin dynamics (LD) simulations,
integrating the Langevin translational and rotational equations of motion with the
velocity Verlet algorithm [96, 97]. In difference with most usual LD simulations, we
work under a quasi-athermal regime by setting a very small thermal energy in the
system – around 102 times smaller than the average elastic energy of each spring under
deformations produced by moderate applied fields. Therefore, our simulations corre-
spond to an energy minimization with slight thermal fluctuations. The latter help the
system to relax without getting trapped into high-energy local minima.
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As is usual in coarse-grained simulations, we use a system of dimensionless units.

Hereinafter, we denote dimensionless parameters with a tilde symbol, X̃. We take the

diameter of the MS particles as reference length scale, so that d̃s = 1 and d̃h = 10, and
the shear modulus of the matrix, G, as the reference scale for magnetic parameters, so

that dimensionless field is defined as H̃ = H/
̅̅
G

√
, magnetization as M̃ = M/

̅̅
G

√
, and

dipole moment as μ̃ = μ/
̅̅
G

√
d3s . The latter definitions also apply to the results of the

continuummodel. Since here we are not interested in dynamics, for simplicity we take
the Langevin translational and rotational friction coefficients as unity.

Each simulation run starts by placing and fixing the position and orientation of the
MH particle in a simulation box with open boundaries. Na = 99 connection points for
the springs are randomly assigned to its surface. Around it, Ns = 2⋅103 MS particles are
randomly placed inside a spherical shell of dimensionless thickness 5. The latter are let
to relax inside the shell by simply following their steric interactions, so any soft core
overlap is removed. Then the spring network is built up by randomly choosing pairs of
connecting points according to the following rules: first, the distance between them is
not larger than dcut = 6; second, none of them has more than smax = 6 springs attached.
These arbitrary rules provide a good compromise between locality and isotropy of the
elastic constraints acting on eachMS particle, on the one hand, and the computational
load, on the other. The result of such buildup procedure is a highly connected network

with 〈S〉≈6, 〈L̃ 〉 ≈4 and 〈L̃3 〉 ≈93 [87]. Taking into account that the dimensionless number

density of connecting points is ñ = 6(Ns + Na)/7πd̃3h, we can use Equation (19.17) in

dimensionless units to fit the elastic prefactor k:

k = 30G̃〈L̃〉

ñ〈S〉〈L̃
3
〉
= 35πG̃d̃

3

h〈L̃〉

(Ns + Na)〈S〉〈L̃3
〉
≈ 0.4. (19.26)

Finally, with the setup described earlier, we set the central dipole μ̃h and external field

H̃0 to their selected values, performing a final relaxation run of 5⋅105 integration steps,

using a time step δt̃ = 0.01. Only the final configuration obtained from each run is
analyzed. For each set of sampled parameters, statistics are collected from60 runswith
independent initial configurations. In this case, we only sample different fields for two
cases: a nonmagnetized central particle, μ̃h = 0, and amagnetized central particle with
the lowest sampled matrix rigidity, G = 105 dyn/cm3, corresponding to μ̃h = 1324.6.

19.3 Results and discussion

We start the discussion by considering the simplest case, that is when the central
particle in the HSME elementary unit is nonmagnetic: μ̃h = 0. The first task is to find a
correct common basis to compare themagnetically induced deformations predicted by
the continuumand the bead-springmodels.Whereas in the former the outer edge of the
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matrix is perfectly defined and the deformations are easy to visualize, in the bead-
springmodel no explicit outer boundary exists (see Figure 19.1b) since it is rendered by
the discrete positions ofMS particles. To find commensurate terms for that comparison,
we define a virtual boundary of the bead-spring system as follows. First, the convex
hull of all particles in the system is calculated. Then, by assuming that under any
moderate deformation the elastic shell keeps an ellipsoidal profile, we perform a least-
squares fit of an ellipsoid to that convex hull.

Taking advantage of the afore-introduced “ellipsoid terms,” we characterize the
deformations of the shell boundary by means of a single parameter, defined as
Δc* = 〈(c − c0)/c0〉, where c is the distance (along the line parallel to the external field)
from the center of the MH particle to the point where this line intersects the outer shell

boundary , c0 is the value of that distance when μ̃h = 0 and H̃0 = 0; angle brackets
denote the average over independent runs. Thus,Δc* is positive for stretching of the cell
along the field and negative in opposite case.

Figure 19.2 shows the dependence of Δc* on H̃0 for bothmodels at μ̃h = 0. Note that

the sign of H̃0 indicates its orientation with respect to the reference axis. The curves are

perfectly symmetric with respect to the ordinate axis (H̃0 = 0), i.e., the unperturbed
state of the system.

The results of the continuummodel presented in Figure 19.2 correspond to several
values of the elasticity modulus G. Note that the curves are plotted vs. nondimensional

field magnitude H̃0 = H0/
̅̅
G

√
, so that one and the same abscissa point at different G’s

renders different dimensional values of the field. Had the calculation been done with

Figure 19.2: Longitudinal deformationparameter,Δc*, asa functionof theappliedfield, H̃0, for the case
of a nonmagnetized central particle, μ̃h = 0. Results of the continuummodel for different values of the
elastic modulus G are rendered by solid lines, data provided by the bead-spring model for k = 0.4 are
shown by symbols with error bars. Dotted curve connecting the symbols is a guide for the eye.
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the linear magnetization law (M(sat) = ∞ in Eq. (19.20)), all the curves would have
coincided. However, the nonlinear magnetization dependence (that we allow for here)
removes this degeneration since the saturation magnetization is scaled with G as well.
Due to that, the nondimensional saturation magnetization is lower for stiffer matrices
and, as a result, the nonlinearities become more distinct. This is easily visible in
Figure 19.2, where the curves are presented, which have been calculated for

M̃
(sat) = 1500 emu/cm3̅

G
√ , see the curve for G = 107 dyn/cm3. The curve rendered by the bead-

spring model has been calculated for parameter k̃ = 0.4, and the comparison implies
that in the considered case of μ̃h = 0, the effective modulus that one may attribute to
this system should lie inside the interval 106−107 dyn/cm3.

Figure 19.3 shows the results on Δc*(H̃0) obtained when the central particle in the

system bears permanent magnetic moment μ̃h = 4π800
3
̅
G

√ , where 4π/3 is the nondimen-

sional volume of the MH particle and 800 emu/cm3 its magnetization. In this case the
results of both models, although qualitatively similar, are quantitatively rather
different. In both approaches, the essential effect of the magnetic field of the MH
particle is to shift the minimum of the parabolic profile to negative values, thus pro-
ducing oblate shape of the cell under inverted field. As already explained, with the
employed scaling scheme, the increase of elastic modulus entails reduction of all the
magnetic contribution, and it is no surprise that this shift becomes smaller. This ten-
dency is clearly visible when comparing the curves rendered by the continuum model
with one another in Figure 19.2.

Figure 19.3: Longitudinal deformation parameter,Δc*, as a function of the applied field, H̃0, when the
central particle has a magnetization of 800 emu/cm3.
Solid lines correspond to the results of the continuum model for different values of the elastic
modulus, G, symbols with error bars to the results of the bead-spring model for k = 0.4. Dotted curve
is a cubic spline fit to the latter.
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It is instructive, however, to compare the continuum model with the bead-spring
one. The latter demonstrates an “ambivalent” behavior, as follows from Figure 19.3.
Indeed, under negative field the bead-spring model curve resembles that of the con-
tinuum one with elastic modulus about 105 dyn/cm3, whereas under positive magne-
tization it rather displays similarity with the continuum curves corresponding to much
higher elasticities: G ∼ 106−107 dyn/cm3.

To understand such field-tuned softening/stiffening, we recall that at H0 < 0 the
external field around the poles of theMHparticle substantially compensates the field of
the core and, thus, the field in the shell is on the average reduced. Under those con-
ditions, the MS particles are less magnetized that entails lower aggregation and,
consequently, makes the bead-spring shell to become effectively softer. When the
external field is in the H > 0 range, in the “polar” zones the core field adds to the
external one. This makes the MS particle aggregation in those zones stronger that, in
turn, induces higher stresses inside the inter-bead-springmesh and, by that, reduces its
ability to deformations. As a consequence, the overall stiffness of the shell increases, as
it is seen from comparison of the bead-spring (dashed) and continuum (solid) curves in
the right-hand part of Figure 19.3. The field-modulated elastic modulus is an essential
feature of the bead-spring model; note that in the continuum consideration such an
effect is entirely absent. Meanwhile, as Figure 19.3 shows, the contribution of field-
tuning – and this effect is most probably present in real magnetic elastomers – turns
out to be sufficiently strong and because of that appeals for further investigation.

Figure 19.4 presents the dependence of the field-induced anisometry of the
considered cell on the, this time dimensional, values of elasticity modulus; here only
the results of continuum model are presented. In this diagram, the shaded curvilinear
triangle corresponds to the combination of parameters underwhich the cell is oblate; in
the points thatmake the borders of the triangle, the cell is spherical; outside the shaded
area the cell responds to the applied field by elongation. As expected, with the increase
of elastic modulus, the region of oblateness becomes more narrow and virtually dis-
appears at aboutG = 107 dyn/cm3. Note also that the dominating part of the triangle lies
to the right of the dashed line that corresponds to the magnetic switching of the MH
core of the shell.

When relating the afore-presented results to a real situation, one essential issue is
to be clarified concerning the response of the MH core to the inverted (negative, in our
notation) field. Indeed, under such a field a particle with permanent magnetic moment
μ
→
h residing in a compliant matrix is well able to rotate mechanically in order to turn μ

→
h

to the actual direction of the field. To get an estimation for the negative field strength
when it happens, we consider a spherical single-domain particle of uniform magne-
tizationM

h
sitting in an elastic environment of shear modulus G. For the orientational-

dependent energy of the system in the inverse field (antiparallel to μ
→
h) we have

U = MhHVpcosϑ + 3GVpϑ2, (19.27)
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where Vp is the particle volume. As the particle is single-domain and magnetically
hard, the magnetic moment is “frozen” into its body, so that the angle ϑ describes
simultaneously: the deviation of the magnetic moment from the direction of the field
and the angular displacement of the particle from its initial position.

Expanding (27) for small angular perturbations (ϑ = 0 is the initial state), one gets

U ≈MhHVp(1 − 1
2
ϑ2 + 1

24
ϑ4) + 3GVpϑ2  .

Differentiation with respect to ϑ yields

∂U/∂ϑ ≈ −MhHϑ[1 − 1
6
ϑ2] + 6Gϑ ,

so that the condition of minimum is

ϑ[6G −MhH(1 − 1
6
ϑ2)] = 0 . (19.28)

From (19.28) it is easy to find out that the particle dwells in the initial state ϑ = 0 atH <H*

and acquires a nonzero angle deviation (commencesmechanical rotation) atH >H* with

the critical field H* = 6G/Mh; in nondimensional form it is H̃* = 6
̅̅
G

√
/M̃h. The latter

dependence is plotted in Figure 19.4 bydashed line. According to the definition ofH >H*,

the region
⃒⃒
⃒⃒H̃

⃒⃒
⃒⃒ > H̃* (to the left) is unphysical since there the particle mechanical rotation

Figure 19.4: Deformation diagram of the HSME elementary unit as a function of the applied field, H̃0,
and the elastic modulus of the matrix, G, as predicted by the continuum model.
Shadowed region corresponds to oblate deformations, being delimited by curves of no effective
deformation (filled circles). Curve of filled diamonds indicates the maximum oblate deformation.
Outside the oblate region, the system deforms into prolate shapes. Dashed curve is the critical field
H̃* that would invert the orientation of the central dipole moment: results on the left of this curve are
unphysical.
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shouldoccur. AtMh=800 emu, at the lowest value usedhereG= 105 dyn/cm2, the critical

field is H̃*(G) = −2.37, see the point on the abscissa axis of Figure 19.4. As seen, the
minima of the presented curves and the full reentrant shrinking effect are justified only
for the cells with elasticity G > 6⋅105 dyn/cm2. Although the existence of the minima (see
Figure 19.3) of the bead-spring model and the continuum one for G = 105 dyn/cm2 is
doubtful, the occurrence of negative cell shrinking effect fallswell in the physical region.

It is worth of noting, however, that afore-obtained expression, in fact, un-
derestimates the strength of the inverse field when referring to the external applied

one. Indeed, according to its derivation, H̃* is the field experienced by the MH core of
the cell. Due to that, the absolute value of minimal external field strength capable of

initiating the particle rotation, exceeds H̃* by the strength of the demagnetizing field
generated in theMS shell. Thismeans thatwhen transforming the scaling of abscissa in
Figure 19.4 to the units of external magnetic field, the dashed line would shift yet
further to the left, thus yet widening the range of applicability of our model.

The afore-presented consideration describes an isolated elementary cell and its
magnetomechanical response, so that it refers to the microscopic scale, i.e., that with
reference distances ofmicron order. The problemof correct transferring of those results
on the behavior of macroscopic HSME samples is nontrivial and requires special
studies. Indeed, bridging the micro- and macroscales might be performed in various
ways, which set spans from a simple Voigt approach [98] to sophisticated self-
consistent schemes [68, 72]. However, if not to qualify for quantitative predictions, we
infer that the revealed reentrant behavior would self-average to zero in the HSMEs,
which were not subjected to the initializing external magnetization, whereas the
reentrant response should be present in the premagnetizedHSMEs provided the testing
field is applied along the direction of the already existing magnetization.

We base this conclusion on the fact that a large number of small MS particles
surrounding a single much greater MH grain screens out the permanent dipole field of
the latter, so that with respect tomagnetic interactions theMH grains become to a large
extent isolated from one another. This effectively splits a macroscopic sample into an
assembly of almost independent entities, each of which in the same way interacts with
the two acting macroscopic fields: the external and the demagnetizing (determined by
the overall shape of the sample) ones. To the contrary, in mechanical aspect the cells
are never isolated and are always in contact. Evidently, on the one hand, a spherical
cell is not appropriate as a precise building block for any macroscopic sample. How-
ever, on the other hand, in qualitative aspect, the field-induced mechanical responses
of spherical and cuboid cells (of which any shape could be constructed with no voids)
should be similar. Given that and taking into account that typical MAEs are virtually
incompressible, we arrive at the conclusion that amagnetically initiatedHSME sample,
where all the MH magnetic moments are aligned, should in general reproduce the
mechanical response of the elementary cell.
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Andrey Zubarev*, Anton Musikhin and Dmitry Chirikov

20 Internal structures and mechanical
properties ofmagnetic gels andsuspensions

Abstract: Wepresent results of theoretical and computer study of linear chain-like and
complicated labyrinth structures in magnetic gels and suspensions as well as effect of
these internal structures on macroscopic elastic properties of the composites. Our
results show that at a certain threshold deformation, the structures experience a
rupture which provokes a fall down of the macroscopic elastic stress, induced by the
deformation. This effect is detected for both shear and tensile deformations. The results
of calculations are compared with experimental data’s.

Keywords: elastic properties; internal structures; magnetic gels and suspensions.

20.1 Introduction

Magnetic polymers and suspensions attract considerable interest of researches and
engineers due to rich set of their physical properties promising for many high tech-
nologies [1–17].

One of the most interesting, from the scientific point of view, and valuable from
the viewpoint of practical applications, features of ferrogels, and magnetic suspen-
sions is their ability to change, in very wide ranges, shape, size, rheological, and
other physical properties under the action of an external magnetic field. Macroscopic
magnetomechanical effects in these composites are determined by morphology of
internal spatial disposition of the particles in the host polymer either liquid medium
[14–24].

The basic problems of the theory of compositematerials are analysis of cooperative
effects produced by many interacting particles of the filler. For this purpose, various
intuitive and heuristic models with different fitting parameters have been proposed in
literature (see, for example, [21, 25]).

Here we present results of theoretical and computer studies of two types of these
structures – linear chains, percolating a magnetopolymer sample, as well as topo-
logically complicated labyrinth structures.
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The first type of the structures is typical for the composites with low volume
concentration (about several per cent) of the embedded particles; the second type of
the structures appear in the systems with relatively high (more than 20–30%) con-
centrations. Appearance of these internal structures significantly changes the sensi-
tivity of the gels and suspensions to mechanic, electrical, magnetic, and other external
impacts; changes the kinetics of the internal transport phenomena and chemical re-
actions, the rate of cell proliferation, other physical, chemical, and biological phe-
nomena in these systems. This opens perspectives of the tunable synthesis of the
magnetically controlled sensors; scaffolds for the growth of cell tissues with willing
structure andproperties; artificialmuscles; dumpers, and othermaterials for biological
and industrial applications.

20.2 Ferrogels with chain structures

In this part we consider a ferrogel with embedded identical non Brownian magnetiz-
able spheres. Diameter of the particle is supposed much more than the characteristic
size of the gel net cells; therefore, with respect to the particles, the gel can be
considered as a continuousmediumwith some certain elastic properties. Usually these
chains are being formed during the ferrogel synthesis under the action of an external
magnetic field, applied while the gel polymerization; they are typical for the systems
with a low either moderate volume concentrations of magnetic particles (usually when
the concentration is not more than several per cent). Some photos of these chains can
be found, for example in Refs. [26, 27]. In the systems with higher concentrations, the
particles can form topologically complicated branched and labyrinth structures,
considered in the third part of this paper.

Depending on condition of the material synthesis, the chains can be either
shorter than the sample or percolate it (see, for example, Ref. [19]). The composites
with the relatively short chains were studied theoretically in Refs. [18, 22]. Here we
consider the situation when the chains percolate the sample, bridging its opposite
boundaries.

Let us consider linear chains, consisting of magnetizable particles embedded in
an elastic incompressible medium with the rigidity modulus G0. We suppose that the
chains bridge opposite boundaries of the composite. The magnetic fieldH0 is applied
along the chains. The composite is either is sheared in the direction, parallel to the
boundaries (i.e. perpendicular to the chains) or stretched parallel to the field (see
Figure 20.1).

The total (measured) stress in the composite can be presented as [29]

σ = γG0 + σm. (20.1)
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Here γ is either shear or tensile strain, σm is magnetic part of the stress, produced by the
aggregates. By using the results [29, 30] for the stress in a system of chain-like polymer
macromolecules, we get the following estimate:

σm = σxzm = 2φ
Vn

[ ∑
n−1

i=1
Fx i, i+1 ⋅ Rzi, i+1],  or

σm = σzzm = 2φ
Vn

[ ∑
n−1

i=1
(Fzi, i+1 + fi, i+1) ⋅ Rzi, i+1]. (20.2)

The first relation of (2) is magnetic shear stress, second one is magnetic tensile stress;
φ is volume concentration of the particles, n is number of the particles in the chain,
V = πd3/6 is the particle volume; Fx,zi,i+1 are x,z-components of force of magnetic
attraction between the i-th particle to the (i+1)-th one; Rzi,i+1 is the distance between
centers of the corresponding particles along the axisOz; fi,i+1 are the elastic forces that
arise in the thin polymer layers between the neighboring particles, defined in
Refs. [22, 31]:

fi, i+1 = G1d(uzi+1 − uz i). (20.3)

where uzi is displacement of the i-th particle along the axis Oz. Note, when the com-
posite experiences the tensile deformation, the thickness of the layer between two
neighbor particles changes and the forces of resistance of the medium to the particles
displacement along the axisOz significant influences on themacroscopic tensile stress
of the composite. On the contrary, under the shear deformation, the distance between
the particles changes insignificantly. That is why in the first formula of Eq. (20.2) we do
not take into account these elastic forces in the interparticle gaps.

Parameter G1 ∼ G0 is the elastic modulus of the polymer in the gap between the
particles. Generally speaking, due to change of the polymer conformation in the gap,
the modulus G1 can significantly differ from the modulus G0 of the pure matrix [31].

We will ignore effects of magnetic interaction between the chains. This approx-
imation is based on the results of Ref. [32], which demonstrate that the effects inside

Figure 20.1: Sketch of the chain in the non-sheared (middle), sheared (left), and stretched (right)
sample. Cited from Ref. [28].
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the chains play a dominant role in the formation of macroscopic properties of the
composites, compared with the effects of the interchain interaction.

Let us introduce the Cartesian coordinate system, shown in Figure 20.1, with the
origin at the lower pole of the first particle, axes Oz and Ox aligned along the applied
field H0 and direction of the shear respectively.

We suppose that the system experiences either a macroscopic shear along the axis
Ox either uniaxial deformation along the axis Oz with the upper plate displacement
equals γL (see Figure 20.1), where L is the sample thickness. It is supposed that the first
and the last n-th particles are fixed on the “low” and “upper” plates of the measuring
gap, respectively.

For simplicity we estimate energy Ui+1,i of the magnetic interaction between the
particles by using the simplest dipole–dipole approximation:

Ui+1, i(r) = −μ0V
2

4π
[3

(M ⋅ (ri+1 − ri))2
R5
i, i+1

− M2

R3
i, i+1

]. (20.4)

Here μ0 is the vacuum magnetic permeability, M is the particle magnetization.
Strictly speaking,Mdepends on the particle position (its number i) in the chain, ri+1 and
ri are radius-vectors of the corresponding particles, Ri,i+1 = |ri+1 – ri|. The vector dif-
ference uk = rk – rk0 is displacement of the k-th particle, rk0 is its radius–vector before
the sample deformation.We suppose that in the nondeformed composites the particles
are densely situated in the chains, which are parallel to the applied fieldH0 and bridge
the opposite boundaries of the sample.

Generally speaking, magnetizationM of the particle depends on its position in the
chain. This fact makes the calculations too cumbersome. Here we use the simplest
approximation withM identical for all particles in the chain. It was shown in Ref. [33]
that this approximation leads to not significant deviations from the strict approach
with different magnetizations of the particles.

To determine the magnetic force Fi, which acts on the i-th particle from the other
particles in the chain, we will take into account the interaction only between the
nearest neighbors in the chain. In the frame of this approximation:

Fi = Fi, i+1 + Fi, i−1, Fi, i+1 = − ∇Ui+1, i(r),Fi, i−1 = − ∇Ui−1, i(r). (20.5)

In order to estimate the magnetizationM of the particle, we consider each particle
as situated in a uniformmagneticfieldHΣ, consisting of the externalfieldH0 and sumof
the fields HΣi created by the other particles of the chain in the center of the given one,
averaged over all these particles:

HΣ = H0 + 1
n
∑
n

i=1
HΣi. (20.6)

Magnetic fieldH(ins) inside the particle can be found from the classical relation [34]:
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H(ins) +M
3
= HΣ. (20.7)

Here 1/3 is demagnetizing factor of the spherical particle. In its turn, the magnetization
M and the field H(ins) can be estimated by using the empirical Frohlich–Kennelly
relation [35]:

M = χH(ins), χ = χ0Ms

Ms + χ0H
(ins) . (20.8)

Here χ0 and Ms are initial susceptibility of the particle material and its saturated
magnetization respectively; χ is the particle susceptibility in the internal field H(ins).

Combining Eqs. (20.6)–(20.8), we obtained a system of nonlinear equations for the
magnetization M components, which was solved numerically.

The equations of the stationary displacement of the particles in the chain can be
presented in the following form [22, 31]:

β(u − ui) + Fi = 0, i = 2,…, n − 1. (20.9)

Here β ∼ G0d is a coefficient of the host polymer elastic resistance to the particle
displacement, u is the displacement vector of the matrix. The first part of the equation
reflects the elastic force acting on the i-th particle. The force arises from the fact that the
particle displacementui is not equal to the displacement of the compositeu far from the
chain at the level of this particle. The second term in Eq. (20.9) corresponds to the
magnetic forces acting on each particle. At the solution of system (9) wemust take into
account the condition of the particles noninterpenetration Ri,i+1 ≥ d. For maximal
simplification ofmathematics and transparence of the physical results, we estimate the
elastic resistance β of the particles displacement as for the single particle. The similar
approach is often used in hydromechanics ofmagnetic suspensionswith the chain-like
aggregates (see, for example, [34])

The explicit forms for the forcesFi can be obtained combining Eqs. (20.4) and (20.5)
and substituting thereinmagnetizationM, found from (6–8). The details are omitted for
brevity.

Note that the force Fi, acting on the i-th particle, depends on the positions ri–1, ri+1
of the neighbor particles, therefore, on their displacements ui–1, ui+1. This means that
the relation (9) presents a system of equations with respect to displacement of each
particle in the chain.

We have solved system (9) numerically and obtained displacements ui of each
particle in the sheared sample aswell as in the stretched one. After that for both types of
the deformation themacroscopic stress σ has been determined by using Eqs. (20.1) and
(20.2). Some results are presented in Figure 20.2.

When the deformation γ achieves a certain threshold magnitude (γ = 0.2 for the
shear and γ = 0.047 for the tensile deformations; see Figure 20.2), the distance between
the central particles in the chain becomes large compared to the gaps between the other
particles. The gap in the center of the chain is so large that the stresses, at this
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deformation γ, drops down; it can be interpreted as a chain breaking. After this
threshold value of γ, the gap in the chain “vanishes”, since the particles evenly
regroup, that leads to increase of the stresses (Figure 20.2). Note that the similar
behavior of the stress also has been detected in computer simulations [24].

Comparison of our calculations of the magnetic part Gm = σm/γ of the magnetic
elastic modulus with experimental data of Ref. [18] and the total tensile stress σ with
experiments of Ref. [23] are presented in Figure 20.3. The agreement between theo-
retical and experimental results is quite reasonable.

20.3 Internal structures in densemagnetic suspensions

The strong dependence of the rheological properties of magnetorheological suspen-
sion (MRSs) on a magnetic field is explained by the aggregation of the particles into

Figure 20.3: a: ShearmodulusGm versus the appliedmagneticfield inductionB. Systemparameters:
φ = 10%, γ = 0.1, n = 10, G0 = 60 kPa. Line – theory, dots – experiments [18]. b: total elastic stress σ
versus the sample elongation γ. Parameters: φ = 15%, G0 = 200 kPa, H0 = 123 kA/m. Dots –
experiments [23]. Reproduced from Ref. [28].

Figure 20.2: The results of stress calculations depending on the magnitude of the deformation.
a: Shear stress. System parameters: n = 10, G0 = 3.2 kPa, H0 = 100 kA/m, φ = 25%. b: Tensile stress.
Parameters: φ = 15%, G1 = G0 = 210 kPa, H0 = 350 kA/m. Cited from Ref. [28].
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heterogeneous anisotropic structures oriented along applied magnetic field (see, for
example, overviews in Ref. [14, 16]). When these structures overlap the gap, filled with
magnetorheological suspension, and form “bridges” between the walls of the gap, the
rheological state of the suspension changes from the liquid to the quasi elastic one.
Majority of theoretical models of MRSs are based on the concept that the particles form
either the linear chains or separate dense ellipsoidal columns (see Refs. [15–17]). It
should be noted that the separate discrete aggregates were observed in computer sim-
ulations with low concentration of magnetic particles [36, 37]. However, experiments
[38–40] demonstrate that more topologically complicated structures (labyrinths, tubes,
etc.) can appear is these systems when the particles concentration is high enough. With
high concentration of particles, these complicated structures were also detected in
computer simulations [41].

There is no a way to describe theoretically aggregation in MRSs with nonsmall
concentration of the particles without some a′ priori suggested simplifications. On the
other hand, the systems with volume concentration of particles in the range 20–40%
are the most interesting from the viewpoint of their practical applications. In this work
we suggest a computer model of structural transformations in magnetorheological
fluids with 30% of the particles volume concentration.

The computer simulations are based on numerical solution of a system of differ-
ential equations of the particles motion. Magnetic interaction of each particle with the
all other ones is taken into account. Based on the results of the suspension structuring,
the shear stress as a function of the sample shear deformation is calculated.

We consider a system of 1600 identical non Brownian magnetizable spheres with
diameter dp each. The particles are situated in a cylinder with boundaries impenetrable
for the particles. The diameter of a cylinder D is much more than its length L. At the
onset of the simulations, we suppose chaotic, the “hard spheres gas” spatial distri-
bution of the particles. To eliminate the particles overlapping, we “warm up” the
system (details of this numerical procedure can be found in Refs. [42, 43]).

We take into account the Stokes hydrodynamic forces acting on the particles in
carrier fluid and ignore hydrodynamic interaction between the particles. The last
simplification cannot lead to any physical mistakes, since only mechanically equi-
librium structures are in focus of our attention here. In contrast, magnetic interaction
between all particles in the system is taken into account. Neglecting inertia, the
equation of motion of the ith particle is:

Fi
h +∑

j≠i
(Fi, j

m + Fi, j
st ) = 0, i, j = 1,…,N. (20.10)

Here N is total number particles in the system; Fi
h is hydrodynamic force acting on the

i-th particle; Fi, j
m and Fi, j

st are respectively forces of magnetic and sterical interaction
between the i-th and -jth particles.

Ignoring the hydrodynamic interaction between the particles, the viscous force
acting on the i-th particle can be calculated by using the Stokes formula:
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Fi
h = −3πdpη

dri
dt

. (20.11)

Here η is viscosity of the carrier liquid; t is time. Approximation (11) means that the
hydrodynamicalmobility of the particle in the suspension is the same as that of a single
particle.

Substituting relation (11) into Eq. (20.10), we get the system of ordinary differential
equations of the first order:

dri
dt

= 1
3πdpη

∑
j≠i
(Fi, j

m + Fi, j
st ), i, j = 1,…,N. (20.12)

We estimate the magnetic force Fi, j
m based on the following considerations.

First, we take into account the mutual magnetization of the particles. Due to this
effect, the particle magnetization M deviates from the applied field H. Secondly, for
mathematical simplicity, we propose the uniform magnetizationM inside the particle.
Note that this approach has been used successfully in Ref. [44] to estimate interaction
between magnetizable particles. Then, for maximal simplification of calculations, we
will consider the limiting cases of the weak field, corresponding to the linear law of the
particlemagnetization aswell as the opposite situation of the strongfield and saturated
magnetization of the particles.

20.3.1 Weak magnetic field

In the case of the linear magnetization, the relation

M = χH(ins) (20.13)

is held. Here χ is initialmagnetic susceptibility of the particlematerial;H(ins) ismagnetic
field inside the particle.

By using the well-known relation [45] between magnetic field H( ins)
i inside the

magnetizable i-th particle, its magnetization Mi and external magnetic field H, taking
into account that the demagnetizing factor of a spherical particle is 1/3, after simple
transformations one gets:

H(ins)
i +Mi

3
= H + ∑

j≠i
H(d)

i, j . (20.14)

In the simplest dipole approximation:

H(d)
i, j = 3(ri, j ⋅mj)ri, j − r2i, jmj

4πr5i, j
. (20.15)

Here Vp = πd3p/6 is the particle volume, mi = MiVp is magnetic moment of the i-th

particle, to be determined.
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Substituting the dipole magnetic fieldH(d)
i, j into Eq. (20.14) and taking into account

Eq. (20.13), we come to the system of linear algebraic equations for the magnetic
moments mi:

8(3 + χ)
χd3

p

mi +∑
j≠i
[
mj

r3i, j
− 3(ri, j ⋅mj)ri, j

r5i, j
] = 4πH, i, j = 1,…,N. (20.16)

For a large number N of the particles, the most effective method of this system
solution is the Gauss–Seidel method.

Having system (16) solved, we can calculate the magnetic forces Fi, j
m of interaction

between the particles. In the framework of the model of the dipole–dipole interaction,
the force is:

Fi, j
m = 3μ0

4πr5i, j
[ri, j(mi ⋅mj) +mi(mj ⋅ ri, j) +mj(mi ⋅ ri, j) − 5ri, j

(mi ⋅ ri, j)(mj ⋅ ri, j)
r2i, j

]. (20.17)

To estimate the sterical force Fi, j
st we use the Weeks–Chandler–Andersen potential

[46] (see, also, details in Ref. [43]).
System (12) can be solved numerically, for example, by using the Euler method. At

the calculations below the time step has been chosen so that the particle displacement
for a given step would not exceed dp/20.

The principal difference between structures in ferrofluids and magneto-
rheological fluids is in the fact that in ferrofluids the particles, due to the intensive
Brownianmotion, can achieve thermodynamically equilibriumdisposition quite fast.
In magnetorheological fluids the non Brownian particles can be “frozen” in some
local energetic minimums. One of these typical “frozen” states is illustrated in
Figure 20.4. In our computer simulations we observe not chains or individual bulk
drops, but branched labyrinth-shaped structures. Qualitatively the similar structures
were also observed in laboratory experiments [38]. As can be seen in Figure 20.4, the
magnetized particles are concentrated near the cylinder periphery. The reason of that
is the repulsive magnetic force acting between the particles at their lateral disposi-
tion. Because the cylinder walls are impenetrable, the particles accumulate at the
periphery.

Now we are in a position to study the elastic properties of this system at shear
deformations, in the direction perpendicular to the applied magnetic field. To this
end, we fix the particles that touch the upper and lower bases of the cylinder. All
other particles are free; hydrodynamic, magnetic, and steric forces act on them. We
suppose that magnetic field is applied along the axis of the cylindrical container
with the suspension; the diameter D of the cylinder is supposed much more than its
length L.

Let us introduce the Cartesian coordinate system with the axis z aligned along the
sample axis and axes x, y perpendicular to that. After this shear, the x and y coordinates
of the particles fixed on the upper base of the cylinder, will be changed as:
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Δxi = −yiγL
D

, Δyi =
xiγL
D

. (20.18)

It should be stressed that the relation (18) is valid provided that the strong
inequality D >> L is true.

We integrate Eq. (20.12) of the particles motion so that all particles that don’t touch
the upper base of the cylinder come to a new “frozen” state, corresponding to the
macroscopical deformation of the “sample”.

Let us select a ring on the upper base of the cylinder with the outer radius D/2, and
ring thickness δwhich is much less than its radius. In this way stress σ on the disk rim
can be determined as [43]:

σ = 2
πDδ

∑
k

i=1

ri × F up( ), i[ ]
y

ri
= 2
πDδ

∑
k

i=1

yiF
up( ), i

x − xiF up( ), i
z̅̅̅̅̅̅

x2i + y2i
√ (20.19)

Some results of calculations of the stress are shown in Figure 20.5.

Figure 20.4: Typical screenshots made using VMD (visual molecular dynamics) of “frozen” particles
under magnetic field after integration of equations of the particles motion. The magnetic field is
directed along the axis of cylinder. Parameters of the system: volume concentration of the particles
φ = 0.3; number of the particles in computer simulations N = 1600; dimensionless diameter of the
cylinder D/dp = 26.1; dimensionless height of the cylinder L/dp = 5.22; magnetic susceptibility of the
particles x = 1000. Cited from Ref. [43].
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20.3.2 Strong magnetic field

We will consider now the opposite limiting case of very strong magnetic field, when
magnetizationof theparticles is fully saturated. To this endwewill solve againEq. (20.12)
with the saturated magnetic moment m of each particle, aligned along the field. The
dependence of the saturated stress σs versus the shear strain γ is shown in Figure 20.6.

Figure 20.5: The stress σ on the disk rim in the MR fluid versus shear γ on the disk rim at the linear
magnetization of the particles. Vector of themagnetic fieldH is perpendicular to shear. Parameters of
the system the same as in Figure 20.4. Line 1 – magnetic field H = 65 kA/m; line 2 – H = 95 kA/m.
Reproduced from [43].

Figure 20.6: Limiting case of very strong magnetic field. The saturated stress σs on the disk rim
versus shear γ on the disk rim. Parameters of the system are the same as in Figures 20.4 and 20.5.
Cited from Ref. [43].
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Let us consider a plate-shaped sample with the walls perpendicular the axis z
and impenetrable for the particles. Periodic boundary conditions are specified
along the x and y axis. Magnetic field is applied along the axis z. In the computer
simulations, the upper wall of the cell is shifted along the x axis in small steps, the
lower wall remains motionless. The stress σ, acting on the upper base of the plate,
can be calculated as:

σ = 1

L2 ∑
k

i=1
F(up), i
x . (20.20)

The results in Figure 20.7 also demonstrate the non-monotonic dependence of the
stress σ versus global shear γ with a maximum at a certain deformation.

It is interesting to consider a finite-sized object, namely the sphere. The wall of this
sphere is impenetrable for the particles. Unlike the infinite gap, in this case, we can
perform the calculations in single precision on a CUDA-capable graphics card. The
implementation is optimized for large systems of several thousand particles. It makes
use of one thread per particle. This method, implemented in the software package
ESPResSo, allows us to perform calculations on GPU using NVIDIA CUDA Toolkit. In
the computer simulation, we have used the GeForce RTX 2070 video card. Calculations
on our hardware show that GPUperformance is an order ofmagnitude greater thanCPU
performance. Therefore, we can perform the computer experiment for the spherewith a
much larger number of particles. The results of these simulations can be seen in
Figure 20.8. The “frozen” branched structures are well observed.

Figure 20.7: Limiting case of very strong magnetic field. The stress σ on the upper wall of the plate in
MRS versus shear γ. Vertical bars illustrate standard deviation. Number of the particles in computer
simulations N = 2760; dimensionless thickness of the plate H/dp = 13; dimensionless length along x
and y axis L/dp = 19.25; saturated magnetization of the material of the particles Ms = 1655 kA/m
1 – volume concentration of the particles φ = 5%; 2 – φ = 10%; 3 – φ = 30%.

492 20 Internal structures and mechanical properties



For the both limiting cases the computer results demonstrate the non-monotonic
dependence of the stress σ on the shear γ with a maximum. The reason of this non-
monotonous behavior is destruction of the internal structures at large enough γ, which
causes decrease of the stress σ. The maximal value of the stress can be associated with
the static yield stress, corresponding to transition of the system from the elastic to the
flow regime behavior. We have not calculated the stress at higher values of γ, since the
decreasing dependence of the stress on the shear corresponds to the mechanical
instability of the systems which requires a special study.

Note that the nonmonotonic dependence of the stress versus stationary shear in the
MRSs was theoretically described in the work [47] on the basis of the model of dense
discrete ellipsoidal aggregates in theMRSs. The similar results for ferrogels is discussed
in the part 2 of the paper.

Our results demonstrate that in the concentrated suspensions the labyrinth
structures are expected rather than the ellipsoidal ones; for these structures the non-
monotonic dependence of σ on γ is also expected.

20.4 Conclusions

Effect of internal chain-like and branched heterogeneous structures on elastic prop-
erties of soft and liquid composites of magnetizable particles is considered. Our results
demonstrate that in the both types of composites the rupture of the internal structures
provokes decrease of the macroscopic stress as function on the global shear. The

Figure 20.8: Typical screenshotsmade using VMDof the particles situated in the sphere. Parameters
of the system: volume concentration of the particles φ = 10%; number of the particles N = 27462;
dimensionless diameter of the sphere D/dp = 65.
a: General view. b: View along the direction of the magnetic field.
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results of computer simulations of dense magnetic suspensions demonstrate that
appearance, under external field action, of branched labyrinth structures in these
systems is more probable than appearance of discrete column-like aggregates
considered in traditional theoretical models of magnetic suspensions.
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21 Symmetry aspects in the macroscopic
dynamics of magnetorheological gels and
general liquid crystalline magnetic elastomers

Abstract: We investigate theoretically the macroscopic dynamics of various types
of orderedmagnetic fluid, gel, and elastomeric phases. We take a symmetry point of
view and emphasize its importance for a macroscopic description. The interactions
and couplings among the relevant variables are based on their individual symmetry
behavior, irrespective of the detailed nature of the microscopic interactions
involved. Concerning the variables we discriminate between conserved variables
related to a local conservation law, symmetry variables describing a (spontane-
ously) broken continuous symmetry (e.g., due to a preferred direction) and slowly
relaxing ones that arise from special conditions of the system are considered.
Among the relevant symmetries, we consider the behavior under spatial rotations
(e.g., discriminating scalars, vectors or tensors), under spatial inversion (discrim-
inating e.g., polar and axial vectors), and under time reversal symmetry (discrim-
inating e.g., velocities from polarizations, or electric fields from magnetic ones).
Those symmetries are crucial not only to find the possible cross-couplings correctly
but also to get a description of the macroscopic dynamics that is compatible with
thermodynamics. In particular, time reversal symmetry is decisive to get the second
law of thermodynamics right. We discuss (conventional quadrupolar) nematic or-
der, polar order, active polar order, as well as ferromagnetic order and tetrahedral
(octupolar) order. In a second step, we show some of the consequences of the
symmetry properties for the various systems that we have worked on within the
SPP1681, including magnetic nematic (and cholesteric) elastomers, ferromagnetic
nematics (also with tetrahedral order), ferromagnetic elastomers with tetrahedral
order, gels and elastomers with polar or active polar order, and finally magneto-
rheological fluids and gels in a one- and two-fluid description.
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21.1 General aspects of macroscopic dynamics

21.1.1 Macroscopic variables

In a microscopic dynamic description, all (or a very large number of) microscopic
degrees of freedom are taken into account. Macroscopic dynamics makes use of only
those rather few dynamic variables that are not relaxed to their equilibrium values on
long, macroscopic time scales. They come in three classes: (A) conserved quantities
that can only be transported and (B) symmetry variables, describing a spontaneously
broken continuous symmetry, e.g., a preferred direction that breaks orientational
symmetry, but whose orientation is arbitrary, cannot relax at all in the homogeneous
limit. Class A and B are the true hydrodynamic variables since for any excitation with
frequencyω andwave vector k, there isω→0 for k→0. Class (C)macroscopic variables
comprise all quantities that only slowly relax and therefore interact with the hy-
drodynamic variables on macroscopic time scales (where the many microscopic
degrees of freedom have already relaxed to their equilibrium values). There are no
general criteria to identify such macroscopic variables, and their existence depends
on the nature of the individual system.

Examples for conserved quantities are the mass density ρ (or individual mass
densities in amixture without chemical reactions), themomentum density gi, and the
energy density ε. Among the symmetry variables, we consider the nematic director ni,
the vector pi describing the orientation of a polar preferred direction, andmi denoting
the direction of a spontaneousmagnetization. In active systemswith polar order, e.g.,
moving bird flocks or fish schools, the preferred direction is given by the orientation fi
of an active nonzero velocity. In solid (elastic) media, translational symmetry is
broken and characterized by the displacement vector ui. Macroscopic variables are
the magnetization Mi in a magnetizable medium, relative velocities wi in a two-fluid
system (different constituents moving with two different velocities), and relative
rotationsΩi among different preferred directions or between a preferred direction and
rotations of an elastic body. In the framework of SPP1681 we have worked onmany of
these systems, which will be discussed in detail, in the following [1–15].

Throughout this chapter, we use the notationmi, gi, ni etc., to characterize vectorial
quantities, with indices i running from 1 to 3 in three dimensions. This is a standard
notation used in physical hydrodynamics [16].

The variables described above are space-time fields, e.g., ε(r,t), that live on
macroscopic time and length scales. In the Eulerian description, they are volume
densities (of the total quantities of the whole system). The basic assumption to derive
general equations for those variables is the applicability of thermodynamics. We start
with the local formulation of the first law of thermodynamics, which can be interpreted
as energy balance of the system. It relates changes of all the variables discussed above
to changes of the entropy density dσ
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dε = Tdσ + μAdA + ψB
k d∇kB + μCdC (21.1)

with T the temperature. The prefactors of the differentials are called (thermodynamic)
conjugates.

The energy density is assumed to be a scalar, meaning it does not change under
rotations. Thus, all the terms added up in Eq. (21.1) must be scalars. This is trivially
fulfilled for Tdσ and for μdρ, where μAdA→ μdρwith μ the chemical potential. If A is a
vector, like the momentum density, also μA has to be a vector connected by the scalar
product, μAdA→ vidgiwith vi the velocity. The B variables must not change the energy,
so their contribution in Eq. (21.1) already contains a gradient. As a consequence also
their conjugatesmust be vectors. Generally the B variables are vector-like quantities by

themselves, e.g., B→ni, with ψB
kd∇kB→ ψn

ikd∇kni. In the case of the nematic director,
external (electric or magnetic) fields are important and an additional contribution is

added, hnIi dni, where hnIi is due to the dielectric or diamagnetic anisotropy of the

nematic phase. Often the two contributions are combined into hni dni, with hni =
hnIi − ∇kψn

ik and ni belonging to class C.
Similarly, when the gradient of the displacement vector ∇kui is replaced by a

symmetric second-rank strain tensorUij, eliminating solid body rotations that must not
contribute to the energy density, Uij belongs to class Cwith μCdC→ΦijdUij, whereΦij is
the elastic stress tensor. For a thorough discussion of the relation of ui with Uij in the
nonlinear case, we refer to the study by Pleiner et al. [17].

For the magnetization Mi in a magnetizable system, we have μCdC→ hMi dMi with

hMi the internal magnetic field. In a ferromagnetic system,Mi =Mmi can be split into the
unit vector mi, denoting the direction of the spontaneous magnetization, which is a
class B variable with μBdB→ hmi dmi, and into the strength of magnetic orderM, a class
C variable with μCdC→ hMdM. For active polar order, Fi = Ffi, the direction fi is a class B

variable with μBdB→ hfi df i, while F relaxes to its constant stationary value provided by
the active entities of the system and is a class C variable. [18]. Relative rotations are
rotations of, e.g., the ferromagnetic direction δmi relative to rotations of the elastic
media, 2Ωij≡∇iuj−∇jui. They are linearly defined by Ωi = mjΩij−δmi and are class C

variables with μCdC→ LΩi dΩi. For a nonlinear definition of relative rotations, refer the
study by Menzel et al. [19].

The statics of a system is then given by the phenomenological relation between the
thermodynamic quantities and the variables. These relations involve static suscepti-
bilities, e.g., compressibility, specific heat, thermal expansion for the scalar variables,
Frank-type rank-4 tensors with Frank coefficients for B variables, and the elastic tensor
containing elastic moduli or a rank-2 rotational tensor for the C variables. An efficient
way of setting up these static relations is to use a phenomenological energy functional
of all variables, which is given as follows:

E = ∫dVε({σ,A,∇kB,C}) (21.2)
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from which the conjugates follow by variational derivation according to Eq. (21.1). The
crucial point is that the functional is restricted by symmetries, in particular space
inversion and time reversal symmetry.

Before we discuss these symmetries in the following, we give here the general form
of the dynamic equations for examples of the different classes of variables:

A    (∂/∂t)ρ + ∇kj
ρ
k = 0 (21.3)

A    (∂/∂t)gi + ∇jσij = 0 (21.4)

B    (∂/∂t)ni + Yn
i = 0 (21.5)

C    (∂/∂t)Uij + X(el)
ij = 0 (21.6)

C    (∂/∂t)Ωi + XΩ
i = 0 (21.7)

C    (∂/∂t)Mi + YM
i = 0 (21.8)

defining the mass current density j(ρ)k and the stress tensor σij for A variables and the
(quasi-) currents Yn

i and X(el)
ij , X(Ω)

i , and YM
i for the others. The A variables show a

divergence in the dynamics, while the B variables come with a gradient in the statics.
As an effect, both types of variables give rise to the truly hydrodynamic behavior,
ω(k → 0) → 0, while the C variables do not.

21.1.2 Spatial inversion symmetry: statics

In three-dimensional space, not only rotations but also spatial inversion, SI where
r→−r, is an important symmetry operation. Physical quantities behave differently
under SI, either they are invariant (“symmetric”, or “even”) with the signature ϵS = +1
or they change sign (they are “antisymmetric” or “odd”) with ϵS = −1. The signatures
ϵS = ± are the only possibilities since when inversion is applied twice, the original state

is regained, S2I = +1.
(True) scalar quantities have ϵS = +1, e.g., the variables ρ, σ, and ε, and also the

conjugates T and μ. (True) vectors are odd with ϵS = −1, in particular, the polarization
and the polar preferred direction, electric fields, and the gradient ∇i, as well as the
velocity-type quantities like gi, vi, but also a relative velocitywi. There is a different kind
of vectors, called axial vectors, that are evenunder SIwith ϵS = +1. Among them, there is
the vorticity 2ωi = ϵijk∇jvk, the magnetization Mi, and any magnetic field Hi. Relative

rotations Ωi are also axial vectors. Slightly more complicated is the case of nematic
order. Usually the director ni is treated as a vector with the additional constraint that all
equations involved are invariant under the replacement ni→−ni. Obviously, the di-
rector cannot be a polar vector and has to be treated as an axial one, as a necessary
condition. We note that the ni→−ni invariance is a stronger constraint.
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Since the energy density in Eq. (21.1) has ϵS = +1, the conjugates of A and C class
variables must have equal signatures, while for B class variables, the SI behavior of the
conjugates is opposite to that of the variables due to the gradient involved. For the
director, it means ψn

ij has ϵS = −1 but hni has ϵS = +1. Regarding the dynamics, Eqs.

(21.3)–(21.8), the time t is SI symmetric, and therefore, the quasi-currents of B and C
class variables have the same spatial signature as the appropriate variables. ForA class
variables, this is opposite due to the gradient involved.

Depending on the symmetry of a given system, it can be SI symmetric (“centrosym-
metric”) or not. Prominent examples for the latter are chiral phases, like cholesteric liquid
crystals. Such phases show optical activity (rotation of the plane of polarization of light)
that is described by a pseudoscalar quantity q0 with ϵS = −1. The use of q0 in the
macroscopic dynamic equations exactly characterizes those contributions and couplings
that are specific for the chiral system and that would be forbidden in a achiral phase
without a q0. Well-known examples are the linear twist term in the Frank energy in
cholesterics that give rise to the helical ground state and the static couplings between
director rotations and, e.g., the thermal degree of freedom leading to the static Lehmann
effect [20], absent in the achiral nematic phase. The origin of the existence of a q0 can be
microscopic, when chiral molecules are present, or it is a result of a complicated internal
structure like in the smectic CB2 phase [21]. In the latter case, q0 and −q0 lead to two chiral
structures with opposite handedness but with the same energy for the ground state:
ambidextrous chirality [22].

The existence of a polar vector p0 also leads to a noncentrosymmetric phase, like
polar nematics [23, 24]. Again, the occurrence of p0 denotes those contributions that
would not be allowed in a centrosymmetric phase. Such a phase is not chiral.

A third possibility to break SI symmetry in a phase is due to the existence of
tetrahedral (or octupolar) order described by a third-rank tensor order parameter

Tij = ∑4
α=1n

(α)
i n(α)j n(α)k , where the n(α)i are the position vectors of the corners of a tetra-

hedron [25]. Tijk has ϵS = −1 since the n(α)i are true vectors. The hydrodynamic variables
related to tetrahedral order are the 3-D rigid rotations dΓi∼ϵipqTpkldTqkl of the Tijk
structure. This is a class B variable with ψB

kd∇kB→ ψΓ
ikd∇kΓi and

(∂/∂t)Γi + YΓ
i = 0 (21.9)

The variable Γi is SI symmetric as is the quasi-current YΓ
i , whileψ

Γ
ik is odd. Similar to the

nematic case, one can introduce a hΓi that contains ∇jψΓ
ij and is even under SI. There are

subtleties in the nonlinear regime due to the non-Abelian nature of three-dimensional
rotations, for details refer the study by Brand and Pleiner [26]. A phase that only
contains tetrahedral order is neither chiral nor polar. If there is additionally nematic
order (along a 2-fold symmetry axis of the tetrahedron), a D2d phase occurs that is still
not chiral (and not polar) but shows ambidextrous helicity [27]. Only when the tetra-
hedral structure is suitably combined with a biaxial nematic order, a chiral (but still
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nonpolar) phase D2 can occur, where the q0 is due to the different preferred directions
involved [28]. Again, this is an example for ambidextrous chirality.

21.1.3 Time reversal symmetry

Under time reversal TR, where t→−t, all macroscopic quantities are either even (TR
symmetric) with ϵT = +1 or they are odd (TR antisymmetric) with ϵT = −1 since T2

R = +1.
There is no need to discriminate among theA,B,C case variables because the gradient is
TR symmetric, ϵT(∇i) = +1. The energy density is TR symmetric, and therefore, the
conjugates have the same TR signature as the variables, ϵT(e) = ϵT(Ce) for any variable
e with conjugate Ce. Examples for TR symmetric variables are ρ, σ, ni, pi, Uij, and Ωi, as

well as their conjugates μ, T, hni , h
p
i ,Φij, and LΩi . Odd quantities with ϵT = −1 are gi and

all types of velocities, including relative velocities and vorticity,Mi, and hMi , as well as
magnetic fields.

TR is closely related to the second law of thermodynamics. The latter states that
reversible, time reversal symmetric processes with ϵT = +1 must not change the en-
tropy – they are nondissipative, while irreversible processes with ϵT = −1 must in-
crease the entropy – they are dissipative. Therefore, one can uniquely split up any
current or quasi-current into a reversible (superscript R) and an irreversible part (su-
perscript D), e.g., for a variable e, the following equation can be written:

(∂e/∂t) + YR
e + YD

e = 0. (21.10)

If time is reversed, Eq. (21.10) reads (∂e/∂t) + YR
e − YD

e = 0. independent of the signa-
ture ϵT(e) .

Thus, ϵT(YR
e ) = ϵT(e) and ϵT(YD

e ) = −ϵT(e). In particular,

ϵT(YR
e ) = ϵT(∂e/∂t) = {

−1 for TR − even  e
+ 1 for TR − odd   e (21.11)

ϵT(YD
e ) = −ϵT(∂e/∂t) = {

+ 1 for TR − even  e
−1 for TR − odd   e (21.12)

Among the reversible currents, σR
ij ,Y

MR
i are TR even with ϵT = +1, while jρRi , YnR

i , and

X(el)R
ij are odd, with ϵT = −1. On the other hand, the dissipative currents σD

ij , Y
MD
i have

ϵT = −1, while jρDi , YnD
i , and X(el)D

ij are even, ϵT = +1.
We add the entropy balance equation (which is a conservation law in the reversible

case) and the energy density conservation law to obtain the following equations:

∂σ/∂t + jσi = 2R/T (21.13)

∂ε/∂t + jεi = 0 (21.14)
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with the dissipation function R as the entropy source term. Putting all macroscopic
dynamic equations, including Eqs. (21.3)–(21.8), into the Gibbs relation, Eq. (21.1), one
gets a representation of the dissipation function in terms of the dissipative currents and
thermodynamic forces

2R = −jσDi ∇iT − σD
ij Aij + YnD

i hni + YMD
i hMi

+X(el)D
ij Φij + XΩD

i LΩ
i + YΓD

i hΓi > 0
(21.15)

Note that for case C variables, the thermodynamic forces are just the conjugates, while
for case A variables (the conserved variables), the forces are the gradients of the
conjugates 2Aij = ∇jvi + ∇ivj . Case B variables (symmetry variables) have been written

in the form of class C variables, e.g., with hni , the conjugate to dni, as force, rather than

using ψn
ij, the conjugate to d∇jni. There is no dissipative contribution ∼j ρDi since the

mass density current is the momentum density ρvi = gi, which is reversible.
In Eq. (21.15), pure divergence terms have been omitted since they do not contribute to

the total entropy production ∼∫RdV in the bulk. R is even under TR since in the opposite
case, one would get R < 0 for time reversed dissipative processes in contradiction to
thermodynamics.

The dissipation function R can be used as a potential for dissipative currents.
Within linear irreversible thermodynamics, with a linear relationship between currents
and forces, one can set up phenomenologically R as a harmonic function of the ther-
modynamic forces. The dissipative currents then follow by partial derivation of R with

respect to the forces. Examples are jσDi = − ∂ R/∂∇iT, YnD
i = ∂R/∂hni , and

X(el)D
i = ∂R/∂Φij. If R contains nonvanishing Φij contributions, e.g., ∼ΦijΦkl, the

resulting X(el)D
ij describes relaxation of the strain tensor. This is the hydrodynamic

description of viscoelasticity of non-Newtonian fluids or relaxing gels. In solids or
chemically bonded elastomers, only gradients of the elastic stresses act as forces, e.g.,
R∼(∇jΦij)(∇lΦkl), and the strains behave as conserved quantities (“permanent elastic-
ity”) showing diffusion rather than relaxation.

Generally, the dissipative currents are related to the forces by linear relations

YD
a = ζ DabFb (21.16)

wherea and bdenote the variables involved. By the very existence of the potentialR,ζ Dab
is symmetric, ζ Dab = ζ Dba . Of course, such relations have to fulfill the TR symmetry
properties discussed above, in particular, ϵT(ζ Dab) = ϵT(ab) . If the (dissipative) trans-
port parameter ζ Dab is constant or only depends on structural properties that are TR
symmetric, like the nematic director, only variables of equal TR signature can couple,
ϵT(a) = ϵT(b). On the other hand, if there is a TR-odd quantity present, like the
magnetization or a magnetic field, an odd power of them in ζ Dab leads to ϵT(ζ Dab) = −1,
and the variables a and b must behave oppositely ϵT(a) = −ϵT(b).
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For the reversible dynamics, there are somewhat different rules. Since the revers-
ible currents must not contribute to R, they have to fulfill the following equation:

0 = −j ρRi ∇iμ − jσRi ∇iT − σR
ijAij + YnR

i hni

+YMR
i hMi + X(el)R

ij Φij + XΩR
i LΩi

(21.17)

replacing Eq. (21.15) for the dissipative currents. Since the bilinear products of ther-
modynamic forces and reversible currents add up to zero, there is no potential, from
which the latter can be derived.

The reversible currents come in two parts, YR
a = Y0

a + Ỹ
R
a , where Y0

a are the non-

phenomenological, material-independent, symmetry-given contributions, and Ỹ
R
a are

the phenomenological parts characterized by (reversible) transport coefficients. The
former comprise advection, convection, and rotational covariant derivatives, in addi-
tion to, e.g., the isotropic pressure p and the Ericksen stress in the stress tensor, and
read as follows [2, 16, 29]:

jρ0i = ρvi (21.18)

jσ0i = σvi (21.19)

jε0i = (ε + p)vi (21.20)

σ0
ij = givj + δijp −Φij +ΦjkUik +ΦikUjk

+ 1
2
(ψn

ki∇jnk + ψn
kj∇ink)

(21.21)

Yn0
i = vk∇kni + ϵijknjωk (21.22)

YM0
i = vk∇kMi + ϵijkMjωk (21.23)

X(el)0
ij = vk∇kUij − Aij + Ukj∇ivk + Uki∇jvk . (21.24)

with p = −ε + μρ + Tσ + vigi + hMi Mi containing all extensive variables and their con-
jugates. The stress tensor has been symmetrized in order to guarantee angular mo-
mentum conservation using the condition that Eq. (21.1) is invariant under rotations
and that a divergence of an antisymmetric term is irrelevant [16]. All non-
phenomenological contributions together fulfill Eq. (21.17).

Concerning the phenomenological parts, we first note that j̃
ρR
i = 0 because

(∂ρ)/(∂t) + ∇igi = 0. For the other currents, one has to set up the linear current-force
relations explicitly

Ỹ
R
a = ζ RabFb (21.25)
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In accordance with Eq. (21.17), there must be a counter term Ỹ
R
a = ζ RabFa such that

ζ Rab + ζ Rba = 0 indicating antisymmetry with respect to a and b. Of course, the relation

Eq. (21.25) has to be invariant under TR with the result ϵT(ζ Rab) = ϵT(ỸR
aFb) or ϵT(ζ Rab) =

−ϵT(ab)due to ϵT(Fb) = ϵT(Cb) = ϵT(b). If ζ Rab is constant or only depends on structural
properties that are TR symmetric, like the nematic director, only variables of opposite TR
signature can couple, ϵT(a) = −ϵT(b) . On the other hand, if there is a TR-odd quantity

present, like the magnetization or a magnetic field, an odd power in ζ Rab leads to

ϵT(ζ Rab) = −1 , and variables a and b of the same TR signature can couple. In such
systems, it is possible to have dissipative as well as reversible self-couplings (or cross-
couplings between two given variables), when the dissipative and reversible transport
parameters have different TR signatures. An example is (isotropic) heat conduction in

ferromagnetic systems, where jσRi = −κ∇iT and j̃
σR
i = −κTϵijkMk

∇jT [12]; we note that the
latter contribution also exists when linearized since in a ferromagnetic system <Mi>≠0.

Time reversal symmetry is often overlooked and sometimesmistreated as shown in
the study by Brand et al. [1, 11].

21.1.4 Spatial inversion symmetry: dynamics

Of course, spatial inversion SI is relevant for the dynamics as well. From

Eqs. (21.3)–(21.8), we deduce that the physical currents of class A variables (e.g., jρi
and σij) have an SI signature opposite to that of the variables, ϵS(ja) = −ϵS(a), while
for all other variables, the quasi-currents have ϵS(Ya) = +ϵS(a) . This applies to the
reversible parts, as well as well as to the irreversible ones. Writing the second law of
thermodynamics in the form of Eqs. (21.15) and (21.17), the forces for class A vari-
ables are gradients of the conjugates (defined in Eq. (21.1)) with the result ϵS(Fa) =
−ϵS(Ca) = −ϵS(a) , while for the other variables, the forces are just the conjugates
resulting in ϵS(Fa) = ϵS(Ca) = ϵS(a).

For the dissipative and reversible transport parameters ζ (D,R)ab defined in

Eqs. (21.16) and (21.25), this implies ϵS(ζ ab) = +ϵS(ab) for all types of variables. Thus,
if ζab is a constant or only depends on structural properties that are SI symmetric,
like the nematic director, only variables of equal SI signature can couple,
ϵS(a) = +ϵS(b). On the other hand, if there is a SI- odd quantity present, like the
pseudoscalar q0 or the tetrahedral order Tijk, an odd power of those in ζab leads to
ϵS(ζ ab) = −1, and the variables a and b must behave oppositely ϵS(a) = −ϵS(b).
Examples are the dissipative dynamic Lehmann effect in chiral systems, where,
e.g., temperature gradients (polar vectors) can couple to director rotations (axial
vectors) [11, 30] and flow-induced reversible (heat) fluxes in tetrahedral systems,

where the nonpolar Aij couples to the polar vector jσRi [31].
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21.2 Nematic order and magnetism

21.2.1 Isotropic and uniaxial magnetic elastomers and gels

Isotropic ferrogels are systems without a preferred direction combining the properties
of a gel and of a conventional magnetic liquid. The hydrodynamic description of
isotropic ferrogels has been presented in the study by Jarkova et al. [32]. Quite recently,
a continuum model for ferrogels from an engineering perspective has been developed
[33]. In parallel microscopic studies of the field-controlled change of shape and elas-
ticity of magnetic gels using particle-based simulations have been advanced; these
developments have been elucidated in the study byWeeber et al. [34]. A large effort has
been dedicated to the mesoscopic characterization of magnetic hybrid materials such
as magnetic gels and elastomers over the last few years, compare, for example, the
study by Menzel [35] for a recent review. Important progress along these lines has been
achieved for the tunable dynamic moduli of magnetic elastomers on the mesoscale by
combining experimental data from X-ray tomography with coarse-grained dipole –
springmodeling [36]. From an applied point of view, there has been a special emphasis
on themagnetic field–controlledmechanical behavior of magnetosensitive elastomers
in applications for actuator and sensor systems [37].

Uniaxialmagnetic gelswith a permanentmagneticmoment have been synthesized
by performing the cross-linking process in an external magnetic field [38] and after-
ward characterized with respect to their optical, magnetic, and mechanical properties
[38]. For the hydrodynamic description of uniaxial magnetic gels and elastomers, we
refer to the study by Bohlius et al. [39]. In the study by Menzel [40], it has been
demonstrated how one can bridge the scales from particles to macroscopic length
scales in a uniaxial magnetic gel. Very recently, the structure and the magnetooptical
response of anisotropic fibrillous organoferrogels with mobile magnetic nanoparticles
have been investigated [41]. While in this study nomagnetic hysteresis has been found
but an optical hysteresis is detected, revealing a complex interplay between the gel and
the mobile magnetic particles [41].

21.2.2 Magnetic nematic elastomers and gels

Nematic elastomers with a magnetic degree of freedom are described by the director,
the strain field, relative rotations between director and elastic rotations, and by a
magnetization variable that is zero in equilibrium [2]. We concentrate here on the
magnetic effects. There are reversible dynamic couplings between director rotations

and the magnetization dynamics, (∂ni/∂t) ∼ hMj and (∂Mi/∂t) ∼ hnj , and similarly be-

tween relative rotations and the magnetization, (∂Ωi/∂t) ∼ hMj and (∂Mi/∂t) ∼ LΩj , all

with reversible material tensors of the form ∼ϵijknk. The symbol ∼ in the relations above
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indicates that the vectorial quantities on the left and on the right hand side are con-

nected by second-rank tensors. It is the different TR signature of the variables involved

and the antisymmetry of the material tensors that allow these couplings. Applying an

external magnetic field, rotations of the director and relative rotations are induced

(through hMi ). Through similar reversible couplings, external shear flow induces rela-

tive rotations.
In ordinary nematics flow alignment of the director is a prominent feature: shear

flow rotates the director at a finite angle w.r.t. the flow direction. This angle is inde-
pendent of the shear rate Σ and depends on a reversible flow parameter. In the present
case, shear flow also induces relative rotations, which induce a magnetization, and
finally, all three variables, ni, Ωi, and Mi are oriented, independent of the shear rate.
Only the magnitude of the magnetization and the relative rotations are proportional to
Σ. Since the system is elastic, the shear rate has to be oscillatory, Σ cos(ωst). Since there
is static coupling between relative rotations and strains, the relative rotations show a
phase shift compared to the shear rate indicating that in this complicated system, flow
alignment is no longer a pure reversible feature.

If a chiral agent is added or a chiral nematogenic molecule is used, a chiral
magnetic nematic elastomer or gel is obtained [3]. The only new structural element
compared to the achiral case is the pseudoscalar q0 that is odd under SI. A well-known
consequence is the occurrence of a linear (nematic) twist term in the energy density
functional, giving rise to a helical ground state, as well as bilinear coupling terms
between twist and temperature and density changes and strains. The latter describe the
temperature, density, and strain dependence of the helical pitch. They also give rise to
the static part of the Lehmann effect. Note that there are no static couplings to changes
of the magnetization due to the odd TR signature of the latter.

In the dynamics, the presence of q0 allows couplings between polar currents and

axial forces (and vice versa) like, e.g., jσRi ∼ q0h
M
j and YMR

i ∼ q0∇jT . Applying a tem-

perature gradient along the helical axis,∇zT, the growth ofMz is induced that saturates

into a finite stationary magnetization, M(stat)
z ∼ q0∇zT. Instead of the temperature

gradient, also an external electrical field can be used, thus creating an electric field–
induced magnetization [3]. The elastic degree of freedom is irrelevant for these effects.

21.2.3 Ferromagnetic nematics

Ferromagnetic nematic liquid crystals are fluids with two different kinds of internal
order, a nematic one due to the ordering of standard nematogenic molecules and a
ferromagnetic one due to the ordering of magnetic nanoplatelets made of complicated
iron oxide compounds. Such suspensions have been realized byMertelj et al. [42, 43]. In
equilibrium, the two preferred directions ni and mi are parallel. Thus, there is an
energetic penalty, A2[(n⋅m)2−1], for deviations from the ground state. In addition, there
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are various (reversible and irreversible) dynamic couplings of these two variables. The
full hydrodynamic description for ferromagnetic nematics has been given in the study
by Potisk et al. [9], which is a generalization of an earlier work [44] on “ferronematics”,
i.e., magnetic nematic liquid crystals without permanent magnetization. From a
microscopic point of view, the study of the structure and rheology of hybridmixtures of
magnetic nanoparticles in liquid crystals using particle resolved simulations has
started a few years ago. Quite recently, the focus in this area has been on the transport
properties in liquid crystal-magnetic colloid mixtures [45].

A particularly interesting cross-coupling is the (simplified) dissipative dynamics
[8, 44]

YnD
i = 1

γ1
hni + χDij h

m
j (21.26)

YmD
i = bD

⊥h
m
i + χDji h

n
j (21.27)

with the symmetric material tensor χDij = χD2mknk(δij − ninj) . The crucial point for its
existence is that χDij is odd under TR, as well as under the replacement ni→−ni. For the
experiment considered below, the force hni is due to the Frank rotational elastic energy
and a surface anchoring energy, while hmi describes the orienting force of an external
field on a ferromagnet; of course, both forces contain contributions from the A2 energy
given above.

In the studies by Potisk et al. [8, 9], magnetooptic response experiments are
described. On a sample of homogeneous structure n∥m, a field is applied perpendic-
ularly that rotates the magnetization toward the field direction. Due to the coupling
between m and n, also the director starts to rotate, which is hindered by the surface
anchoring and the subsequent deformation of the director field. Finally, a stationary
state is reached that depends on the field strength. Sending light through the sample
(along the field direction), using a polarizer and analyzer, the measured phase shift
between the ordinary and extraordinary beams allows to monitor the final director
orientation, as well as the switching dynamics. It turns out that the director relaxation

(γ1) and the magnetization relaxation (b D
⊥ ) alone are not sufficient to describe the

results, but a nonzero χD2 is mandatory. Indeed, χD2 turns out to be rather large of the
order of γ1. This is a clear indication that, in such complicated systems, dynamic cross-
couplings are important.

There is a reversible counterpart, χRij = χRϵijknk, which is even under TR and leads to

a vanishing entropy production due to the antisymmetry of ϵijk . The effect of adding
those terms to Eqs. (21.26) and (21.27), not yet detected experimentally, would be an
out-of plane rotation of the director [9].

Another area to detect the complexity of ferromagnetic nematics is flow. In ordi-
nary nematics, there are basically two flow effects, viscosity and flow alignment due to
a reversible coupling between (symmetric) shear flow and director rotations. In
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ferromagnetic nematics, there are additional cross-couplings possible due to the odd
TR signature of the magnetization. In particular, there are dissipative couplings be-
tween flow and the nematic and magnetic forces, hni and hmi , and a reversible one

involving hmi and a reversible version of the viscous coupling [10]. As a result, the
velocity profile in a (simple) shear experiment generally deviates from linearity, when a
field is present, and effective viscosities become field dependent increasing by a factor
up to two in accordance with experiments [46]. In ordinary nematics, there are 3
Miesowicz viscosities according to the three possibilities to fix the director relative to
the shear geometry (along the velocity field, along the velocity gradient, and perpen-
dicular to both). In ferromagnetic nematics, there are nine different ways to fix inde-
pendently (by different external fields) the orientation of n andm relative to shear flow.
Due to the various couplings among the variables, these effective viscosities are rather
complicated functions of the reversible and irreversible transport parameters involved
[10].

21.2.4 Ferromagnetic nematics with tetrahedral order

When tetrahedral order is added to ferromagnetic nematics, three preferred structures
exist – the nematic director ni, the magnetization mi, and the tetrahedral structure Tijk
(for the latter, refer the study by Fel [25] and the discussion around Eq. (21.9)). The
interesting point in this situation is that mi and Tijk have opposite symmetry proper-
ties,ϵS = +1 ϵT = −1, and ϵS = −1 , and ϵT = +1, respectively. We will only consider the
case where the director is fixed to be parallel to one of the 2-fold symmetry axes of Tijk.
This is the structure of aD2d phase [26]. The hydrodynamic variables are the rotations of
the director and the rotation of the tetrahedral structure about the director. Rotations of
the magnetization are independent degrees of freedom, but due to an energetic
coupling between ni and mi, the two directions are parallel in equilibrium, and the
phase is uniaxial. For the full hydrodynamics of such a phase, refer the study by Potisk
et al. [12].

In the statics, the most prominent feature in the D2d phase is the linear gradient
term in the energy density ∼Tijkni∇jnk. It favors helical structures of ni and Tijk (about a
second, perpendicular 2-fold tetrahedral symmetry axis). For the magnetization, there
is an analogous linear gradient term, ∼Tijkmi∇jmk. The sum of the two linear terms
favors a combined helical structure of ni andmi (and Tijk), thereby preserving ni andmi

remaining parallel. Since the phase is achiral (there is no pseudoscalar quantity pre-
sent), this is ambidextrous helicity.

In the reversible dynamics, there are very special couplings that only exist since all
three ordered structures are involved. An example is the coupling between the thermal

degree of freedom and director rotations, jσRi = ξTnij h
n
j and YnR

i = ξTnji ∇jT. Here, ξTnji
contains linearly nk, ml, and Tpqr, thereby accommodating the ni→−ni invariance,
ensuring the reversibility of the currents (due tomi), and compensating for the polarity
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of the heat current and the temperature gradient (due to Tpqr). Since ξTnji is symmetric,

the two contributions to Eq. (21.17) cancel as required.
In the dissipative dynamics, themagnetization couples, e.g., to the thermal degree

of freedom, jσDi = ψTD
ji hmj and YmD

i = −ψTD
ji ∇jT. Here, ψTD

ji contains linearlyml (ensuring

the irreversibility of the currents) and Tpqr (compensating for the polarity of the heat

current and the temperature gradient). SinceψTD
ji is symmetric, the two contributions to

Eq. (21.15) are equal and add up as required. They describe that rotations of the
magnetization create heat currents, while temperature gradients drive the dynamics of
the magnetization.

21.3 Elasticity with nonnematic order

In this section, we discuss various elastic systems that show either a polar preferred
direction or an ordered tetrahedral structure – finally together with a permanent
magnetization. Differences can be traced back to the different symmetry signatures of
the order parameters involved.

21.3.1 Polar and active polar gels

If in a nematic liquid crystal the director ni is replaced by a polar vector pi, the direction
of a permanent polarization, a polar (nematic) phase results. Due to the different
symmetry properties, ϵS(ni) = +1 and ϵS(pi) = −1, the polar phase behaves differently
compared to the nematic one. In particular, polar phases tend to form splay textures
[23] due to a linear splay term ∇ipi in the energy functional. Neither in nematics nor in
ferromagnetic systems linear splay (∇ini or ∇imi) is possible.

In the study byBrand et al. [5], the hydrodynamics of polar gels is given. It turns out
that the reversible dynamics is isomorphic to that of nematic gels [47] and need not to
be repeated here. In the statics, there is the standard piezoelectric coupling between
polarization and strain. Here, in the uniaxial case, it contains three static suscepti-

bilities. There is another static coupling between polar textures and elasticity, ψp
ij ∼ Ukl

andΦ(el)
ij ∼ ∇kpl , withψ

p
ij ≡ (∂ε)/(∂∇ipj). Relative rotations between pi and the network,

Ωi ≡ δpjΩij − δpi, couple to bend distortions of the polarization, LΩi ∼ δ ⊥
ik pj∇jpk

and ψp
ij ∼ δ ⊥

ik pjΩk. This effect is not possible in nematic gels (because of the ni→−ni
invariance) and neither in ferrogels (due to ϵT (mi) = −1).

Variants of polar ordered systems are active polar ones, where biological entities
(e.g., fish schools, bird flocks, locust swarms, bacteria, etc.) move coherently in a
specific direction, without a head to tail symmetry. The preferred direction is given by
the velocity, Fi = Ffi, of the active entities. If the movement stops, also the order
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vanishes. To maintain the active velocity, the entities have to provide energy. This
energetic intake is dissipated in the system and defines a nonequilibrium state with
F = F0. Nevertheless, it can be described in the usual hydrodynamicway just adding the
driving force [18].

In the studybyPleiner et al. [4],we investigateanactivepolar, viscoelastic systemwith
a relaxingelasticity, as, e.g., occurs inmovementsof bacteria colonies in agel background.
The additional variables are the relaxing strain tensor Uij, rotations of the preferred di-
rection, δfiwith fiδfi = 0, relaxation of F (toward F0), and relative rotations between fi and
the network,Ωi = fjΩij−δfi. Note thatΩi has the same symmetry signatures as fi. Apart from

the active velocity, there is also a passive one, v(1)i , describing movements of the passive
background. In such a two-fluid system, the question arises, with which velocity a given
variable is convected or transported (Eqs. 21.18–21.24). It turnedout that there is no general
principle to answer this question, and generally, those transport or convection velocities
arematerial dependent, containingpassiveandactiveparts [48, 49]. Ina linearizedpassive
dynamics, the transport terms drop out, but in the active case, with a constant active
velocity in the stationary state, even the linearized theory contains transport etc. due to the
active velocity, and this active transport is an important part of the dynamics.Wemention
that sometimes a polarization vector is used to describe active transport [50], but due to the
different TR signature of the polarization compared to a velocity, the transport becomes
"irreversible" violating thermodynamics and opening up an unphysical dissipation
channel [4].

Results involving the active polar order and the elasticity are coupled relaxations
of compressional strains, Uzz, with F and shear strains Uxz with relative rotations Ωx,
where F relaxes to F0 and the other quantities to zero. The sound spectrum of a
dynamical system is another important aspect of the physics involved. In simple fluids,

one has (ordinary) sound with ω2 = c21k
2 , with ω and k being the frequency and wave

number of the linear excitation, respectively. It is purely reversible, and dissipation
only enters at higher k-orders. If in addition the active velocity is taken into account, a
second sound excitation arises that is coupled to the first one. However, the full sound
spectrum is generally no longer invariant under ω→−ω, indicating a nonequilibrium
situation [18]: In the stationary state, wave propagation parallel or antiparallel to the
active velocity is different. The elastic degree of freedom gives, by coupling to flow,
another sound-like excitation (shear elastic wave) that couples to the other sound-like
excitations. However, in the present case, elasticity is relaxing, and dissipation does
not come at higher k powers but is already present to order k0, which makes the final
sound spectrum for this material very complicated [4].

21.3.2 Tetrahedral and ferromagnetic tetrahedral gels

In the study by Brand and Pleiner [6], we consider tetrahedral gels and elastomers, i.e.
elastic media with a tetrahedral ordered structure described by the rank-3 tensor Tijk
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(already discussed above). A liquid phase that only contains tetrahedral order, Td, is
optically isotropic since the rank-2 dielectric tensor cannot couple to Tijk. When combined
with (isotropic) elasticity, a εTd phase arises. Although the time reversal and space
inversion properties of polarization and tetrahedral order are the same, the properties of
εTd are quite different from the polar (nematic) phase. One reason is that Tiik = 0 and εTd is
apolar. On the other hand, the rank-3 properties of Tijk allow for specific couplings to the

elastic tensors, in particular, jσDi ∼ TijkΦ(el)
jk and X(el)D

ij ∼ Tijk∇kT describe a dissipative

coupling between elasticity and the thermal degree of freedom. The specific aspect of this
coupling lies in thegeometry– elastic shear stresses induceaheat currentperpendicular to
the shear plane, and a temperature gradient induces growth of perpendicular elastic shear
strains. For a relaxing elasticity, this results finally in a stationary induced strain. Out-of-
plane phenomena are characteristic for tetrahedral order.

If chirality is present (due to apseudoscalar q0), a Tphase occurs in the liquid case [28]
and a εT in the elastic case. The combination q0Tijk gives a SI-positive rank-3 tensor that
allows, particularly, couplings of the elastic degree of freedom with rotations of the
tetrahedral structure, δΓi, and with relative rotations, Ωi, (in the statics and in the dissi-
pative dynamics) and with flow (in the reversible dynamics). Here, Ωi = ϵijkΩjk − δΓi
means rotations of the tetrahedral orientation with respect to the elastic medium.

If a tetrahedral gel or elastomer is in addition ferromagnetic, the different time
reversal and space inversion signatures of the tetrahedral structure and the permanent
magnetization allow for a very rich hydrodynamic theory [13]. We assume the
magnetization to be rigidly connected to one of the 2-fold symmetry axes of the
tetrahedral structure. This preferred direction is taken as the z-direction. Relative ro-
tations here mean combined rotations of mi and Tijk relative to the elastic network.

We concentrate on the interplay of elasticity and magnetization in the presence of
tetrahedral order. First, shear strains create (statically) magnetization patterns
∇zmx∼Uyz and ∇zmy∼Uxz with the magnetization perpendicular to the shear plane.
Compressional strains lead to magnetization patterns in the perpendicular plane
(∇xmy + ∇ymx)∼Uzz. This should not be mixed up with the standard magnetostriction,
where compressional strains Uzz or Uxx + Uyy result in changes of the magnitude of the
magnetization, δM/M0. In addition, there is an indirect coupling of temperature gra-
dients to elastic shear stresses, mediated by relative rotations, such that ∇xT and ∇yT

create Φ(el)
yz and Φ(el)

xz , respectively.

In the case of a transient network, a temperature gradient along the preferred axis
triggers temporal changes of the strains, which finally result in a stationary elastic

shear stress, Φ(el)
xy , in the perpendicular plane. This is due to a reversible as well as an

irreversible coupling. In addition, there are also planar compressional stationary

strains (Φ(el)
yy = −Φ(el)

xx ) due to reversible couplings.

The transverse directions x and y introduced in the previous paragraphs are not
determined without a suitable external force. The system is uniaxial and transversely
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isotropic, optically. Of course, the tetrahedral structure has a fourfold (improper)
symmetry, only in optical measurements this cannot be detected. However, if one
applies the external temperature gradient perpendicularly (e.g., ∇xT), the transverse

isotropy is broken, which can be detected optically. Measuring the ratio Φ(el)
yz /Φ(el)

xz of

the induced stationary elastic strains, one gets the orientation of the transverse
tetrahedral structure relative to the externally defined x-direction [13].

21.4 Magnetorheological fluids

21.4.1 A minimal hydrodynamic model

In the study by Potisk et al. [14], we discuss a simple, minimal model to describe the static
and dynamic properties of magnetorheological fluids (MRFs). The main ingredient is
transient elasticity (relaxing strain variable) that is induced by an external magnetic field.
Wemodel this by assuming the elastic moduli and the relaxation times to be proportional
toM2, whereMi is themagnetization, which is zero in equilibriumand in the absence of an
external field. Obviously, this description can only be applied to small and intermediate
fields, since for high fields there are saturation effects and the elastic moduli will not grow
indefinitely. Important is also magnetostriction that provides a static coupling between
elasticity andmagnetization. In order tomake thismagnetorheologicalmodel as simple as
possible, thermal and concentration effects have been neglected, e.g., disregarding tem-
perature gradients and sedimentation. Isotropy of the material properties is assumed,
thereby also eliminating relative rotations as variables.

From the symmetry point of view, this model is like a magnetic, viscoelastic sus-
pension. The most important aspects are not due to symmetry reasons but come from
internal material properties, like the tendency of the magnetic particles to form chains
(and induce elasticity) in the presence of external fields. Another example for a special
internal material property is the field dependence of the viscosity in some magnetic
fluids [51]. The influence of this property on the threshold behavior in thermal in-
stabilities has been investigated theoretically in the study by Pérez et al. [7].

The material is assumed to be within two parallel plates with the magnetic field
Hi= δizH0 perpendicular to them. First, we have applied thismagnetorheologicalmodel
to external static shear deformations (strains) Sij = Sδizδjx. The two forces applied lead to
three coupled nonlinear equations for the elastic shear stress, Ψxz, the magnetization
parallel to the field, Mz, and the component Mx perpendicular to the external field
(compare Eqs. 21.29–21.31 in ref.[14]). Analysis of these equations shows that all three
quantities are nonvanishing as a consequence of themagnetostrictive coupling (in this
geometry and with two external forces) of Mx, Mz, and Ψxz in the energy, as well as in
the resulting minimizing equations. The resulting elastic shear stress, Ψxz, is propor-

tional toH2
0 and initially grows linearly as a function of S, then reaches amaximum (the
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“static yield stress”) at a field-independent yield strain, and diminishes beyond. This is

the unstable region, where elasticity breaks down and gives way to a liquid-like

response. The tilt of the magnetization, characterized by a nonzeroMx, increases with

S. If a normal pressure is applied additionally, the system becomes more rigid, and the

static yield stress (as well as the appropriate yield strain) increases considerably. These

effects are qualitatively in accordance with experiments.
Under external shear flow,vx = γ̇z with shear rate γ̇, one has to consider the full

dynamic equations for the magnetization, the elasticity, and flow. The most important
cross-coupling is between themagnetization andflow. It comes in twoparts, the first is the

convection term ϵijkMjωk for Ṁi in Eq. (21.23) and the second is a phenomenological

contribution to the magnetization current YMR
i ∼ cRijkAjk. Both contributions are reversible

since cRijk contains anoddnumber ofMi factors. The shear part of the latter, cR2 , is the analog

to the flow alignment parameter in nematic liquid crystals and has been given in the
context of ferrofluids in the studies byMüller andLiu [52] andMüller et al. [53]. The counter
terms, necessary to guarantee zero entropy production, then enter the full stress tensor, σij,
in addition to the viscous stress due to the external flow and the elastic stress.

For stationary shear flow, where γ̇ = γ̇0 is a constant, the full stress tensor shows, as a
function of γ̇0, a steep increase up to, what is called the dynamic yield shear stress, beyond
which the increase is much slower. The dynamic yield shear stress increases quadratically
with the external fieldH0. The behavior at higher γ̇0 shows shear thinning and therefore fits
better to a Casson or Herschel-Bulkley model [54], rather than to the standard Bingham
model.

For oscillating shear flow, γ̇ = γ̇0cosωt , the linear response of the system is described
by a complex shear modulus, G = G′+ iG″, whose real and imaginary parts describe the
reactive (reversible) and dissipative response, respectively. As a function of the frequency,
the storage modulus G′ increases quadratically until it reaches a constant plateau value.
The loss modulusG″ increases linearly up tomaximum and decreases until a minimum is
reached and finally grows linearly again according to a simple viscous behavior. These
features correspond fairlywell to experimentalfindings [55, 56]. The shearmodulus |G| can
exhibit two plateaus, at low and at intermediate frequencies, related to the two relaxation
processes involved, strain relaxation and magnetic relaxation. The Cox-Merz rule, an
empirical law relating nonlinear stationary to linear high frequency properties [57, 58], is
often fulfilled in polymer dynamics but not in our model of MRFs. The difference is
probably due to the fact that the columnar structure is destroyed under large steady shear
but not when small amplitude oscillatory shear is applied.

21.4.2 A two-fluid description

In the minimal model of MRFs, we have used only one velocity field to describe the
dynamics of all variables. Similar to the case of suspensions of large particles or in the
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dynamics of phase separation, we allow in a two-fluid description [15] macroscopic
movements of the magnetic particles relative to the background fluid. Therefore, we
introduce two density variables, ρ1 and ρ2 (as in a binary mixture), and two momenta

g(1)i = ρ1v
(1)
i and g(2)i = ρ2v

(2)
i . Compared to the minimal model, there are now two new

variables, the concentration ϕ = ρ2/ρ and the relative velocitywi = v(1)i − v(2)i that come
together with the conserved variables, total density ρ = ρ1+ρ2 and total momentum

gi = g(1)i + g(2)i . The concentration is even under TR and SI, while the relative velocity is
odd under both.

This two-fluid description is different from the case of active polar gels in Section
21.3.1, where the second velocity is related to a broken symmetry and hence a class B
variable. Here, the relative velocity wi is simply a slowly relaxing variable of class C
with the conjugate hwi (μCdC → hwi dwi) and the balance equation (∂/∂t)wi + Yw

i = 0. The
conjugate quantity to ϕ is the osmotic pressure Π and the (linearized) dynamic

equation reads ρ0(∂/∂t)ϕ + ∇ij
ϕ
i = 0 (for the general case, refer the study by Pleiner

et al. [15]). The conjugates hwi and have the same symmetry signatures as wi and ϕ,

respectively. The currents jϕi and Yw
i are odd under SI, while the second law of ther-

modynamics requires jϕRi and YwD
i to be odd under TR and jϕDi and YwR

i to be even.
The general problem of any two-fluid theory regarding the form of the transport

velocities, e.g., how to generalize Eqs. 21.18–21.24, cannot be discussed here but refer
the studies by Pleiner and Harden [48, 49]. However, as part of our two-fluid model of

MRFs, we choose velocity v(1)i to transport or convect the variables ρ1 and g(1)i , while for

the magnetization Mi and the strain Uij, we take v(2)i (and heat is transported by the
mean velocity vi = gi/ρ). In Pleiner et al. [15], we show how this choice fits well into the

general scheme without violating any thermodynamic rule, if one requires v(c)i =
(ρ1/ρ)v(2)i + (ρ2/ρ)v(1)i to be the transport velocity for ϕ and wi.

In the statics, wi ∼ hwi and does not couple to other degrees of freedom (in a line-
arized description), while the concentration couples to the magnetization and the

(trace of the) strain, δ Π   ∼ (2χmM0
i δMi + χ̃uδUkk), and the counter terms (tomake sure ε

is a potential) are hMi = 2χmM
0
i δϕ andΦij = 2χ̃uδijδϕ , with χ̃u = M2

0χu in accordancewith
the similar form of the elastic moduli.

In the dynamics, the relative velocity reversibly couples to the magnet-

ization,YwR
i = ξ ijk∇jh

M
k and XMR

i = ξ kji∇jh
w
k , with ξijk containing only odd powers ofMi,

as well as irreversibly, YwD
i = −∇j(γjikhMk ) and XMD

i = γkji∇jh
w
k , where γijk is even in Mi.

The relative velocity also couples to flow YwD
i = −∇j(ν(c)jiklAkl) and σD

ij = −ν(c)ijkl∇lh
w
k , where

ν(c)ijkl is even in Mi. The concentration couples to magnetization, jϕDi = −αkij∇jh
M
k and

YMD
i = −∇k(αijk∇j Π), where αijk is odd in Mi in order to be dissipative.

A direct comparison with the one-fluid model can be made for a stationary shear
flow in the parallel plate geometry. Assuming as boundary conditions at the moving
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plate for the background flow, v(1)x = Γx, for the particle phase, v(2)i = 0, and for the
strain, ∇zUxz = 0, one finds a nonzero and asymmetric relative velocity field wx, whose
maximum depends on the external shear strain rate Γx in a complicated way. As a

result, the flow profile (of v(1)x ) in the flow channel is not linear (in contrast to the one-
fluid case). In addition, the stress-strain relation, although quite similar to the one-fluid
case for small and large Γx, differs for intermediate Γx values, in particular, the
somewhat unphysical overshoot present in the one-fluid case is no longer there. The
introduction of a two-fluid description considerably improves the quality of the
macroscopic model.

Bridging the gap betweenMRFs and softmagnetorheological gels, wewould like to
refer to the recent review of the understanding of the interplay between single particle
motion, internal deformation, and matrix properties, in particular, concerning the
buckling of chains and the matrix deformations around inclusions [59].

21.5 Summary and perspective

In this compact review, we have first outlined the approach of macroscopic dynamics
based on the use of linear irreversible thermodynamics and the behavior under sym-
metry operations including inversion, time reversal, and rotations. The variables of
interest come in three groups: conservation laws, variables associated with sponta-
neously broken continuous symmetries, and macroscopic variables, which relax on a
sufficiently long time scale to be of hydrodynamic interest.

One field covered is the interaction of nematic order with magnetism. It includes
the description of isotropic and uniaxial magnetic elastomers and gels, as well as
ferromagnetic nematics, as they have become available experimentally a few years
ago. Stimulated by this progress, we also investigated the effect of additional tetra-
hedral/octupolar order. Another related topic is the study of elasticity with nonnematic
order including polar and active polar gels, as well as tetrahedral and ferromagnetic
tetrahedral gels.

To examine the effect of larger particles in a carrier fluid, we have presented a
minimal one-fluid model of MRFs, the results of which are in accord with a large body
of experimental literature. To account for segregation effects between the carrier fluid
and the particles, we generalized our approach very recently and gave a two-fluid
description of MRFs.

As a perspective, we just mention two classes of systems for which the presented

approach will be useful. One is the field of active magnetic gels and elastomers. Quite

recently, it has become clear that magnetotactic bacteria fall into this class of systems.

Another direction for the near future is the study of fluid- or gel-like systems, which

show simultaneously magnetic and electric order. We are thinking, for example, of a

system, which is ferroelectric and ferromagnetic simultaneously. Candidates are the
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ferromagnetic nematic liquid crystals already existing with a solvent, which contains
ferroelectric particles. One might thus obtain a liquid multiferroic system with three
types of order: ferromagnetic, ferroelectric, and nematic.
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22 Modeling and theoretical description of
magnetic hybrid materials—bridging from
meso- to macro-scales

Abstract: Magnetic gels and elastomers consist of magnetic or magnetizable colloidal
particles embedded in an elastic polymeric matrix. Outstanding properties of these
materials comprise reversible changes in theirmechanical stiffness ormagnetostrictive
distortions under the influence of externalmagnetic fields. To understand such types of
overall material behavior from a theoretical point of view, it is essential to characterize
the substances starting from the discrete colloidal particle level. It turns out that the
macroscopic material response depends sensitively on the mesoscopic particle
arrangement. We have utilized and developed several theoretical approaches to this
end, allowing us both to reproduce experimental observations and to make theoretical
predictions. Our hope is that both these paths help to further stimulate the interest in
these fascinating materials.

Keywords: ferrogels, magnetorheological elastomers, magnetostriction, mediated
interactions, nonlinear stress–strain behavior, scale-bridging

22.1 Introduction

The magnetic hybrid materials that we concentrate on in the following are referred to
by various different terms, among them ferrogels, magnetosensitive elastomers, and
magnetorheological elastomers. They consist of magnetic or magnetizable particles,
typically of colloidal size, that are embedded in a permanently crosslinked, elastic,
polymeric medium, possibly swollen by a solvent [1–8]. The particles are too large to
migrate through their surrounding elastic environment so that their positions remain
permanently fixed. For simplicity, we refer to these materials as magnetic gels and
elastomers.
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Mainly two different types of practical realizations of magnetic gels and elas-
tomers can be distinguished. In the first ones, the spatial particle configurations are
unstructured and basically isotropic [9–14]. The second ones contain anisotropic,
frequently chain-like arrangements of the discrete particles [10, 14–17]. These ag-
gregates can be generated by applying strong, homogeneous, external magnetic
fields during the production process, while the particles are still free to move. In
response to the directed magnetization, the anisotropic aggregates form. When in
this state the elastic medium is built around the particles, their positions are locked
in and the anisotropic structures and aggregates get stored permanently in the
materials.

It is the magnetoelastic coupling arising from the combination of the two com-
ponents, namely the magnetic or magnetizable particles and the elastic polymeric
surrounding medium that leads to the fascinating characteristics of these materials.
Two particularly outstanding features are the changes in global shape and in the
overall mechanical stiffness that can be induced reversibly, from outside, on demand,
and while the materials are used by applying homogeneous external magnetic fields.
Magnetically inducing changes in shape is calledmagnetostriction,whilemagnetically
achieving modifications of the mechanical properties is referred to as magneto-
rheological effect.

Various theoretical studies were performed on systems containing regular
lattice-type and more random spatial arrangements of the particles, as well as
anisotropic and chain-like aggregates. These investigations have demonstrated that
the positioning of the embedded particles relative to each other qualitatively in-
fluences the overall behavior, that is, for instance, whether a sample elongates or
contracts along the axis of an applied magnetic field, or whether its mechanical
stiffness under a certain type of deformation increases or decreases [18–25].
Accordingly, to understand the macroscopic behavior of these materials, it is of
central importance to study their overall properties based on the particle in-
teractions occurring on the mesoscopic scale. This is the major objective of our
work.

Following this scope, we first need to develop appropriate tools to describe the
interactions between the particles on the mesoscopic level. Especially, this refers to
those interactions mediated by the elastic environment, which will be themain subject
of Section 22.2. Afterward, we can link the mesoscopic characteristics to the overall
material behavior. In this context, we address magnetostrictive and magneto-
rheological effects in Section 22.3. Along similar lines, a statistical approach that we
developed is overviewed in Section 22.4. Still one step further, we identified relations
between the particle configuration and the overall nonlinear stress–strain behavior,
which is outlined in Section 22.5. Finally, we include a list of several possible additional
extensions of our considerations in Section 22.6.
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22.2 Behavior of particulate inclusions in elastic
environments on the mesoscopic scale

As a starting point, we need to understand how discrete individual particles behave in
magnetic gels and elastomers when they are enclosed by the surrounding elastic me-
dium. External magnetic field gradients impose forces on magnetic or magnetizable
inclusions, while magnetic fields may impose torques or induce pairwise magnetic in-
teractions between the particles. In all these cases, the particles push against the sur-
rounding elastic medium and distort it. Elastic distortions are usually long-ranged.
Therefore, the configurations of the other particles are affected by the changes in the
surrounding elastic medium. More precisely, the other inclusions are displaced and
rotated. Since the particles are typically much stiffer than the elastic surroundings, they
counteract deformations of their own body shape. This additionally influences the state
of distortion of the elastic environment, which in turn through the long-ranged character
affects the configuration of all other particles. Therefore, the corresponding interactions
between the particles mediated by the elastic surroundings significantly and mutually
couple the positions and orientations of all particles to each other.

We considered explicitly the situation of a homogeneous, isotropic, infinitely
extended and linearly elastic medium in which magnetizable, rigid and spherical
particles are embedded under no-slip surface conditions. Within this framework, we
derived explicit analytical expressions for the coupled displacements and rotations of
all particleswhen they are subject to imposed forces and torques [26, 27]. The schemeof
solution corresponds to an expansion in the inverse distance between the particles,
whichwe have completed up to including the sixth order [28]. Our characterizationwas
further extended to the overdamped dynamics of well-separated discrete particles in
viscoelastic environments [29].

Figure 22.1 shows a set of three magnetizable particles embedded within a soft
elastic gel in an experimental system. Rotating a nearly saturating external magnetic
field within the plane of the particle configuration and magnetizing the particles
accordingly, the magnetic interactions between them are altered. Consequently, the
distances between the spherical inclusions change. As demonstrated, corresponding
experimentally measured data points agree very well with our theoretical predictions
[26]. Therewas one simultaneous overall fit parameter, the elastic shearmodulus of the
elastic environment namely. In this way, the suitability of the approach for micro-
mechanical measurements was demonstrated. Together with dynamic extensions [29],
our theoretical framework can further facilitate the interpretation of micro- and
nanorheological measurements [30].

In a related context, we showed that two nearby particles under strong mutual

magnetic attraction can overcome the counteraction of the elastic medium between

them and jump into virtual contact [31]. This magnetomechanical collapse is reversible

upon decreasing the mutual magnetic attraction. Under oblique or perpendicular
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magnetic fields, longer linear chains of magnetic particles in very soft magnetic gels
showed a characteristic buckling type of distortion with multiple buckles along their
contour [32]. Apart from that, in extension of a previous work on the stochastic motion
of a particle through an extremely shear-thinning environment [33], we characterized
the stochastic motion through shear-thickening surroundings while additionally
driven, for instance, by a constant magnetic field gradient [34] 1. Beyond the passive
motion of individual spherical particles, we analyzed the diffusive behavior of more
irregularly-shaped passive objects in fluid environments [35], and the consequences of
additional self-propulsion in clusters of magnetic dipolar particles [36]. These con-
siderations will be important when in the future the driven or active transport near or
through biologicalmembranes [37–39]will be investigatedmore intensely, for instance
motivated by the use ofmagnetic particles as drug carriers. The distortions arising from
thermophoretic effects while heating a particle in a surrounding elastic gel were
analyzed as well [40], an aspect that might be relevant during hyperthermic cancer

Figure 22.1: Interplay on the mesoscopic scale between the magnetic interactions of discrete
particles and the resulting deformations of a surrounding elastic environment. (a) Far away from any
boundary, three magnetizable nickel particles of diameters 208.5 ± 2.3 μmwere embedded in a very
soft elastic gel. An external magnetic field that magnetizes the particles was rotated clockwise in the
particle plane, starting from the orientation of the black arrow. (b)–(d) Changes in the distances
between the particles result from the modified magnetic interactions because of the field rotation.
Data points and error bars represent the experimental measurements, the (red) lines follow from our
theory with the shaded areas marking the associated uncertainty regime. From fitting the theory to
the experimental data points, the shear modulus of the elastic gel was determined to be
76.3 ± 11.7 Pa. Reprinted figure with permission from Ref. [26]. Copyright 2016 by the American
Physical Society (DOI:10.1103/PhysRevLett.117.238003).

1 In both studies [33, 34] the stochastic driving forces are rather thought to be imposed from outside
with constant absolute value of their averaged squared amplitude than of thermal origin.
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treatment. Finally, we also studied to lowest order the interactions mediated between
discrete particles by a surrounding elastic medium nearby a rigid either free-slip or no-
slip surface bounding the enclosing elastic environment [41].

22.3 From the mesoscopic particle configuration to
overall magnetostrictive and
magnetorheological effects

Next, to bridge from themesoscopic positioning of the particles relatively to each other
to the overall, possibly macroscopic behavior of the whole system, we concentrated on
two different effects characteristic for magnetic gels and elastomers. First, these are
magnetostrictive effects, that is, overall distortions when the systems are magnetized
by a homogeneous external magnetic field. Second, we refer to magnetorheological
effects, implying as a function of the applied magnetic field reversible changes in the
global mechanical stiffness.

Concerning our investigations on magnetostriction, we followed the same theo-
retical path as outlined in Section 22.2. However, instead of considering an infinitely
extended system, we now assumed the particles to be embedded in a linearly elastic
finite-sized sphere. When the particles are magnetized, leading to each particle car-
rying for simplicity an identical dipole moment, they distort the surrounding elastic
material through the resulting pairwise magnetic attraction or repulsion between
them.We additionally included the interactions between the particles mediated by the
distortions of their elastic environment to lowest order. Superimposing the contribu-
tions of all magnetized inclusions, we calculated the overall deformation of the system
[42]. The underlyingmathematical expressions are analytical and therefore contain the
basically infinite amount of degrees of freedom involved in the distortion of the elastic
sphere.

It turned out that the nature of the global deformation is strongly connected to the
internal particle arrangement. For example, we evaluated simple cubic, body- and
face-centered cubic, and rectangular regular lattice configurations of about one
thousand particles with different homogeneous orientations of the magnetization.
Whether the sphere elongates or contracts along the magnetization direction depends
significantly on the mutual particle positioning, on the orientation of the magnetiza-
tion axis, and on the value of the Poisson ratio quantifying the compressibility of the
elastic material [42]. For randomized particle configurations, we found a tendency of
elongation along the magnetization, in agreement with corresponding experimental
observations [11, 43].

In order to address the magnetorheological effect, that is, resulting changes in the
overall mechanical stiffness upon changes in the magnetization, we resorted to
reduced dipole-spring models [44–49]. Each particle is represented by a sphere that
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again carries the same magnetic dipole moment at its center. To generate an elastic
network, the spheres are linked by elastic springs. In this way, the complex elastic
composite material is mapped to a discretized magnetoelastic network. The procedure
allows to effectively numerically determine equilibrium ground states for different
magnitudes of magnetization. For each ground state, the different mechanical moduli
quantifying the stress necessary to achieve a certain type of deformation can be
calculated in the framework of linear response.

It turned out that whether under weak induced magnetic interactions the mechan-
ical moduli increase or decrease strongly depends on the particle configuration and on
the orientation of the magnetization direction. We evaluated various different regular
lattices and also randomized particle configurations [45, 47]. Also particle arrangements
extracted from real experimental samples by X-ray tomographic means were evaluated
[45, 46, 48]. Upon strong magnetization, we found an internal restructuring to set in.
During this process, against the elastic restoring forces of the springs, particles collapse
toward each other into virtual contact and form chain-like aggregates. We found this
effect to be accompanied by a significant increase in the mechanical stiffness, see
Figure 22.2, in qualitative agreementwith corresponding experimental observations [13].
The dynamic moduli, quantifying the storage and loss parts of the dynamic response of
the systems, were evaluated as a function of the magnetization and for different particle
arrangements as well [47, 48].

〈 〉 〈 〉

〈 〉 〈 〉

Figure 22.2: Dipole-spring approach to magnetic gels or elastomers describing the associated
magnetorheological effect. (a) Corresponding side view, with the darker (blue) dots indicating
magnetizable particles, the positions and volumes of which were extracted from a real experimental
sample. Lighter (gray) dots mark additional interstitial network points of the elastic mesh of springs.
The springs are not indicated for clarity. Here l0 is a typical length scale set by the particle size. (b)
When the system is strongly magnetized, by eye one can identify anisotropic structures arising along
the axis of magnetization M. (c) We averaged the moduli Ezz, associated with elongations or
contractions along the magnetization direction, and Gzy, connected to shears with M in the shear
plane but displacements perpendicular to M, over several different numerical realizations of the
elastic mesh of springs between the particles. For weak (homogeneous) magnetizations, the moduli
tend to slightly decrease. They strongly increase when the magnetically-induced internal
restructuring becomes significant. M0 sets the unit of magnetization. The system in (b) was
magnetized to |M| = 7M0. Reproduced from Ref. [48]. © IOP Publishing. Reproducedwith permission.
All rights reserved (DOI:10.1088/1361-648X/aaaeaa).
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As an extension, we evaluated the overdamped particle dynamics using dipole-
spring systems [46, 49]. First, in qualitative agreement with corresponding experi-
mental observations [50, 51], an increase of the eigenfrequencies of the systems was
found for increasingmagnetization [46]. However, second, it came as a bit of a surprise
that, in spite of the overdamped nature, we could identify a shock-wave type of dy-
namics when a straight chain-like system contracts or elongates after switching on or
off strong magnetic attractions between the particles [49]. The wave fronts separate
high- and low-density regions.

Apart from that, it turned out that the investigated dipole-spring models prove
similarly useful in the characterization of other types of complex elastic composite
materials, particularly electrorheological elastomers [52, 53]. In the future, they may
also play a certain role in explicitly linkingmesoscopic theoretical characterizations to
macroscopic theories [54–58]. To provide such a link in a first step [59], we have
calculated from a simple homogeneous mesoscopic model picture the material co-
efficients of the static part of a macroscopic hydrodynamic theory [60] for anisotropic
magnetic gels. In this way, we confirmed and illustrated the nature of the terms in the
macroscopic approach and provided explicit expressions of the associated material
parameters as functions of the mesoscopic properties.

22.4 Statistical particle-scale characterization and
overall material properties

Another way to link the properties of the system from the level of the individual
particles to the overall material behavior is given by statistical theories. To this end, we
developed a classical density functional theory to describe the magnetorheological
effect of a system of elastically linked particles. The statistical approach naturally
includes thermal fluctuations in the individual particle positions.

In principle, density functional theory is exact in characterizing equilibrium sys-
tems [61, 62]. When solving for the equilibrium state, a particle-scale profile for the
noise-averaged density distribution is obtained, related to the probability of finding a
particle at a certain position in space. Nevertheless, approximations are often needed
in reality to handle the mutual interactions between the particles.

To be able to apply the framework of classical density functional theory to elastic
compositematerials, we first had to clarify a central conceptual issue [63, 64]. Classical
density functional theory was developed to describe liquid states. In the statistical
characterizations of monodisperse liquids, the particles can effectively be treated as
identical or indistinguishable, the latter at least from an averaging perspective. The
situation is genuinely different for a given sample of an elastic composite material like
a magnetic gel or elastomer. There, the colloidal particles are trapped by the sur-
rounding elasticmatrix and their positions relative to each other arefixed permanently.
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This renders the particles distinguishable. From another perspective, when mapping
the situation to simple dipole-spring networks, see Section 22.3, the elastic springs
between the particles are permanent and neither cut nor reconnected over time.
Therefore, each particle is permanently linked to a given set of specific other particles
and solely elastically interacts with this subset. Consequently, again we can distin-
guish the particles by their relative positioning within this elastic interaction network.
The solution was to map these discrete elastic spring interactions that distinguish
between individual particles to effective potential interactions that do not distinguish
between individual particles but lead to the same appearance of the system [63, 64].

So far, we have considered one-dimensional [63] and two-dimensional [64] particle
arrangements using effective potential interactions. Changes in the system behavior
upon magnetization were evaluated for attractive and repulsive magnetic particle in-
teractions, respectively. We evaluated the associated density profiles and the mag-
netorheological effect, that is, the changes in the elastic moduli of the overall systems
upon magnetization. For moderate amplitudes of magnetization, we found a decrease
in the compressive elasticmodulus in the one-dimensional configuration undermutual
magnetic attraction of the particles [63]. Vice versa, the compressive and shear elastic
moduli typically increased under mutual magnetic repulsion in the two-dimensional
arrangements [64]. An exception are dense two-dimensional configurations, in which
themagnetic repulsion can add to evade hard steric interactions between the particles.
Moreover, as expected, we observed a positive magnetostrictive effect for the overall
planar system under internal magnetic repulsion, that is, an increase in the system size
[64]. For the one-dimensional configurations, we accounted for an additional
embedding in a surrounding elastic environment by introducing an additional external
anchoring potential [63], leading to the observations depicted in Figure 22.3.

All of our results were tested against Monte-Carlo simulations based on the
effective potentials mentioned above and on genuine elastic spring interactions [63,
64]. We found good agreement in the parameter regimes that we concentrated on, see
Figure 22.3. The extension from one- to two-dimensional configurations significantly
reduced peculiar fluctuation effects that appeared in the one-dimensional arrange-
ment. Further extensions to three-dimensional configurations will certainly allow for a
more explicit comparison with actual experimental observations, possibly by using
experimentallymeasured pair distribution functions for the particle arrangement as an
input [65].

22.5 Linking the particle scale to the overall
nonlinear stress–strain behavior

To establish a bridge from the particulate structures inmagnetic gels and elastomers to
their overall nonlinear stress–strain behavior, we turned to corresponding simulation
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approaches [66, 67]. For this purpose, we considered rigid, finite-sized, spherical
magnetic particles that carry permanent magnetic dipoles at their centers. These
particles form chain-like aggregates with interparticle gaps of finite distance and are
embedded under no-slip surface conditions into an elastic environment. The latter was
discretized into a tetrahedral mesh, the elastic distortions of each tetrahedron being
quantified by a nearly-incompressible nonlinear elastic deformation energy of the Neo-
Hookean type2. Resulting systems contained several mutually shifted chain-like ag-
gregates; see Figure 22.4(a) for a typical example system. We numerically clamped the
systems at their faces where the chains start and end. Thenwe stretched the systems by
small successive increments, allowing for an equilibration in each step of additional
elongation. During this procedure, we recorded the overall forces necessary to achieve
a certain amount of stretching. Figure 22.4(b) shows a resulting nonlinear force–strain
curve averaged over 20 realizations of the systems.

Figure 22.3: Statistical approach to magnetic gels and elastomers and to the magnetorheological
effect via density functional theory, here for a one-dimensional model system of particles embedded
in an elastic environment. (a) The density profile ρ(x) of the magnetic particles identifies their
location, with d the particle diameter. Since thermal fluctuations are included, the individual peaks
have finite width. We first mapped the situation to a dipole-spring system (“real springs”), while the
springs were then replaced by effective potential interactions (“pseudo-springs”). Monte-Carlo
simulations (“MC”) confirm the results of the density functional theory (“DFT”). (b) Rescaled changes
ΔK/K0 of the compressive elastic modulus of the one-dimensional particle configuration as a function
of increasing rescaled quadratic magnitude of the magnetic moments (m/m0)

2 of the individual
particles. The attractivemagnetic particle interactions here lead to a decrease in the elastic modulus.
Reproduced from Ref. [63]. © IOP Publishing. Reproduced with permission. All rights reserved
(DOI:10.1088/1361-648X/aa73bd).

2 There is a misplaced bracket in the expression for the elastic deformation energy density corre-
sponding to the nearly-incompressible Neo-Hookean hyperelastic model as listed in Eq. (22.S1) of the
supplementarymaterial of Ref. [66] and inEq. (22.1) of Ref. [67]. The first term should read (μ/2 Tr {Ft⋅F}−3)
[instead of μ/2(Tr {Ft⋅F} −3)]. This is a pure typo and has been treated correctly in the simulations.

22.5 Linking the particle scale to the overall nonlinear stress–strain behavior 529



Our results reveal a pronounced nonlinear stress–strain behavior [66, 67], see the
black curve in Figure 22.4(b). This behavior emerges from the interplay between the
nonlinear magnetic particle interactions and the elastic properties of the surrounding
medium. At low magnitudes of imposed strain, the magnetic particles are close to each
other along the chains and any stretching needs to work against the resulting strong
magnetic attraction. This leads to the initial steep increase of the curve. At a certain
threshold and at the weakest point of all chains, the stretching force is strong enough to
increase the gap between two particles and to match the magnetic attraction in
magnitude. Once this barrier is mastered, the gap between the particles suddenly in-
creases by a larger amount, because the magnetic attraction decreases with the further
increasing distance between the particles. This leads to a drop of the force–strain curve.
In fact the plateau emerging at intermediate strains in Figure 22.4(b) represents many
successive such drops resulting from corresponding events throughout the system, until
all chains are disintegrated.

Moreover, in the situation considered in Figure 22.4, the magnetic dipole of each
particle is free to reorient relatively to the particle frame. Thus, when particles are
separated fromeach other along the stretching axis, but lateral particles approach each
other, the magnetic moments will flip to minimize the overall magnetic interaction
energy. This effect additionally contributes to the appearance of the curves and to a big
extent causes the trough that follows the plateau in Figure 22.4(b). Finally, when all
aggregates are disintegrated at large strains, mainly the elastic medium is stretched
further, which leads to a comparatively regular behavior.

Figure 22.4: Nonlinear stress–strain behavior of numerical systems representing anisotropic
magnetic gels or elastomers that contain chain-like particle aggregates. (a) Here, the particles carry
permanent dipole moments indicated by the bar magnets that can freely rotate relatively to the
particle frames. The surrounding elastic medium embeds the particles under no-slip surface
conditions and is discretized into an elastic tetrahedral mesh. (b) Numerically clamping the systems
at their faces, stretching them along the chain axes, and plotting the necessary rescaled stretching
force Fx/F0 averaged over several numerical realizations as a function of elongation ΔL/L0,
pronounced nonlinear behavior emerges. This behavior results from the intrinsic coupling between
magnetic and elastic properties. Applying a perpendicular magnetic field of rescaled magnitude By/
B0, the pronounced intermediate nonlinearity can be altered and even be removed approximately.
Reprinted fromRef. [66], with the permissionof AIP Publishing (https://doi.org/10.1063/1.4934698).
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From these considerations, it also becomesplausible that thenonlinear stress–strain
behavior can be tuned by external magnetic fields, as for the colored curves in
Figure 22.4(b). Strong perpendicular magnetic fields can even switch off the nonlinearity
by inducing a perpendicular orientation of themagnetic moments from the start, see the
light curve in Figure 22.4(b).

In addition to that, we also analyzed the situation for permanent magnetic dipole
moments being anchored to the particle frames [67]. All magnetic moments initially
point into the same direction along the chain axes, or they point into opposite di-
rections for different chains. Overall, the effects resulting from the stretching and
disintegration of the chains against their internalmagnetic cohesion are still at work, in
contrast to their unhindered flipping of magnetic moments.

From a more macroscopic point of view, the overall nonlinear response is remi-
niscent of the nonlinear stress–strain behavior of nematic liquid-crystalline mono-
domain elastomers [68, 69]. There, likewise, reorientation affects couple to elastic
deformations and lead to the overall nonlinear stress–strain response of the systems.

22.6 Conclusions

In summary, we utilized and developed various theoretical tools and approaches to
characterize the behavior of magnetic gels and elastomers on the mesoscopic scale of
the individual magnetic or magnetizable particles embedded in the permanent elastic
polymeric environment, and to connect the corresponding properties to the overall
system behavior. Among our approaches were analytical calculations within the
framework of linear elasticity theory, discretized dipole-spring models, classical
density functional theory, and simulations of the nonlinear system behavior. We
concentrated on the evaluation of interactions between the particles mediated by the
elastic environment, resulting overall magnetostrictive and magnetorheological ef-
fects, that is, magnetically induced overall distortions and changes in the overall
mechanical features of the systems, respectively, as well as overall nonlinear stress–
strain properties. Several new types of behaviorwere revealed or quantified in thisway.

Nevertheless, our work opens the way for several extensions in the future. On the
particle scale, our analytical descriptions can be widened to characterize the in-
teractions mediated by the elastic environment between elongated particles [70].
Furthermore, quantifying particle approaches from finite separation to very close lo-
cations still represent a major challenge [31, 71]. Similarly, extensions to maintain the
volume of the overall system in the dipole-spring approaches under significant internal
restructuring [47, 48] are desirable. Concerning our density functional theories [63, 64],
the step towards three-dimensional particle configurations represents a natural next
level. Eventually, so far our investigations on the nonlinear stress–strain behavior [66,
67] form a theoretical prediction, and we would be fascinated by corresponding
experimental realizations.
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Overall, we concentrated on characterizations on the mesoscopic scale and con-
nections to the macroscopic material behavior. However, substantiating the meso-
scopic models by scale connections [72] from still more microscopic analyses [73, 74]
represents another important direction. Some of the methods developed in the theo-
retical characterization of magnetic gels and elastomers may also be helpful to
investigate related problems in other types of elastic materials, for instance transport
through possibly charged polymeric pores [75] or changes in adhesive properties
through modified elastic moduli [76]. Finally, we point to another field of growing
current interest concerning colloidal composite systems, namely active micro-
swimmers in suspension [3, 77]. Many aspects of the descriptions developed in the
present context will also be useful to study details within this related field, particularly
when magnetically steerable elastic composite microswimmers are addressed [78].
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physical properties and a wide range of potential applications, e.g., as stimuli-
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behavior. However, an understanding of the structure and dynamics of such systems
on the particle level has, so far, remained elusive. In the present paperwe review recent
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rheology of LC-MNP systems, in which the particle sizes of the two components are
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23.1 Introduction

Hybrid mixtures composed of magnetic nanoparticles (MNP) in liquid crystalline (LC)
matrices have attracted attention about five decades: Already in 1970, Brochard and de
Gennes predicted theoretically intriguing features of such “ferronematic” systems [1],
including spontaneous magnetization and giant field induced effects. In fact, LC-MNP
mixtures combine, in a synergistic way, various features of their constituents which are
highly attractive already on their own: LCs, that is, molecular or colloidal systems of
anisometric particles, showvarious ordered (liquid-crystalline) phases aswell as phase
separation, electric-optical switching behavior in external fields, and a nonlinear
rheological behavior under shear, to name just a few examples. Suspensions of MNPs
(or larger magnetic particles) show superparamagnetic behavior (see Refs. [2, 3] for
reviews), giving rise to a wide range of applications. More fundamentally, magnetic
particles are prototypes of self-assembling systems forming clusters, chains and other
structures due to strong dipole-dipole interactions. This short list already suggests
highly complex structural and dynamical behavior of LC-MNP mixtures.

Themarked field sensitivitypredictedbyBrochardanddeGennesarises even for small
concentrations of (spherical) MNPs and has been studied in many experiments involving
different LC-MNP mixtures [4–10], including systems on the colloidal scale [11, 12].
Recently, new interest in LC-MNP mixtures was stimulated by the discovery [13, 14] of
spontaneous magnetic ordering in a hybrid system of large, micron-sized magnetic plates
embedded in a thermotropic LC. A crucial ingredient for the observed behavior are the
strong local distortions of the LC director induced by the magnetic plates (whose size is
much larger than that of the LCs). These distortions yield, in turn, pronounced anisotropic,
effective (i.e., LC-mediated, elastic) interactions. Today, magnetic particles can be fabri-
cated in a range of different sizes and in different shapes [5, 8, 9, 13, 15–18], and onewould
expect that these geometrical properties play a key role for the complex behavior of the
mixture as a whole. On the one hand, the particle shape will influence the distortions and
thus, the LC-mediated elastic interactions [19–24] between the MNPs. On the other hand,
the size of the magnetic particles (affecting their magnetic moment) and their shape
determine the self-assembly behavior, which crucially depends on the (shape-dependent)
lowest-energy configuration of a pair of particles. For example, while two spherical MNPs
arrange inahead-to-tail configuration, this is not the case for e.g., ellipsoidalMNPs [25, 26].

Despite the strong experimental interest in LC-MNP mixtures and the significant
developments in the design of different composites from a chemical point of view, the
microscopic (i.e., particle-resolved) structure of such systems is, in many cases,
essentially unexplored. From the theoretical perspective, ferronematics involving large
MNPs have mainly been studied on the basis of Landau–de Gennes free energy
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approaches [7, 27, 28], focusing on the impact of elastic distortions. While this
continuum-type of approach is quite successful to explain, e.g., the spontaneous
magnetization of the platelet system in Refs. [13, 14], it does not reveal particle-resolved
information. This seems particularly important when it comes to mixtures in which the
sizes of magnetic particles and LCs are comparable, such as lyotropic suspensions of
colloid pigment rods and magnetite particles [11, 12]. The most appropriate theoretical
method to study such systems on a particle level is many-particle computers simula-
tions. However, until recently this type ofmethodwas not applied to LC-MNPmixtures,
presumably due to the large computational effort required to handle the involved
interactions which act on many length scales.

Driven by this lack, we have recently started a number of computer simulation
studies targeting the structure, equilibrium dynamics and rheology of LC-MNP sys-
tems, in which the particle sizes of the two components are of the same order of
magnitude [12, 29–34]. The present review summarizes main results and points out
open questions. As a numerically tractable model system we consider mixtures of soft,
spherical or elongated particles with an embedded permanent magnetic dipole
moment and ellipsoidal non-magnetic particles interacting via a Gay-Berne (GB) po-
tential. To analyze the resulting collective behavior, we have employed Monte Carlo
(MC) and Molecular Dynamics (MD) simulations in equilibrium and under shear flow.

The article is organized as follows Section 23.2 is devoted to the equilibrium
structure of mixtures involving spherical MNPs with different sizes relative to that of
the LC particles. We review the phase behavior, cluster formation, and the impact of a
constant magnetic field. In Section 23.3 we discuss the equilibrium dynamics in
LC-MNP mixtures, particularly the translational motion in the zero-field case. In
Section 23.4 we then turn to the non-equilibrium dynamic of mixtures driven by
external shear flow. This is a particularly interesting issue in the context of rheology
(for reviews of the shear-induced behavior of the pure components, such as the shear-
induced ordering in pure LC systems or the magnetoviscous effects in systems solely
composed of the MNPs, see [35–37].) Finally, we provide a brief outlook in Section 23.5.

23.2 Structure of LC-MNP mixtures

In this section we discuss the structure of mixtures of spherical MNPs and LCs in thermal
equilibrium. We start by introducing our model systems and then summarize recent com-
puter simulation studies based on the MC and equilibrium MD simulations [12, 29–31, 38].

23.2.1 Model and simulations details

Within our particle-resolved simulations the nonmagnetic LC component is repre-
sented by aGB rod and theMNP ismodeled as a dipolar soft sphere (DSS). The latter has
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an embedded, permanent point dipolarmoment of strength μ in the center. TheGB rods
are characterized by a length (l) to width (σ) ratio set to l/σ = 3. Pure GB systems [39]
with this aspect ratio are very well studied and can serve as a reference. The DSS have a
diameter σs. The components of the mixtures have sizes of the same order of magni-
tude, with σ*

s = σs/σ ranging from one fourth of the width of the GB rods, i.e., σ*
s = 1/4

(in this casewe refer to “small”MNPs), to two times, i.e., σ*
s = 2.Wenote thatwithmuch

smaller or larger values of σ*
s = σs/σ, the simulations tend to become unrealistic. The

spheres interact via a soft repulsive potential and a long range dipole-dipole potential.
Long-range interactions are treated with the three-dimensional Ewald sum [40].
To measure the strength of the interactions we define the reduced dipole moment

μ* = μ/
̅̅̅̅
ϵ0σ3

s

√
and the reduced temperatures T* = kBT/ϵ0 (where kB is the Boltzmann

constant and ϵ0 is the soft-sphere energy parameter). Further we use the dipolar

coupling parameter λ = μ2/kBTσ3
s that takes values between ≈3.5 and ≈15, consistent

with values characterizing real, strongly coupled MNPs [41–43]. Finally, a modified GB
potential [30] has been used for the interaction between rods and spheres that depends
only on the orientation of the rods and the inter-particle distance vector of the center of
mass (CoM) of rods and spheres.

23.2.2 Mixtures with small MNPs

23.2.2.1 Structure and phase diagram

We start by considering LC-MNP systems with “small” MNPs, that is, σ*
s = σs/σ = 1/4

[31]. This size ratio is realistic, e.g., for colloidal systems of pigment nanorods (typical
width 40 nm) andmagnetic spheres (diameter approx. 10 nm) [12]. In Ref. [31], we have
examined the self-assembly and equilibrium dynamics of the MNPs within the LC
matrix which can be either isotropic or orientationally ordered.

The topology of the phase diagram that has been obtained is similar to the corre-
sponding of the pure GB system. It contains three fully miscible phases, namely an
isotropic (I), a nematic (N) and a smectic-B (SmB) phases. This already indicates that the
MNPs do not exert a strong perturbation on the LCmatrix at σ*

s = 1/4. The volume fraction
ratio of the GB rods over MNP species is ϕr/ϕs ≅ 780. This implies that we essentially
examine the influence of the LC matrix on the MNPs rather than the opposite.

Under the conditions considered, the MNPs form clusters within the LCmatrix, see
Figure 23.1. The types of the clusters can be classified into four categories: i) chain-like
clusters that consist of at least three particles (here, the end-chain particles have only
one bond), ii) ring-like clusters (that form loops) in which all the particles have at least
two bonds, iii) branched clusters (for which at least one particle of the cluster has three
ormore bonds with the other particles), and iv) “free”, non-bonded particles or pairs of
MNPs. We have found that the orientational state of the LC matrix (either isotropic or
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liquid crystalline) does not affect the type or the size of these clusters. Their size is
mainly determined by the dipolar coupling parameter λ that for these systems takes
values greater than 6. Similar types of clusters have been observed in monodispersed
MNPs systems [44].

Still, an important finding for the mixed system is that the matrix in its nematic
state promotes some degree of orientational order of the clusters (e.g., of the chains or
rings). We have quantified these features by appropriate local order parameters [31].

Figure 23.1: Representative snapshots of a GB-MNP mixture with σ*
s = 0.25 and (concentration of

rods) xr = 0.8 in various states [(reduced temperature, number density)]: (a) isotropic state at
[(T *, ρ*) = (1.2, 0.34)] with λ = 2.5, (b) uniaxial nematic (Nu) state at [(T

*, ρ*) = (1.4, 0.44)] with λ = 2.14
and (c) uniaxial nematic (Nu ) at [(T

*, ρ*) = (1.2, 0.44)] with λ= 2.5. The direction of n̂r and the principal
axis frames of a ring and a chain are also shown. For clarity, the rod species have been removed from
the simulation box (right column). Reprinted from Ref. [31].
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Further, the observed alignment of the clusters along the director of the LC phase is
enhanced at lower temperatures (i.e., larger values of λ), where more “tight” clusters
are formed. Another interesting finding is that even though the matrix is uniaxial, the
clusters (due to their non-uniaxial shape) do not rotate freely around the director of the
phase.

23.2.2.2 Impact of an external field, relation to experiment

Starting from the LC-MNP model system with σ*
s = 1/4, we have also investigated the

impact of a uniform, external magnetic field on the structural behavior of the mixture.
This study was motivated by a collaboration with experiments [12]. The latter had
revealed that the magnetic field can induce orientational order to the matrix of non-
magnetic rodlike particles (in this case, pigment rod) evenwhen this matrix is isotropic
in thefield-free case. To understand this behavior on a particle level, wehave employed
MD simulations.

The MD simulation results not only describe qualitatively the behavior of the
experimental system, but also provide a “bottom up” connection between the
macroscopic properties (e.g., global orientational order parameters and birefringence)
andmicroscopic inter-particle correlations. In particular, we have found that theMNPs
self-assemble into ’rodlike’ entities (i.e., chain-like clusters) along the direction of the
magnetic field. These chain-like clusters hinder the rotational motion of the non-
magnetic rods into perpendicular conformations with respect to the direction of the
magnetic field. As a result, indirectly, nematic ordering is induced to the non-magnetic
rods even though their zero-field state is an isotropic one. The main ingredient for the
alignment of the rodlike species are, on the one hand, the size of the clusters (i.e., the
length of the rodlike entities, which depends on λ), and on the other hand, the number
per volume of the chain-like clusters [12]. In conclusion, our MD simulations clearly
demonstrated the (hitherto only suspected) microscopic mechanisms that drive the
macroscopic orientational behavior of such real systems. We note, however, that our
model is not appropriate to describe suspensions of large, micron-sized magnetic
particles in low molar mass liquid crystals (see for example Ref. [13]), where the MNPs
induce strong distortions of the LC director field. For such systems theoretical ap-
proaches have been developed in which the LC is usually considered as continuum
medium [45].

23.2.3 Mixtures with similar size components

Using MC simulations, we have also explored the structure and self-assembly of
mixtures in which the diameter of the magnetic spheres is equal or greater than the
width of the GB rods [29, 30]. The main motivation here was to understand the role of
the rod-sphere size ratio on the stability of formed structures (e.g., rings and branched
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clusters), as well as the collective ordering of the MNPs and their influence on the LC
matrix.

In the present section we focus on the case σ*
s = 1.0 (MNP diameter equal to the

width of the GB rods). The coupling parameter λ takes values between 3.5 and 15,
corresponding to strongly coupled MNPs. As a reference system we also studied a
mixture of GB rods with non-magnetic spheres. This reference system displays fully
miscible, isotropic, nematic and smectic-B phases without any demixing or phase
separation. Our MC simulations for the full system (LC matrix mixed with magnetic
spheres) reveal a state diagram similar to the reference system. The volume fraction
ratio of the GB rods over MNPs is ϕr/ϕs ≅ 12. Interestingly, the tentative phase
boundaries of the orientational ordered states (e.g., the nematic) are generally shifted
towards higher temperatures (as compared to the reference system) indicating the
enhancement of orientational order, despite the absence of an external magnetic field.
An illustration of the microscopic structure of MNPs in various LC states is given in
Figure 23.2. In the isotropic state, the MNPs self-assemble into (branched) worm-like
chains that extend all over the simulation cell without orientational order. Note that
due to the large value of λ, we do not observe the formation of finite-sized clusters. As
the LC matrix undergoes a transition from the isotropic to the nematic state, the chains
spontaneously “unwrap” transforming to essentially straight chains oriented along the
nematic director. The dipolemoments of theMNPs adopt a “head-to-tail” configuration
forming ferromagnetic chains. Nevertheless, the net magnetization is zero since the
chains adopt random “up-down” configurations.

Figure 23.2: Representative simulation snapshots for mixtures with σ*
s = 1 and (concentration)

xr = 0.8 in various states [(reduced temperature, number density)]: a) the isotropic (I) state
[(T*, ρ*) = (1.1, 0.34)] with λ = 2.73, b) uniaxial nematic (Nu) state [(T

*, ρ*) = (1.2, 0.40)] with λ = 2.5, c)
uniaxial smectic-B (SmB) state [(T*,ρ*)=(0.9,0.40)] with λ = 3.33. In the bottom parts only the MNPs
are shown for clarity. The directors n̂r and n̂s are indicated by thick lines. Reprinted from Ref. [29].
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Taken altogether, the ferromagnetic chains stabilize the LC ordering (as demon-
strated, for example, by the shift of the isotropic-to-nematic (I-N) phase transition
towards higher temperatures) [29]. Vice versa, the LCmatrix stabilizes the alignment of
the chains along a common direction (i.e., the director of the nematic state), which is
absent in pure MNPs fluids at the densities considered here. Thus, the LC matrix has a
similar effect as an external field regarding the orientational ordering of the chains. The
main difference is that an external magnetic field not only aligns the chains, but can
also cause them to point along the same direction, yielding a globally ferromagnetic
state.

The results discussed so far already indicate that the self-assembly of the MNPs, as
well as their interplay with the LC matrix, are sensitive to the diameter ratio of the
spheres relative to the GB rods’ width. In what follows we focus on this effect for size
ratios σ*

s > 1.0.

23.2.4 Mixtures with larger MNPs

For a mixture of GB rods and MNPs with diameter σ*
s = 1.5 and volume fraction ratio of

GB rods over MNPs ϕr/ϕs≅3.54, the LC matrix exhibits isotropic, nematic and highly
interdigitated smectic states. The nematic state is significantly promoted as compared
to the systemwith σ*

s = 1.0. Nevertheless, the degree of alignment of the ferromagnetic
chains is smaller. Furthermore, at lower temperatures, a layered state with interdigi-
tated configuration of the rods is formed. This is in contrast to the systemwith σ*

s = 1.0,
in which well-defined periodic layers are formed. This indicates that the MNPs exert an
appreciable perturbation to the (partially) positionally ordered liquid crystalline state
of the matrix.

By further increasing the diameter of MNPs to σ*
s greater than 1.7, significant

changes occurs in the morphology of the system, see Refs. [29, 30]. In particular,
we refer to systems with σ*

s = 1.7 and σ*
s = 2.0 with volume fractions ϕr/ϕs≅2.44 and

ϕr/ϕs≅3.4, respectively.
In these systems the perturbation of theMNPs to the LCmatrix is so strong, that the

LCmatrix does not induce any significant alignment of the ferromagnetic chains in the
nematic state. In addition, the MNPs destabilize the conventional smectic order (e.g.,
the smectic B state). For these systems, at lower temperatures, a lamellar structure
occurs with alternating rod-rich and MNP-rich layers (microphase separation). The
MNPs self-assemble into snake-like chains in an antiparallel manner, therefore, no net
magnetization occurs. The most striking finding is that the mean alignment of the
chains (i.e., the MNPs director) is perpendicular to the director of the rods giving rise to
a biaxial lamellar state (Lb) (see Figure 23.3). This biaxial LC-MNP system differs from
conventional biaxial LCs, that are generated by the shape of the particles [46] or from
biaxial mixtures, of rods and disks [47]. In the case of LC-MNP systems, the biaxiality
stems from the spontaneous organization of the ferromagnetic chains (of non-LC
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particles) within the LC matrix. The biaxial ordered hybrid also exhibits strong
anisotropic sensitivity to external homogeneous magnetic field [30]. Upon applying a
magnetic field to the LC-MNP matrix with σ*

s = 2.0 in an otherwise isotropic state,
orientational ordering is induced to the rodlike species. Interestingly, the director of the
nematic state is perpendicular to the external field. On the other hand, the ferromag-
netic chains align parallel to the direction of the magnetic field. Hence, a biaxial state
can be induced in an initially isotropic state upon applying a homogeneous magnetic
field. This is in contrast to systems with σ*

s less than 1.5, where the field induces a
nematic state with the LC director being parallel to that of the ferromagnetic chains.

From a physical point of view, one would expect that the complex morphologies
also affect material properties such as light propagation and thermal transport in
corresponding real soft matter magnetic systems. Recently, we have examined [38] the
light propagation through MNPs in LC matrices. We have found that LC-MNP hybrids
exhibit a strong magnetochiral dischroism (MCD) in a wide range of light wavelengths
(in the visible regime from 500 to 750 nm). This behavior is generated by the significant
changes in themagnetic MNP self-organization as the LCmatrix undergoes a transition
from an isotropic to a nematic state upon applying an external homogeneousmagnetic
field.

Figure 23.3: Representative simulation snapshots for mixtures with σ*
s = 2 and (concentration)

xr = 0.9 in various states [(reduced temperature, number density)] a) the biaxial nematic (Nb) state
[(T*, ρ*) = (1.8, 0.338)] with λ= 1.67 and b) the biaxial lamellar state [(T*, ρ*) = (1.2, 0.338)] with λ=2.5.
On the right sides only the MNPs are shown for clarity. Part b) additionally includes a snapshot of the
structure in one dipolar layer. The directors n̂r and n̂s are indicated by thick lines. Reprinted from
Ref. [29].
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23.3 Equilibrium dynamics of mixtures of liquid
crystals and magnetic nanoparticles

So far, we have focused on purely structural effects. We now turn to the equilibrium
dynamics in the absence of amagnetic field or shear flow, focusing on the translational
diffusion. It is well established by computer simulation studies (see, e.g., [43, 48, 49])
that pure magnetic dipolar fluids, even at low densities, can show interesting diffu-
sional dynamics which strongly correlates with the structures they form. Therefore,
and in view of the novel structures formed in our composite systems, we have per-
formed various MD simulation studies [31, 32] to examine the equilibrium dynamics of
LC-MNP systems with size ratios σ*

s = 1/4 (Section 23.3.1) and σ*
s = 1.0 (Section 23.3.2).

Our results show that both, the orientational state of the matrix and the dipolar
coupling strength, λ play important role on the translational dynamics.

23.3.1 Mixtures with similar size components

We start by discussing the case σ*
s = 1.0, whichwe have investigated inmost detail [32].

To elucidate the translational dynamics, we have analyzed the mean square
displacement (MSD) of different species at different temperatures and densities. With
changing temperatures, the strength of the dipolar coupling, λ, also changes which
affects the size of dipolar chains [43]. Therefore, it is expected that the dynamics of the
dipolar particles will becomes slower as the temperature is decreased. In fact, for pure
dipolar fluids, a subdiffusive behavior is observed at intermediate times which then
crosses over to the diffusive behavior at late times [48]. The situation in present case is,
however, different: here, apart from the different chain sizes at different temperature,
the LC matrix provides an anisotropic dense medium, which significantly modifies the
dynamics of the MNPs [32].

We first consider the MSDs of the MNPs in the isotropic phase, i.e., at the tem-
peratures and densities where the LC host matrix remains in the isotropic phase. The
MSDs of the MNPs in the isotropic phase are plotted in Figure 23.4 for ρ* = 0.3 and
various values of λ. For all λ < 11.25, the MSDs show three different regimes, ballistic at
short times, subdiffusive at intermediate times and diffusive at long times. At low λ, the
subdiffusive regime is rather short, however, as λ is increased the subdiffusive regime
grows, and for λ > 9.0 at ρ* = 0.3, it spans the entire simulation time window. The
subdiffusive behavior in this case is attributed to the combined effect of the complex
environment by the LC matrix, on one hand, and the chain forming tendency of the
dipolar fluids, on the other hand. The exponent of theMSD in the subdiffusive regime is
obtained as ∼0.6 [32].

In the nematic phase of the LC host matrix, the MSD of the MNPs can be decom-
posed into components parallel and perpendicular to the nematic director, pf the MNP

546 23 Structure and rheology of mixtures of liquid crystals and magnetic nanoparticles



chains, n̂s. We fix λ = 11.25 (i.e., T* = 0.8) and investigate the MSD for different ρ*. The
reason behind such a choice of λ is that at this value, the MSDs of the MNPs remain
subdiffusive during the entire simulation time window. Figure 23.5(a) shows the
component of the MSD of the MNPs parallel to n̂s. One observes an initial subdiffusive
increase with time (reminiscent of the isotropic phase), which then crosses over to a
normal diffusive behavior at long times (for all considered densities). The component
of the MSD perpendicular to n̂s, plotted in Figure 23.5(b), remains subdiffusive even at
long times. The exponent of subdiffusion is ∼0.5, which is smaller than the observed
exponent in the isotropic regime for the total MSD (at the same ρ* and λ). The inset in
Figure 23.5(b) illustrates the trapping ofMNP chains in the transient cylindrical cavities
formed by the LC matrix in the nematic phase. This leads to a slowing down of the

Figure 23.4: MSD of MNP in the
isotropic regime for ρ* = 0.3 at λ = 4.5,
6.43, 11.25, 15.0. At low λ, the MSD has a
slope of 1.0 at large t (shown by black
dashed line). At large λ, subdiffusive
behavior is observed with an exponent
0.6. Reprinted from Ref. [32].

Figure 23.5: (a) The component of MSD parallel to the n̂s for MNPs at the same values of ρ* and λ as in
(a). The black dashed line showsa slope 1.0. (b) The component of theMSDof theMNPsperpendicular
to the n̂s at ρ* = 0.36, 0.37, 0.38 and λ= 11.25. The inset shows a top view of the snapshot for ρ* = 0.37
and λ = 11.25. The MSD shows a subdiffusive behavior with exponent 0.5. Reprinted from Ref. [32].
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translational dynamics of the MNPs in the direction perpendicular to the nematic
director [32].

The trapping scenario is further clarified by investigating the velocity autocorre-
lation functions (VACF) for theMNPs. In the nematic phase, the component of theVACF
for the MNPs parallel to the nematic directior, plotted in Figure 23.6(c) (shown by red
dashed line) decays faster than the component in the perpendicular direction (repre-
sented by green dot-dashed line). The oscillations after the smooth initial decay are
present in both the components. The oscillations in the parallel component arise due to
the strong dipolar interactions which force the particles to remain in the chain. In the
present case, the oscillations in the perpendicular component are the result of the
confinement of the MNP chains in a narrow cylindrical channel formed by the LC
matrix.

We also note that the dynamics of the LC particles remains unaffected by theMNPs.
The MSD of the LC particles shows a diffusive behavior at long times in the isotropic
phase [32, 50]. In the nematic phase, the components of the MSD of the LC particles
remains diffusive in both, the direction parallel and perpendicular to the nematic
director. Additionally, in the nematic direction the diffusion coefficient shows a non-
monotonic behavior as a function of the density. Such a non-monotonic behavior
occurs due to the faster movement of the LC particles along the director in the low
density range of the nematic phase [50, 51].

23.3.2 Mixtures with small MNPs

Finally, we briefly consider the case σ*
s = 1/4. Here, we find that the LC matrix in its

nematic state not only induces orientational ordering of the clusters (see also

Figure 23.6: The VACF for MNP in the
nematic regime at ρ* = 0.38 and
λ = 11.25. The red dashed and green dot-
dashed lines represent the function
Cv||(t) and Cv⊥(t). The inset shows a top
view of the snapshot for ρ* = 0.37 and
λ = 11.25. Reprinted from Ref. [32].
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Section 23.2.2.1), but also promotes their motion along the director [31]. This is indi-
cated by the fact that the long-time diffusion coefficient is largest in this direction. This
is different at short times, where the MNPs travel faster perpendicularly to the nematic
director. Regarding the impact of coupling, we find that the self-diffusion coefficient of
the MNPs decreases by increasing λ, as the percentage of the “free”magnetic particles
decreases. This gives place to the formation of larger clusters that slow down the
mobility of the MNPs. Further, the so-called “non-gaussian” parameter that is zero in
the perfect ballistic or diffusive regime, shows deviation from zero indicating non-
trivial behavior of the MNPs. In summary, our MD simulations indicate the presence of
complex translational dynamics of the MNPs that depend on the orientational state of
the matrix, the corresponding MNP cluster formation, and on the size ratio.

23.4 Rheology of LC-MNP mixtures

While the equilibrium structure and dynamics of LC-MNP mixtures is important and
quite intriguing, many applications of such soft hybrid systems, as well as some ex-
periments, actually involve nonequilibrium conditions, particularly shear flow. Taking
this as a motivation, we here present results from nonequilibriummolecular dynamics
(NEMD) simulations for modelmixtures composed of GB rods and spherical MNPswith
σs* = 1.0 (Section 23.4.1), as well as elongated MNPs (Section 23.4.2), in planar Couette
shear flow.

23.4.1 Spherical MNPs

23.4.1.1 The flow curve

The rheological behavior of the LC-MNP mixtures is investigated by applying a steady
shear (via Lee-Edwards boundary conditions)with a constant shear rate γ̇.We calculate
the evolution of the stress, σxz, as a function of strain. After reaching a steady state, the
corresponding stress (σss

xz) can be plotted as a function of the shear rate, yielding the so-
called flow curve. Figure 23.7(a) shows the flow curves for the LC-MNP mixture for
different λ. For all values of λ except λ= 11.25, we observe a crossover from “Newtonian”
behavior, where σss

xz is linearly proportional to γ̇*, to “non-Newtonian” behavior, where
σss
xz varies in a power-law manner as a function of γ̇*. This transition occurs at a

“critical” shear rate, which is approximately given by γ̇*c = 0.02 [33].

At shear rates γ̇*≳γ̇*c the stress varies as σss
xz ∝ γ̇*n for all values of λ, where the

power-law exponent is n≈0.8. This exponent, also called flow index, characterizes the
non-Newtonian behavior of the LC-MNP mixture. Specifically, the fact that for γ̇*≳γ̇*c, n
is smaller than one, indicates a shear thinning. This behavior is also reflected by the

average viscosity, defined as η = σss
xz/γ̇*, which is plotted in Figure 23.7(b) as a function
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of γ̇*. For a wide range of complex fluids such as microgels, foams, and emulsions, the
exponent n is considered to be a “material parameter” that weakly depends on the
temperature and density [52].

23.4.1.2 Microstructure under shear

The nonlinear features observed in the flow curves discussed in the previous subsec-
tion already suggest profound structural changes. In the present section we focus, in
particular, on the chain formation of magnetic particles. To this end we consider
mixtures at λ = 5.0 and λ = 11.25, where the non-Newtonian behavior is particularly
pronounced. Before we move ahead with the analysis, it should be noted that here in

our LC-MNPmixture, the number density of the MNP is rather small (ρ*MNP = 0.068). In
pureMNPfluids, at such lowdensities, theMNPs formchainswith head-to-tail ordering
of neighboring particles and the size of the chains depending on λ. These MNP chains
are isotropically distributed, that is, there is no long-range orientational order [40, 43].
In our previous study of a LC-MNP mixture, we have shown that in the isotropic phase
(such as one considered here at ρ* = 0.34), the MNPs form isotropically distributed
chains of significant length if λ ≥ 6.0 [32]. Therefore, we expect that in equilibrium, sizes
of the MNP chains should be rather small for λ = 5.0 and relatively larger for λ = 11.25.

We find that at the low shear rate, γ̇* = 5 × 10−3, LCs do not show the shear-induced

alignment, see Figure 23.8(a). On the contrary, at the high shear rate, γ̇* = 10−1, the LCs
display a shear-induced alignment in the steady-state, see Figure 23.8(b). The MNP,
plotted in Figure 23.8(c), (d), show no alignment in the direction of the shear at any of
the shear rates considered [33].

In contrast to λ = 5.0, at large (λ = 11.25) the equilibrium configuration is charac-
terized by large MNP chains. In the presence of shear, these MNP chains align with the

Figure 23.7: (a) The flow curve for the LC-MNPmixture at ρ* = 0.34, T* = 0.8 and λ=0.0, 1.25, 5.0, 7.81,
11.25. Dashed lines represent slopes 1.0 and 0.8. (b) Average viscosities ηxz, obtained from σss

xz , as a
function of γ̇* for the same λ values as in (a). Here, different symbols represent the same λ value as in
(a). Reprinted from Ref. [33].
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shear direction at both shear rates considered (see Figure 23.9(c), (d)). The response of

the LCs depends on the shear rate: while the LC system at γ̇* = 5 × 10−3 (Figure 23.9(a))
displays weak alignment, the ordering at γ̇* = 10−1 is more significant, see
Figure 23.9(a). Here we already note that the observed shear-induced ordering of the
two species is consistent with previous simulation studies on pure LCs [53–55] and pure
dipolar fluids [56]. The difference in the present case is that the two components
strongly influence each other.

These shear-induced changes in the microstructure are better quantified by
investigating the nematic order parameters at different shear rates in the steady state
for both the species of the mixture. The nematic order parameters are defined as the
largest eigen value of the ordering matrices for the LCs and theMNPs. In Figure 23.10(a),
we plot the steady-state nematic order parameters Sss for the LC (Se black circles) and the
MNP (Ss red squares) for λ = 5.0 at different shear rates. We recall that at λ = 5.0, the flow
curve reveals both, a Newtonian regime (γ̇* < γ̇*c) and a non-Newtonian regime at high
shear rates. As seen from Figure 23.10(a), the MNP do not develop any pronounced
nematic ordering throughout the range of the shear rates considered. This is different
for the LCs. In the Newtonian regime, the LCs do not show shear-induced ordering
while at high shear rates, significant (para-)nematic ordering is observed. To this end

Figure 23.8: Snapshots of the LC-MNPmixture for λ = 5.0, ρ* = 0.34 and T* = 0.8 under shear. (a) and
(b) illustrate the structure in the steady state (γ̇*t* = 15.0) for γ̇* = 5 × 10−3 and 10−1, respectively. The
snapshots (c) and (d) show the MNPs alone at the parameters corresponding to (a), and
(b) respectively. Reprinted from Ref. [33].
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we note that the value of Se related to the equilibrium I-N transition is 0.43 according to
the Marier-Saupe theory [45]. This value of (Se = 0.43) is represented by the horizontal
light-blue dashed line in Figure 23.10. One sees that this (equilibrium) value is
approached and finally exceeded when the shear rate becomes larger than γ̇*c. We
conclude that the non-Newtonian regime of the flow curve at λ = 5.0 is accompanied by
orientational ordering of the LCs, but not the MNPs.

The situation at large λ, shown in Figure 23.10(b), is different. Here, the LC matrix

exhibits a significant degree of ordering already at the lowest shear rate, γ̇* = 10−3.
Moreover, the nematic order parameter of theMNP is even larger. We understand these
properties, which are inmarked contrast to those observed at λ = 5.0, as a consequence
of the pronounced chain formation of theMNPat λ = 11.25, see Figure 23.9(c), (d). Due to
the strong correlation within the chains, these form rather stiff and long objects which
align in the shear flow. The alignment of the chains, in turn, enhances the alignment of
the non-magnetic LC particles, leading to relatively large values of Ssse .

Upon increase of the shear rate, the nematic order parameter of the MNP remains
essentially constant in the range of the shear rates considered. For pure dipolar fluids

Figure 23.9: Snapshots of the LC-MNP mixture for λ = 11.25, ρ* = 0.34 and T* = 0.8 under shear.
(a) and (b) illustrate the structure in the steady state (γ̇*t* = 15.0) for γ̇* = 5 × 10−3 and 10−1,
respectively. The snapshots (c) and (d) show the MNPs alone at the parameters corresponding to (a),
and (b) respectively. Reprinted from Ref. [33].
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under shear, it has been observed that the nematic order parameter decreases at high
shear rates due to breaking of the chains [56]. In the present study, we do not observe
such a behavior as the maximum shear rate is restricted to γ̇* = 0.1.

In summary, these results for mixtures with spherical MNPs indicate that the flow
behavior is strongly affected by the strength of dipolar coupling among the MNPs. This
property may find appealing technical applications in the situations where tunable
flow properties are desired.

23.4.2 Elongated MNPs

In many real examples of LC-MNP mixtures, the MNPs are spherical (and hence
different from the LCs). However, they can also be shape-anisotropic (which often goes
along with a strong size difference relative to the LC particles) [5, 8, 15, 16]. The impact
of non-spherical shape is indeed a timely issue in view of recent experimental re-
alizations [9, 13, 17, 18], which have also motivated a number of analytical and nu-
merical studies [57–60].

In the present section we discuss mixtures where the shape and size of the MNPs
are identical to those of the LC particles. Clearly, this is a somewhat idealized situation
compared to real systems. On the other hand, this choice simplifies a computational
study because it eliminates effects induced by shape and size mismatch (see
Refs. [61–66] for some examples).

The aforementioned recent studies involving nonspheriacl MNPs [57–60] are
concerned with the effect of a magnetic field on the structural and optical properties.
Herewe rather focus on the response of the aforementionedmixtures to themechanical
perturbation (shear) in the presence of an externalmagnetic field. One should note that

Figure 23.10: (a) Variation of the nematic order parameter in the steady state for λ= 5.0 for the LC (Se)
and the MNPs (Ss) as a function of γ̇*. The horizontal blue dashed line represents the critical value of
the nematic order parameter at which I-N transition is observed. (b) Variation of the nematic order
parameters for the LC (Se) and the MNPs (Ss) in the steady state for λ = 11.25 as a function of γ̇*.
Reprinted from Ref. [33].
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there is a key difference between optical and mechanical responses; unlike in the op-
tical case, where light is transmitted through the sample without altering the structure,
shearing itself can lead to structural changes [54, 67–70]. Therefore, the structure and
rheology of such mixtures are affected by the interplay between the ordering induced
by shear (see Ref. [71] and references therein) and the ordering induced by themagnetic
field.

23.4.2.1 Model and simulation set-up

To isolate the role of the magnetic field-induced orientation of the MNPs on the
structure and rheology, we consider amixture where not only the shape and size of the
MNPs and LCs are identical (both are described by GB particles with aspect ratio 3:1),
but also they interact via the same pair potential. In this case, only the directions of the
MNPs are coupled to the external magnetic field, and this coupling distinguishes the
MNPs from the LCs. It is worth mentioning that the similarity of the pair potential has
several consequences: (i) there is no specific anchoring between the LCs and the MNPs
beyond anchoring among the LCs and the MNPs, (ii) polydispersity-induced phe-
nomena are absent here, and (iii) unlike Refs. [12, 26, 31, 32, 43, 72], there is no structure
formation due to the direct magnetic dipole-dipole interaction between the MNPs.
These properties of the model enable us to isolate the role of the selectively controlled
direction of particles and study its effect on the structure and rheology of the whole
system.

We have implemented such a system in Ref. [34], where we focus on a temperature
and density close to the isotropic state (in absence of themagnetic field and shear). The
MNPs constitute 5% of the system’s particles with magnetic dipoles which are
embedded along their longest axes. The simulations are performed using NEMD in
NVT-ensemble (for the simulation details see Ref. [34]).

Similar to a rheometer, the liquid is confined between two walls (along the z-axis,
see Figure 23.11) and it is sheared by a relative motion of these walls (along the x-
direction). These rigid and impenetrable walls are formed at relatively high tempera-
tures (deep in the isotropic state) by a sudden freezing of two slabs of particles. The
thickness of the walls is chosen to be larger than the GB potential cutoff in our simu-
lation setup. These frozen slabs serve as solid, impenetrable, and rough walls, with
which the system is sheared until it reaches the steady-state.

After reaching the steady state, themagnetic field is increased gradually in time (in
a linear fashion) from zero to a saturation value where all the MNPs fully align with the
field. This induces, strictly speaking, a time-dependence into the protocol which is,
however, computationally advantageous (as compared to extensive steady-state sim-
ulations). In Ref. [34], we examined the effect of the field on the system for three

different field directions: (i) along n(0), (ii) perpendicular to n(0) in the yz-plane

(vorticity direction), and (iii) perpendicular to n(0) in the xz-plane (shear plane), where
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n(0) represents the nematic director in absence of the field. The shear stress, σxz, is
calculated via summation of the x-component of the forces exerted by the liquid par-
ticles on the upper or lower wall particles.

23.4.2.2 Shear stress vs. magnetic field

Investigating the shear stress (or equivalently the viscosity) as a function of the applied
external field, one observes that the present system shows an unusual and intriguing
behavior [34], see Figure 23.12. Themost pronounced effect of themagnetic field occurs
in case (iii), where we observe, remarkably, a non-monotonic behavior. In contrast,
there are nomarked field-induced changes of σxz in the parallel case.We note that, due
to our simulation protocol, the observed non-monotonicity is actually a time-
dependent effect; yet we have checked that it occurs for a wide range of rates by
which the field is changed.

In the subsequent discussion, we restrict ourselves to case (iii) and investigate the
origins of the observed non-monotonicity as a function the magnetic field strength
H: = |H|. More specifically, we find the signatures of the aforementioned non-
monotonic behavior in the structure of the system. As shown by the snapshots in
Figure 23.12, themagneticfield affects both the orientational and the positional order of
the MNPs.

23.4.2.3 Orientational and positional ordering

A quantitative analysis of the nematic director of theMNPs (n̂MNP) reveals that there is a

strong correlation between the magnetic field-induced deviation of n̂MNP from n(0) and
the increase in the shear stress (see Figure 23.13). Interestingly by increasing H from

Figure 23.11: A snapshot of the simulation
setup in absence of shear and magnetic field.
The magnetic and non-magnetic particles are
depicted by gray and red ellipsoids,
respectively. The wall particles are
distinguished by their blue color. The system,
which is in an isotropic state, is confined by the
walls along the z-axis and has periodic
boundary conditions along x- and y-directions.
Reprinted from Ref. [34].
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zero, for small values of H, the orientations of the MNPs show a Fréederickz-like
transition. For magnetic field strength larger than the threshold value for this transi-
tion, the MNPs start deviating from the shear-induced orientation, which leads to an
increase in shear stress (see Figure 23.13). This correlation can be understood by
considering that the misalignement of the MNPs restricts the shear-induced motion of
the LCs, and therefore, increases the shear stress.

One should note that not only the orientational order of the MNPs, but also that of
the LCs is affected by the magnetic field, although the LCs themselves are not sus-
ceptible to the magnetic field (see Figure 23.13). This is an indirect effect: The magnetic

Figure 23.12: Upper panel: Shear stress as a function of the strength of the scaled magnetic field at
three different directions: (i) the direction parallel to n(0), (ii) the vorticity direction, which is parallel
to the y-axis, and (iii) the direction perpendicular to n(0) in the xz-plane. Here H is the magnetic field
strength, μ is the magnetic dipole moment, and β = 1/(kBT ) is the inverse thermal energy. Lower
panel: Representative configurations associated with the four values of the field, which are indicated
by bullets and the Roman numbers on the curve. Figures in both panels are adapted from Ref. [34].
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field re-orients the MNPs, which in turn, affects the orientation of the neighboring LCs
due to the anisotropic steric interactions between the MNPs and LCs.

So far, we have focused on the correlation between the field-induced orientational
ordering of the magnetic particles and the shear stress at small field strengths. Upon
further increase of the magnetic field, a significant qualitative change in the spatial
distribution of the MNPs occurs which correlates with the decrease of the shear stress.
This qualitative change is illustrated by the four representative configurations at
different values of μH in Figure 23.12: Starting from a relatively homogeneous distri-
bution of MNPs at small H, further increase of H leads to a spatial demixing between
MNPs and LCs, where the MNPs assemble at the walls. One can quantify these struc-
tural transformations by measuring the averaged number density profile of MNPs as a
function of the external field. The results are plotted in Figure 23.14. At small field
strengths (state I and II) a uniform spatial distribution of the MNPs (and thus, also the
LCs) is observed. In qualitative contrast to that, at large field strengths (state points III
and IV) one observes a pronounced double-peak structure of the MNPs density profile,
reflecting the assembly of the MNPs at the walls. Using a quantitative scalar measure
for the degree of inhomogeneity of MNPs, one can show that the demixing occurs in the
same range of field strength as the drop in the shear stress [34]. This correlation can be
understood as follows: as soon as the system demixes, that is, at large values of μH, the
MNPs are concentrated close to the walls, and this provides a channel for the LCs in

Figure 23.13: The anglesbetween the nematic directors, i.e., n̂LC and n̂MNP)with the shear direction (x-
direction) are shown on the left vertical axis. In absence of the magnetic field (i.e., H = 0) the LCs and
the MNPs are indistinguishable, and therefore the value of these angles coincide. The nematic
director remains undistorted up to a threshold value of the magnetic field (here βμHth≃3.3), and for
H > Hth it starts deviating from the H = 0 direction. This deviation increases as the magnetic field
increases and eventually all theMNPs are fully aligned with the direction of themagnetic field. This is
Reminiscent of Fréderickz transition. The shear stress is shown on the right vertical axis as a function
of H. Reprinted from Ref. [34].
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which they can flow without (orientational and positional) disturbances from the
MNPs.

There remains the question as towhy the systemdemixes at all. In Ref. [34] we have
proposed to explain the demixing within a quasi-equilibrium picture, namely as a
competition between mixing and the packing entropies. A large packing entropy is
achieved when the particles of similar orientations are neighbors, whereas a higher
mixing entropy is obtained via a uniform distribution of particles over the whole
system. As long as themisalignment between the nematic director of the two species is
small, the mixing entropy dominates and all the particles (including the MNPs) are
distributed uniformly in the system. In contrast, at large misalignments (i.e. large
fields), the system gains entropy by packing the particles of similar orientations
together. Hence, demixing occurs.

23.5 Outlook

In this article, we have summarized recent computer simulation studies of soft com-
posites of LCs and MNPs in equilibrium and under shear flow. The results indicate a
surprisingly rich and complex behavior of such systems already under the simplified
conditions assumed in our models. This indicates, together with many recent obser-
vations from the experimental side (see, e.g., [11, 13, 14, 58]), that LC-MNP are ideal
candidates for soft materials which are tunable by external fields, but also show

Figure 23.14: The density profiles of theMNPsat differentmagnetic field values, whereρ(z0): =n(z0−δz/
2, z0 + δz/2)/(L2δz) , where n is the instantaneous number of MNPs between planes z = z0−δz/2 and
z = z0+δz/2, and δz = 0.25 is the discretization resolution along the z-axis. The roman numbers refer to
the samenumbers in Figure 23.12. For smallfields, a relatively uniformspatial distribution is obtained, in
contrast to strong fields where a double-peaked profile emerges. The figure is adapted from Ref. [34].
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self-assembly (by the involved interactions), and dynamical self-organization under
driving forces such as shear.

There are several future directions of research which we would like to propose.
First, the study of mixtures involving anisotropic MNPs with significant dipolar in-
teractions (which we have neglected in Section 23.4.2) is only in its infancy. It is indeed
well established that the shape of magnetic particles strongly affects the lowest-energy
configurations of a pair of particles. For example, magnetic rods with longitudinal
dipoles tend to form anti-parallel side-by-side configurations [25, 26] rather than the
head-tail configurations familiar from magnetic spheres. This, in turn, determines the
type of self-assembled clusters aswell as the structures formed in a (constant)magnetic
field. It seems therefore very promising to perform computational studies of interacting
non-spherical MNPs of different size in LC matrices. One could also consider particles
where the dipole is displaced from the center (similar to the studies for spherical MNPs
[73–78]) or along the shortest axis, as done in recent experiments [79]. Depending on
different dipole embeddings, we speculate to find intriguing structures which can be
stabilized or destabilizes by an external magnetic field. The latter can also be time-
dependent, an example being a planar rotating field which is known to lead to new
structure formation (such as sheets) already in pure dipolar systems [80, 81]. Further,
given the observations discussed in the present article it is clear that all these structures
will also have a profound impact (and vice versa) on the rheology. Finally, for a better
comparison with real systems, it will be important to overcome the computational
difficulties when studyingmixtures whichmuch smaller or larger MNPs (relative to the
size of the LCs).
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Abstract: In this contribution, we present a framework for the multiscale modeling
and simulation of magneto-active elastomers (MAEs). It enables us to consider these
materials on the microscopic scale, where the heterogeneous microstructure con-
sisting of magnetizable particles and elastomer matrix is explicitly resolved, as well
as the macroscopic scale, where the MAE is considered to be a homogeneous
magneto-active body. On both scales, a general continuum formulation of the
coupled magneto-mechanical boundary value problem is applied and the finite
element method is used to solve the governing equations. Starting with an experi-
mental characterization of the individual constituents, i.e. particles and matrix,
microscopic constitutive models for both are formulated and adjusted to the exper-
imental data separately.With that, properties of MAEs resulting from themicroscopic
constitutive behavior can be captured within the presented modeling approach.
Secondly, to discuss general macroscopic properties of magnetically soft and hard
MAEs, a computational homogenization scheme is used to calculate the composites’
effective behavior for different geometrical arrangements of the particles on the
microscale. Finally, the calculated effective response of a magnetically soft com-
posite system is used to identify the parameters of a macroscopic magneto-elastic
model. Using the calibrated model, the behavior of macroscopic MAEs is simulated
for different sample geometries.
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24.1 Introduction

Magneto-active elastomers (MAEs) are a special class of composite materials that alter
their effective macroscopic behavior if an external magnetic field is applied. Due to the
strong coupling behavior, they are attractive for several engineering applications such
as actuators and sensors [1–4], valves [5], tunable vibration absorbers [6], medical
robots [7] or prosthetic and orthotic devices with controllable stiffness [8].

Basically, MAEs consist of a soft polymer matrix filled with micron-sized magne-
tizable particles that can be arranged in an unstructured distribution or, if external
fields are applied during themanufacturing process, in a chain-like [9–11] or evenmore
complex structure [12]. Regarding the resulting macroscopic behavior, this leads to
isotropic and anisotropic properties, respectively. Besides the underlying particle
distribution, the effectivemagneto-mechanical behavior of theMAEwill depend on the
properties of the individual constituents. If the elastomer is combined with magneti-
cally soft fillers as carbonyl iron, a reversible behavior will be observed. In contrast to
that, a strongly irreversible behavior results if magnetically hard fillers, e.g. NdFeB or
CoFe2O4, with strong magnetic hysteresis are used [13–17].

24.1.1 Modeling approaches

Strategies regarding the modeling of MAEs can be divided into microscopic and
macroscopic approaches. In the former, the heterogeneous microstructure consisting
of particles and matrix is explicitly resolved whereas the composite is regarded as
macroscopically homogeneous in the latter, see Figure 24.1(a).

Figure 24.1: Continuumbasedmodeling ofMAEs: (a) macroscopic sampleB0 embedded into the free
spaceF 0 and underlying heterogeneous microstructure consisting of magnetizable particles Bp

0 and
surrounding elastomermatrixBm

0 , and (b), (c)measuredmagnetization curve and adjustedmodel (25)
for magnetically soft carbonyl iron and major hysteresis loop of magnetically hard NdFeB particles
andparameterizedmodel (26)–(29). Experimental data given in (b) and (c) are taken fromSpieler et al.
[18] and Linke et al. [14], respectively.
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Microscopic approaches

The first class of microscopic approaches is represented by particle-interaction models
which are based on an energy minimization and the assumption, that the particles are
described by magnetic dipoles [19–21]. Within these models, the polymer matrix is
considered to be a continuous elastic medium or it is represented by springs between
the particles, see Menzel [22] or Menzel and Löwen [23]. Particle-interaction models are
numerically quite efficient but, due to the dipole assumption, their usage is limited to
dilute systems. An extension of particle-interaction models to tightly filled systems is
shown by Biller et al. [24], where a multipole expansion is used to calculate the par-
ticles’ mutual magnetic interactions.

The second class of microscopically motivated approaches are continuum based
models which resolve the local magnetic as well as mechanical fields within the
composite [13, 25–30]. Thus, these approaches are not limited to the modeling of
systems with a low amount of magnetic filler particles. Furthermore, they can be
adapted to several kinds of dissipative materials, easily [13]. Microscopic continuum
approaches also offer the possibility to analyze the stability of magneto-active mate-
rials under different loading conditions [31, 32]. However, the computationally
expensive numerical solution of the underlying magneto-mechanical boundary value
problem (BVP) which is usually done with the finite element (FE) method is a clear
disadvantage of these models: in order to predict the effective material behavior of
realistic magneto-active composites, an appropriate homogenization scheme as
introduced by Chatzigeorgiou et al. [33] has to be used. A tool to capture not only the
microstructure but also the shape of the macroscopic samples is the FE2 method as
performed by Keip and Rambausek [34, 35].

Macroscopic approaches

Macroscopic models represent an entirely different approach for the description of
MAEs. Since the microstructure is not explicitly resolved and the composite is
considered as a homogeneous continuum, they enable the representation of real
structures with a reasonable computational effort. To capture the effects of the un-
derlying microstructure implicitly, magneto-mechanical coupling terms have to be
incorporated in these models. A variety of macroscopic approaches for the isotropic
and transversely isotropic magneto-elastic case [9, 36–38] or the rate-dependent
magneto-viscoelastic case [39–41] can be found in the literature.

Naturally, all of these models are purely phenomenological, i.e. fitting parameters
have to be determined. This is done based on experimental results [9, 41] or by using
data generated from a microscopic model combined with analytical [42, 43] or
computational homogenization approaches [44]. If the fitting is done with experi-
mental data, it is important to note, that at least inhomogeneous mechanical fields
occur independent of the macroscopic sample geometry [35, 44, 45]. Moreover, if no
ellipsoidal samples [46, 47] are used within the experiments, also the magnetization is
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inhomogeneous, e.g. in the case of widely used cylindrical shaped specimens. Due to
this, the parameterized macroscopic model contains the influence of the sample ge-
ometry, i.e. the model describes the behavior of the MAE-sample and not the consti-
tutive behavior of the pure MAE composite material. The fitting based on data
generated from microscopic models avoids the described difficulty since it allows the
identification of the parameters independent of any macroscopic sample geometry.

24.1.2 Content

In this contribution, amultiscalemodeling approach based onMetsch et al. [29, 30] and
Kalina et al. [13, 28, 44] is presented. Results of these works are summarized and
partially supplemented in the present article. Within the developed multiscale
modeling framework, MAEs are described based on a general continuum formulation,
where the governing equations are solved with the FE method.

In order to achieve a deep understanding of the MAEs’ effective behavior, the
constitutive properties of the individual phases on the microscale as well as their
interactions have to be investigated. Starting with an experimental characterization of
the individual constituents, microscopic constitutive models are formulated and fitted
to the measured data. This includes models for magnetically hard and soft filler par-
ticles and an adjusted hyperelastic model for a specific silicone elastomer. To discuss
general macroscopic properties of magnetically soft and hard MAEs in a second step,
computational homogenizations are preformed to calculate the composites’ effective
behavior for different microscopic particle arrangements. The approach is usable for
the 2D and the 3D case, where both cases are compared. Finally, a macroscopic
isotropic model for magnetically soft MAEs is parameterized by using homogenized
data. It is used to analyze the behavior of MAEs for several sample geometries.

The organization of the paper is as follows: In Section 24.2, a general magneto-
mechanical continuum formulation and the applied numerical framework are given.
The microscopic constitutive models including their parametrization are described in
Section 24.3. In Section 24.4, the multiscale approach is applied to study the behavior
of several microstructures and in Section 24.5, a macroscopic model and its parame-
trization is shown. After a discussion of the results, the paper is closed by concluding
remarks and an outlook to necessary future work.

24.2 Theoretical framework

In this section, the basic equations of the coupled magneto-mechanical BVP are
summarized. This includes the field equations, general constitutive relations and a
scale transition scheme which connects the micro- and the macroscale. Furthermore,
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an FE formulation, which is necessary for the numerical solution, is introduced. The
theoretical framework is given in a condensed form. For more details, the reader is
referred to the works [13, 28–30, 44].

24.2.1 Continuum formulation

According to the basic concept of continuummechanics, a material body occupies the

current and the reference configurations B ⊂R3 and B0 ⊂R3 with boundaries ∂B and
∂B0, respectively. In the following, associated Eulerian and Lagrangian fields are
denoted by lower- and uppercase letters. Vectors and higher-order tensors are indi-
cated by boldface italic characters. The norms of vectors and second order tensors are
written as |v| := ̅̅̅

vlvl
√

and ‖T ‖ := ̅̅̅̅̅
TklTkl

√
, respectively. Therein, the tensor coordinates

are given with respect to a Cartesian coordinate system and the Einstein summation
convention is applied. Furthermore, the symbols∇ and∇X denote partial derivatives of
a quantity (•) with respect to the spatial and reference configurations. Derivatives with
respect to a tensor quantity t are given by ∂t(•) within the running text. Finally, the
jump acrossmaterial surfaces of discontinuityS andS0, with unit normal vectorsn and
N pointing from subdomains B− to B+ and B−

0 to B+
0, is denoted by ⟦(•)⟧ = (•)+ − (•)−.

24.2.1.1 Field equations

Regarding the MAEs’ microstructure, the embedded magnetizable particles are
multidomain particles with a mean diameter of several micro meters, which is
considerably larger than the polymer chain length. Thus, the assumption of a con-
tinuum and the following field equations are valid on the both considered scales of the
material.

Kinematics
The first set of equations is given by kinematic relations. Each material point of the
considered body is identified by its position vector X ∈ B0 at time t = t0. Due to the
displacement u(X, t) := φ(X, t) − X of these points, the actual position changes to
x ∈ B at t > t0. Therein,φ is amapping function that is continuous in space and time, i.e.
⟦φ⟧ = 0 holds on S. The deformation gradient F and its determinant J are defined by
the relations

F := (∇Xφ)
T and J := det(F) > 0. (24.1)

Finally, the symmetric right Cauchy–Green deformation tensor Cd FT⋅F is introduced
as a further kinematic quantity which is free of rigid body motions.
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Maxwell equations and mechanical balance laws
The second set of relations are the two stationary magnetic Maxwell equations and the
mechanical balance laws. For vanishing current densities j as well as neglected me-
chanical body forces ϱf and inertia terms ϱẍ, these equations and corresponding jump
conditions are given by

∇ ⋅ b = 0 with n ⋅ ⟦b⟧ = 0 on S, (24.2)

∇ × h = 0 with n × ⟦h⟧ = 0 on S, (24.3)

Jϱ − ϱ0 = 0, (24.4)

∇ ⋅ σtot = 0 with n ⋅ ⟦σtot⟧ = −t̂ on S and (24.5)

skwσtot = 0 (24.6)

with respect to the current configuration B [48–50]. In the equations above, b and h
denote the magnetic induction and field which are linked by the permeability of free
space μ0 and the magnetization m via the equation

b = μ0(h +m). (24.7)

The quantities ϱ and ϱ0 denote the mass density with respect to B and B0, respectively.

Furthermore, the symbols σtot and t̂ indicate the total Cauchy stress tensor and a
mechanical traction vector on S, where σtot is given as the sum of the mechanical and
magnetic stress tensors [28–30, 49].

Besides the introduced Eulerian quantities, Lagrangian fields related to B0 are
defined. With them, an objective formulation of constitutive models is ensured.
Furthermore, they are necessary for a total-Lagrangian FE formulation [28], which is
applied here. The Lagrangian magnetic quantities B, H andM as well as the total first
Piola–Kirchhoff stress tensor Ptot and the corresponding mechanical traction vector p̂
are obtained from the pullback operations [28]

B := JF−1 ⋅ b, H := FT ⋅ h and M := FT ⋅m as well as (24.8)

Ptot := JF−1 ⋅ σtot and p̂ := J
⃒⃒
⃒⃒F−T ⋅ N

⃒⃒
⃒⃒t̂. (24.9)

It should be noted, that the introduced operations are not unique, but the choice
according to Eqs. (24.8) and (24.9) leads to a preserved structure of the Eqs. (24.2)–(24.5)
in their Lagrangian form [36, 38], e.g. ∇X ⋅ B = 0.

In order to reduce the set of equations that has to be solved, it is favorable to introduce
amagnetic potential. If, for example, the magnetic scalar potential φwhich is defined by
H = :− ∇Xφ is used, Eq. (24.3) is satisfied automatically and only Eq. (24.2) remains to
solve the magnetic part of the BVP. Likewise, the magnetic vector potential A which is
defined by the relation B = : ∇X × A is usable. In contradiction to φ, now Eq. (24.2) is
satisfied automatically and Eq. (24.3) has to be solved. A common way to ensure
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uniqueness ofA, is to demand the satisfaction of the Coulomb gauge∇X ⋅ A = 0.Note that
this equation is fulfilled automatically in the 2D case but needs to be considered as a
constraint in the 3D case [51].

Constitutive equations
Finally, the set of field equations is completed by the constitutive relations. In order to
ensure thermodynamic consistency, the second law of thermodynamics has to be
fulfilled for all values of the independent constitutive variables and their rates at any
time t. Thus, the Clausius–Duhem inequality (CDI), which is derived from the balance
of internal energy, the entropy balance, the second law of thermodynamics as well as
the previously introduced balance equations has to be evaluated [49]. Assuming
temperature fields that are homogeneous in space and time, the CDI in its Lagrangian
form reduces to

−Ω̇ +H ⋅ Ḃ + Ptot : Ḟ ≥ 0 with Ω := ϱ0Ψ(C,B,Qα,Zβ) + 1
2μ0J

C :(B ⊗ B) (24.10)

in themagneto-mechanical case. Therein,Ω denotes the so called amended free energy
density function [36] which is decomposed into the specific Helmholtz free energy Ψ,
that depends on C and B as well as possible vector or tensor-valued internal variables
Qα, Zα and a material independent free space part which follows from the pull back of
the magnetic free field energy μ−1

0 b ⋅ b. Following the procedure of Coleman and Noll
[52], the constitutive relations

Ptot = 2
∂Ω
∂C

⋅ FT, H = ∂Ω
∂B

 and  − ∂Ω
∂Qα ⋅ Q̇

α − ∂Ω
∂Zα : Ż

α
≥ 0 (24.11)

result from the evaluation of (24.10). The described formulation is suitable if the
magnetic vector potentialA is used, sinceB –which serves as independent constitutive
variable in Ω – could be derived directly from A.

If instead amagnetic scalar potential formulation is chosen, it is favorable to useH
instead ofB as an independent constitutive variable. Therefore, a further amended free
energy density function Ω* is introduced by the Legendre–Fenchel transformation

Ω*(C,H,Qα,Zβ) := inf
B
{Ω(C,B,Qα,Zβ) −H ⋅ B}

= ϱ0Ψ*(C,H,Qα,Zβ) − μ0

2
JC−1 :(H ⊗H).

(24.12)

Regarding Eq. (24.11), the second relation is now replaced by B = −∂HΩ*, where the
other relations stay unchanged. As already stated, the presented set of equations holds
on themicro- and themacroscale. The representation of the individual properties of the
materials is inserted via a suitable choice of the free energy functions Ψ or Ψ*.
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24.2.1.2 Scale transition scheme

To connect microscopic and macroscopic quantities, a magneto-mechanical homog-
enization scheme is used. Depending on the choice of the independent variables, i.e.
{u,A} or {u,φ}, the scale transition scheme has to be adjusted. In this work, the set of
equations is exemplarily given for the scalar potential formulation. The reader is
referred to Metsch et al. [29] or Kalina et al. [13] for the case of a vector potential
formulation.

An effective macroscopic quantity ¯(•), that is related to the macroscale, is iden-
tified from the microscopic field distribution within a representative volume element
(RVE) by the volume average 〈(•)〉. To ensure a physically meaningful scale transition,
the equivalence of the macroscopic and the averaged microscopic energies which is
also known as the Hill–Mandel condition [53] has to be fulfilled. In the magneto-
mechanical case this relation is given by

〈Ptot : Ḟ 〉 −〈B ⋅ Ḣ〉 = P
tot

: Ḟ − B ⋅ Ḣ. (24.13)

This condition is fulfilled if, for instance, periodic displacement and potential spaces in
combination with antiperiodic fluxes are chosen:

U(F) := {u ∈Rd
⃒⃒
⃒⃒u = (F − I) ⋅ X + ũ with ũ+ = ũ−}, (24.14)

P(H) := {φ ∈R⃒⃒
⃒⃒φ = −H ⋅ X + φ̃ with φ̃+ = φ̃−} and (24.15)

(N ⋅ Ptot)
+ = −(N ⋅ Ptot)

− and (N ⋅ B)+ = −(N ⋅ B)−. (24.16)

In Eqs. (24.14)–(24.16), (•)+ and (•)− are values on associated opposing boundaries
∂Bα+

0 and ∂Bα−
0 , α ∈ {1,…, d} of the RVE with the dimension d. The symbol (•̃) marks a

fluctuation quantity.

24.2.2 Numerical solution

The introduced nonlinear magneto-mechanical BVP is solved by using a total
Lagrangian FE formulation. As in the previous subsection, the general equations are
exemplarily given for the case of a scalar potential formulation. It is based on the weak
forms

0 =∫
B0

Ptot :δF dV0 −∮
∂B0

p̂tot ⋅ δu dS0 and (24.17)

0 =∫
B0

B ⋅ δH dV0 +∮
∂B0

η̂δφ dS0 (24.18)
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of the Lagrangian versions of Eqs. (24.2) and (24.5), where δu and δφ denote the virtual
displacement and scalar potential which have to vanish on the essential boundaries
∂Bu

0 and ∂Bφ
0 , respectively [30]. The virtual deformation gradient δF and the virtual

Lagrangian magnetic field δH are defined by δF := (∇Xδu)T and δH := −∇Xδφ,
respectively. Furthermore, p̂tot and η̂ denote prescribed nominal stress vectors
including magnetic and mechanical loads on ∂Bp

0 and fluxes B⋅N on ∂Bη
0, respectively.

The weak forms according to Eqs. (24.17) and (24.18) are solved numerically by
approximating the configuration B0 with nel finite elements capturing the domains Be

0,
in which the independent primary fields {u,φ} and their virtual counterparts {δu, δφ}
are approximated with the shape functions Nα. Here, α denotes the global node
number. Due to the arbitrariness of δu and δφ, the mechanical and magnetic residues

Rα :=∪
nel

e=1

⎡
⎢
⎣∫
Be
0

∇XN
α ⋅ PtotdV0 − ∫

∂Bp, e
0

Nαp̂totdS0

⎤
⎥
⎦ = 0 and (24.19)

Rα :=∪
nel

e=1

⎡
⎢
⎣∫
Be
0

∇XN
α ⋅ BdV0 − ∫

∂Bη, e
0

Nαη̂dS0

⎤
⎥
⎦ = 0 (24.20)

follow from the weak forms given in Eqs. (24.17) and (24.18). Within the FE code, the set
of coupled nonlinear Eqs. (24.19) and (24.20) is solved by applying a Newton–Raphson
scheme at each time step tn. To this end, the linear algebraic system

⎡
⎣
Kαβ

uu Kαβ
uφ

Kαβ
φu Kαβ

φφ

⎤
⎦[

Δuβ

Δφβ ] = −[R
α

Rα ] with α, β ∈ {1, 2,…, nnd} (24.21)

has to be solved for the total number of global nodes nnd in each iteration. Therein,Kαβ
xy

with x, y being u orφ, denote the tangent terms which follow fromGâteaux-derivations
of Rα and Rα with respect to Δu and Δφ, respectively [28, 30]. If a homogenization
problem according to the subsection 24.2.1.2 is solved, the primary fields u and φ and
thus the nodal values uα and φα have to be elements of the spaces U(F) and P(H)
according to (24.14) and (24.15).

All simulations were performed within a MATLAB-based in-house FE framework
using the PARDISO solver project [54, 55] or, if large 3D problems are considered, the
software tool FEniCS [56, 57].

24.3 Characterization of the constituents

As shown in Figure 24.1(a), the MAEs’ heterogeneous microstructure consists of sub-

domains Bp
0 and Bm

0 denoting the particle and the matrix material phases. In the
following section, the behavior of these individual constituents is characterized by
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using experimental results. Based on this, constitutive models which describe the
behavior of an MAE at the microscopic level are given for both phases.

24.3.1 Particles

The magnetizable particles are very stiff compared to the soft elastomer matrix, so that

C ≈ I holds in Bp
0. Therefore, the magneto-mechanical coupling effects in the particles

are negligible and the free energy functions introduced inEqs. (24.10) and (24.12) couldbe
divided into a purely mechanical part and a purely magnetic part [13, 27, 28, 58, 59], i.e.

Ψ(C,B,Qα) := Ψmech(C) +Ψmag(B,Qα) or (24.22)

Ψ*(C,H,Qα) := Ψ∗mech(C) +Ψ∗mag(H,Qα). (24.23)

Independent of the magnetic properties of the particles, the mechanical part is
described by a compressible neo-Hookean potential

Ψmech(I1, J) := 1
2ρ0

[μ(I1 − lnJ2 − 3) + λ
2
(J2 − lnJ2 − 1)] (24.24)

with I1 := tr C and λ and μ denoting the Lamé parameters. The particles stiffness should
be chosen such that it is large compared to the one of the matrix. With that, they are
represented as nearly rigid in the FE calculation. The description of the magnetic part
depends on the properties of the particles, where a distinction between magnetically
soft and hard behavior is done in the following.

24.3.1.1 Magnetically soft particles

Since magnetically soft materials do not exhibit a load dependent behavior, the actual
state of thematerial only depends on the chosen primarymagnetic quantity, i.e.B orH.
Exemplarily, a suitable description is shown for a scalar potential formulation in the
following.

Regarding a polycrystalline material as carbonyl iron or nickel with a uniform
distribution of the anisotropic crystals inside the particle, an isotropic behavior is
observed at the microscopic level where the particles are represented as a continuum.

Thus,Ψ*mag only depends on the norm of the Lagrangian magnetic field
⃒⃒
⃒⃒H

⃒⃒
⃒⃒. In order to

capture the characteristic saturation effect of ferromagnetic materials, the Langevin
function

Ψ∗mag(H) := − μ0

2ϱ0
∫
|H|

0

Ms[coth(αH) − (αH)−1]dH, (24.25)

is used [30, 44]. Therein, Ms and α denote the saturation magnetization and a scaling
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factor, respectively. Experimental data for carbonyl iron and the fitted model with
Ms = 841 kA m−1 and α = 2.18 × 10−5 mA−1 are given in Figure 24.1(a).

24.3.1.2 Magnetically hard particles

In contrast to magnetically soft materials, the behavior of magnetically hard materials
as NdFeB strongly depends on the load history. Thus, internal variables Qα are used to
describe the actual state of the material.

A phenomenological constitutive model which is based on the work of Bergqvist
[60] and has been published by Kalina et al. [13] is shown in the following. Again,
polycrystalline materials with isotropic properties are regarded. Within the model, the
pinning of domainwallmotion is considered as the cause of hystereses in ferromagnets
[61]. Since it is not sufficient to represent the pinning within a real polycrystalline
material by only one pinning strength k, it is modeled by N independent so called
pseudoparticles [60]. Each of them is characterized by the individual strength kα and a
related weight ωα which can be interpreted as the probability that a magnetic moment
in the material belongs to the respective pseudoparticle. In this case, the free energy
function is represented by

ϱ0Ψmag(B,Mα) := − ∑
N

α=1
ωαB ⋅Mα + ∑

N

α=1
ωα ∫

|Mα |

0

1/γtanh−1(Mα/Ms)dMα. (24.26)

In the equation above,Mα denotes a part of the magnetization belonging to the weight
ωα. According to the general constitutive relations given in Eq. (24.11), the equations

H = ∂Ω
∂B

= 1
μ0J

C ⋅ B − ∑
N

α=1
ωαMα and (24.27)

D = − ∑
N

α=1

∂Ω
∂Mα ⋅ Ṁ

α = ∑
N

α=1
ωαBiα ⋅ Ṁ

α
≥ 0 (24.28)

follow in which Biα = B − γ−1 tanh−1(|Mα|/Ms)|Mα|−1Mα is defined as the irreversible
induction field and D denotes the rate of dissipation. Applying the principle of
maximumdissipation [62], the rate independent behavior of thematerial is given by the
evolution equations forMα, the switching conditionsϕα and the related Karush–Kuhn–
Tucker conditions:

Ṁ
α = λα

Biα

|Biα| ,ϕα
:= ⃒⃒

⃒⃒Biα ⃒⃒⃒⃒ − kα and λαϕα = 0 ∧ λα ≥ 0 ∧ ϕα
≤ 0. (24.29)

Therein, λα and kα denote a Lagrange parameter and the pinning strength, respectively.
Experimental data for NdFeB and the adopted model with N = 10 are shown in
Figure 24.1(c). The fitted set of parametersωα, kα, γ andMs are given in Kalina et al. [13].

In order to incorporate the introduced constitutive model into a FE procedure
according to subsection 24.2.2, the set of equations given in (24.29) has to be solved and

24.3 Characterization of the constituents 575



the algorithmically consistent material tangent ∂ΔBΔH has to be calculated at each
integration point. This is done by an implicit Euler scheme which is adapted from the
theory of plasticity.

24.3.2 Polymer matrix

Besides the particles, the MAEs’ effective behavior essentially depends on the prop-
erties of the polymer matrix. In order to achieve large coupling effects in the magne-
toactive composite material, the stiffness of the matrix has to be preferably low but
suitable regarding technical applications. A common choice for the production of
MAEs are e.g. silicone elastomers [9–11, 47]. In order to consider a realistic behavior of
such a material within the presented modeling approach, uniaxial tension tests for
Zhermack silicone ZA 8 LT shore 8 from Troll Factory have been carried out. The
geometry of the sample with circular cross section and the jig for the load application
are taken from Dohmen [63].

24.3.2.1 Sample production and testing

The samples weremanufactured bymixing a base liquid, a catalyst liquid, and varying
amounts of silicone oil together. Furthermore, a slight amount of silicone-based white
dye is added to colorize the samples for local strain measurements. To study the
influence of silicone oil on the mechanical properties, five sets a six samples, with the
oil volume fractions ϕoil = {0, 10, 20, 30, 40}% were produced. The remaining volume
fractions are distributed equally between base and catalyst. After assembling and
stirring all chemicals into a beaker at room temperature, the compound was depres-
surized in a vacuum chamber for 10 min. In each manufacturing cycle, the liquid
suspension was filled into two separate polytetrafluoroethylene (PTFE)-moulds, where
metal caps with holes—the connectors for later mechanical testing—are placed inside.
After waiting at least 2 h, the two samples are demoulded.

All manufactured samples were tested with a tensile test machine, where the local
strains are measured via digital image correlation with the tool Aramis from GOM. To
this end, patterns are sprayed on the sample surfaces, cf. the photograph in
Figure 24.2(b). The maximum applied local stretch in the loading direction was λ∥ ≈ 2.
Before the recording of the stress-strain curves, all samples were preconditioned to
avoid non-reproducibility due to theMullins effect [64]. The sampleswere pulledwith a
displacement rate of 20 mm min−1. An increase of the rate up to 200 mm min−1 had
almost no influence on the measured stress–strain curves. Thus, the material could be
regarded as ideally elastic. Altogether, the measured stress–strain curves shown in
Figure 24.2(a) reveal a highly nonlinear response for all amounts of silicone oil.
Furthermore, the recorded perpendicular stretches λ⊥ indicate a nearly ideal incom-
pressible behavior within the examined strain range, cf. Figure 24.2(b).
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Finally it turns out, that the resulting shear modulus of the polymer, given in
Table 24.1, could be adjusted in a specific way by the amount of added silicone oil
within the production process. The dependence of μinit onϕoil is however nonlinear and
could be described by

μinit(ϕoil) = a exp(−bϕoil) + c. (24.30)

The parameters in Eq. (24.30) are determined in such a way, that μinit(100%) = 0kPa
and yield a = 103.91 kPa, b = 0.032 and c = −4.23 kPa.

Figure 24.2: Characterization of a silicone elastomer by uniaxial tension tests: (a) experimentally
determined stress strain curves for the amounts of silicone oilϕoil = {0, 10, 20, 30,40}%and adjusted
Ogden model (24.31), and (b) measured local stretches λ∥ and λ⊥ for ϕoil = 0% in the load direction
and perpendicular as well as ideal incompressible stretch curve. The directions ∥ and ⊥ are shown in
the photograph of a tested specimen with sprayed patterns for the local strain measurement.

Table .: Identified parameters of the Ogden model (.) for different amounts of silicone oil ϕoil

and related initial shearmoduli μinit. The compressionmoduli κ are given for a Poisson’s ratio of ν= ..

ϕoil μinit/kPa μ/kPa μ/kPa μ/kPa α α α κ/kPa

% . −. .  × 
− −.  . . × 



% . −. . . × 
− −. . . . × 



% . −. . . × 
− −. . . . × 



% . −. . − −. . − . × 


% . −. . − −. . − . × 
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24.3.2.2 Model and parameter identification

Within the microscopic modeling approach, the polymer matrix is regarded as non-
magnetizable. Furthermore, due to the negligible rate dependency of the characterized
silicone elastomer, possible internal variables Zα do not have to be considered, so that
Ψ within Bm

0 only depends on C. If the polymer is regarded as isotropic, it follows
Ψ(C) = Ψ(I1, I2, I3) = Ψ(λ1, λ2, λ3), where Ii and λi denote the invariants of the defor-
mation tensor C and the principal stretches, respectively.

To describe the observed strongly nonlinear response, the ideal incompressible
model

ϱ0Ψ = ϱ0Ψdev(λiso1 , λiso2 , λiso3 ) − p(J − 1)

:= ∑
N

p=1

μp

αp
(λiso

αp

1 + λiso
αp

2 + λiso
αp

3 − 3) − p(J − 1)
(24.31)

of the Ogden type is used, where λisoi := λiJ−1/3 are the isochoric principal stretches
according to the Flory-split [65]. In the equation above, μp, αp and p denote parameters
of the Ogdenmodel and the hydrostatic pressure, respectively. The adjustedmodel (31)
and the measured uniaxial tension tests for all analyzed amounts of silicone oil are
shown in Figure 24.2(a). Within the parameter identification, a model with N = 3 sets
has been chosen for ϕoil = {0, 10, 20}%. In case of ϕoil = {30, 40}%, the adjustment is
already accurate withN = 2 sets. Furthermore, to describe the initial shearmodulus μinit
exactly and to ensure a physically meaningful behavior, the conditions

0 = 1
2
∑
N

p=1
αpμp − μinit and αpμ(p) ≥ 0 ∀ p ∈ 1… N (24.32)

are used in the least square fitting algorithm as constraints. The determined parameter
sets are given in Table 24.1. Altogether, the model is able to describe the highly
nonlinear behavior up to the measured strains of approximately 100% quiet well.

To incorporate the parameterized model into a standard FE simulation, according
to section 24.2.2, a compressible model is used instead of the ideal incompressible one.
Thus, the latter term in Eq. (24.31) is replaced by the volumetric energy function

ϱ0Ψvol(J) := κ
4 (J2 − 2ln J − 1), with κ denoting the initial compression modulus. In order to

ensure a stable FE calculationwith anearly incompressible stress response, aPoisson’s ratio
of ν = 0.49 and, consequently, a compression modulus of κ = 2/3μinit(1 + ν)/(1 − 2ν) is
chosen.With that, the deviation to the parameterized incompressiblemodel (24.31) is below
1.5% for stretchesup to λ= 1.7 andbelow4.5%for the largestmeasured strains, respectively.

If only processes within the range of small or moderate strains are regarded, the
stress–strain curve could be described by a comparatively simple neo-Hookean model
which results from (24.31) for N = 1 and αp = 2. The corresponding Young’s modulus
follows to E = 2μinit(1 + ν).
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24.4 Study on the effective behavior of MAEs

Besides the previously characterized properties of the particles and matrix, the effec-
tive behavior of MAEs results from the arrangement and the interplay of the compo-
nents on the microscale. In order to analyze the microscopically-driven behavior, the
homogenization scheme given in subsection 24.2.1.2 is used to discuss basic macro-
scopic effects in the following. This is done within three studies for MAEs filled with
magnetically soft and hard particles, where the polymer matrix is described by a
simplified neo-Hookean potential in a first step.

24.4.1 Homogenization of magnetically soft MAEs

At first, the resulting properties of magnetically soft MAEs are discussed. Thereby, the
magnetic behavior of carbonyl iron is regarded and the polymer matrix is described by
a reduced neo-Hookeanmodel. Thus, the resulting effective behavior is fully reversible
but highly nonlinear.

24.4.1.1 Analyses of the MR effect

One of the most popular properties of MAEs is their ability to change the effective
stiffness if an external field is applied. This phenomenon, also known as the magne-
torheological (MR) effect, is examined for 3D cubic and random microstructures with
varying particle volume fractions within this subsection. The parameters of the neo-
Hookean elastic model describing the polymer matrix are chosen to E = 100 kPa and
ν = 0.49.

In order to determine the magnetically induced MR-effect, several simulations
have to be performed for each analyzed microstructure. If the behavior under shearing

is investigated, this can be done by increasing an effective field H to a specific value

Hmax in a first step and applying a shear deformation while holding H constant,
afterwards. Finally, the resulting effective mechanical shear stress which is related to

the initial shear modulus G is calculated from the numerical homogenization. In order
to ensure a virtual linear stress-strain-curve, a maximum shear deformation of γ = 1%

is applied. The described procedure is repeated for maximum magnetic fields H
max

in

the range of 0–2000 kA m−1, so that G could be determined as a function of H. Ac-
cording to the sketch given in Figure 24.3(b), the prescribed effectivemagnetic field and
deformation are chosen as

[HK] =
⎡
⎢
⎣

0
H

max

0

⎤
⎥
⎦, [FlK] =

⎡
⎢
⎣
1 γ 0
0 1 0
0 0 1

⎤
⎥
⎦, (24.33)
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where [(•)] denotes the specification of tensor coordinates with respect to a Cartesian
frame. Consequently, the shear stress P21 is proportional to G which is changed by the
magnetic loading. The FE meshes of the investigated cubic and random RVEs were
generated with an in-house script for the tool HyperMesh. In case of the random RVE
geometries with 100 included spherical particles, the minimum particle distance was
set to d/5 within the positioning algorithm, cf. Figure 24.3(b).

Cubic microstructure
Initially, the behavior of cubic microstructures with varying particle volume fractions
ϕ = {10, 15, 20, 25, 30, 35, 50}% are analyzed. For all volume fractions, a magnetically
induced stiffening could be observed, where the magnitude of the MR-effect increases

with the particle volume fraction, see Figure 24.3(a). Regarding the curve ΔG/G0 overH,
the typical quadratic behavior could be observed for small magnetic fields. For large

values ofH, a clear saturation effect is visible which leads to an overall S-shaped curve
for each particle volume fraction. The predicted curves are in qualitative accordance
with experimental results [66, 67].

Random microstructure
Furthermore, the behavior of more realistic MAEs with underlying random parti-
cle distributions is investigated. Within the analyses, the particle volume fractions
ϕ = {5, 10, 15, 20}% are investigated. Regarding the results given in Figure 24.3(b),
several findings could bemade. Equal to the cubicmicrostructure, the typical S-shaped
curve is predicted. However, it stands out that the predictedMR-effect is negative for all
considered microstructures which is in contradiction to experimental observations.

Figure 24.3: Predicted magnetorheological effect considering a simple shear deformation with
γ = 1%: (a) simplified cubicmicrostructureswith different particle volume fractionsϕ, and (b) random
microstructure and considered 3D microstructures with 100 spherical particles.
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Furthermore, the predicted effect seems not to increase in a systematic way, since e.g.
the decrease in stiffness of ϕ = 15% is less compared to the one of ϕ = 10% whereas it
again increases for ϕ = 20%. Results which demonstrate a similar unsystematic
response of the composites’ MR-effect are shown by Gebhart et al. [45] for 2D random
microstructures.

Since the overall MR-effect depends on the microscopic magnetic interactions—
which increases for closer particle distances—and the properties of the polymer, a
reason for the observed decrease in stiffness cannot be stated easily. Probably,
a positive effect only occurs if the initial particle distance is reduced to lower values,
because the magnetic attraction force increases nonlinear with respect to the particle
distance [24, 68]. However, this supposition cannot be confirmed at the moment, since
the performed simulations are getting already unstable for the analyzed RVEs with a
minimumparticle distance of d/5. Due to that, the simulated curves forϕ = {5, 20}%are

not completed up to H = 1500kAm−1.

24.4.1.2 Comparison of 2D and 3D simulations

Due to the enormous computational cost of realistic 3D simulations which explicitly
resolve the magnetizable particles, many computational analyses based on micro-
scopic approaches are restricted to the 2D case. Therefore, in order to assess whether
those predictions are still sensible and can provide an understanding of principle
microscopic mechanisms inside MAEs, a comparison of 2D and 3D simulations ac-
cording to Metsch et al. [30] is shown here. A simplified cubic microstructure con-
taining only one spherical or even circular particle is investigated, whereby RVEs with

the same geometry (Cubic2D and Cubic3Dd ) as well as the same particle-volume fraction

(Cubic2D and Cubic3Dϕ ) of ϕ ≈ 20% are compared.

Figure 24.4: Comparison of cubic RVEs: (a) computed effective magnetizationM and (b) mechanical
stress P

tot
for F = I, and (c) local induction field within the 3D geometry Cubic3Dϕ for shear loading.
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While the latter two RVEs predict a virtually coincidingM–H curve, its maximum

value is reduced by a factor of three for the Cubic3Dd microstructure, cf. Figure 24.4(a).
This effect is directly related to the differences in ϕ, whereas the variations in Cubic2D

and Cubic3Dϕ are a result of differences in the related cylindrical and spherical

inclusions.

Comparing the effective mechanical stresses for F = I in Figure 24.4(b), a quali-

tative agreement can be found for all RVEs, i.e. a positive, S-shaped component P11 in

dependence ofH1. In contrast to that, considerable differences become apparent in the
quantitative results. Due to the differing demagnetization factors and the mechanical
behavior of cylinders and spheres, the magnetically induced particle interactions vary
considerably even if the particle volume fraction is held constant.

24.4.2 Homogenization of magnetically hard MAEs

In contrast to magnetically soft MAEs, the usage of magnetically hard fillers as NdFeB
in the production process leads to composites with irreversible and strongly path-
dependent behavior. For instance, measurements presented by Linke et al. [14] show,
that the overall magnetization loops of MAEs based on a soft silicone elastomer matrix
filled with NdFeB are significantly smaller compared to the loops of NdFeB particles
fixed in a stiff epoxy resin matrix, cf. Figure 24.5(a). In the following, the results
presented in Kalina et al. [13, 69] are summarized. Therein, the elastomer matrix is
represented by a neo-Hookean model with E = 100 kPa and ν = 0.49.

Figure 24.5: Magnetic hystereses of composites filled with NdFeB particles: (a) measured effective
behavior of epoxy sample (blue lines) and MAE sample (red lines) with a low modulus elastomer of
Em ≈ 64kPa, (b) calculated hysteresis loops for epoxy and MAE with Em = 100 kPa, and (c) evolution
of the MAE microstructure during the first hysteresis loop and local b1-field. Experimental data are
taken from Linke et al. [14] and Kalina et al. [13].
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24.4.2.1 Magnetization loops

In order to investigate the effective behavior, numerical homogenizations with RVEs
containing randomly distributed circular inclusions are examined. During the simu-

lation, the macroscopic deformation is fixed, i.e. F = I. The predicted initial magne-
tization curve as well as the first and second hysteresis loops of the MAE are compared
to the hysetereses of a composite with NdFeB particles embedded into an epoxy resin
matrix, see Figure 24.5(b). In accordance with the measurement, the second major
hysteresis loop of the MAE is significantly smaller.

As demonstrated in Kalina et al. [13] from a theoretical point of view, this effect
results from magnetically induced particle rotations within the polymer. Due to these
rotations, the inversion of the MAE’s overall magnetization is expedited compared to
the epoxy sample, in which the inversion completely results from local domain
switching processes within the mechanically fixed particles. Furthermore, the particle
rotations insert stored strain energy into the polymer matrix. This energy storage ap-
pears after the first inversion of the external magnetic field and leads to an inverse
rotation of the particles if the external field is equal to zero. Thus, the switching of m
within the following ascending branch and the second hysteresis loop is faster than the
initial process and consequently, an asymmetrically shaped first hysteresis loop oc-
curs. Finally, the simulations indicate that the reversion of m is a result of particle
rotations and internal domain conversion processes. The evolution of the MAE
microstructure during the first hysteresis loop and the related local b1-field are given in
Figure 24.5(c).

Figure 24.6: Simulation of a magnetically hard MAEs: (a) mechanical butterfly hystereses for an
alternatingmagnetic load in the 45°-direction, and (b) comparison of the stress response of two RVEs
with almost identical microstructure which only differs in the initial position of one single particle.

24.4 Study on the effective behavior of MAEs 583



24.4.2.2 Mechanical hysteresis loops

To analyze the mechanical response of magnetically hard MAEs, imperfect hexagonal
microstructures, i.e. perfectly hexagonal distributions modified by a small geometric
perturbation of the particles reference position, cf. the microstructure shown in

Figure 24.6(a). They are loaded with an alternating effective induction B in the 45°-
direction where the effective deformation F is fixed.

Regarding the resulting mechanical stress response of the system, butterfly hys-
tereses appear. The loops reveal a stress σ which is initially symmetric and gets
asymmetric after several load cycles, see σ12 and σ21 in Figure 24.6(a). As in the case of
magnetic hysteresis, this is an effect of the local particle rotations in the mathemati-
cally positive or negative direction, respectively. Since these rotations are not in
equilibrium, a resultingmagnetically-induced torque, which has to be compensated by
a non-symmetric mechanical stress tensor is observed. Furthermore, the effect of
smaller hystereses, appearing in the system’s magnetic response, also appears in the
butterfly loops. The described effects become dominant with an increase of the local
particle rotations. However, after five load cycles a constant hysteresis is reached in the
system’s following loading periods.

Finally, the magneto-mechanical response is calculated for two nearly identical
imperfect hexagonal RVEs which differ in the reference position of only one particle.
While themagnetic answer of both systems almost coincides and is thus not depicted, a
strong variation of the mechanical response is detected when the microstructural
particle rotations becomedominant, cf. Figure 24.6(b). According to that, the presented
study indicates a non-systematic behavior with respect to the stress response.

24.5 Macroscopic modeling approach

In the previous section, it is shown that the effective behavior of MAEs can be calcu-
lated by computational homogenizations. However, in order to simulate the behavior
of real MAE samples under complex loading conditions in a computationally efficient
way, it is necessary to use a macroscopic approach.

24.5.1 Macroscopic models

In this subsection, a macroscopic model similar to Kalina et al. [44] is discussed and
extended for the magnetically nonlinear case. In contrast to the most previously
published approaches in this field, it is constructed and parameterized by using results
from computational homogenizations. As a consequence, the model contains the
properties of themicrostructure implicitly and is nonetheless computationally efficient
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compared to costly FE2-schemes [34, 35]. The described strategy is often denoted as
decoupled multiscale scheme [70].

24.5.1.1 Microscopic simulations—Generation of the data basis

The macroscopic modeling approach is realized for the description of 2D isotropic
MAEswith anunderlying randommicrostructure, where theminimumparticle-particle
distance is set to 1.1 times the diameter. For statistical purpose, 10monodisperse RVEs,
each containing N = 400 particles are analyzed. Exemplarily, the volume fraction is
chosen toϕ = 30% in the following. The reader is referred to Kalina et al. [44] for a study
which evaluates several particle volume fractions.

A suitable database for the parameter identification of the macroscopic model is
generated by three purely mechanical load cases (M1–M3) and six coupled magneto-
mechanical load cases (MM1–MM6), cf. the schematic depiction in Figure 24.7(b).Within

Figure 24.7: Multiscalemodeling approach: (a) averaged homogenized stresses σtot and σ as well as
magnetization m of an RVE with ϕ = 30% and adapted macroscopic model (24.36) plus (24.38,
24.39), (b) mechanical load cases M1–M3 and coupled magneto-mechanical load cases MM1–MM6
for calibration, as well as (c) load cases for validation.
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the coupled load cases, the effective magnetic field H and deformation F are applied
simultaneously, where the maximum effective stretches and shears are prescribed to

different values: λ
max = {1.05, 1.1, 1.15} and γmax = {0.05,0.1, 0.15}. With that, an accu-

rate description of the macroscopic model in a wide range of deformations is guar-

anteed. The maximum effective field is applied to
⃒⃒
⃒⃒H

max ⃒⃒⃒⃒ = 1500kAm−1. Load cases for

the validation of the model, M4 and MM7–MM10, are shown in Figure 24.7(c).
Within the microscopic simulations, the properties of the constituents are

described by the behavior of magnetically soft carbonyl iron particles according to
Figure 24.1(b) and a silicone elastomerwithϕoil = 40%which is described by the Ogden
model (24.31), see the stress–strain curve given in Figure 24.2(a).

24.5.1.2 Model description

In the macroscopic constitutive model, the general split of the amended free energy

Ω*(C,H) according to Eq. (24.12) into material dependent part ϱ0Ψ
*(C,H) and free

space part Ω∗free(C,H) = −μ0/2JC−1
:(H ⊗H), that does not depend on any material

properties, is applied. To capture the effects of the underlying microstructure which is
not resolved within the macroscopic approach, magneto-mechanical coupling terms

have to be incorporated in Ψ*(C,H). Regarding an isotropic, purely elastic and
magnetically soft MAE, it can be described in terms of the following six magneto-
mechanical invariants:

I
iso
1 := J

−2/3 trC, I
iso
2 := J

−4/3

2
[tr2C − tr(C

2
)], I3 := J

2
,

I4 :=
⃒⃒
⃒⃒H

⃒⃒
⃒⃒2, I5 := C

−1
:(H ⊗ H), I6 := C

−2
: (H ⊗ H). (24.34)

To facilitate a systematic discussion of themacroscopic constitutivemodel, the specific
Helmholtz free energy function is decomposed into purely mechanic, coupling and
purely magnetic parts:

Ψ∗
(C,H) := Ψ∗mech(I

iso
1 , I

iso
2 , I3) +Ψ∗coup(I

iso
1 , I

iso
2 ,…, I6) +Ψ∗mag(I4). (24.35)

The chosen ansatzes are discussed in the following, where amagnetically linear model
according to [44] and a magnetically nonlinear one are presented.

In the absence of magnetic fields, the MAE’s behavior is characterized by the
purely mechanical part of the model. To capture the nonlinear stress–strain behavior

for effective stretches in the range of λ = 0.9 up to 1.15. This part is described by an
Ogden type model, so that the mechanical invariants have to be replaced by the

principal stretches λ
iso
i and J. With that, the mechanical part is given by
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ϱ0Ψ
∗mech

:= ∑
N

p=1

μp

αp
(∑

3

i=1
λ
isoαp

i − 3) + K
4
(J

2 − ln J
2 − 1). (24.36)

Note that the effective nonlinear stress–strain behavior results from the Ogden model,
which is usedwithin themicroscopic simulations, cf. Figure 24.2. To reduce the number
of parameters in (24.36), only N = 1 term is used.

Using Eq. (24.34) and keeping the properties of the predicted macroscopic

magneto-mechanical MAE response in mind, i.e. a quadratic dependence ofΨcoup
and

Ψmag
on the magnetic field for

⃒⃒
⃒⃒H

⃒⃒
⃒⃒→ 0, the linear model with

μ−1
0 ϱ0Ψ

∗coup
:= −C1I5 + C2I6 + C3(J − 1)I6 and ϱ0Ψ

∗mag
:= μ0C4I4 (24.37)

is chosen. It has shown to be suitable for the description of the deformation dependent
effective behavior within the examined range of magneto-mechanical load cases but is
only valid for small magnetic fields up to

⃒⃒
⃒⃒H

⃒⃒
⃒⃒ ≈ 250kAm−1. A possible extension of the

linear model (24.37) for large values of
⃒⃒
⃒⃒H

⃒⃒
⃒⃒ is given by the nonlinear model with

μ0Ψ
∗coup

:= −γ1
δ1
ln[cosh(μ0δ1

̅̅
I5

√
)] + γ2ln(1 + μ2

0δ2I6)…

+ 1
2
γ3(J − 1)tanh2(μ0δ3

̅̅
I5

√
) and

(24.38)

μ0Ψ
∗mag

:= γ4 ln(1 + μ2
0δ4I4). (24.39)

Therein, the well-known saturation behavior that results from themagnetization of the
ferromagnetic particles, cf. Figure 24.1(b) is incorporated. The chosen functions enable
the accurate description of themagnetization aswell as the stress tensors, respectively.
Altogether, a total number of 11 parameters have to be determined in the nonlinear
case. In contrast to other macroscopic constitutive MAEmodels, e.g. Bustamante et al.

[71] or Haldar et al. [41], a volumetric sensitivity has been added to Ψcoup
.

24.5.1.3 Parameter identification

Besides the development of the macroscopic model, the crucial task in the presented
approach is the identification of the mechanical, coupling and magnetic model

parameter sets—in the following denoted as κmech, κcoup and κmag, respectively. A high
accuracy of themodels (24.36) plus (24.37) and (24.36) plus (24.38, 24.39) is ensured if they
describe the effective homogenized magnetizationm as well as the total and mechanical

stress tensors σtot and σ in the linear and nonlinear magnetic regime, respectively.
The proposed parameter identification according to Kalina et al. [44] features a

stepwise algorithm based on four least square optimizations. At first, the parameter
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sets κmech, κcoup and κmag are identified independently from i = 1…N homogenized data

sets defined by the correlated tensor fields {F i,H i}→ {bi,σi
tot}. Thus, the following

three separate optimizations have to be performed:
(i.i) Determine κmech from the purely mechanical load cases,
(i.ii) find κcoup from the magneto-mechanical load cases by setting κmech from (i.i)

constant, and
(i.iii) identify κmag from the magneto-mechanical load cases by fixing κcoup from the

step (i.ii).

With that, both, the total stress tensor σtot and the magnetizationm are described with

high accuracy. However, sinceO(σ) ≈ 10−2O(σtot) , see Figure 24.7(a), the mechanical

stress tensor σ = σtot − σm is not captured with sufficient precision using the identified

set of parameters κcoup and κmag. Therefore, the quantities σact := σ − σmech andm are
fitted simultaneously according to the final optimization

{κcoup,κmag} = arg{ min
κcoupκmag

∑N
i=1(W

σ
i

⃒⃒
⃒⃒
⃒
⃒⃒
⃒⃒
⃒σact(F i,H i,κmech,κcoup,κmag) − σact

i

⃒⃒
⃒⃒
⃒
⃒⃒
⃒⃒
⃒
2
…

+Wm
i

⃒⃒
⃒⃒m(F i,H i,κcoup,κmag) −mi

⃒⃒
⃒⃒2)} (24.40)

which is denoted as step (ii) in the following. Therein,Wm
i andWσ

i areweighting factors
for the single error sums which are determined as the inverse of the maximum value of
the components σact

kl andmk for each load case, respectively. Step (ii) naturally causes
an optimization of the model with respect to both fields, σ andm, but also guarantees
an accurate description ofσtot. The determined values from the steps (i.i)–(i.iii) are used
as starting values in the highly nonlinear optimization.

The procedure is exemplarily applied for the nonlinear model (36) plus (38, 39). In

order todetermine theparameter setsκmech,κcoup andκmag, the load casesM1–M3aswell
asMM1–MM6are used.With that, theparameters follow to the values given inTable 24.2.
Figure 24.7(a) exemplarily depicts the calibrated model and the homogenized data for
the load case MM4. The remaining load cases M4 and MM7–MM10 are used to validate

Table .: Identified parameters of the macroscopic mechanical model () as well
as the nonlinear magnetic model ( and ). The isotropic model is adapted to
homogenized data of an RVE with random particle distribution for ϕ = %.

K/MPa μ/kPa α/−

. −. −.

γ/T δ/T− γ/T δ/T− γ/T δ/T− ζ/T ξ/T−

 . . × 
−

. . × 
−

. . × 
−

.
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the fitted model which achieves errors below 15% for all considered load cases and
field strengths. Altogether, the developed macroscopic approach is able to reproduce
the homogenized response with a good accuracy up to the highly nonlinear magnetic
regime.

24.5.2 Simulation of the magnetostrictive effect

With the microscopically based, adapted macro-model, the magnetostrictive (MS) ef-
fect of MAEs, i.e. the free deformation of a sample due to an external magnetic field, is
analyzed. According to Figure 24.8(a), it is defined as

ε = l − l0
l0

, (24.41)

with l and l0 denoting the sample length in the reference and deformed configurations.
Within the macroscopic simulation, the sample is embedded into a free space domain
F 0 of adequate size, which enables the application of a homogeneous, external far-
field h

∞
[35, 44, 45, 72], see Figure 24.1(a). To this end, φ = φ̂ is prescribed on the

exterior boundary ∂F 0 of the free space. Furthermore, displacements on ∂F 0 are
prevented for simplicity, which however does not lead to a loss of generality [73]. Since
the Lagrangian description of the BVP requires the calculation of a deformation field
within the whole domain, F is described as a neo-Hookean-elastic and non-
magnetizable medium with E

free = 1kPa and νfree = 0.4: This guarantees a negligible
mechanical influence on the sample. In order to analyze the influence of the MAEs’
geometry, elliptical samples with aspect ratios shifted from values between l0/h0 = 1/4
and 4 are considered, where h0 is the sample’s height. For the loading of the samples, a
maximum far-field of

⃒⃒
⃒⃒h
⃒⃒
⃒⃒∞ = 1500kAm−1 is applied in the horizontal direction.

Evaluating the FE simulations, a positive MS effect is predicted for all geometries,
where, according to Figure 24.8(b), themaximumelongation appears for a circular sample

Figure 24.8: FE simulation of MS effects in elliptical MAE samples: (a) undeformed configuration
(dashed lines) and deformed geometry (solid lines) for a circular sample, (b) and (c) overall MS strain
ε = l−l0

l0
depending on the sample shape. In (b), the linearmagnetic regime for

⃒⃒
⃒⃒h

∞ ⃒⃒⃒⃒ = 300kAm−1 and in
(c), the nonlinear magnetic regime for

⃒⃒
⃒⃒h

∞ ⃒⃒⃒⃒ = {300, 450,…1500}kAm−1 are depicted, respectively.
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within the linear magnetic regime at
⃒⃒
⃒⃒h

∞ ⃒⃒
⃒⃒ = 300kAm−1 [44, 45]. Increasing the external

field to values where saturation effects are relevant, the situation changes. Now, the
maximum effect is predicted for the sample with a ratio l0/h0 = 3/4, see Figure 24.8(c).
This shift of the maximum MS effect from the ratio 1/1 to a value below is in good
agreement with results of Keip and Rammbausek [35], who perform FE2-simulations for
periodic microstructures, at the saturation point. According to the presented findings, a
significant correlation of the sample geometry and the resulting magneto-mechanical
response is apparent. Consequently, the overall behavior results frommicrostructural as
well as macroscopic properties and a separation of both effects is hardly achievable in

experiments. Furthermore, strongly inhomogeneous deformations F occur inside the
sample even for elliptical or, in the 3D case, ellipsoidal geometries, cf. Figure 24.9(a).

Finally, in order to validate the macroscopic approach, the decoupled multiscale
scheme is applied exemplarily for the circular sample. To this end, the effective

deformation gradient F andmagnetic fieldH in quadrature points close to the sample’s
center and aboundary point at an angle of 45° starting from the x1-axis are storedwithin
the macroscopic FE simulation, respectively. The temporal evolutions of these tensor
fields are applied in a computational homogenization to the RVE– this process is called
localization.With that, the prediction of themacroscopicmodel canbe compared to the

Figure 24.9: Decoupledmultiscale scheme for a circular MAE: (a) inhomogeneous deformation of the
sample due to an applied externalfieldh

∞
and localb-field in the correspondingRVE at the center and

a boundary point. In (b): comparison of the RVE’s effective response to themacro-model according to
Eqs. (24.36), (24.38) and (24.39) for localization BCs at these two points andmacroscopic elongation
ε = Δl/l0 of the sample.
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response of the RVE. The norm of the local b-field in the deformed RVEs and the
calculated effective mechanical stress σ of the macro-model and the homogenization
are shown in Figure 24.9(a) and (b), respectively. Therein, only small deviations can be
seen. This confirms the reliability of the macroscopic approach.

24.6 Conclusions

In this contribution, a continuum-based multiscale modeling approach for MAEs is
presented. Applying the FE method for the solution of the nonlinear magneto–me-
chanical BVP, these materials are described on the micro- as well as the macroscale,
where the two scales are connected via a computational homogenization scheme. The
present work summarizes results given in Metsch et al. [29, 30] and Kalina et al. [13, 28,
44] and complements these findings at several points.

In order to incorporate realistic properties of the constituents on the microscale,
experimental data are used to parameterizemodels formagnetically soft and hard filler
particles as well as an elastic silicone elastomer matrix. For all of them, the chosen
models are able to describe the measured response with high accuracy. By performing
computational homogenizations, the effective behavior of magnetically soft as well as
hardMAEs is predicted and qualitatively compared to experimental results. In the case
of magnetically soft MAEs, the well-known magnetorheological effect is analyzed for
3D cubic and random microstructures. Furthermore, realistic 3D and simplified 2D
simulations are compared,where a qualitative agreement but a significant quantitative
deviation of both approaches is observed. In the case of magnetically hard MAEs, the
experimentally determined effect of smaller hysteresis [14] is analyzed and can be
explained by particle rotations on the microscale. In addition, a non-systematic
behavior with respect to the MAEs’ mechanical response is detected. Finally, a
decoupled multiscale approach [70] which implicitly includes the microstructures’
influence is presented for isotropicmagnetically soft MAEs. This includes the summary
of the magnetically liner model given in Kalina et al. [44] and an expansion to the
magnetically nonlinear case, wherein saturation effects are considered. Exemplarily,
the nonlinear model is calibrated by using homogenized data of 2D random micro-
structures for several load cases. The validity of the parameterized macroscopic model
could be verified by further load cases. With the calibrated macroscopic model, the MS
effect of several macroscopic samples are analyzed and compared with experiments.

Altogether, the presented modeling strategy has shown to be an adequate tool to
predict the effective behavior ofmagnetically soft andhardMAEs,where thematerial is
described without simplifications as the dipole assumption. Furthermore, the devel-
oped decoupled multiscale approach enables the implicit embedding of the micro-
structures’ influence on themacroscale. A disadvantage of the strategy are however the
necessary microscopic simulations for the calibration of the macroscopic model which
are still quite costly, especially in the 3D case. The presented modeling strategy is
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adoptable for other particle-matrix-based magneto-active composites as e.g. ferrogels,
see Birster et al. [74], Gebhart and Wallmersperger [72], Gebhart et al. [45] or Weeber
et al. [75]. An essential task for the future is the expansion of the modeling approach to
MAEs with chain-like microstructures. Furthermore, geometric data of real micro-
structures [16] should be used as input instead of artificially constructed distributions.
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25 Multiphysics modeling of porous ferrogels
at finite strains

Abstract: Porous ferrogels are a new class of magnetoactive composite materials that
consist of a polymeric hydrogel matrix with embedded magnetizable particles. The
mutual particle interaction within the soft elastic matrix enables ferrogels to deform
and alter their material characteristics uponmagnetic stimulation. Due to these unique
properties, ferrogels have attracted significant attention for potential uses in a variety
of engineering applications, especially in biomedical engineering and microfluidics.
Therefore, it is crucial to develop precise mathematical models capturing the complex
material behavior of ferrogels, which spans over multiple length scales. The aim of this
work is to present suitable modeling approaches for porous ferrogels. Following the
hierarchical structure of scales, we present modeling frameworks for two different
scenarios: (i) the modeling of ferrogels at the macroscale level and (ii) the modeling of
ferrogels at the microscale level. Regarding the constitutive modeling of ferrogels, we
limit our attention to locally nondissipative isotropic material response. For both
modeling approaches, we provide comprehensive variational principles and briefly
discuss relevant ingredients of a stable finite element implementation. In each section,
numerical simulations are outlined in order to demonstrate the capabilities and rele-
vant features of each modeling approach. Main emphasis of the numerical studies lies
on the investigation of the macroscopic shape effect as well as on the characterization
of the magnetomechanical material response of ferrogels with random monodisperse
microstructures.

Keywords: computational homogenization, finite element analysis, large de-
formations, magnetoactive polymers, magnetomechanics, magneto-poro-mechanics,
porous ferrogels

25.1 Introduction

In recent years, there has been a growing interest in the study of the behavior of field-
responsive or so-called smart polymers. Porous ferrogels are a special class of these
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materials consisting of a porous polymeric hydrogel matrix with dispersed microsized
or nanosized magnetizable particles. The magneto-poro-mechanical behavior of these
materials is a complex phenomenon that spans over multiple length scales and
essentially depends on (i) the constitutive behavior of the individual components, (ii)
their morphology and microstructural arrangement as well as (iii) the macroscopic
geometry of the specimen. Typically, multidomain ferromagnetic particles with soft
magneticmaterial characteristics are used asfiller particles resulting in reversiblefield-
induced deformationmechanisms. Based on the arrangement of themagnetic particles
within the polymer matrix, ferrogels can exhibit isotropic or anisotropic material
behavior on themacroscale. In case of a random distribution of the particles within the
polymermatrix, which can be realized by the synthesis of the ferrogel in the absence of
a magnetic field, the macroscopic material response will be isotropic. If the ferrogel is
instead synthesized in the presence of amagnetic field, themagnetizable particles tend
to arrange themselves in chain-like structures leading to a directional anistropy of the
material on the macroscale. Due to their broad range of synthetically fabricable
properties as well as their ability to exhibit large deformations and alter their effective
material behavior upon external magnetic stimulation, ferrogels have received
considerable attention in different branches of engineering in recent times. Possible
applications in biomedical engineering comprise on-demand drug and cell delivery,
see e.g. the studies by Hu et al. [1], Zhao et al. [2] and Cezar et al. [3], or regeneration of
damaged biological tissues, see e.g. the studies by Li et al. [4] and Culver et al. [5]. An
overview of further potential applications in biomedical engineering is given in the
studies by Li et al. [4] and Datta [6]. Moreover, ferrogels have potential to be applied in
microfluidics as actuators for active flow control, see the study byHong et al. [7]. Due to
their increasingly gaining importance in engineering, mathematical modeling of fer-
rogels has been an area of active research in the last few years.

In general, one can distinguish betweenmicroscopic modeling approaches, where
the heterogeneous microstructure of the composite material is explicitly resolved, and
macroscopic modeling approaches, where – under the assumption of scale separa-
tion – the composite is considered as a macroscopical homogenous continuum.

Particle interaction models at the microscale level have been proposed by Weeber
et al. [8], Tarama et al. [9], Cremer et al. [10] and Fischer andMenzel [11], among others.
These modeling approaches are based on the minimization of potentials, where the
magnetic interaction between the particles is described via mutually interacting
magnetic dipoles. Note that these dipole models are only suitable for the modeling of
dilute systems with relatively low particle volume fractions, while at higher particle
volume fractions, the assumption of magnetic dipoles is not valid anymore. In order to
extend the applicability of these models to systems with higher volumetric particle
concentrations, amultipole expansion can be used, see e.g. the study by Biller et al. [12,
13]. Furthermore, appropriate scale transition techniques have been presented by
Menzel [14] and Pessot et al. [15] in order to bridge between the microscale and
macroscale.
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Continuum-based modeling approaches for magnetoactive polymers at the
microscale level were proposed by Galipeau and Ponte Castañeda [16, 17], Javili et al.
[18], Kalina et al. [19, 20], Danas [21] and Metsch et al. [22, 23], among others. The
fundamentals in the mathematical modeling of field-matter interaction in deformable
continua were developed by Landau et al [24], Truesdell and Toupin [25], Brown [26],
Tiersten [27], Coleman andDill [28], deGroot and Suttorp [29],Maugin andEringen [30],
Eringen and Maugin [31], Pao [32], Hutter et al. [33] and Kovetz [34], among others. In
contrast to the particle interactionmodels, themagnetic andmechanicalfields are fully
resolved within the continuum models. Therefore, continuum-based modeling ap-
proaches are not a priori restricted to the modeling of dilute systems with low particle
volume fractions. These microscale models are usually embedded into an appropriate
scale transition scheme as developedby Chatzigeorgiou et al. [35] in order to predict the
effective material behavior of the composite at the macroscale. However, please note
that these frameworks are limited to analyze the material behavior of heterogeneous
microstructure at a single material point of the macrostructure. In order to account for
macrostructural effects, FE2-techniques were developed by Keip and Rambausek [36,
37] and Rambausek et al. [38], where at each quadrature point of themacroscopic body,
a microscopic boundary value problem with a microscopically representative volume
element is solved.

The continuummodeling of ferrogels at the macroscale level has been addressed
in the recent works of Nedjar [39], Attaran et al. [40, 41] and Gebhart and Wall-
mersperger [42]. These models have in common that the ferrogel is considered as a
magnetoactive solid-fluid mixture on the macroscale. However, the parametrization
of phenomenological constitutive models for magnetoactive polymers based on ex-
periments poses some major challenges due to the crucial macrostructural geometry
influence of the specimen as extensively discussed in the study by Keip and Ram-
bausek [36].

The present work focuses on the multiscale continuum-based modeling of
porous ferrogels. We present theoretical and computational frameworks for the
modeling of ferrogels at the macroscale and microscale level. The field-matter
interaction in both models is described based on the statistical model by de
Groot and Suttorp [29] in the nonrelativistic approximation. For a comprehensive
overview on the field-matter interaction in deformable continua, we refer to the
studies by Maugin and Eringen [30], Eringen and Maugin [31], Pao [32], Hutter et al.
[33], Kovetz [34], Kankanala and Triantafyllidis [43], Ogden and Steigmann [44],
among others.

The work is organized as follows: Section 25.2 covers the macroscale modeling of
porous ferrogels. In sections 25.2.1 and 25.2.2, kinematics, field equations andmodeling
assumptions are outlined within a consistent thermodynamical framework. A
phenomenological constitutivemodel for isotropic porous ferrogels in an enthalpy-based
setting is developed in section 25.2.3. Section 25.2.4 introduces an incremental variational
principle that governs the solution of the saddlepoint problem. In section 25.2.5,
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the modeling framework is applied to investigate the macroscopic shape effect for
initially spheroidal shaped specimens.

Section 25.3 covers the microscale modeling of ferrogels. To this end, Section
25.3.1 and 25.3.2 first summarize kinematics and field equations for the quasi-static
case of finite magnetomechanics in a Lagrangian geometric setting. Constitutive
models for the polymeric gel matrix and the soft magnetizable particles in an en-
ergetic constitutive arrangement are presented in section 25.3.3. A suitable energy-
based scale transition scheme is introduced in section 25.3.4 in order to bridge
between the microscale and the macroscale. A minimization principle for the so-
lution of the boundary value problem and details of the finite element imple-
mentation are discussed in section 25.3.5. The developed framework is applied in
section 25.3.6 to investigate the effective material response of ferrogels with random
monodisperse particle distributions.

Section 25.4 closes the paper with some concluding remarks as well as an outlook
to possible future work.

25.2 Macroscale modeling of ferrogels

In this chapter, we propose a framework for the macroscopic modeling of porous
ferrogels at finite strains. We assume separation of the length scales of macroscale
and microscale such that the ferrogel is treated as a multiphasic mixture on the
macroscale consisting of magnetoactive solid phase (s), a fluid phase ( f ) and
additional mobile particles (m). Within this theory each spatial point is simulta-
neously occupied by all constituents. For an extensive review of mechanics of
multiphase continua, we refer to Biot [45, 46], Lewis and Schrefler [47] and Coussy
[48, 49], among others.

Notation: At this point, we want to introduce some basic symbolic notations in
order to facilitate the readability of the text in the following chapters. Throughout the
text scalar quantities are denoted by nonbold symbols, while vectors and higher-order
tensors are indicated by bold symbols. The spatial gradient of a field is defined by∇x(⋅),
its spatial divergence as div (⋅) and its spatial rotation as curl (⋅). In analogy ∇Xα(⋅),
Divα  (⋅) and Curlα  (⋅) denote these operations with respect to the reference coordinates
of component α.

25.2.1 Kinematics

Consider a multiphase mixture B consisting of α = {s, f ,m} components, where each
body Bα consists of a fixed set of material particles Pα ∈ Bα embedded in the Euclidean

space at time t ∈ R+. Let their reference configurations be denoted by Bα ⊂ R
3 and the

current configuration byS ⊂ R
3. The corresponding referential and current positions of
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a material point Pα in the Euclidian space are given by Xα ∈ Bα and x ∈ S, respectively.
The motion of the material body Bα is a time-dependent family of configurations
described by the bijective deformation map as follows:`

φα ≔ {
Bα × T → S ⊂ R

3

(Xα, t)↦ x = φα(Xα, t) (25.1)

which maps the referential position Xα ∈ Bα of a particle Pα of component α to its
current position x ∈ S at time t ∈ T ⊂ R

+. The material velocity and acceleration fields
are given as follows:

vα(Xα, t) = ∂

∂t
φα(Xα, t) and aα(Xα, t) = ∂

∂t
vα(Xα, t). (25.2)

A fundamental quantity in finite strain kinematics is the deformation gradientFα which
is defined as the material gradient of the nonlinear deformation map:

Fα = ∇Xαφα(Xα, t). (25.3)

Hence, themechanical compatibility condition CurlαFα = 0 is a priori fulfilled. In order
to ensure a bijective relation between referential and current position and to avoid self-
penetration of the body, the Jacobian Jα = det Fα > 0 of the deformation gradient has to
be strictly positive. In order to describe deformations without being influenced by rigid
bodymotions, the right Cauchy-Green tensorCα and left Cauchy-Green tensorbα can be
introduced as follows:

Cα = Fα T ⋅ Fα and bα = Fα ⋅ Fα T . (25.4)

For the sake of simplicity and a more compact notation, we will drop the super-
script s for quantities referring to the solid component, whereas quantities with the
superscript β refer to component β = { f ,m}.

25.2.2 Field equations

In this section, we derive all required field equations to describe fluid and particle
transport in a magnetoactive solid skeleton material. Within the developed macro-
scopic theory, the solid skeleton is chosen as a reference component. The field equa-
tions are formulated in the Lagrangian description of the solid skeleton.

25.2.2.1 Maxwell equations

The reduced form of Maxwell’s equations for the magnetostatic case in absence of free
electric currents is given by Gauss’s law for magnetism and Ampère’s law;
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Div B = 0 and Curl H = 0, (25.5)

where B denotes the Lagrangian magnetic induction and H the Lagrangian magnetic
field strength1. At a surface of material discontinuity Sd, the corresponding jump
conditions read as follows:

EB F ⋅N = 0 and EHF × N = 0. (25.9)

Here, E(⋅)F = (⋅)+−(⋅)− denotes the jump of a quantity with regard to direction of the
normal vector N to the interface Sd. In a material body, the magnetic quantities are
linked via the following general relation:

B = μ0JC
−1 ⋅ (H +M), (25.10)

where M denotes the Lagrangian magnetization and μ0 the magnetic permeability of
free space. By the introduction of a magnetic scalar potential ϕ such that

H = ∇Xϕ, (25.11)

Ampère’s law is a priori satisfied. The continuity condition across a material interface
associated with the potential reads

EϕF = 0. (25.12)

25.2.2.2 Balance of mass

The conservation of mass is formulated separately for each component of the multi-
phase mixture. For the solid phase as a closed thermodynamical system, the local
Lagrangian form of the balance of mass is given as follows:

ρs0 = Jρs, (25.13)

1 Geometric transformations between Lagrangian and Eulerian tensor fields
The geometrical mappings of infinitesimal line, area and volume elements between the reference and
the current configuration are given as follows:

dx = F ⋅ dX,   da = cof  F ⋅ dA  and dv = JdV . (25.6)

The push-forward operations for the magnetic field quantities read as follows:

b = B ⋅ cof  F−1, h = H ⋅ F−1 and m = M ⋅ F−1  . (25.7)

A Piola transformation of the first total Piola-Kirchhoff stress tensor leads to the
symmetrical total Cauchy stress tensor

σtot = Ptot ⋅ cof  F−1  . (25.8)
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where ρs0 and ρs denote the initial and current partial mass density of the solid,
respectively. The partial mass density is linked to effective mass density ρse via
ρs = ρse  n

s, where ns = dvs

dv is the volume fraction of the solid component. Next, consider
the conservation of mass of component β. By choosing a Lagrangian description of the
solid skeleton, the considered representative volume element is thermodynamically
openwith respect to component β. Therefore, the local formof the conservation ofmass
of component β reads as follows:

ṁβ = −Div Jβ, (25.14)

in termsof thepartialmass density of component βperunit referencevolumeof the solid,
which is related to the current partial mass density ρβ via mβ = Jρβ. The operator
⋅̇( ) = ∂

∂t ⋅( )|X defines the material time derivate with respect to the solid phase. Further-
more, Jβ = mβ  F−1 ⋅ (vβ − v) denotes the material mass flux vector of component β.

25.2.2.3 Balance of linear and angular momentum

The local form of the balance of linear and angular momentum for themulticomponent
body reads as follows:

ρs0  a +∑
β
mβaβ = DivPtot + (ρs0 +∑

β
mβ)g and skew[Ptot ⋅ FT] = 0 , (25.15)

where g is the gravitational acceleration and Ptot is the total first Piola-Kirchhoff stress
tensor, which contains the contributions of the additional ponderomotive body force
and body couple arising in magnetomechanics. The total first Piola-Kirchhoff stress
tensor can be additively decomposed

Ptot = P + Ppon (25.16)

into a mechanical contribution P and a pondermotive contribution Ppon, respectively.
The specific form of the ponderomotive stress tensor is nonunique and depends on the
chosen theory of field-matter interaction, see the studies by Pao [32] and Hutter et al.
[33]. For the statistical model by de Groot and Suttorp [29] in the nonrelativistic
approximation, the ponderomotive first Piola-Kirchhoff stress tensor takes the
following form:

Ppon = 1
μ0  J

[F ⋅ B ⊗ B − 1
2
[C : (B ⊗ B)] F−T] + (M ⋅ B) F−T − F−T ⋅M ⊗ B . (25.17)

Furthermore, the ponderomotive first Piola-Kirchhoff stress tensor Ppon = Pmag + Pmax

can be separated into a magnetization stress

Pmag = (M ⋅ B) F−T − F−T ⋅M ⊗ B (25.18)

and a Maxwell stress tensor
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Pmax = 1
μ0  J

[F ⋅ B ⊗ B − 1
2
[C : (B ⊗ B)] F−T] (25.19)

resulting in a symmetrical Cauchy-likeMaxwell stress tensor when pushed forward to
the current configuration via the Piola transformation (25.8). Note that the Maxwell
stress also exists in free space, whereas all other stress contributions vanish in
vacuum. The jump conditions at a surface of material discontinuity are given as
follows:

EPtot F ⋅N = −T  , (25.20)

where T denotes the nominal mechanical traction vector.

25.2.2.4 Dissipation inequality

The dissipation inequality postulates that the temporal change in the free energy of the
multicomponent system must be less than the power of the external actions. The local
form of the Clausius-Duhem inequality under isothermal conditions reads

D = −Ψ̇ + Ptot : Ḟ +H ⋅ Ḃ +∑
β
μβṁβ + ∑

β
[ − ∇Xμβ + FT ⋅ (g − aβ)] ⋅ Jβ ≥ 0 , (25.21)

in terms of a total energy density functionΨper unit reference volume.Here,μβ denotes
the chemical potential of component β, which is the conjugate variable to the partial
mass density mβ and driving force for the evolution of mβ. For a more detailed deri-
vation of (25.21), we refer to Gebhart and Wallmersperger [42]. The dissipation
inequality can be split into a local and a convective part as follows:

Dloc = −Ψ̇ + Ptot : Ḟ +H ⋅ Ḃ +∑
β
μβṁβ ≥ 0 (25.22a)

Dcon = ∑
β
[ − ∇Xμβ + FT ⋅ (g − aβ)] ⋅ Jβ ≥ 0 (25.22b)

leading to sharper restrictions to the thermodynamical consistency of the constitutive
equations.

25.2.3 Constitutive modeling

In the following, we will restrict ourselves to the constitutive modeling of porous
magnetoactive gels with local nondissipative material behavior and without mobile
particles. The constitutive relations that connect the total stress tensor, magnetic field
strength and chemical potential of the fluid with its dual variables in the material
configuration are provided by the evaluation of the local dissipation inequality ac-
cording to Coleman and Noll [50]. We consider an enthalpic constitutive arrangement
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such that the total first Piola-Kirchhoff stress tensor Ptot, the Lagrangian magnetic

induction B and the chemical potential of the fluid μf are given as follows:

Ptot = ∂Ψ̃(C,H,mf )

∂F
, B = − ∂Ψ̃(C,H,mf )

∂H
 and μf = ∂Ψ̃(C,H,mf )

∂mf
(25.23)

in terms of an objective total energy-enthalpy density function Ψ̃(C,H,mf ) per unit
reference volume. We restrict ourselves to an isotropic material response. For isotropic
materials, the material symmetry condition is given as follows:

Ψ̃(Q ⋅ C ⋅ QT ,Q ⋅H,mf ) = Ψ̃(C,H,mf )  ∀ Q ∈ SO(3) . (25.24)

Furthermore, we assume an additive decomposition of the total energy-enthalpy
density function into a purely elastic part, a poroelastic part, amagnetoelastic part and
a free space contribution as follows:

Ψ̃(C,H,mf ) = Ψ̃elas C( ) + Ψ̃poro C,mf( ) + Ψ̃mag C,H( ) + Ψ̃vac C,H( ) . (25.25)

25.2.3.1 Elastic contribution

The purely elastic behavior of the solid skeleton is characterized by a three parametric
polyconvex neo-Hookean material model:

Ψ̃elas(C) = G
2
[(‖F‖2 − 3) − 2 ln J] + κ

β2
(β ln J + J−β − 1) , (25.26)

where G > 0 and κ > 0 denote the shear and bulk modulus in the reference configura-
tion, respectively, while β > 0 is an empirical coefficient, see the study by Ogden and
Hill [51].

25.2.3.2 Poroelastic contribution

The energy contribution of the pore fluid is given by amodel adapted from the classical
small-strain theory of Biot [45] as follows:

Ψ̃poro(C,mf ) = M
2
[b(J − 1) −mf

ρfe
]
2

(25.27)

where M and b denote the Biot modulus and the Biot coefficient, respectively. Ap-
proximations for the Biot modulus and Biot coefficient are given in the works of Rice
and Cleary [52] and Coussy [53]. More complex constitutive models to describe the
poromechanical behavior can be found in e.g. the studies by Gajo and Denzer [54],
Nedjar [55] and Voung et al. [56]. It should be mentioned that a Biot modulus M →∞

and a Biot coefficient b = 1 correspond to an incompressible solid phase in case of an
also incompressible fluid phase.
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25.2.3.3 Magnetoelastic contribution

For the magnetoelastic contribution, we choose an isotropic tensor function based on
one purely magnetic and two coupling invariants, which reads as follows:

Ψ̃mag C,H( ) = −1
2
μ0 α1C

−1 : H ⊗H( ) + α2C−2 : H ⊗H( ) + α3  |H|2[ ] . (25.28)

Here, α1, α2 and α3 denote dimensionless material parameters. This phenomenological
constitutive model is only able to accurately capture thematerial behavior at moderate
magnetic fields. If saturation effects at higher magnetic fields should be captured
sufficiently, more complex energy-enthalpy density functions should be used, see e.g.
the constitutive models for magnetorheological elastomers presented in the studies by
Lefèvre et al. [57] and Mukherjee et al. [58].

25.2.3.4 Free space contribution

The enthalpy stored in the underlying free space –where the multicomponent mixture
is embedded in – is given as follows:

Ψ̃vac(C,H) = −1
2
μ0JC

−1 : (H ⊗H) . (25.29)

25.2.3.5 Material fluid mass flux vector

The material fluid mass flux vector is defined by the constitutive law

J f = ∂BΦ̃(C,B) (25.30)

in terms of an objective dissipation density function Φ̃ that has to be convex and
smooth in B = [ −∇Xμf + FT ⋅ (g − af )], which can be interpreted as the fluid driving
force. Assuming Stokes flow on the microscale, we describe the fluid flow through the
porous solid skeleton by a spatial isotropic Darcy-type flow governed by the following
equation:

Φ̃ C,B( ) = 1
2
ρfe[ ]

2
kJC−1 : B ⊗B( ) , (25.31)

where k > 0 denotes the spatial hydraulic permeability.

25.2.4 Variational formulation

The solution of the initial boundary value problem in the quasi-static case, where
mechanical inertia effects and time-dependent electromagnetic couplings are
neglected, is governed by a rate-type variational principle whose time-discrete
formulation is given as follows:
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{φ,ϕ, μf ,m} = arg
⎧⎪⎨
⎪⎩

inf
φ ∈Vφ

sup
ϕ ∈Vϕ

sup
μf  ∈Vμf

inf
mf  ∈V

mf

Π̃Δ(C,H,mf )
⎫⎪⎬
⎪⎭
 . (25.32)

It determines the deformation map of the solid skeleton φ, the magnetic scalar po-
tentialϕ, the partial mass density of the fluidmf and the chemical potential of the fluid

μf at current time t as a saddlepoint of the time-discrete potential Π̃Δ. In the absence of

external loading contributions, the time-discrete potential Π̃Δ is given as follows:

Π̃Δ(C,H, μf ,mf ) = ∫
B
Ψ̃(C,H,mf ) − Δt Φ̃ (Cn,B) − μf (mf −mf

n) dV  , (25.33)

within the time interval [tn, t] with length Δt = t − tn. Note that the dissipation density
function is evaluated at a frozen deformation at time tn. The admissable trial solution
spaces for the primary variables are given as follows:

Vφ ≔ {φ ∈ H1 B( )⃒⃒⃒⃒φ = φ  on ∂Bφ},

Vϕ ≔ {ϕ ∈ H1 B( )⃒⃒⃒⃒ϕ = ϕ  on ∂Bϕ},

Vμf ≔ {μf ∈ H1 B( )
⃒⃒
⃒⃒
⃒μf = μf  on ∂Bμf }.

Vmf ≔ mf ∈ L2{ }

(25.34)

The saddlepoint problem (32) can be solved in a sequential manner. First, we introduce
a reduced time-discrete potential

Π̃red
Δ (C,H, μf ) = ∫

B
π̃red
Δ (C,H, μf ) dV (25.35)

through the local condensation of the partialmass density of the fluidmf given as follows:

π̃red
Δ (C,H, μf ) = inf

mf  ∈V
mf

[Ψ̃(C,H,mf ) − Δt Φ̃(Cn,B) − μf (mf −mf
n)] , (25.36)

see also the studies by Böger et al. [59] and Teichtmeister et al. [60]. With the definition
of the reduced time-discrete potential (25.35) at hand, the global solution of the initial
boundary value problem is then given as follows:

{φ,ϕ, μf } = arg
⎧⎪⎨
⎪⎩

inf
φ ∈Vφ

sup
ϕ ∈Vϕ

sup
μf  ∈Vμf

Π̃red
Δ (C,H, μf )

⎫⎪⎬
⎪⎭
 . (25.37)

25.2.5 Representative boundary value problems

In this section, the presented macroscopic modeling framework is applied to investi-
gate the magnetomechanical response of soft isotropic ferrogels at steady state. This
numerical study is motivated by the experiments conducted in the studies by Diguet
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et al. [61] and Bodelot et al. [62]. In detail, we consider spheroidal shaped specimens
with aspect ratios of a/b = {1:1, 2.5:1, 5:1}. This specific shape is chosen because only
for ellipsoidal shaped bodies a homogeneous distribution of themagnetic fields within
the specimen can be realized. The free space surrounding thematerial body ismodeled
as a hyperelastic pseudosolid with negligible elastic properties and magnetic proper-
ties identical to free space. Throughout the domain, a homogeneous external magnetic
field is applied which is aligned in parallel with the major axis of the spheroid, see
Figure 25.1a. The free space box surrounding the body is of sufficient size such that the
magnetic self-field of the body vanishes on the boundary of the free space. Further-
more, we prescribe homogeneous Dirichlet boundary conditions for the chemical po-
tential of the fluid on the surface of the ferrogel domain. The material parameters used
for the numerical study are listed in Table 25.1.

In Figure 25.1b, the macroscopic deformation of the specimens in direction of the
applied magnetic field is plotted over the external applied magnetic field strength.

Figure 25.1: Macroscale modeling of ferrogels. (a) Boundary value problem and (b) macroscopic
deformation response of initially spheroidal ferrogel specimens with aspect ratios of a/b = {1:1,
2.5:1, 5:1} in direction of the applied magnetic field.

Table .: Macroscale modeling of ferrogels. Material parameters of the ferrogel.

Parameter Symbol Value Unit

Shear modulus G  [kPa]
Bulk modulus κ  [kPa]
Elastic coefficient β  [-]
Biot modulus M  [kPa]
Biot coefficient b  [-]
Effective mass density of the fluid ρfe  [kg/m³]
Hydraulic permeability coefficient k  [mm/MPas]
Permeability of free space μ


π × � [N/A]

Magnetic material parameter α . [-]
Magnetic material parameter α . [-]
Magnetic material parameter α . [-]
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For all investigated specimen aspect ratios, a positive magnetostriction is observable
which is quadratically dependent on the applied magnetic field. The magnetostrictive
effect increases with decreasing aspect ratio and reaches its maximum for an aspect
ratio of a/b = 1:1. This is in line with the analytical model based on the concept of
demagnetizing energy proposed by Raikher and Stolbov [63, 64].

The spatial distribution of the deformation gradient component Fzz in the rota-
tional symmetry plane for all three specimens at an external magnetic field strength of
h∞ = 200 kA/m is depicted in Figure 25.2a. In the initially spherical shaped specimen,
we observe the development of a boundary layer where the deformation is significantly
lower than in the center of the specimen. For higher aspect ratios, the region of
maximal deformation shifts to the tips of the specimens at both ends of the major axis,
while the field distribution of the deformation gradient component Fzz is nearly ho-
mogeneous along theminor axis of the bodies. These field distributions of Fzz – caused
by the jump of the magnetic field quantities at the boundary of the material body –
seem to be characteristic for this specific load case as these deformation patterns were
also reported in the numerical studies of Keip and Rambausek [36] and Kalina et al.
[65]. Due to the induced deformation, the shape of the specimen differs from an exact
spheroid to some extend. This consequently results in an inhomogeneous magneti-
zation field mz within the bodies, see Figure 25.2b. For all three specimens, the region
where themagnetization componentmz reaches its minimum is located at both ends of
the major axis. Furthermore, it can be seen that aspect ratios far from a/b = 1:1 lead to
significantly smaller deviations of themagnetization componentmz in the center of the
body and along its minor axis. The spatial distribution of themechanical Cauchy stress
tensor component σzz in all three specimens is depicted in Figure 25.2c. It was shownby
Kalina et al. [65] that themechanical stress tensor is a crucial quantity when it comes to
thefitting ofmacroscopic constitutivemodels formagnetoactive polymers. For all three
specimens, the maximum of the mechanical cauchy stress σzz is located at the ends of
the major axis. Furthermore, we observe that larger aspect ratios lead to a significantly
higher field homogeneity of σzz in the center of the specimen and along its minor axis.

This is due to the shape of the ponderomotive traction vector tpon = EσponF ⋅ n at the
interface between the free space and the material body which strongly depends upon
the geometry of the body. Themechanical stress tensor field intrinsically depends upon
the pondermotive traction vector as σ ⋅ n = tpon holds on the boundary of the body in
absence of mechanical tractions.

These results show that for spheroidal shaped specimens, aspect ratios far from a/
b = 1:1 lead to significantly more homogeneous field distributions within the body.
Thus, prolate spheroids are preferable in an experimental setup. Furthermore, a
relaxation of the assumption of field homogeneity in the postprocessing of experi-
mental datawould lead to amore accurate reconstruction of the internalmagnetization
and stress state of the material body, as proposed by Keip and Rambausek [36].
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25.3 Microscale modeling of ferrogels

In this section, we propose a microscopic continuum-based framework for the
modeling of ferrogels with nondissipative material behavior. Assuming separation of
length scales, this modeling approach is embedded into a suitable energy-based

Figure 25.2: Macroscale modeling of ferrogels. Spatial distribution of (a) the deformation gradient
component Fzz, (b) themagnetization component,mz (c) themechanical cauchy stress component σzz

in the initially spheroidal ferrogel specimenswith aspect ratios of a/b= {1:1, 2.5:1, 5:1} at an external
magnetic field strength h∞ = h∞ez with h∞ = 200 kA/m.
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computational homogenization scheme following Chatzigeorgiou et al. [35] in order to
bridge between microscale and macroscale. This modeling technique allows us to
analyze the effective material behavior of the microstructure at a single material point
of the macrostructure without the influence of any macrostructural effects.

25.3.1 Kinematics

Consider a representative volume elementRVE consisting of a fixed set of material
particles P ∈RVE embedded in the Euclidean space at time t ∈ R+. Let its reference
configuration be denoted by B ⊂ R

3 and its current configuration by S ⊂ R
3. If X ∈ B

and x ∈ S denote the referential and current position of a material point P,
respectively, in the Euclidian space, the deformation φ is the smooth bijective
mapping

φ ≔ {
B × T → S ⊂ R

3

(X, t)↦ x = φ (X, t) (25.38)

of the material body onto a time sequence of configurations in space. The tensor field

F = ∇Xφ(X, t). (25.39)

denotes the deformation gradient, which linearly maps material tangent vectors to
associated deformed spatial tangent vectors.

25.3.2 Field equations

In the following, we summarize the local field equations for the quasi-static case of
magnetomechanics. In the subsequent formulation, free current densities as well as
mechanical body forces are neglected. With respect to a Lagrangian description in the
reference configuration, the boundary value problem is governed by the following set
of equations:

1 . Gauss’s   law   for  magnetism Div B = 0
2 . Ampère’s   law Curl H = 0
3 . Balance   of  mass ρ0 = Jρ
4 . Balance of   linear  momentum Div Ptot = 0
5 . Balance   of   angular  momentum skew Ptot ⋅ FT[ ] = 0
6 . Dissipation   inequality −Ψ̇ + Ptot :  Ḟ +H ⋅ Ḃ ≥ 0

(25.40)

By introducing a magnetic vector potential A such that

B = Curl A , (25.41)
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Ampère’s law is a priori satisfied. This definition – in combination with the continuity
condition (9)1 on the normal component of the magnetic induction – leads to a
tangential continuity of the magnetic vector potential

EA F ×N = 0 (25.42)

across a material interface.

25.3.3 Constitutive modeling

We consider an energetic constitutive arrangement such that themicroscopic total first
Piola-Kirchhoff stress tensor Ptot and the Lagrangian magnetic field strength H are
given as follows:

Ptot = ∂Ψ(C,B)
∂F

 and H = ∂Ψ(C,B)
∂B

(25.43)

in terms of an objective total energy density functionΨ(C,B). Following the concept of
Miehe et al. [66] and Ethiraj and Miehe [67], we assume that the total energy density
function Ψ is polyconvex with respect to the deformation gradient F for B = 0 and
convex with respect to the Lagrangian magnetic induction B.

We restrict ourselves to an isotropic material response of the constituents. For
isotropic materials, the material symmetry condition is given as follows:

Ψ Q ⋅ C ⋅ QT ,Q ⋅ B( ) = Ψ C,B( )  ∀ Q ∈ SO 3( ). (25.44)

Furthermore, we assume an additive decomposition of the total energy density func-
tion into a purely elastic part, a magnetic particle part and a free space contribution as
follows:

Ψ C,B( ) = Ψelas C( ) +Ψmag B( ) +Ψvac C,B( ). (25.45)

25.3.3.1 Elastic contribution

The purely elastic behavior of the constituents is modeled by a two parametric neo-
Hookean material model as follows:

Ψelas(C) = 1
2
[G(||F||2 − ln J2 − 3) + λ

2
(J2 − ln J2 − 1)], (25.46)

where λ > 0 andG > 0 denote the first and second Lamé parameter, respectively, see the
study by Ciarlet [68]. In the small strain regime, these are linked to the Young’s
modulus E and Poisson’s ratio ν via λ = νE

(1+ν)(1−2ν) and G = E
2(1+ν).
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25.3.3.2 Magnetic contribution

The soft magnetic behavior of the ferromagnetic particles is described by a Langevin-
type model, which reads as follows:

Ψmag B( ) = μ0  m
2
s

3 χ
ln

3 χ
μ0  ms

⃒⃒
⃒⃒B
⃒⃒
⃒⃒[ ] − ln sinh

3 χ
μ0  ms

⃒⃒
⃒⃒B
⃒⃒
⃒⃒( )[ ]{ } . (25.47)

Here, ms denotes the magnetic saturation and χ the magnetic susceptibility which is
linked to the relative magnetic permeability via μr = 1/(1 − χ). Note that there are more
than one definitions of magnetic susceptibility in the literature.

25.3.3.3 Free space contribution

The energy stored in the underlying free space – where the RVE is embedded in – is
given as follows:

Ψvac C,B( ) = sup
H

[Ψ̃vac C,H( ) + B ⋅H] = 1
2
 μ−1

0 J
−1C : B ⊗ B( ). (25.48)

25.3.4 Homogenization framework

Computational homogenization schemes enable to bridge scales between microscale
and macroscale by the application of suitable micro-to-macro transition concepts,
linking themicroscopic response of the heterogeneousmicrostructure directly with the
macroscopic overall response in a homogenized sense. Within this work, we make use
of an energy-based formulation based on the unified magnetomechanical homogeni-
zation framework outlined in the study by Chatzigeorgiou et al. [35].

25.3.4.1 Definition of macrovariables

The macroscopic Lagrangian magnetic induction B and magnetic field strength H are
related to their microscopic counterparts via averages over the volume or the boundary
of the RVE as follows:

B = 1
V0

∫
B
B dV = 1

V0
∫
∂B
N × A dA and (25.49)

H = 1
V0

∫
B
H dV = 1

2
1
V0

∫
∂B
X ×H × N  dA. (25.50)

In analogy, the macroscopic deformation gradient F and the total first Piola-Kirchhoff

stress tensor P
tot

are defined as follows:
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F = 1
V0

∫
B
F  dV = 1

V0
∫
∂B
φ ⊗ N  dA and (25.51)

P
tot = 1

V0
∫
B
Ptot  dV = 1

V0
∫
∂B
Ptot ⋅ N ⊗ X  dA . (25.52)

25.3.4.2 Hill-Mandel macrohomogeneity condition

Following conceptually the study by Hill [69], the macrohomogenity condition (Hill-
Mandel lemma) in the magnetomechanical context is given as follows:

1
V0

∫
B
Ptot : Ḟ +H ⋅ Ḃ dV = P

tot
: Ḟ +H ⋅ Ḃ (25.53)

Note that we assume an additive decomposition of the primary microscopic variables
into linear macroscopic contributions and superimposed fine-scale fluctuation fields

φ = F ⋅ X + φ̃ and A = 1
2
B × X + Ã. (25.54)

The micro-macro consistency of power densities is satisfied by a suitable set of
boundary conditions, i.e. periodic ones for the deformation map and the vector po-
tential and antiperiodic ones for the total traction vector and the tangential magnetic
field strength

EφF = F ⋅ EXF and T tot(X−) = −T tot(X+) (25.55)

EAF = 1
2
B × EXF and H × N(X−) = −H × N(X+) (25.56)

at corresponding points on opposing boundaries of the microstructure. Here, E(⋅)F =
(⋅)+−(⋅)− denotes the jump of a quantity with respect to opposite boundaries of theRVE.

25.3.5 Variational formulation

The numerical implementation of the magnetomechanical boundary value problem is
based on an energy formulation with periodic Dirichlet boundary conditions concep-
tually in line with the studies by Kalina et al. [19] andMiehe et al. [70]. The deformation
map and the Lagrangian magnetic vector potential are determined by the variational
principle as follows:

φ,A{ } = arg  inf
φ ∈Vφ

inf
A ∈VA

∫
B
Ψ C,B( ) dV⎧⎨

⎩
⎫⎬
⎭. (25.57)
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In this minimization principle, the admissible function space for the deformation field
and the magnetic vector potential satisfy the Dirichlet boundary conditions

Vφ ≔ {φ ∈ H1(B)⃒⃒⃒⃒EφF = F ⋅ EXF  on ∂B}

VA ≔ {A ∈ H(Curl,B)
⃒⃒
⃒⃒
⃒⃒
⃒EAF =

1
2
B × EXF on ∂B}

(25.58)

on the surface ∂B of the microstructure. In three dimensions, the solution of the
boundary value problem (25.57) is nonunique in terms of the gauge symmetry trans-
formation A→ A + ∇φ. From a numerical point of view, this will lead to an ill-
conditioned stiffness matrix. For a well-posed mathematical formulation, additional
gauge conditions can be imposed on the vector potential, such as the Coulomb gauge
enforcing DivA = 0, see the study by Semenov et al. [71]. For a more comprehensive
treatment of variational principles in magnetomechanics, we refer to the works of
Vogel et al. [72, 73], Miehe et al. [70, 74], Bustamante et al. [75] and Šilhavý [76].

25.3.6 Representative boundary value problems

In this section, the microscale modeling framework is applied to investigate the
effective material behavior of ferrogels with a random monodisperse particle distri-
bution. In this study, we consider microporous ferrogels, where the characteristic
length of the pores within the polymer matrix is much smaller than the size of the
magnetizable particles. In detail, we analyze the effective material response of two-
dimensional unit cells with three different particle volume fractions ϕ =
{10%, 20%, 30%} for two representative combinedmagnetomechanical load states. The
unit cells comprise approximately 500 magnetizable particles in order to obtain a
representative volume element with an isotropic material response, see the studies on
representativity of unit cells of Danas [21]. This determines the geometrical dimensions
of the different unit cells. The chosen set of material parameters for the constituents
used in this study is given in Table 25.2.

Table .: Microscale modeling of ferrogels. Material parameters of the constituents.

Parameter Symbol Particle Matrix Unit

Young’s modulus E  × 


 [kPa]
Poisson’s ratio ν . . [-]
Permeability of free space μ


π × � π × � [N/A]

Magnetic susceptibility χ .  [-]
Magnetic saturation ms  - [kA/m]
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25.3.6.1 Load Case I

As a first load case, we consider a magnetically driven load state with a prevented
macroscopic deformation of the microstructures characterized by

[F] = [
1 0
0 1

] and [B] = [
B
0
] , (25.59)

where the macroscopic magnetic induction B is linearly increased from 0 T to a
maximum of 2 T within 20 increments. The effective magnetization behavior of the
microstructures is depicted in Figure 25.3a. Due to the material isotropy of the unit
cells – caused by the unstructured particle distributionwithin the polymermatrix – the
magnetization M2 vanishes. Furthermore, a monotonic increase of the magnetization
with increasing particle volume fraction can be observed. Themagnetization responses
of the different microstructures also indicate that the saturation magnetization of the
composite is linearly dependent on the particle volume fraction and can be calculated
via a simple rule of mixtures ms = ϕ ms. In Figure 25.3b, the macroscopic mechanical
stress P11 is plotted over the applied magnetic induction. Initially, a quadratic de-
pendency of the mechanical stress on the magnetic induction is observable, while at
higher magnetic fields, saturation of the magnetization leads to a saturation of the
mechanical stress as well.

Negative values of the mechanical stress P11 along with a prevented macroscopic
deformation indicate the tendency of the unit cells to expand in the direction of the
applied magnetic induction. This is in agreement with experimental observations in the
study by Gollwitzer et al. [77] and Filipcsei and Zrínyi [78]. The spatial distribution of the
local magnetic induction b1 within the unit cells in Figure 25.4 exhibits considerably

Figure 25.3: Microscale modeling of ferrogels. Effective material behavior of random monodisperse
microstructures for load case I: (a) MagnetizationM1 versusmagnetic induction B and (b) mechanical
stress P11 versus magnetic induction B.
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stronger mutual particle interactions at higher particle volume fractions. This effect
arises due to the decreasing particle distances with increasing particle volume fractions.

25.3.6.2 Load Case II

In the second load case, the microstructures are subjected to a combined magneto-
mechanical load state characterized by

[F] = [
1 0.1
0 1

] and [B] = [
0
B
] (25.60)

where– in analogy to the previous load case – themacroscopicmagnetic inductionB is
linearly increased from0 T to amaximumof 2 Twithin 20 increments. Themacroscopic
magnetization behavior of the microstructures is shown in Figure 25.5a. A comparison
with the results of the previous load case given in Figure 25.3a indicates that the
magnetization response is nearly independent of the macroscopic deformation state,
see also the studies of Kalina et al. [19]. Due to the macroscopic simple shear defor-
mation of the microstructure, the mechanical shear stress P12 is positive for all three
unit cells at vanishing magnetic fields, see Figure 25.6b.

We observe an initial quadratic dependency of the mechanical shear stress P12 on
themagnetic induction with saturation effects occurring at higher magnetic fields. The

monotonic increase of the mechanical shear stress P12 with the magnetic induction for
the unit cells with particle volume fractions of ϕ = {10%,  20%} at a fixed macroscopic
simple shear deformation indicates a positive magnetorheological effect. This obser-
vation coincides with the experimental results in the study by Jolly et al. [79]. In

Figure 25.4: Microscale modeling of ferrogels. Spatial distribution of the local magnetic induction b1
in the unit cells with particle volume fraction ϕ = {10%,  20%,  30%} at a macroscopic magnetic
induction of B = Be1 with B = 2 T.

25.3 Microscale modeling of ferrogels 617



contrast, the decrease of the mechanical shear stress P12 with increasing magnetic
induction indicates a negative magnetorheological effect for the unit cell with 30%
particle volume fraction. Similar unsystematic behavior was found in the numerical
studies of Kalina et al. [80] for three-dimensional unit cells with randommonodisperse
microstructures. In general, the magnetorheological effect is highly sensitive to
morphological changes of the microstructure and strongly depends upon the material

Figure 25.6: Microscale modeling of ferrogels. Spatial distribution of the local deformation gradient
component F11 in the unit cells with particle volume fraction ϕ = {20%,  30%} at a macroscopic
magnetic induction of B = Be2 with B = 2 T.

Figure 25.5: Microscale modeling of ferrogels. Effective material behavior of random monodisperse
microstructures for load case II: (a)MagnetizationM2 versusmagnetic inductionB and (b)mechanical
stress P12 versus magnetic induction B.
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behavior of the polymer matrix. A detailed analysis of this effect and its influencing
factors is beyond the scope of the paper and a task for future investigations. Figure 25.6
shows the spatial distribution of the local deformation gradient component F11 in the
unit cells with a particle volume fraction of ϕ = {20%,  30%}. Due to the fact that the
particles try to rearrange themselves in energetically advantageous configurations, we
observe particle movements in direction perpendicular to the applied magnetic field in
order to form chain-like substructures. This leads to locally large deformations within
the microstructure, especially at high particle volume fractions. In reality, this could
cause debonding of the particles from the matrix material. From a numerical point of
view, this can result in convergence issues triggered by mesh distortions.

25.4 Conclusions

The present work covers themultiphysicsmodeling of porous ferrogels at finite strains.
Following the hierarchical structure of scales, we present theoretical and computa-
tional frameworks for two different modeling strategies: (i) the modeling of ferrogels at
the macroscale level and (ii) the modeling of ferrogels at the microscale level. Proto-
typical constitutive models for locally nondissipative material behavior are derived in
an enthalpy-based constitutive arrangement on the macroscale and an energy-based
constitutive arrangement on themicroscale. For bothmodeling approaches, a rigorous
variational treatment is given, providing a canonically compact model structure. This
consequently leads to a symmetric and compact formulation of the strongly coupled
nonlinear multiphysics problem, which is ideally suited for an efficient finite element
implementation. Representative boundary value problems outline the relevant fea-
tures and capabilities of eachmodeling approach. The study on themacroscopic shape
effect reveals that the field homogeneity is significantly higher in spheroidal shaped
specimens with larger aspect ratios. Therefore, prolate spheroids are preferable in the
experimental characterization of magnetoactive polymers. The proposed microscale
model is embedded into a suitable energy-based scale transition scheme that allows to
analyze the effective material response of the microstructure without the influence of
any macrostructural effects. The study on the effective material behavior of random
monodisperse microstructures for two load cases, which characterize the magneto-
strictive and magnetorheological effect of the composite, reveals a qualitatively good
agreement with experimental findings and theoretical studies in literature.

Future work will be devoted to the extension and parametrization of the consti-
tutivemodel at themacroscale level based on a comprehensive data set generated from
the microscale model. This approach allows the identification of an intrinsic material
parameter set independent of macrostructural shape effects. From a numerical point of
view, the development and implementation of a mesh update algorithm should be a
future task since the mesh quality at large deformations has crucial influence on the
convergence and stability of the finite element algorithm.
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61. Diguet G, Beaugnon E, Cavaillé J. Shape effect in themagnetostriction of ferromagnetic composite.
J Magn Magn Mater 2010;322:3337–41.

62. Bodelot L, Voropaieff J-P, Pössinger T. Experimental investigation of the coupled magneto-
mechanical response in magnetorheological elastomers. Exp Mech 2018;58:207–21.

63. Raikher Y, Stolbov O. Magnetodeformational effect in ferrogel samples. J Magn MagnMater 2003;
258–259:477–9.

64. Raikher YL, StolbovOV. Deformation of an ellipsoidal ferrogel sample in a uniformmagneticfield. J
Appl Mech Tech Phys 2005;46:434–443.

65. Kalina KA, Metsch P, Brummund J, Kästner M. A macroscopic model for magnetorheological
elastomers based on microscopic simulations. Int J Solid Struct 2020;193–194:200–12.

622 25 Multiphysics modeling of porous ferrogels at finite strains



66. Miehe C, Vallicotti D, Zäh D. Computational structural and material stability analysis in finite
electro-elasto-statics of electro-active materials. Int J Numer Methods Eng;102:1605–37.

67. Ethiraj G, Miehe C. Multiplicative magneto-elasticity of magnetosensitive polymers incorporating
micromechanically-based network kernels. Int J Eng Sci 2016;102:93–119.

68. Ciarlet PG. Mathematical elasticity: Volume I: three-dimensional elasticity. North-Holland;
1988.

69. Hill R. On constitutive macro-variables for heterogeneous solids at finite strain. Proc R Soc Lond A
Math Phys Sci 1972;326:131–47.

70. Miehe C, Rosato D, Kiefer B. Variational principles in dissipative electro-magneto-mechanics:
a framework for the macro-modeling of functional materials. Int J Numer Methods Eng;86:
1225–76.

71. Semenov AS, Kessler H, Liskowsky A, Balke H. On a vector potential formulation for 3D
electromechanical finite element analysis. Commun Numer Methods Eng 2006;22:357–75.

72. Vogel F, Bustamante R, Steinmann P. On some mixed variational principles in electro-
elastostatics. Int J Non Linear Mech 2012;47:341–54. Nonlinear Continuum Theories.

73. Vogel F, Bustamante R, Steinmann P. On some mixed variational principles in magneto-
elastostatics. Int J Non Linear Mech 2013;51:157–69.

74. Miehe C, Vallicotti D, Teichtmeister S. Homogenization and multiscale stability analysis in finite
magneto-electro-elasticity. application to soft matter ee, me and mee composites. Comput
Methods Appl Mech Eng 2016;300:294–346.

75. Bustamante R, Dorfmann A, Ogden R. On variational formulations in nonlinear
magnetoelastostatics. Math Mech Solid 2008;13:725–45.

76. Šilhavý M. A variational approach to nonlinear electro-magneto-elasticity: convexity conditions
and existence theorems. Math Mech Solid 2018;23:907–28.

77. Gollwitzer C, Turanov A, Krekhova M, Lattermann G, Rehberg I, Richter R. Measuring the
deformation of a ferrogel sphere in a homogeneousmagneticfield. J ChemPhys 2008;128:164709.

78. Filipcsei G, Zrínyi M. Magnetodeformation effects and the swelling of ferrogels in a uniform
magnetic field. J Phys Condens Matter 2010;22:276001.

79. Jolly MR, Carlson JD, Muñoz BC, Bullions TA. The magnetoviscoelastic response of elastomer
composites consisting of ferrous particles embedded in a polymermatrix. J Intell Mater Syst Struct
1996;7:613–22.

80. Kalina KA, Raßloff A, Wollner M, Metsch P, Brummund J, Kästner M. Multiscale modeling and
simulation of magneto-active elastomers based on experimental data. Phys Sci Rev 2020.

References 623





Tatiana I. Becker*, Yuriy L. Raikher, Oleg V. Stolbov, Valter Böhm
and Klaus Zimmermann

26 Magnetoactive elastomers for magnetically
tunable vibrating sensor systems

Abstract: Magnetoactive elastomers (MAEs) are a special type of smart materials
consisting of an elastic matrix with embedded microsized particles that are made of
ferromagnetic materials with high or low coercivity. Due to their composition, such
elastomers possess unique magnetic field-dependent material properties. The present
paper compiles the results of investigations on MAEs towards an approach of their
potential application as vibrating sensor elements with adaptable sensitivity. Starting
with the model-based and experimental studies of the free vibrational behavior dis-
played by cantilevers made of MAEs, it is shown that the first bending eigenfrequency
of the cantilevers depends strongly on the strength of an applied uniform magnetic
field. The investigations of the forced vibration response of MAE beams subjected to in-
plane kinematic excitation confirm the possibility of active magnetic control of
the amplitude-frequency characteristics. With change of the uniform field strength, the
MAE beam reveals different steady-state responses for the same excitation, and the
resonance may occur at various ranges of the excitation frequency. Nonlinear de-
pendencies of the amplification ratio on the excitation frequency are obtained for
differentmagnitudes of the applied field. Furthermore, it is shown that the steady-state
vibrations of MAE beams can be detected based on the magnetic field distortion. The
field difference, which is measured simultaneously on the sides of a vibrating MAE
beam, provides a signal with the same frequency as the excitation and an amplitude
proportional to the amplitude of resulting vibrations. The presented prototype of the
MAE-based vibrating unit with the field-controlled “configuration” can be imple-
mented for realization of acceleration sensor systems with adaptable sensitivity. The
ongoing research on MAEs is oriented to the use of other geometrical forms along with
beams, e.g. two-dimensional structures such as membranes.
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26.1 Introduction

Magnetoactive elastomers (MAEs) consist of magnetically soft and/or magnetically
hard particles of microsize that are embedded into a nonmagnetic elastic matrix
(Figure 26.1). This class of smart materials has potentially an extending field of appli-
cation indiverse technical areas. Just likemagnetorheologicalfluidsand ferrofluids [1, 2],
MAEs strongly respond to magnetic fields. Experimental investigations on MAEs with
magnetically soft particles show that their mechanical properties can be changed suf-
ficiently, when they are subjected to an externalmagneticfield, e.g. [3, 4]. It is found that
the elastic modulus of thesematerials is “tunable”, whichmeans its effective increase in
the presence of an applied magnetic field [5–7]. The reasons for this active effect of
“tuning” are interactions between the different types of magnetic filler and the matrix in
a microscopic scale and the subsequent structure formation of the particles.

Recent studies onMAEswith embeddedmagnetically hardparticles show that they
possess striking properties, particularly remanent magnetization, even in the absence
of an external field [8–10]. Once such freshly synthesized elastomer when subjected to
a strong magnetic field acquires a remanent magnetization and becomes actually an
elastic magnet with modified properties as compared to the original elastomer. This
effect of passive magnetic control of properties depends on ferromagnetic properties
and concentration ofmagnetically hard particles aswell as the fieldmagnitude applied
during the initial magnetization [11]. A special type of MAEs with a mixed magnetic
filler made of magnetically hard and soft particles is of particular research interest at
present. Such elastomers with a mixed magnetic filler show not just pure passive and
active effects that elastomers containing only one type of particles would have [12–14].
The interplay of two fillers different in their ferromagnetic properties results in a
complex distribution of themagnetic field,which in turn influences the field reaction of
the material itself.
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Figure 26.1: MAE material systems with different
magnetic fillers.
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Magnetic and viscoelastic properties of these materials, depending on magnetic
field, are studied using various experimental approaches in [6, 14–16]. Specific features
of MAEs can be also identified by the magnetization analysis based on first-order
reversal curvemeasurements [17, 18]. To shed light on the particle characterization and
structuring, the imaging technique such as X-ray microtomography is used [19]. The
extracted data of the position, rotation and size of individual particles gives an input for
theoretical modeling and simulation studies of MAEs. From a methodological point of
view, these investigations follow two main modeling approaches: dipole-interaction
models [20–23] and finite element methods based on a continuum formulation [24, 25].
Mesoscopic scale models, that allow to predict shape deformations of MAEs with
magnetically hard and soft particles in a magnetic field, are developed in [26, 27].

Due to their exceptional field-dependent properties, smart materials like MAEs
offer great potential for designing intelligent technical applications. The fact that a
magnetic field might be exerted contactlessly makes them unique for a number of
applications in the area of vibration isolation and damping [28, 29]. A variable differ-
ential mount apparatus using an MAE for improving driving comfort of a vehicle is
presented in [30]. In the field of biomechanics, prosthetic and orthotic devices with
shock absorption springs made of magnetic elastomers can be adjusted to a level
corresponding to an activity of the user [31]. Magnetorheological fluids in terms of their
application inmedical and rehabilitation devices are discussed in [32, 33]. By using the
influence of a magnetic field on the mechanical deformation of MAEs, various actua-
tion and locomotion systems can be developed [34, 35]. A method to program the
magnetic actuation in order to achieve complex time-varying shapes of MAEs is pro-
posed in [36]. This may lead to a vast number of miniature soft devices mimicking
biological beating patterns, e.g. an artificial cilium. A nature-inspired flexible gripper
made of an MAE with the remote actuation is shown in [37]. Another example is a soft
robotic form-fit gripper based on the field-induced plasticity effect of MAEs [38, 39].
This gripper is able to adapt its shape to the geometry of gripped objects, and the shape
remains preserved after a mechanical load when a large magnetic field is present. As
soon as themagnetic field is removed, the original shape of theMAE gripper is restored.
Various film structures of anisotropic MAEs with a directional field response can be
used for applications in soft robotics [40].

An object of this study is to assess the potential of MAEs to design a sensor system
with an adjustable sensitivity controlled by a magnetic field. Following our previous
work [41], we study an oscillatory motion of MAE macro beams that might serve as
functional elements for fabricating sensors of several kinds, e.g., acceleration, force
and pressure sensors. The concept to design a system incorporating a sensor element
made of MAE to detect mechanical stimuli of the environment, is presented in [7].
According to it, an MAE beam structure with a mixture of magnetically soft and hard
particles shows bending vibrations induced by an external excitation of its base. This
response can be identified bymeasurements of the magnetic field distortion using Hall
sensors that are spatially distributed around the vibrating element. The resulting
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signals then could be converted in a facileway into electromagnetic ones formeasuring
and analyzing. The key point is that an adaptivity of the MAE sensor element can be
realized bymeans of an externally appliedmagnetic field, which leads to the change of
the material properties, above all the mechanical compliance, due to the complex
particle–matrix interactions. This means that the sensor element displays different
behavior without and with an external field, and its “sensitivity” can be adjusted
depending on the given field magnitude. Note that the proposed sensor differs from
other oscillatory schemes employing MAEs, see [42, 43], for example, by using a uni-
form, no gradient magnetic field whose magnitude, therefore, does not depend on the
position of theMAE. In other words, the fieldworks as a tunable bias factor defining the
conditions under which the sensor operates [41].

In essence, the most comprehensible working process of the scheme [7] is the
camertone-type oscillation of the MAE cantilever, which in general has a wide set of
eigenfrequencies. However, if the beam is sufficiently massive, its basic (the lowest)
eigenfrequency is quite far even from the first overtone. This can facilitate the filtering
of the signal and the analysis of the system under monitoring. Hence, the proposed
concept requires detailed investigations of free bending vibrations of MAEs.
Section 26.2 shows the experimental results on the vibration characteristics of MAE
beams of different geometry and magnetic filling dependent on an applied, almost
homogeneous magnetic field. It also includes the theoretical analysis based on the
developed magneto-mechanical model for determination of eigenfrequencies of MAE
beams. Section 26.3 presents the prototype of an MAE-based vibrating unit and results
on its forced bending vibrations without and with an external uniform magnetic field.
The detection of the MAE vibrations using methods of the magnetic field sensing are
discussed in Section 26.4. Finally, conclusions are outlined in Section 26.5.

26.2 Magnetic field-dependent vibration
characteristics of MAEs

Considering the dynamic behavior of functional sensor elements made of MAEs [38],
one of the major issues is the dependence of the material properties on an externally
appliedmagnetic field that primarily influences vibration characteristics. The design of
MAE vibration elements involves the determination of both geometry and material
properties. Dimensions of an MAE beam and its material composition (i.e., elastic
matrix material, concentration and type of the magnetic filler) are to be chosen as to
make the first eigenfrequency be in a specific range assigned in advance corresponding
to the controlling magnetic field. In what follows, we present experimental and theo-
retical methods of determination of the first eigenfrequency of MAE beams, taking into
account magneto-mechanical interactions [38].
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26.2.1 Experimental investigation of free bending vibrations of
MAE cantilevers in a uniform magnetic field

To get a qualitative notion of the problem, consider an MAE beam that hangs vertically
being fixed by its upper end and is excited by imposing a small horizontal displacement
on the lower free end [41]. During the bending vibrations of the beam on account of its
continuity, the displacement amplitude is maximal at the free end and falls gradually
down to zero at the fixed end. The same relates to the rotation angle between the
tangent to the neutral axis of the beam and the vertical. Knowing the eigenfrequencies
and corresponding modes of vibrations of the MAE beam, one can predict the emer-
gence of resonance, and therefore permit or avoid it by relevant variation of an applied
magnetic field.

26.2.1.1 Materials and methods

The oligomer base for the MAEs used in tests is silicone Alpa-Sil Classic (Alpina Co.)
with Shore-A hardness 6–8, in which the magnetically soft particles of carbonyl iron
powder (CIP)-CC (BASFCo.) with an averageddiameter of 6 μmaremechanically stirred
up. Due to the high viscosity of the paste-like mixture and the short polymerization
time, isotropic beam samples with a homogeneous distribution of the magnetic filler
are produced. Four different volume concentrations of the CIP are used: ϕ = 0, 0.1, 0.2
and 0.3. The material parameters are listed in Table 26.1.

The geometry of an MAE beam is shown in Figure 26.2. It has rounded edges, so as
to smooth themagnetic field distortions at the corners. The cross-section of the beam is

Figure 26.2: Geometry of the MAE beam,
dimensions are given in mm.

Table .: Material parameters of MAE beam samples.

Composition No.    

CIP volume concentration, ϕ  . . .
Mass density, ρ ( kg m−) . . . .
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nearly a rectangle of a × b = 10 mm × 5 mm with a corner radius of r = 2 mm. The
cross-sectional area is A = 46.57 mm2. Its area moment of inertia equals to
Iz = 89.21 mm4. Samples of three different beam lengths are prepared: L = 40, 60 and
80 mm. The “transverse” part of the T-form is designed for fixing the sample inside the
support. Altogether, 12 MAE beam samples of three different lengths and four different
compositions are used in the experimental studies.

The setup shown in Figure 26.3 is used to investigate the vibration behavior of an
MAE beam in the presence of an external magnetic field. It consists of a pair of
Helmholtz coils placed symmetrically along the vertical x axis. The magnetic flux
density B0 induced by the coils in the relevant region between them is up to 60mT and
points straight vertically. This is proven experimentally by measurements in air with a
Hall sensor and also simulated using finite element method. Both tests render the
magnetic field homogeneity not worse than 96.5 % [41].

AnMAE beam is held by its top end in a fixed nonmagnetic support and positioned
in the middle between the Helmholtz coils (Figure 26.3). Such construction makes,
therefore, a kind of cantilever. In equilibrium, the central axis of the beam is co-aligned
with the symmetry axis of the coil. The initial deflection of the beam in the x-y plane is
created using a mechanical release mechanism. It consists of a threaded rod which is
screwed against the pressure spring to adjust an initial deflection of the cantilever’s
free end of 5mmalong the y axis.When the trigger is pulled, the tensioned spring snaps
the rod back, and the cantilever is released.

Time-dependent displacement of the cantilever’s free end is measured using a
laser triangulation sensor. The preliminary investigations show that due to the sym-
metry of the beam, the bending vibrations take place principally in the x-y plane of the
initial deflection. Additionally, the distortion of the applied magnetic field close to the
free end of the sample can be measured by a Hall sensor [41].

Figure 26.3: Experimental setup used for the investigation of free bending vibrations of an MAE
cantilever in the presence of a uniform magnetic field. Reprinted by permission from [41].
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26.2.1.2 Results of free bending vibrations of MAE cantilevers

Experimental examination of the free bending vibrations of the MAE cantilevers in the
vertical x-y plane is performed for various magnitudes of an applied uniform magnetic
field from zero up to 60 mT in steps of 10 mT. For each beam sample and each field
magnitude, the vibration behavior of the beam is analyzed based on 12 repetitions for
both orientations in the fixed support.

The results indicate that, in contrast to the cantilevers made of pure silicone, the
oscillatory dynamics of each sample comprising CIP particles can be changed essen-
tially by means of the uniform magnetic field. Figure 26.4 illustrates the displacement
measurements for the MAE cantilever with a CIP volume concentration of ϕ = 0.3 and
length of L = 60mm for the two extreme values ofB0. As it could be seen, the vibrations
are lightly damped, and their period is with a good accuracy isochronous, i.e., it is
independent of the amplitude. This enables us to treat the vibrating systemunder study
as a linear one.

From the data underlying Figure 26.4 (b), it follows that in the absence of the field
the period of vibrations is 0.245 s, and the first eigenfrequency is f1(0) = 4.08 Hz. For
B0 = 60 mT, we find f1(B0) = 6.74 Hz. Thus, for this MAE beam, the maximum relative
change of the first eigenfrequency is Rf1 = f1(B0)/f1(0) − 1 = 65.21%. This relative
change of the eigenfrequency can be related to the field-induced effective increase of
the Youngmodulus E of the MAEmaterial from E(0) = 0.69 MPa to Eeff(B0) = 2.36 MPa.
Note that the observed tunability of the vibration characteristics is reversible when a
moderate magnetic field of 60 mT is removed. For strong fields, irreversible effects of
the magnetic particle movement in the elastic matrix may take place.

Using the logarithmic decrement, which is the ratio of any two successive ampli-
tudes, the dimensionless damping ratio D is obtained. For all cantilevers used in tests,
D < 0.05 that corresponds to the underdamped case, and it decreases depending on the
fieldmagnitude. Just as for a systemwith finite number of degrees of freedom, itmay be
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Figure 26.4: Free bending vibrations of the MAE cantilever of L = 60 mm and ϕ = 0.3: (a) Overlapped
sequential frames of the video recorded at 750 fps without magnetic field; (b) time-dependent
displacement uL(t) of the free end for B0 = 0 and 60 mT. Reprinted by permission from [41].
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assumed that the damping ratio D = πβ1f1 is proportional to the internal damping
coefficient β1 during harmonic vibrations at the eigenfrequency f1.

The first eigenfrequency f1(B0) of the free bending vibrations obtained from the
displacement measurements for all MAE cantilevers is shown in Figure 26.5. These
dependencies increase monotonically with the magnitude of the uniform magnetic
field. The maximum relative change Rf1 = 73.56% is observed for the longest sample of
L = 80 mm and with a maximum CIP concentration of ϕ = 0.3. Thus, the vibration
characteristics of the MAE beams and, above all, their mechanical compliance can be
controlled and reversibly tuned by means of an external uniform magnetic field.

26.2.2 Magneto-mechanical modeling for determination of MAE
eigenfrequencies

The elastic forces and torques acting on every beam element are induced due to a com-
bination of elastic, inertial and gravity forces. This case is well known, and the pertinent
equations ofmotion could be taken from the literature [44, 45]. For a cantilevermade of an
MAE, one may now modify the behavior of the system by subjecting it to a uniform
magnetic field along the vertical (up or down) direction. This transforms the mechanical
problem into a magneto-mechanical one, where it is needed to consider, among usual
forces and torques, the one that is caused by the ponderomotive (magnetic) force [41].

26.2.2.1 Model expression for the magnetic torque

Due to magnetostatic reasons, the MAE cantilever when positioned straight and par-
allel to the applied field has the configuration of the lowest magnetic energy. Any

0640020
2

4

6

8

10

12

0640020
2

4

6

8

10

12

0640020
2

4

6

8

10

12

Figure 26.5: The first eigenfrequency f1 of the free bending vibrations depending on the magnetic
field magnitude B0 for MAE cantilevers of different lengths L with CIP volume concentrations: (a)
ϕ = 0.1; (b) ϕ = 0.2; (c) ϕ = 0.3. Experimental values (markers) represent the mean values of 12
measurements. Theoretical dependencies (solid lines) are obtained for parameters χe = 79 and
km = 0.72. Reprinted by permission from [38].
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distortions of this shape increase the magnetic energy, and thus induces ponder-
omotive forces striving to restore the configuration. Evidently, these forces affect the
cantilever’s eigenfrequency, the greater the stronger themagnetic field. In otherwords,
by measuring the frequency change of the bending vibrations, one is able to extract
information on the field strength, and vice versa. By knowing the magnitude of the
applied uniform field, it is possible, based on the extended magneto-mechanical
model presented below, to obtain theoretically the eigenfrequencies of MAE vibrating
units [41].

In such a sample, the magnetization depends not only on the magnetic suscepti-
bility of an MAE material, but also on the shape of the beam. The magnetic poles
appearing on its ends produce a demagnetizing field, which is proportional and
directed opposite to the magnetization. For the prismatic MAE beam used in the
experiment (Figure 26.2), the magnetic field is not uniform and varies from place to
place in the beam, being maximum in the middle. In order to calculate analytically the
field inside a prismatic MAE beam, the approximation of its shape by a magnetizable
general ellipsoid with the same dimensions L > a > b of the principle axes is used
(Figure 26.6). The magnetic susceptibility χ of the MAE is assumed to be constant and
independent of the magnetic field and strain. Those simplifications are justified by the
fact that a low-to-moderate magnetic field range (<100 mT) and small deformations of
the MAE beam are considered [38].

Assume a uniform external magnetic field H0 = H0(cosΘ ϵx + sinΘ ϵy) applied
along the vertical axis, where ϵx,y,z are the unit vectors directed along the ellipsoid
principle axes, and Θ is the angle between ϵx and the vertical (Figure 26.6). Then, the
magnetic field H inside the ellipsoid is shown to be uniform and defined by [41, 46]:

H = H0(
cosΘ

1 + χNxx
ϵx + sinΘ

1 + χNyy
ϵy), (26.1)

Figure 26.6: MAE ellipsoid in a uniform magnetic field used to derive the model expression of the
magnetic torque. Reprinted by permission from [38].
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where Nxx and Nyy are components of the diagonalized demagnetization tensor that
depend only on the aspect ratios a/L and b/L of the ellipsoid [47].

The magnetic susceptibility χ in (26.1) should be taken as an effective value χe
rendering that of the MAE with the given volume concentration ϕ of the CIP filler. This
dependence can be approximated by the Lichtenecker formula [48], which is quite
reliable for the composites with ϕ up to 0.3. Starting from its conventional expression

for the magnetic permeability μ(ϕ) = μϕe , one can obtain an expression in terms of
susceptibility:

χ(ϕ) = (χe + 1)ϕ − 1. (26.2)

For the linear magnetization law, the magnetic moment of the ellipsoid is defined as
m = χ(ϕ)VelH with the ellipsoid volume Vel = πabL/6.

The magnetic energy of the ellipsoid tilted under the angle Θ to the direction of

the field is Umag = −1
2μ0mH0, where μ0 is vacuum magnetic permeability. As seen

from (26.1), the direction of the magnetic moment m does not coincide with that of
the applied field H0, due to which the ellipsoid experiences a field-induced torque
T = Tϵz along the z axis. Its magnitude T is determined by the first derivative of
the magnetic energy with respect to the rotation angle. Assuming small angular
deviations Θ « 1, the following expression for the ponderomotive torque can be
obtained [38]:

T = −∂Umag

∂Θ
= μ0H

2
0Vel  Θ W(χe,

a
L
,
b
L
), (26.3)

where the notation W called the form-factor is introduced as:

W(χe,
a
L
,
b
L
) = χ2(ϕ)(Nxx − Nyy)

(1 + χ(ϕ)Nxx)(1 + χ(ϕ)Nyy)
. (26.4)

This means that under weak perturbations the ponderomotive torque T acting on the
ellipsoid is quadratic in the applied field strength and linear in the rotation angle,while
the form-factor W takes into account the magnetic properties and the anisotropy of
the beam. Note that the smallest component of the demagnetization tensor always
corresponds to the longest dimension of the body. Therefore, in (26.4) the difference
Nxx−Nyy is negative that ensures that the torque T is restoring.

26.2.2.2 Equations of motion of vibrating MAE cantilever

To evaluate the eigenfrequencies of an elongated MAE cantilever, the thin-rod
approximation is considered [44]. A uniform magnetic field H0 is directed vertically,
i.e., is coaligned with the gravity field g. Under these conditions, it is evident that in
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equilibrium the cantilever dwells in a straight vertical configuration, and its field-
induced magnetic moment m is parallel to the applied field.

During the bending vibrations of the MAE cantilever in the vertical x-y plane, there
are three factors that generate restoring torques striving to recover the initial equilib-
rium configuration: the elasticity of the material, gravity and ponderomotive
(magnetostatic) torque. All of them are included in the dynamic equations ofmotion, in
which the rotary inertia is accounted for, while the viscous forces (dissipation) are
neglected. In other words, keeping in mind the experimental evidence shown in
Figure 26.4, we assume that the beam restores its equilibrium configuration by way of
lightly damped small vibrations [41].

The set of equations of motion for the in-plane small free bending vibrations is as
follows [38]:

ρA
∂2u(x, t)

∂t2
= ∂Qy(x, t)

∂x
,

ρIz
∂2ϑ(x, t)

∂t2
= ∂Mz(x, t)

∂x
+ Qy(x, t) + ρgA(x − L)ϑ(x, t)

  + kmμ0AH
2
0W(χe,

a
L
,
b
L
)ϑ(x, t),

∂ϑ(x, t)
∂x

= Mz(x, t)
EIz

,  
∂u(x, t)

∂x
= ϑ(x, t).

(26.5)

Here, the coordinate x varies from 0 to L, t is the time, u(x, t) is the horizontal
displacement of the beam points in theOy direction, ϑ(x, t) is the rotation angle around
the z axis,Qy(x, t) is the component of the shear force,Mz(x, t) is the bendingmoment in
the Oz direction. The other parameters entering (2.2.2) are: ρ the mass density of the
MAE, A the cross-sectional area of the beam, Iz the area moment of inertia, and E the
Young modulus of the MAE.

To compensate the approximation discrepancy between the geometry of an MAE
prismatic beam and ellipsoid, an adjustable parameter km, appearing as amultiplier to
the term of the ponderomotive torque, is introduced in the second equation of (26.5).
The other parameter χe, namely the effective magnetic susceptibility of CIP, enters the
set of equations in a nonlinear way, as is seen from (26.2) and (26.4).

This model is applied for the determination of eigenfrequencies of the MAE can-
tilevers by considering the fixed-free boundary conditions: no deflection and rotation
at x = 0, and no bending moment and shear force at x = L.

The numerical method of initial parameters is used [44, 41]. The calculations are
performed for the material and geometrical parameters corresponding to the MAE
cantilevers used in the experiment, see Section 26.2.1.1. For the parameters χe and km
entering the theoretical model, different sets of values in the ranges km < 1 and

26.2 Magnetic field-dependent vibration characteristics of MAEs 635



40<χe<140 are examined. The latter is the range ofmagnetic susceptibilitymeasured for
compacted CIP [49].

26.2.3 Comparison of experimental and theoretical results of the
first eigenfrequency

According to [41], the proposed model is applied for interpretation of the experimental
data. As a first step, by fitting the experimental eigenfrequencies f1(0) of the MAE can-
tilevers measured in zero magnetic field (Figure 26.5), the Young moduli E of the MAE
compositions with different CIP volume concentrations ϕ are evaluated (Table 26.2).

Then the first eigenfrequencies of the MAE cantilevers are calculated numerically
for different magnitudes of the applied magnetic field using the corresponding aver-
aged values of the Young modulus E(ϕ). For each particular sample of length L and
concentration ϕ, the parameters χe and km entering the theoretical model are obtained
from fitting the experimental frequency data. It turned out from calculations that
values χe = 79 and km = 0.72 are “universally” valid, i.e., they come out virtually
whatever sample is chosen for fitting. Comparison between experimental and nu-
merical data on the first eigenfrequency as a function of the cantilever length is given in
Figure 26.5. It can be seen that the numeric solution with the above-given particular
values of χe and km fairly well (percent error below 5.6%) describe the measurement
results [41].

The essence of the undertaken modification is the inclusion of an expression for
the ponderomotive torque, which is exerted by the applied uniform magnetic field on
the magnetized MAE cantilever, to the dynamical equations of thin rods. The fitting
procedure yields the value of km= 0.72 belowunity. At the first sight, this implies that the
effectivemagnetic torque density is somewhat smaller than that generated by themodel
ellipsoid. Note, however, that the magnetic term in (26.5) is the product kmW, where the
form-factor W is given by (26.4). Although W is a nonlinear function of the magnetic

Table .: Young moduli of the MAE cantilevers of different length L [].

Composition No.    

CIP volume concentration, ϕ  . . .
Young modulus, E ( Pa):
L =  mm . . . .
L =  mm . . . .
L =  mm . . . .
Averaged young modulus, E(ϕ) ( Pa) . . . .
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susceptibility, the leading contribution of the product is kmχ2(ϕ). Therefore, it is mostly
the value of this product that matters for the adjustment, so that greater km means
smaller the effective susceptibility χe. As to the latter, the used value χe = 79 is rendered
by a more precise fitting procedure that takes into account the full nonlinear depen-
denceW(χe). This value looks quite reasonable if it is to be comparedwith the data from
[49], which puts for measured permeability values of compacted CIP in the range from
40 to 140.

From symmetry considerations, it follows that the dependence of f1(B0) for a weak
applied field should be quadratic. Qualitatively, this can be seen from the initial
parts of the curves in Figure 26.5. A fairly good agreement obtained demonstrates the
reliability of the developed magneto-mechanical model for determination of the
eigenfrequencies of an MAE cantilever.

26.3 Forced vibration response of MAE in a uniform
magnetic field

The possibility to change in a great extend the vibration characteristics of MAE beams
by means of an active magnetic control can be potentially implemented for realization
of sensor systems with adjustable sensitivity. A prototype of an MAE-based vibrating
unit for detection of external mechanical stimuli is presented in Figure 26.7. Its main
functional element is a double-fixed MAE beam placed in the inner region of the
Helmholtz coil. In this section, the focus is on the experimental investigation of forced
bending vibrations displayed by the MAE under the influence of a uniform magnetic
field. This will pave the way to adjust the vibration response of such unit, and thus to
realize its adaptable sensitivity. In addition, a theoretical approach using an oscillator
model with a cubic stiffness term is considered in order to describe the resulting
nonlinear behavior of the MAE beam.

Figure 26.7: Prototype of an MAE-based vibrating sensor element with magnetic field-adjustable
vibration characteristics for detection of external mechanical stimuli. Reprinted by permission
from [38].
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26.3.1 Experimental investigation of forced bending vibrations of
the MAE unit

26.3.1.1 Experimental setup and methods

The setup used to investigate the forced bending vibrations of a double-fixed MAE
beam in the presence of an external magnetic field is shown schematically in
Figure 26.8. The MAE beam is fastened vertically at both ends to a housing. Its kine-
matic excitation is realized in the following way. The housing is attached by a rod to an
electrodynamic vibration test system. It is controlled by a waveform generator, whose
sinusoidal signal is strengthened using a power amplifier. The core of the vibration test
system moves in the manner described by the harmonic function u0(t) = u0 cos(2πΩt)
in the horizontal direction along the rod’s axis, i.e., perpendicular to the beam’s axis in
equilibrium. The excitation amplitude u0 is specified to be in a narrow range of
0.4 ± 0.02 mm. The excitation frequencyΩ is set to a value from the range of 5 Hz up to
22 Hz. For each measurement, the frequency is held constant, and then it is changed
gradually only in one direction (either upwards or downwards) for subsequent mea-
surements. To record large responses near resonance, the minimum step size for the
frequency setting is 0.01 Hz. To detect resulting in-plane bending vibrations of theMAE
beam, the laser triangulation sensor is used. Its output signal is transmitted to a digital
oscilloscope and analyzed using a PC software [50].

The magnetic field is produced by a Helmholtz coil, consisting of two parallel-
mounted circular coils that have a radius of 56.5 mm and a winding number of 855. The
cross-section area of the copper winding is of 30 × 21.5 mm2. The coils are placed co-
axially around theMAEhousingwith a separationof 35mm.Note that thisHelmholtz coil
is about twice smaller than the one used in test of free bending vibrations (Figure 26.3)
and, in contrast to it, can be regulated using a standard power supply. This follows our

Figure 26.8: Schematic diagram of the setup used to study forced in-plane bending vibrations of a
double-fixed MAE beam in a field of the Helmholtz coil. Reprinted by permission from [50].
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attempt to realize a practical design of the intended prototype without laboratory
limitations. In the absence of the MAE, the current of I = 2.4 A in each coil creates an
almost uniform magnetic field inside the inner region between the coils. The field is
measured using aHall effect sensor attached to a positioning system and also analyzed
using finite element method (ANSYS Maxwell software). The results show that the
magnetic induction at the center point is B0 = 31.62 mT. In the inner centric spherical
volume with a diameter of 30 mm, the Helmholtz coil provides a homogeneity of 95%.

To detect changes of themagnetic field caused by the presence of anMAE, twoHall
effect sensors (DRV5053, Texas Instruments Inc.) are fixed in the middle of the
housing’s sides (Figures 26.7 and 26.8). In equilibrium, the distance between each
sensor and the center point of the MAE beam is d = 12 mm. Both sensors measure the
vertical component of magnetic field, when the external field of the same direction is
applied. Their sensitivity is 23 mV/mT, that allows measuring fields with magnitudes
up to 34.78 mT. Such a sensitivity range is sufficient, as in this configuration field
distortions on the sides of the MAE are negative, and so the measured field values are
smaller than the ones applied [50].

The geometry of theMAEbeam is shown in Figure 26.9. The sample is utilized in the
form of a double-fixed elastic beam with a large central part as a seismic mass sus-
pended on two sides. The overall length of the beamwithout including the fixing parts
is 60 mm. The cross-sectional dimensions 2 mm × 10 mm of two suspending beams are
specified by numerical simulations using the finite element method (ANSYS Modal
analysis) on condition that the basic eigenfrequency of the unit, being far below the
second one, corresponds to the transverse bending. Simulation results show that for
the selected sample geometry, its first and second eigenfrequencies corresponding to
the free bending and torsion vibrations are 8.24 and 18.65 Hz, respectively. Also, all
edges are rounded with a radius of 1 mm, so as to smooth magnetic field distortions at
the corners. The MAE beam is made with the use of the same materials and synthesis
methods as described in Section 26.2.1.1. The mass content of the CIP magnetic filler is

Figure 26.9: The geometry of theMAE vibrating unit and its double-sided fixation inside the housing.
Dimensions are given in mm with respect to x, y and z axes [50].
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of 76.2 wt%, which is nearly ϕ = 30 vol%. This is chosen due to the fact that consid-
erable changes of material properties in a moderate magnetic field occur with
increasing CIP concentration, as shown in Figure 26.5.

26.3.1.2 Results of forced bending vibrations of the MAE unit

The steady-state response of the forced, lightly damped in-plane vibrations of the MAE
unit is studied experimentally for various excitation frequencies of the housing [50].
Figure 26.10 shows the displacement recorded by the laser sensor at the middle of the
MAE unit for the same applied excitation with Ω = 10 Hz in the following two cases:
(a) without an externalmagnetic field; (b) with the field generated by a current of I = 2.4
A in the Helmholtz coil.

It can be seen that the response vibrations have the same frequency as that of the
excitation with a phase shift. Their amplitudes are strongly dependent on the applied
field strength. Consider the amplification ratio AR defined as the ratio of the response
amplitude to the forcing amplitude, which is of u0 = 0.4±0.02mm. For the casewithout
magnetic field, the ratio AR is 1.4 and the phase shift is about 170∘ corresponding to the
high frequency response after the resonance, see Figure 26.10 (a). In themagnetic field,
we haveAR = 8.23 and a phase shift of about 39∘, which refers to the frequency response
before the resonance, see Figure 26.10 (b).

Amplification ratio curves as a function of the excitation frequency are presented
in Figure 26.11. It can be seen that these curves have the same qualitative behavior. The
application of themagnetic field generated by a current of I = 2.4 A leads to a shift of the
curve’s peak to the right. This “tuning” effect is related to the magnetic field-induced
change of the vibration characteristics of the MAE unit, primarily its first eigenfre-
quency of free bending vibrations. The higher the strength of a magnetic field, the
stronger shift along theΩ axis it would cause. As a result, the forced vibration response
of theMAE unit can be actively controlled by the strength of an external magnetic field,
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Figure 26.10: Steady-state displacement u(t) as a time function measured at the middle of the MAE
unit for the currents: (a) I = 0 A (blue line); (b) I = 2.4 A (orange line). Black line shows the input
excitation with Ω = 10 Hz and u0 = 0.4 mm. Reprinted by permission from [50].
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in this case by changing the current supplied to the coil. The “configuration” of the
MAE unit can be switched reversibly between the low/high and resonance responses.

A certain asymmetry of the curves of the amplification ratio near the resonance
peak shows that there is an element of nonlinearity. Both curves are bent to the right
side that is related to the hardening type of behavior. At specific ranges of the exci-
tation, two stable stationary oscillations may exist depending on whether the fre-
quencyΩ increases or decreases stepwise. This bifurcation results in the appearance of
quasi-discontinuous jumps in the response amplitude. By increasing the current in the
coil, the apparent stiffness of the MAE unit increases, consequently, the hardening
effect of nonlinearity decreases. As seen in Figure 26.11, the frequency width of the
bifurcation range changes from 6.03 to 5.72 Hz. As will be seen in the next section, in
stronger fields the nonlinear system would tend to approach the linear one [50].

For the case of Ω = 10 Hz without applied magnetic field, two stable steady-state
responses exist, and Figure 26.10 (a) corresponds to the one of the lower branch, as the
frequency decreases. When I = 2.4 A, there is only one stable response shown in
Figure 26.10 (b).

26.3.2 Modeling of nonlinear system behavior under forced
vibrations

A similar nonlinear phenomenon of the resonance hysteresis takes place in mechanics
for an oscillating spring–mass system with a cubic stiffness term, which motion is
described by Duffing equation [51]. This equation can provide the simplest possible
model for the observed forced vibrations of the MAE beam with reasonable qualitative
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Figure 26.11: Amplification ratio AR against the excitation frequency Ω for two currents I. Thick and
white markers correspond to a step increase and decrease of Ω, respectively. Frequency values of
quasi-discontinuous jumps in the response amplitude are ticked on the top axis. Reprinted by
permission from [50].
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agreement. It is also applicable to study frequency response of a steel cantilever in the
nonuniform magnetic field of two permanent magnets [52].

Assume that due to the symmetry, the central seismic mass m of the MAE beam
moves translationally as a solid body in the horizontal direction. As it is connected by
the same two suspending beams to a rigid housing, these beams can bemodeled as two
springs placed on the left and right sides of the mass (Figure 26.12). The bending
stiffness of the suspending beams depends on the Youngmodulus E of thematerial, the
area moment of inertia Iz of the cross-section and length of the beams. Undergoing
large deflections, the behavior of the bending stiffness becomes nonlinear. This can be
seen as a nonlinear progressive spring force with a cubic stiffness expressed by

Fc = c1urel + γ1u
3
rel, (26.6)

where c1 and γ1 are positive spring constants of its linear and cubic terms.
The relative displacement urel(t) is the displacement of themass with respect to the

housing, which is in turn subjected to the kinematic excitation u0(t) = u0cos(Ω̃t) in
the horizontal direction (Figure 26.12). Here, Ω̃ is the angular frequency of excitation.
The absolute vibrational motion of the mass is described by the function u(t) =
urel(t) + u0(t) and can be measured with a laser triangulation sensor.

Considering that vibrations of the suspending beams are lightly damped as shown
in Figure 26.4 (b), the damping force is modeled as being proportional to the relative
velocity of themasswith a low viscous damping coefficient k. Equation ofmotion of the
mass relative to an inertial reference frame is given by

m(ürel(t) + ü0(t)) = −2c1urel(t) − 2γ1u
3
rel(t) − 2ku̇rel(t).

This equation represents only a single mode of vibration. The angular eigenfrequency of
the translatingmotion isω0 = ̅̅̅̅̅

2c1/m
√

. The damping ratio, cubic stiffness coefficient and
the frequency ratio are introduced as dimensionless quantities in the following way:

D = k
mω0

, γ = 2γ1u20
mω2

0

, η = Ω̃
ω0

. (26.7)

Equation of motion for the relative displacement can be written in form of the Duffing
equation

ürel(t) + 2Dω0u̇rel(t) + ω2
0urel(t) + γ 

ω2
0

u20
u3rel(t) = u0η2ω2

0  cos(Ω̃t). (26.8)

Figure 26.12: Simplified mechanical model with
one degree of freedom for the forced vibrations of
an MAE beam.
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To obtain approximately a steady-state solution of (26.8), we suppose that it is pro-
portional to the excitation amplitude with an amplification ratio AR,rel and has an
induced phase shift φrel:

urel(t) = u0AR, rel  cos(Ω̃t − φrel).

Substituting this solution form into (26.8) and using an expression cos3(α) =
3/4cos(α) + 1/4cos(3α), we equate the sine and cosine terms to zero separately:

u0ω2
0  cos(Ω̃t − φrel): −η2AR, rel + AR, rel + 3γ

4
A3
R, rel = η2cos(φrel),

u0ω2
0  sin(Ω̃t − φrel): 2DηAR, rel = η2sin(φrel).

(26.9)

Note that for an approximate solution, the cosine term of triple angle remains
unbalanced.

Denoted by η
*
2, the squared frequency of free translating vibration, dependent on

the dimensionless amplitude, is as follows:

η2
*
= 1 + 3γ

4
A2
R, rel. (26.10)

By excluding the phase shift in (26.9), the dependence of the relative amplification ratio
regarding the housing on the frequency ratio is

AR, rel = η2

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(η2

*
− η2)

2 + (2Dη)2
√ .

For the absolute motion of the mass, we have

u(t) = urel(t) + u0(t) = u0AR, rel  cos(Ω̃t − φrel) + u0cos(Ω̃t) = u0AR  cos(Ω̃t − φ),

where the absolute amplification ratio AR is defined by

AR =
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

η4
*
+ (2Dη)2

(η2
*
− η2)

2 + (2Dη)2

√√

. (26.11)

The phase shift between the excitation and absolute motion equals to

tan(φ) = 2Dη3

η4
*
− η2

*
η2 + (2Dη)2

.

As is seen from (26.11), the obtained solution of the amplification ratio AR with respect
to an inertial frame can be conveniently represented on a graph as a function of the
squared frequency ratio η2. Figure 26.13 shows the comparison of these theoretical
dependencies for the spring–mass model with the experimental results of forced vi-
brations of the MAE beam (taken from Figure 26.11). The calculation parameters of the
model for both cases without and with magnetic field are the following:
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I = 0 A: f0 = ω0

2π
= 7.41 Hz, γ = 41.5s−2

ω2
0

= 0.0191, D = 0.0685;

I = 2.4 A: f0 = ω0

2π
= 8.36 Hz, γ = 41.5s−2

ω2
0

= 0.015, D = 0.0623.

(26.12)

These parameters are chosen so that the theoretical frequency values of the quasi-
discontinuous jumps in the response amplitude coincide with the experimental ones.
In the range between these frequencies, as Figure 26.13 shows, Eq. (26.11) gives three
solutions: with a large amplitude (upper branch), with a small amplitude (lower
branch) and with an intermediate amplitude. The latter is unstable and can not be
implemented practically. One of two stable solutions from the lower or upper branch
can be observed depending onwhether the excitation frequency increases or decreases
monotonously as done in our experiment.

The considered model explains clearly the influence of a magnetic field on the
nonlinear effect of MAE vibrations. The range of bifurcation, where both stable solu-
tions exist, depends on the slope of the so-called skeleton curve defined by (26.10). For
γ > 0, it bends to the right characterizing hardening type of behavior. Since the
eigenfrequency of free vibration increases in the presence of amagnetic field, the value
of γ decreases as the square of the frequency, and the damping ratio D is inversely
proportional to it, see (26.7). Therefore, the slope of the skeleton curve relative to the
vertical gets smaller, as the current in the Helmholtz coil, i.e. the applied field strength,
increases. In the limiting case of strong magnetic field, the nonlinear forced response
would tend to approach the behavior of a linear undamped system with a resonance
frequency η≃1 independent of the amplitude.
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Figure 26.13: Comparison of the theoretical (lines) and experimental (markers) dependencies of the
amplification ratio AR as a function of η2 for two currents I.
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26.4 Detection of MAE vibrations by magnetic field
sensing

With respect to the intended application of MAE beams as functional sensing elements
of an acceleration sensor (Figure 26.7), the focus of this section is on the unambiguous
determination of MAE forced vibrations. Such a vibrating unit placed in an external
magnetic field distorts the field distribution over the space around it [50]. By using
suitable strategies and ranges of the magnetic field sensing, this information can be
used to determine its vibrational motion.

26.4.1 Theoretical analysis of MAE magnetostatics

Consider a coordinate system with the origin at the center point of the MAE vibrating
unit in equilibrium, so that the x-z plane is the plane of its vibrations (Figure 26.8). As in
[50], let us simplify the geometry of the unit and take into account only the central
seismic mass. It is a rectangular parallelepiped with dimensions of a = 6 mm,
b = 10 mm, c = 20 mm in x, y and z directions, respectively (Figure 26.9).

When a uniform magnetic field B0 is applied vertically along the z axis, the
magnetization M at the center of the parallelepiped points in the same direction.
The demagnetizing field is, however, directed opposite to themagnetization. Due to the
symmetry, the magnetic field along the x axis has only a vertical component Bz(x). Its
value inside the parallelepiped is bigger than B0. For the region |x| > a/2 outside the
body, Bz(x) is smaller that B0 and tends asymptotically to it with increasing distance.

The strengthHz(x) of the staticmagneticfield around the parallelepiped along the x
axis can be calculated using the approximation of a uniform magnetization as
follows [53]:

Hz(x) = H0 +M
π

∑
i=1,2

arctan⎛⎜⎜⎜⎝
(−1)i+1bxi

c
̅̅̅̅̅̅̅̅̅̅̅̅̅
x2i + (b2 + c2)/4

√ ⎞⎟⎟⎟⎠, (26.13)

where xi = x + (−1)ia/2, i = 1,2.
This analytical solution shows that Hz(0) = H0 − 0.26M/π. For the linear

magnetization law,we haveM = χHz(0), where themagnetic susceptibility χ(ϕ) = 2.72
of the MAE with a concentration of ϕ = 0.3 is approximated by (26.2) taking, as before,
χe = 79. Thus, themagnetization of thematerial at the center isM= 2.23H0. It can also be
shown that the solution (26.13) satisfies the Maxwell equations in both regions inside
and outside the parallelepiped and the boundary conditions. In particular, on the left
and right sides x = ±a/2, the tangential component Hz of the field strength is contin-
uous, while Bz undergoes a jump.
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The numerical solution for the distribution of themagnetic fieldmagnitude around
the MAE parallelepiped is obtained using magnetostatic analysis (ANSYS Maxwell
software) and shown in Figure 26.14. The simulation parameters of the Helmholtz coil
are the same as for the coil used in experiments, see Section 26.3.1.1.

When the parallelepiped is displaced from the center point by a distance urel along
the x axis, it is closer to the right Hall sensor with a distance of d−urel between them
(Figure 26.8). So, the distance to the left Hall sensor is d + urel. In equilibrium, the
distance between each sensor and the center point of the MAE beam is d = 12 mm. Both
sensors, right and left, are fixed inside the housing so that they measure vertical field
components only Bz1(d − urel) and Bz2(d + urel), respectively. As closer themagnetized
body is to the sensor, asmore field distortion it produces. Therefore,Bz1 <Bz2 for urel > 0,
and vice versa.

The difference of these field values is calculated using (26.13) as

ΔB(urel) = Bz1(d − urel) − Bz2(d + urel) =

= 2.23
π

B0 ∑
i=1,2

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

arctan⎛⎜⎜⎜⎝
(−1)i+1b(di − urel)

c
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(di − urel)2 + (b2 + c2)/4

√ ⎞⎟⎟⎟⎠

−arctan⎛⎜⎜⎜⎝ (−1)i+1b(di + urel)
c

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
(di + urel)2 + (b2 + c2)/4

√ ⎞⎟⎟⎟⎠

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,
(26.14)

where di = d + (−1)ia/2, i = 1,2, and |urel| ≤ d − a/2.
The series expansion of this dependence at zero contains odd powers only, and the

coefficients of the third andhigher powers are negligibly small. Hence, the difference of

Figure 26.14: Magnetic induction of an MAE rectangular parallelepiped placed in the middle of the
Helmholtz coil as a result of the numerical solution using magnetostatic analysis (ANSYS Maxwell
software). Simulation parameters are: excitation current in the coil I = 2.4 A; dimensions of the
parallelepiped a = 6 mm, b = 10 mm, c = 20 mm; magnetic susceptibility of MAE χ = 2.72.
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the measured field values can be well approximated as a linear function of the
displacement urel:

ΔB(urel) ≃ 0.0156mm−1 ⋅ B0urel. (26.15)

Thus, the considered strategy of the magnetic field measurement at two specific points
around the MAE vibrating unit provides a linear relationship between the kinematic
variable urel andmagnetic field magnitude ΔBmeasured by the electrical signals of the
Hall sensors.

26.4.2 Experimental results of magnetic field sensing

Figure 26.15 shows the experimental results for the steady-state response of the MAE
unit for an excitation frequency of Ω = 16 Hz and a current in the coil of I = 2.4 A. In the
absence of the magnetic unit, this current generates an almost uniform magnetic field
with amagnitude of B0 = 31.62 mT at the center point. The horizontal displacement u(t)
at the middle point of the MAE unit is recorded by a laser triangulation sensor. The
amplitude of this response is ũ = 6.19 mm. So, the amplification ratio is in this case
AR = 15.48, which means that the resonance response takes place. For the relative
motion of the MAE unit about the housing, the amplitude is ũrel = 6.29 mm.

The magnetic field distortion caused by the MAE vibrations is simultaneously
measured by two Hall sensors that are fixed on the sides of the housing. As can be seen
in Figure 26.15, the difference ΔB(t) of the field values of both sensors has the same

frequency as that of the excitation. Moreover, its amplitude is of ΔB̃ = 4.03mT, which is
12.74%of the applied fieldB0 = 31.62mT. Note that this distortion is slightly bigger than
the change of 9.81% obtained using the theoretical approximation by Eq. (26.15).
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Figure 26.15: Steady-state response of the MAE vibrating unit recorded by a laser triangulation
sensor (orange line) and two Hall sensors (blue line) for an excitation frequencyΩ = 16 Hz, excitation
amplitude u0 = 0.4c mm and current of I = 2.4 A.
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The experimental results confirm that during the forced bending vibrations of the
MAE unit, there is a linear dependence between the relative displacement and
the occurring magnetic field distortion (Figure 26.16). Some disparity of the slopes of
the experimental and theoretical lines is caused by the simplifications assumed during
the analytical calculations. In particular, Eq. (26.15) describes only the field change
produced by the central seismic part of the MAE unit, and is derived using approxi-
mation of its uniform magnetization.

26.5 Conclusions

This work presents the results of experimental and theoretical investigations on MAEs
towards an approach of their potential application as vibrating sensor elements with
adaptable sensitivity. Starting with the experimental and model-based studies of the
free vibrational behavior of cantileversmade ofMAEs, it is shown that the first bending
eigenfrequency of the cantilevers depends strongly on the strength of an applied
uniform magnetic field. The developed theoretical model predicts reliably the de-
pendencies of the vibration characteristics on the geometric configuration and the
material parameters of the chosen MAE.

The experimental investigation of the forced vibration response of a double-fixed
MAE beam under kinematic excitation confirms the possibility of active magnetic
control of the amplitude-frequency characteristics. With change of the uniform field
strength, the MAE beam reveals different steady-state responses for the same excita-
tion. The resonancemay occur at various ranges of the excitation frequency. Nonlinear
dependencies of the amplification ratio on the excitation frequency are obtained for
two different applied fields. The model of an oscillating springâ€“mass system with a
cubic stiffness term is employed to analyze the influence of the magnetic field on the
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Figure 26.16: Linear relation of the magnetic field distortion ΔB on the displacement urel of the MAE
vibrating unit relative to its housing. Theoretical line is defined by (26.15).
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nonlinear phenomenon of the resonance hysteresis. It is shown that the steady-state
vibrations of MAE beams can be detected based on the magnetic field distortion. The
field difference, which is measured simultaneously on the sides of a vibrating MAE
beam, provides a signal with the same frequency as the excitation. The field amplitude
is proportional to the amplitude of resulting vibrations.

The presented prototype of the MAE-based vibrating unit with the field-controlled
“configuration” can be implemented for realization of acceleration sensor systemswith
adaptable sensitivity. Such an MAE unit transforms mechanical stimuli of its housing
into bending vibrations that, in turn, could be converted in a facile way into electro-
magnetic signals of Hall sensors for measuring and analyzing. Due to the exceptional
field-dependent properties, the MAE vibrating unit can be used both in a resonance
mode or in a regime of low/high responses. The ongoing research on MAEs is oriented
to the use of other geometrical forms along with beams, e.g. two-dimensional struc-
tures such as membranes.
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Abstract: The paper deals with the investigation of magneto-sensitive elastomers
(MSE) and their application in technical actuator systems. MSE consist of an elastic
matrix containing suspended magnetically soft and/or hard particles. Additionally,
they can also contain silicone oil, graphite particles, thermoplastic components, etc.,
in various concentrations in order to tune specific properties such as viscosity, con-
ductivity and thermoelasticity, respectively. The focuses of investigations are the
beneficial properties of MSE in prototypes for locomotion and manipulation purposes
that possess an integrated sensor function. The research follows the principle of a
model-based design, i.e. the working steps are ideation, mathematical modelling,
material characterization as well as building first functional models (prototypes). The
developed apedal (without legs) and non-wheeled locomotion systems use the inter-
play betweenmaterial deformations and themechanicalmotion in connectionwith the
issues of control and stability. Non-linear friction phenomena lead to a monotonous
forward motion of the systems. The aim of this study is the design of such mechanical
structures, which reduce the control costs. The investigations deal with the movement
and control of ‘intelligent’ mechanisms, for which the magnetically field-controlled
particle-matrix interactions provide an appropriate approach. The presented grippers
enclose partially gripped objects, which is an advantage for handling sensitive objects.
Form-fit grippers with adaptable contour at the contact area enable a uniform pressure
distribution on the surface of gripped objects. Furthermore, with the possibility of
active shape adaptation, objectswith significantly differing geometries can be gripped.
To realise the desired active shape adaptation, the effect of field-induced plasticity of
MSE is used. The first developed prototypesmainly confirm the functional principles as
such without direct application. For this, besides the ability of locomotion and
manipulation itself, further technological possibilities have to be added to the systems.
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The first steps are therefore being taken towards integrated MSE based adaptive sensor
systems.

Keywords: apedal locomotion systems, field-controlled particle-matrix interaction,
field-induced plasticity, form-fit gripper, integrated sensor-actuator systems,magneto-
sensitive elastomer

27.1 Introduction

Both inmacrotechnology (mechanical engineering, automotive engineering, precision
engineering) and in particular in microtechnology (minimally invasive medical tech-
nology, microbiology), technical solutions are sought which are essentially deter-
mined bymultifunctional materials and structural elements with dynamically variable
functions. The technical basis is no longer formed by structurally delimitable modules
with separate basic functions for the processing of energy, material and information.
Rather, there is a far-reaching functional integration that begins with the material and
is defined by it. Due to the great progress made in the fields of numerical mathematics,
control and information technology (hardware and software), nonlinear effects in
material behaviour that have been “rather combated” nowadays hardly pose any
problems in application. On the contrary, nonlinear behaviour, anisotropywith respect
to elongation, viscosity, magnetisation and, generally speaking, controllable material
properties are desired in order to make completely new technical solutions possible.
Magneto-sensitive elastomers (MSEs) belong to that class of smart materials whose
mechanical properties can be controlled by means of magnetic fields. The MSE consist
of an elasticmatrix containing suspendedmagnetically soft and/or hard particles [1, 2].
Additionally, they can also contain silicone oil, thermoplastic components, graphite
particles, etc. in various concentrations in order to tune specific properties such as
viscosity [3–9], thermoelasticity [10, 11] and conductivity ([12] and the work of Monk-
man et al., Dielectric behavior of magnetoactive hybrid materials published in this
special issue) respectively. Many investigations on MSE have been based on experi-
ments using hard magnetic particles [13, 14]. For the investigations in this paper, the
use of soft magnetic particles with a small degree of remanent magnetisation is pref-
erable. The application of an external magnetic field results in a number of physical
changes to the polymer including field stiffening and magnetostriction [15].

In the present work, the magnetically generated and controlled deformations are
the central aspect in the application of MSE for locomotion (Section 27.3) and manip-
ulation (Section 27.4). At the end of the 20th century, when nobody used the modern
term ‘soft robotics’ yet, basic research began on the use of magnetically controllable
materials (ferrofluid,magneto-rheological fluid, MSE, etc.) for the two tasksmentioned
above in robotics. The technical implementation of locomotion based on the earth-
worm peristaltic using ferrofluid was first published by Saga & Nakamura [16, 17]. At
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about the same time as the authors, Kimura [18] investigated the use of ferroelastomers
for locomotion purposes. Also the work of Zrinyi [19, 20] and Kashima [21] provided the
experimental basis for mobile robots from exclusively compliant structures.

In the just mentioned papers, the experimental part dominates the research.
Naletova and Zeidis [22–25] developed mathematical-mechanical models for wormlike
locomotion systems made of MSE. They used methods of continuum mechanics and
mechanics of rigid-body systems (especially asymptotic methods of non-linear
mechanics).

Sensors (e.g. accelerometer) based on materials with magnetically controllable
parameters were introduced in 2008 by Phan [26]. Petterson in 2010 described and
evaluated a robot gripper that utilises the effects of amagnetorheological fluid [27]. The
property of the so-called field-induced plasticity [3, 28] makes possible to use MSE in
gripper systems. Chavez [5, 29] developed a form-fit gripper, which is described in
detail in Section 27.4.

27.2 Experimental results onmaterial characterization

When a magnetic field is present in the MSE, the iron particles tend to align with the
lines of the magnetic field flux [15, 30]. By removing the applied magnetic field, the
particles return to their original position within the elastomeric matrix. The magnetic
remanence, as well as the plastic deformation, after removing small or moderate
magnetic field is negligible. In the experiments performed, the MSE samples contain
silicone oil to provide a higher viscosity and allow the magnetic particles embedded in
the MSE tomovemore freely, so greater effects of the influence of the magnetic field on
themechanical behaviour can be observed. In addition, the grade of compliance of the
MSE with silicone oil in its original state before the application of the magnetic field is
greater. This is an attractive property for applications in soft robotics (specifically in
form-fit grippers). In order to study themechanical behaviour ofMSEmaterials, several
test pieces are created for compression and tensile experiments. The experimental
results enable to calculate an E-modulus. The E-modulus varies depending on the
volume concentration of magnetic particles. In the manufacturing of MSE samples,
Neukasil RTV 26 elastomerwas used as a basis componentmixedwith the cross-linking
agent A7. For a purely elastomeric specimen of thismaterial, the hardness obtained is 7
in the scale ShoreA.However, asmentioned above, the elastomericmatrixmay contain
a proportion of silicone oil to provide custom properties to the material. From previ-
ously presented studies [31–33], it is concluded that the recommended volume con-
centration of silicone oil in the specimen is 45%. In the present work, the volume
fraction of the silicone oil is calculated for the polymeric part of theMSE and not for the
global volume. The polymeric part comprises the base of pure elastomer and silicone
oil. Therefore, as an example, for the supposed case in which an MSE specimen has
50 vol.% of iron, the other 50 vol.% of the volume corresponds to the polymeric part.
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Since the silicone oil is 45% of the elastomeric part, the fraction of silicone oil is
22.5 vol.% of the total volume of the MSE. This is graphically explained in Figure 27.1.

The ferromagnetic material used is carbonyl iron powder (CIP) grade CEP CC. The
purity according to manufacturer data (BASF) is 99.5%, and the average particle size
lies between 6 and 10 μm. Cylindrical samples are manufactured for the compression
(diameter: 16 mm, height: 12 mm) and tensile (diameter: 5 mm, height: 80 mm) tests.
These geometries are shown in Figure 27.2. Additionally, samples for tensile tests have
“heads”which are useful for clamping during the test, but do not have a large influence
on the force measurement during the elongation. The iron concentration of the MSE
samples varies from 10 to 40 vol.%.

Four samples are manufactured and tested for the same volume concentration of
iron, and the results shown in this section correspond to the average value obtained for
these four samples. Each specimen is tested four times. The highest coefficient of
variation found for the experimental results is 2.5%,which confirms the repeatability of
the experiments and the homogeneity of the samples.

For the compression tests, the samples are deformed up to 0.25 strainwith 0.2mm/
s as recommended by ISO 7743. The deformation is performed under differentmagnetic
field conditions. The magnetic field present in the specimens is not uniform. It has a
gradient since a permanent magnet is used as a source (Figure 27.3). The permanent
magnet is a Neodymium cylinder (diameter: 70 mm, height: 35 mm), magnetisation
N45, Nickel-plated coated, residual magnetism (Br): 1.32–1.37 T, coercive field strength
(bHc): 860–995 kA/m. The permanent magnet creates a magnetic field gradient where
the intensity decreases at a greater distance from themagnet. For simplicity, a constant
magnetic field for the whole cylinder volume of MSE is considered. This constant value
is defined by the averaged magnetic field in vertical component. This simplification
implies an idea of uniform magnetic field for the MSE materials. For tensile tests, the
samples are only testedwithout the presence ofmagnetic fields, since their dimensions
are more significant. On these samples, the gradient of magnetic field is greater when
using the magnet as a source.

The results for tensile and compression test on the MSE samples are shown in
Figure 27.4. From recommendations of standard norms, tensile tests comprehend a
greater strain than compression tests. However for elastomers with particles located
within the elastomer matrix, a large elongation concludes in breaking off the samples.

Figure 27.1: Volume distribution of the components of the MSE.
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Figure 27.3: Experimental setup for compression of MSE cylindrical samples in presence of a
magnetic field produced by permanent magnet. Its magnitude varies with distance. 1: load cell, 2:
upper plate for compression, 3: MSE sample, 4: bottom plate for compression, 5: permanent magnet.

Figure 27.2: MSE cylindrical samples for
tensile (a) and compression (b) tests.
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Thus, in this work results are presented for the same level of strain for both tensile and
compression, to avoid the rupture of the samples. The positive and negative values of
strain and stress correspond to tensile and compression, respectively. Due to the
viscoelastic properties of the MSE materials, every compression or tensile experiment
exhibits a hysteresis. However, for this work only the results for the increase of
deformation are shown. Results for the relief of deformation are omitted since the
experiments are performed with a quasi-static deformation.

As expected, samples with a bigger volume fraction of iron lead to a bigger stiff-
ness. Additionally, pure polymeric samples (elastomer base and silicone oil) are also
tested and their results are shown as a black curve in Figure 27.4. These samples do not
experience a field-induced stiffness in presence of a magnetic field, since they do not
contain ferromagnetic particles.

If the material is modelled with a linear behaviour, the E-modulus can be calcu-
lated as the ratio between the stress and strain. Nevertheless, as illustrated on the
experimental results, a linear model suits only to the tensile part.

The results for 0.25 strain compression tests with a magnetic field present are
summarized in Figure 27.5. The compression is realised in the presence of four different
magnitudes of the magnetic field, which depends on the distance between the per-
manent magnet and the MSE sample (Figure 27.3). It is notable that the required force
for the same deformation becomes greater as the magnetic field increases. This is very
favourably used for form-fit grippers based onMSE and explained in Section 27.4. For a
higher concentration of iron particles, the effect of field-stiffening is amplified. Sam-
ples with 30 and 40 vol.% iron are the most beneficial for further investigations.
Nonetheless, the ease of manufacturing MSE materials decrease for smaller amount of
pure elastomer part. Therefore,MSEmaterialswith 30 vol.%are considered for the next
paragraphs.

Figure 27.4: Results of tensile andcompression test on theMSEsamples, in absenceof amagnetic field.
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A linear material behaviour is a poor model for the MSE. A hyperelastic model is
more appropriate for the MSE. For simplicity the chosenmodel is Neo-Hookean since it
comprehends a single parameter (initial shear modulus). To obtain the parameter for
the material model, the compression experiments are simulated using finite element
(FE) tools (Ansys Workbench ®). After a few iterations, a parameter for the material
model which enables a proper fit with the experimental results is found. Figure 27.6
shows the experimental and simulated results of compression for the MSE with
30 vol.% iron for threemagnitudes ofmagneticfield. However, thismaterialmodel also
has disadvantages. The Neo-Hookeanmodel does not conclude as a stress-strain curve
with inflections as in experimental measurements and these inflections are becoming
more pronounced for bigger magnetic fields. Nevertheless, the difference between
stress-train curves from simulations and experimental results is small compared to the
measured forces. The most perceptible error is found in the results for compression
tests developed in the presence of the greatest magnetic field (average of 141.2 mT) in
MSE.

The parameters obtained for the material model are used in Section 27.4 for MSE
based form-fit grippers.

Figure 27.5: Results of compression test on the MSE samples, with four different magnitudes of the
magnetic field.
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Borin et al. present on their work Magneto-mechanical properties of elastic hybrid
composites in the present special issue, another approach to the properties of magnetic
composites with different polymeric matrixes.

27.3 Non-pedal locomotion systems based on MSE

Basic research on the deformation of membrane-enveloped wormlike ferrofluid
structures and on the behaviour of MSE materials in an external magnetic field forms
the basis for the development of novel apedal locomotion systems. These locomotion
systems, often inspired by biological examples [16, 24, 34], can be divided into two
classes. Locomotion on free ferrofluid surfaces by a locally and temporally changing
magnetic field is called passive, when a non-magnetic object is moved due to the
deformation of this surface. With active locomotion systems, the movement is gener-
ated in the system itself. MSE objects experience a change of position, see Figure 27.7.

Such active systems form the primary goal of the research, with the design focus on
the realisation of an apedal locomotion. A model-based approach leads to the devel-
opment of systemswhose locomotion is based on high-frequency excitation of MSE. By
the specific control of different oscillation modes of the locomotion systems, the
definition of the motion direction succeeds beside the adjustment of the velocity.
Uniaxial and planar locomotion systems with only one electromagnetic drive are
developed.

Figure 27.6: Results for compression on MSE with 30 vol.% iron for three values of magnetic field.
Blue curves: experimental results. Red curves: simulations using Neo-Hookean material model.
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27.3.1 A basic experiment with locomotive MSE

In order to understand how magnetic field induced motion can be realised with MSE
and whether this motion is stable in the mechanical sense, a basic experiment is
considered. The system consists of twomaterial points with massesm connected by an
MSE spring of stiffness k. Under the influence of an external magnetic field, which
changes periodically, a harmonic internal force F(t) is generated, see Figure 27.8.

The motion of the system is governed by the differential equations.

mẍ1 + k(x1 − x2) = F (ẋ1) + F(t),

mẍ2 + k(x2 − x1) = F(ẋ2) − F(t), (27.1)

where F(t) = Fa(1 + cos ψ), with ψ = ν t. The Coulomb friction force acting on the
material points with number i yields

F(ẋi) =
⎧⎪⎨
⎪⎩

mgμ−, if  ẋi < 0,
F0, if  ẋi = 0,
−mgμ+,  if  ẋi > 0,

(27.2)

where μ− and μ+ are anisotropic friction coefficients with μ− ≥ μ+ ≥ 0. The force F0
satisfies the relation −mgμ+ < F0 <mgμ−.

To reduce the number of parameters that characterise the system, the dimen-
sionless variables are introduced

Figure 27.7: Active and passive locomotion systems realised with magneto-sensitive elastomer.
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x*i =
xi
L
, t* = t ω, ν* = ν

ω
, ẋ*i =

ẋi
Lω

, F* = F
mgμ−

, 

μ*
0 =

F0

mgμ−
, ε = mgμ−

kL
, α = Fa

mgμ−
, μ = μ+

μ−
(0 ≤ μ ≤ 1), (27.3)

where ω2 = k/m and L is the scale of length used for the procedure of non-
dimensionalisation.

Proceeding with the dimensionless variables in Equations (27.1) and (27.2) and

then omitting the asterisks, identifying the variables x*i and t*, it follows

ẍ1 + x1 − x2 = ε[α(1 + cos ψ) + r1],
ẍ2 + x2 − x1 = ε[ − α(1 + cos ψ) + r2],

(27.4)

where

ri =
⎧⎪⎨
⎪⎩

1, if  ẋi < 0,
μ0, if  ẋi = 0,
−μ,  if  ẋi > 0.

(27.5)

Assuming ε≪ 1, α ∼ 1, |x2 − x1| ∼ 1, the procedure of averaging [35] is applied to system
(4). For this purpose new variables are introduced: the velocity of the centre of mass
V = (ẋ1 + ẋ2)/2 and the deviation relatively to the centre of mass z = (x2 − x1)/2.

Replacing z = a cos φ, ż = −a ̅
2

√
sin φ, φ = t

̅
2

√ + ϑ, where V, a, ϑ – slow variables,
system (4) takes the so-called standard form:

V̇ = ε
2
(F (V + a

̅
2

√
sin φ) + F(V − a

̅
2

√
sin φ)),

ȧ = ε
2

̅
2

√ sin φ(F(V + a
̅
2

√
sin φ) − F(V − a

̅
2

√
sin φ) + 2α(1 + cos ψ)),

φ̇ = ̅
2

√ + ε
2a

̅
2

√ cos φ(F(V + a
̅
2

√
sin φ) − F(V − a

̅
2

√
sin φ) + 2α(1 + cos ψ)),

ψ̇ = ν.

(27.6)

The system (6) is investigated in a vicinity of the main resonance ν = ̅
2

√ + εΔ (Δ ≠ 0) .
Introducing a new slow variable ξ = ψ − φ, after averaging on a fast variableφ it yields

Figure 27.8: From the real system to the mechanical model.
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V̇ =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

ε, if  V < −a ̅
2

√
,

−ε(1 + μ
π

arcsin
V

a
̅
2

√ − 1 − μ
2

), if  |V| ≤ a ̅
2

√
,

−εμ, if  V > a
̅
2

√
,

(27.7)

ȧ =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

− ε̅
2

√ ⎛⎝1 + μ
π

̅̅̅̅̅̅

1 − V2

2a2

√

+ α
2
sin ξ⎞⎠, if  |V | ≤ a ̅

2
√

,

−ε α
2

̅
2

√ sin ξ , if  |V | > a ̅
2

√
,

(27.8)

ξ̇ = ε(− α
2a

̅
2

√ cos ξ + Δ). (27.9)

By the definition of the steady-state motion, the variables V, a and ξ are constant
according to the averaged equations. From Equations (27.7–27.9) it can be found

V = sinΦ
|Δ|

̅̅̅̅̅̅̅̅̅̅̅̅
α2

4
− E2 cos2Φ

√

, Δ ≠ 0,

a = 1
|Δ| ̅

2
√

̅̅̅̅̅̅̅̅̅̅̅̅
α2

4
− E2 cos2Φ

√

, α ≥ 2E cosΦ,

sin ξ = −2E cosΦ
α

, cos ξ = 2Δ
α|Δ|

̅̅̅̅̅̅̅̅̅̅̅
α2

4
− E2cos2Φ

√

,

E = 1 + μ
π

, Φ = π(1 − μ)
2(1 + μ)

.

(27.10)

The motion of the system with the velocity V from Equation (27.10) is stable.
The result of the numerical integration of the exact system (4) is given in

Figure 27.9. The following values of parameters for an MSE are taken: m = 3⋅10−3 kg,

k = 3 N/m, Fa = 3⋅10−3 N, ν = 47 s−1, L = 1 cm, μ− = 0.1, μ+ = 0.05. So, the values of the
dimensionless parameters are: ε = 0.1, μ = 0.5, α = 1, Δ = 0.8.

The first equation of Equation (27.10) gives the value for the dimensionless velocity
of the centre of mass V = 0.17. This value corresponds to the dimensional velocity
V = 5.4 cm/s.

For a nonlinear spring with a small cubic nonlinearity, the expression for the
spring force Fel in dimensionless variables is

Fel = −x − εβx3, β ∼ 1 , (27.11)

here β is the nonlinearitymeasure. In this case the expression for the stationary velocity
V is
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V = a
̅
2

√
sinΦ, (27.12)

and the amplitude a is determined from the equation

a
⃒⃒
⃒⃒3a2β − Δ

̅
2

√ ⃒⃒
⃒⃒ =

̅̅̅̅̅̅̅̅̅̅̅̅̅
α2

4
− E2 cos2 Φ 

√

. (27.13)

Remark: In the investigations given above, the motion with a periodic excitation force,
which has a zero mean value, is considered. In this case, the motion of the centre of
mass requires asymmetry. Here, this asymmetry is achieved due to different friction
coefficients, when changing the direction of motion (anisotropic surface). The internal
force itself is assumed to be harmonic (i.e. symmetrical). Themotion is only possible in
the direction of less friction. In [36] a two-material point systemwith differentmasses is
considered. There, the variable part of the periodic excitation force is considered
asymmetrical, provided that it has zero average (e.g. increase and decrease of the
magnetic field occur at different velocities). It is shown that in this case it is possible
moving not only on an isotropic surface, but even on an anisotropic one to the side of
more friction.

Thus, by changing the magnetic field, it is possible to control not only the velocity
of the system, but also the direction of motion, see Section 27.3.2.

Figure 27.9: The velocityV of the centre ofmass vs. time t, following from the numerical integration of
the exact equations of motion. The stationary velocity is nearly equal to 0.17.

664 27 Actuators based on a controlled particle-matrix interaction



27.3.2 Vibration driven mobile systems for rectilinear motion

For rectilinear uni- and biaxial motion, two vibration-driven locomotion systems based
on MSE are developed. To explore the mechanical properties of MSEs under magnetic
fields, please refer to the work Magnetoactive elastomers for magnetically tunable
vibrating systems written by Becker et al. and published in this special issue. The
locomotion of these systems (Figure 27.10) is caused by a periodic deformation of a
compliant MSE body. The deformation is generated by integrated micro-coils. A peri-
odically alternating magnetic field causes an oscillation of the MSE. The friction force
between the supporting surface (ground) and the system changes periodically due to a
change of the normal force. The oscillation mode can be varied in dependence of the
pulsing frequency in a wide range.

The qualitative description of the mechanical performance of the two systems is
provided by transient dynamical analyses by means of the FE-Software ANSYS®, see
Figures 27.11 and 27.12 for the simulation of ‘Type 1’.

Figure 27.13 shows the velocity at various driving frequencies ranging from1 to 30Hz
when the robot is actuated using forces F = 0.006 N (top, blue) and F = 0.010 N (bottom,
green). The FE-simulations confirm the result published in [36] that the direction of
movement of the robot and its velocity depend essentially on the relation between the
eigenfrequency of the system and the driving frequency. There are multiple driving
frequency ranges, which cause the robot locomotion in opposite directions from the
initial position. At F = 0.010 N, the robot moves in the positive x-direction at the fre-
quency rangesbetween5…6Hzand 10… 13Hz, and in thenegative x-directionbetween
6… 10 Hz and at over 13 Hz, Figure 27.13. At low frequencies, the internal force is nearly
equal to the excitation force. At higher driving frequencies, particularly in the vicinity of
the natural frequencies, a marked change in the characteristics of the internal forces is
observed. The system ‘Type 1’ achieves speeds in the range of 2… 3 mm/s.

In contrast to ‘Type 1’, the locomotion system ‘Type 2’ converts directly the forced
vibrations of the MSE into a propulsive force due to its contact with the ground

Figure 27.10: Vibration driven locomotion systems for rectilinear motion based on MSE – ‘Type 1’
(left) and ‘Type 2’ (right).
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(Figure 27.14, left). Only uniaxial locomotion is possible. The images from a high-speed
camera show selected motion sequences with and without contact of the MSE to the
ground (Figure 27.14, right). Depending on the friction pairing between the elastomer
and the ground, the maximum velocity achieved with ‘Type 2’ is about 80 mm/s. Once
again, there is great potential for optimisation both in the shape of the MSE and in the
control via the periodically changing magnetic field of the miniature coil.

27.3.3 Amoeboid locomotion systems based on MSE

Conventional terrestrial locomotion systems with legs or wheels have a limited field of
application, and they are difficult to miniaturize. Therefore, for planar motion bio-
logically inspired locomotion systems following the paradigm of an amoeba are

Figure 27.11: The mechanical model of the biaxial locomotion system ‘Type 1’ with ANSYS-elements
used in simulation and the corresponding parameters.

Figure 27.12: The equivalent stresses after von Mises for the locomotion system ‘Type 1’.
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developed, which use MSE and controllable by magnetic fields. The movement of a
natural amoeba is characterised by cytoplasmic streaming and continuous changing of
the body shape [34, 37]. The periodic change of the shape of the technical locomotion
system is also realised by means of a vibration drive using permanent magnets and

Figure 27.13: Velocity of the robot in dependent on the driving frequency for the actuating forces (1)
F = 0.006 N (blue) and (2) F = 0.010 N (green).

Figure 27.14: Apedal locomotion system ‘Type 2’with parameters. Mass: 7.3 g, length: 37mm,width:
12 mm, height: 13 mm (left); and motion sequences with driving forces (right).
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miniature coils. According to the classification in Figure 27.7, these are active loco-
motion systems, Figure 27.15.

Using the example of the ‘Moving star’, the development process from the bio-
logical example (amoeba proteus) via themechanical model to the technical amoeba is
shown in Figure 27.16. From the point of view of mechanics, the amoeba means the
realisation of a fluid flow (caused by pressure gradients) and the change in the flexi-
bility of a body with variable contours. In the technical implementation, the forces are
not generated by pressure differences but magnetically. The electromagnetic driving
force is generated between activated and non-activated coils and the envelope body
made of MSE. This driving force generates a locally differently pronounced deforma-
tion of the flexible body. In this area, the static friction force between the locomotion

Figure 27.15: Planar locomotion systems based on MSE: the biological inspired prototype ‘Moving
star’ (left) and the mobile system ‘Triangular amoeba’(right).

Figure27.16: From thebiological example to theprototype (photoof amoebaproteusbyDanjaVoges †).
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system and the ground is locally exceeded. Thus, a periodic driving force leads to the
locomotion of the system.

With the coils of size 11.5 × 11.5 × 3mm integrated in theMSE and arranged at 60° to
each other, a sufficiently close relative position to each other is achieved. This leads to
an increase in the electromagnetic forces and ensures the energy efficiency during
motion. The direction of motion of the system is determined by the choice of coils
activation. The electromagnets eachhave an iron core. Theflexibility of theMSEbody is
ensured on the one hand by the material itself, and on the other hand by the shape of
the body. The connecting elements between the coil carriers are designed as joints with
distributed compliance [38].

A model-based simulation of the system performance is provided by transient
dynamical analyses by means of FE-Method. Within the model, the micro coils are
treated as material points. Their connection to the compliant body is ensured by rigid
beam elements. The MSE body, with a diameter of 40 mm is assembled with beam
elements in the range of great curvature and with discrete spring-damper-elements at
the intersection of different cross areas. The actuating force is represented by single
forces acting on eachmass point. The value and the direction of these forces depend on
the relative position of the coils and, of course, the control algorithm. Forces acting on
the compliant body are neglected due to the small permeability of it. Figure 27.17 (right)
shows exemplarily the obtained results for the following case: two coils A and B in
Figure 27.17 (left) are actuated simultaneously and alternate periodically. The system
moves in y-direction. The focus is on the velocity of the centre point of the system in
dependence on the actuating frequency. It can be seen, that the direction ofmotion can
be controlled by means of the actuating frequency. The maximum average velocity of
the ‘Moving star’ is 5 mm/s at the driving frequency of 22 Hz. The results of the nu-
merical simulation using FE-Method and the measurements during the experiment are
in good qualitative and quantitative agreement.

In the prototype ‘Triangular amoeba’, the idea of realisation of a simple actuation
is based on the use of permanent magnets, which are attached to the shaft of a rotary
drive inside theMSE structure. The dynamic excitation of theMSE takes place bymeans

Figure 27.17: The model elements for the FE simulation with parameters (left) and the velocity in
y-direction depending on the pulsing frequency (right).
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of an alternating magnetic field. The MSE structure reacts only passively to a magnetic
field and does not operate actively as an actuator. To be able to move in the plane, the
system uses an asymmetric geometry of the compliant MSE. The structure consists of
addition-curing silicone with a Shore hardness A of 8. The mass ratio of elastomer to
CIP (same particles as presented in Section 27.2) is 3:1 for the MSE part. The realised
prototype has an outer diameter of 67.5 mm and a height of 23 mm. The mass of the
system is 21.6 g, Figure 27.18.

Modal analyses and transientmotion analyses based on amultibody systemmodel
are performed to describe the locomotion system. Figure 27.19 (top) shows the exci-
tation control forces at the points A, B and C of the MSE. The results of an exemplary
selected transient simulation are given in Figure 27.19 (bottom, right). At an excitation
frequency of 1.5 Hz, the system performs a rotary motion. The theoretical results agree
with the experimental data and show that with the mentioned type of control and the
selected asymmetrical basic MSE structure, a locomotion in the plane is possible.

27.4 Form-fit grippers

The use of MSE in form-fit grippers is of great interest in the field of soft robotics [12, 31,
32, 39]. Depending on the elastomeric base and the amount of silicone oil added, the
material can be soft in its original state and allow a higher adaptability when deformed
by objects with certain geometries. After applying a magnetic field, the MSE becomes
harder due to the field-induced stiffening effect. The increase of its stiffness after the
application of the field is favourable as it keeps the deformation (and therefore the
geometry) from the object to grip.

A scheme for this manipulation system is shown in Figure 27.20. At the beginning
(i) the MSE based grippers are found in their original state and are soft, so they can be
deformed by flexible objects without the need to exert a great force (ii). After switching
on a magnetic field in the vicinity of the MSE end-effectors, the rigidity of the MSE
material increases and due to the field-induced plasticity the deformation can be

Figure 27.18: Structure of the locomotion system ‘Triangular amoeba’. 1: motor, 2: housing, 3: rotor,
4: permanent magnet, 5: plastic body, 6: MSE.
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recorded (iii). The shape adaptability depends on the composition of the MSE and its
geometry. As long as the magnetic field is not removed, the deformation will remain
intact in the MSE end-effectors, even when the object to grab is removed (iv). This can
be used to transport elements with the same geometry (v… n−1). Finally, by removing
the magnetic field, the mechanical properties are almost entirely recovered, without a
noticeable plastic deformation (n). To develop an MSE end-effector capable to grip
various shapes, the investigations are focused on three complex end-effector shapes.
These prototypes are fabricated and tested with two objects in order to examine the
quality of their shape adaptability. The deformations are simulated by using the me-
chanical behaviour models introduced in Section 27.2. Previous studies show that
promising geometries for the final effectors are hollow rotational-symmetric bodies.
The hollow half spherical MSE end-effector has a thinner MSE layer in the area in
contact with the object to grip in order to allow compliance on the deformation [32], see
Figure 27.21a. The half spherical MSE is modified and two new geometries are pre-
sented, both with a cylinder-like shape but each with different curvatures in their
designs. Themost relevant geometric details on the design of the three mentionedMSE
prototypes are shown in Figure 27.21.

The second studied geometry (Figure 27.21b) is named as a cylindrical-convex
geometry, since the lateral layer (green dotted curve) corresponds to an elliptical

Figure 27.19: Applied control functions of the forces in the points A, B and C (top) and paths of the
nodes after 100 actuation periods for an excitation frequency of f = 1.5 Hz with associated movement
of the centre during a circular motion of the system (bottom).
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geometry, which centre lies outside of the MSE sample. The third geometry
(Figure 27.21c) is a cylindrical-concave sample and differs from the second on the
lateral face. In this case the centre of the elliptical geometry lies inside theMSE sample.
For the fabrication of the samples, the composition studied in detail in Section 27.2
(30 vol.% iron and 45 vol.% silicone oil for the polymeric part) is preferable.

The steps (i–iii) from the gripping process presented in Figure 27.20 are of interest
in the present work in order to compare the shape adaptability of the three MSE end-
effectors. It is not possible to detect how good the shape adaptability of the MSE
samples is, when the objects are still surrounded (see [ii], Figure 27.20). Nevertheless,
the hyperelastic material model presented on Section 27.2 can be used to calculate an
approximation of the deformations during themanipulation and compare qualitatively
this simulation with the experimental results.

For the experiments, a sphere of 16mmdiameter and a cylinder of 20mmdiameter
are used as exemplars for handled objects. An 8 mm indentation of both geometries
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n-1

...

B

B

B B

B

iii

Figure 27.20: Gripping process by using a
form-fit MSE based end-effector.
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into the MSE samples is accomplished in the experiments. The experimental setup is
shown in Figure 27.22. The actuator (a) provides displacement in the vertical axis to the
elements bonded to it. The handled object (b) is fixed to a load cell (c) to measure the
reaction forces during deformation. The MSE geometries (d) are placed on a structure
(e) to allow the deformation. After the deformation, the magnetic field is applied to the
MSE material by moving the magnet (f) closer to the sample. Finally, the shape
adaptation quality is measured in radial direction of the sample using a triangulation
laser sensor (g).

In the tests, the MSE end-effector is firstly deformed by the gripped object, and the
shape is recorded on theMSEmaterial after the application of themagnetic field through
the permanent magnet, see Figure 27.20. For the simulations, the surrounding geometry
of theMSEend-effector just after the deformationwithout theapplication of themagnetic
field is numerically calculated by using the hyperelastic material model. The results are
shown in Figure 27.23. A reason for the difference between theoretical and experimental
results lies on the simplification of themodel, which does not consider the encapsulated
air. For further work, a coupling between a hyperelastic material model and a magne-
tostatic analysis is pending in order to enable a change of the initial shear modulus on
the hyperelastic model depending on the magnitude of magnetic field.

27.5 Future work and conclusion

Instead of a detailed summary, which usually follows at this point, this concluding
section presents a specific aspect of future work with initial ideas. From the presented
results it is exhibited that the concept for locomotion and manipulation systems
promises a real application in future. Nevertheless, there are still missing features on
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Figure 27.21: Above: cross section and geometric details of the three studied samples. Below: photo
of the manufactured samples. Cross-sections: (a) semi-spherical, (b) cylindrical-convex,
(c) cylindrical-concave.
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these systems to achieve a technical implementation. One of themost needed attributes
is a sensor integration on the introduced actuators, so integrated sensor-actuator
systems can be achieved. Thus, this section describes a first concept for a sensory

Figure 27.22: Experimental setup for shape adaptability and its components, a: displacement
actuator, b: handled object, c: load cell, d: MSE sample, e: structure, f: encapsulated permanent
magnet, g: triangulation laser sensor.

Figure 27.23: Experiments and simulations for shape adaptability of the three MSE end-effector
prototypes for (a) sphere of 16 mm diameter and (b) cylinder of 20 mm diameter as gripped object.
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element which can be attached to the described prototypes. Additionally, a short
summary of the results is given at the end of this chapter.

27.5.1 Concept of an MSE based tactile sensor

One aim of the future work is to combine sensitive effects and an active control of MSE
by varying the magnetic field. The combination of MSE samples and inductors is
investigated in [40, 41]. The following ideas and first design steps deal as well with an
application incorporating both features.

The sensor concept shown in Figure 27.24 (left) is capable of sensing tactile infor-
mation and controlling elasticity at once. In order to obtain information on a deforma-
tion, the sensor incorporates a circuit board withmultiple planar spiral coils. The sensor
consists of an elastic (MSE and pure elastomer) and a rigid (circuit board) part. The
elastomer sample is made by a thinMSE layer and a pure elastomer base layer. The coils
are connected to measurement electronics that is capable of a sequenced measurement
of inductance. Therefore, every single inductance is time shifted part of an L-C-tank
circuit driven by its eigenfrequency. Every deformation induces a change of reluctance
near the spiral coil, thereby affecting the inductance. The measurements are performed
with a high frequency alternating magnetic field (≈ 2 MHz) at low amplitudes. Thus, an
external induced magnetic field is superposed with the lowmagnitude field of the coils,
controlling the elasticity of the MSE layer. The features of the sensor are a planar map-
ping and force measurement of an indentation as well as a tunable elasticity.

The example shown in Figure 27.24 (right) is used to visualize the principle for a
planar mapping of a shifted indentation of constant force. This setup consists of three
circuit board layers holding seven hexagonal coils in total. The change of inductance
for a planar shifted indentation has a radial dependency to the centre of a spiral coil
[42]. It is assumed, that for one coil all values of equal change of inductance can be
fitted with an ellipse. It is necessary to determine the ellipses of one coil per layer that
are close to the indentation.

Figure 27.24: Tactile sensor concept (left), example of a planar coil array with seven hexagonal coils
(right).
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Thus, one point of intersection can be found for every planar shifted indentation
within the region of the coil L1 (Figure 27.24, right). The coordinates of this point
correspond to the planar force-applied position. For this sensor concept, it is required
that there is still a positive change of inductance outside of the coil dimensions.

A first realised approach is the linear coil array shown in Figure 27.25. This circuit
board holdsmultiple hexagonal coils arranged in a line. Due to its symmetry, the points
of intersection have the same x-coordinate. The experimental setup consists of a three
axis linear drive holding the indenter and a fixed tactile sensor with a layered
composition as shown in Figure 27.24. For the given parameters listed in Table 27.1,
there is a positive change of inductances measured outside of the coil dimensions,
Figure 27.26. As a result, this setup is suitable for a linear positioning of an indentation.

Further information on the deformation can be obtained by measuring the
inductance of a series connection of multiple coils. Next steps focus on using this data
for evaluating the magnitude of the force.

27.5.2 Compact summary of the results

The use of MSE allows the realisation of actuator systems with a complex and adapt-
able mechanical behaviour, primarily resulting from the magnetically field-controlled
particle-matrix interactions. The implementation of the beneficial properties of MSE in
prototypes for locomotion and manipulation purposes is considered. The

Figure 27.25: Realised array of coils for a linear tactile sensor.
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investigations are formed by the steps: idea generation, model-based simulation,
material synthesis, material characterization and building of prototypes. For technical
solutions, two properties which are achievable through the systematic integration of
the particles in the matrix and their interactions are important above all: the ability to
create complex deformations by appropriate shaping of the objects due to the design of
the magnetic fields and the realisation of a reversible variable, by magnetic fields
controllable, mechanical compliance. The development of integrated sensor-actuator
systems is defined as a new research subject with great potential.
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Table .: Experimental parameters.

Parameters Values

Indenter shape Ball
Indenter diameter  mm
Coil diameter d  mm
Coil turns 

Indentation  mm
MSE thickness  mm
Pure elastomer thickness  mm
Distance between layers . mm
Capacitance  pF
Grid dimension  mm
Measurement range y − to  mm
Measurement range x − to  mm

Figure 27.26: Experimental data of relative inductance change of a linear coil array.
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28 Magnetic hybrid materials interact with
biological matrices

Abstract: Magnetic hybrid materials are a promising group of substances. Their
interaction with matrices is challenging with regard to the underlying physical and
chemical mechanisms. But thinking matrices as biological membranes or even struc-
tured cell layers they become interesting with regard to potential biomedical appli-
cations. Therefore, we established in vitro blood-organ barrier models to study the
interaction and processing of superparamagnetic iron oxide nanoparticles (SPIONs)
with these cellular structures in the presence of a magnetic field gradient. A one-cell-
type–based blood-brain barrier model was used to investigate the attachment and
uptake mechanisms of differentially charged magnetic hybrid materials. Inhibition of
clathrin-dependent endocytosis and F-actin depolymerization led to a dramatic
reduction of cellular uptake. Furthermore, the subsequent transportation of SPIONs
through the barrier and the ability to detect these particles was of interest. Negatively
charged SPIONs could be detected behind the barrier as well as in a reporter cell line.
These observations could be confirmed with a two-cell-type–based blood-placenta
barrier model. While positively charged SPIONs heavily interact with the apical cell
layer, neutrally charged SPIONs showed a retarded interaction behavior. Behind the
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blood-placenta barrier, negatively charged SPIONs could be clearly detected. Finally,
the transfer of the in vitro blood-placenta model in a microfluidic biochip allows the
integration of shear stress into the system. Even without particle accumulation in a
magnetic field gradient, the negatively charged SPIONs were detectable behind the
barrier. In conclusion, in vitro blood-organ barrier models allow the broad investiga-
tion of magnetic hybrid materials with regard to biocompatibility, cell interaction, and
transfer through cell layers on their way to biomedical application.

Keywords: biocompatibility, magnetic nanoparticles, particle-cell interaction

28.1 Introduction

Abroad andhighly promising branch of nanotechnology is covered bynanomedicine—
the field of health and medicine involving the development and application of nano-
scale objects for diagnostic and therapeutic purposes as well as for monitoring and
preventing diseases. Thus, it is expected that nanomedicine will improve early diag-
nosis and treatment of a wide range of diseases by development of better devices,
highly specific and efficient drugs, and innovative therapies [1]. More precisely, the
utilization of nanoparticle formulations andnanodrugs can help to overcome obstacles
like the appearance of severe side effects, instability of drugs, drug delivery to difficult-
to-reach sites, and bioavailability, while at the same time increasing therapeutic effi-
ciencies [2]. Passive drug targeting usually is achieved by enhanced permeability and
retention (EPR) effects often prevailing in fenestrated tissues and leaky vessels of
tumors combined with low lymphatic drainage [3]. By specific conjugation of nano-
particles with ligands directed toward cellular surface or environmental markers,
particles can be targeted actively to sites of interest such as tumors, metastases, or
inflammation [4]. A horizontal scan published in 2015 by Noorlander et al [5] identified
clearly assigned nanomedicinal products already approved for clinical use by the
EuropeanMedicines Agency (EMA) and Food andDrug Administration [5]. The authors
identifiedmost of the products being designated to therapeutic applications, especially
cancer treatment, whereas nanomedicinal objects directed toward diagnosis and
vaccines constitute a small percentage only. As proposed by Pelaz et al. [1], a major
scientific challenge is the lack of knowledge about the behavior of nanoparticles inside
living organisms. In order to bridge the gap between laboratory and clinics, an
intensive and multidisciplinary cooperation between physicists, chemists, biologists,
pharmacists, and physicians is of vital importance.

A special class of nanoparticles is constituted by superparamagnetic iron oxide
nanoparticles (SPIONs), whose magnetization appears to be zero in the absence of an
external magnetic field, whereas they behave similarly to a paramagnet under the
influence of an external magnetic field [6]. Cores of such particles are made of the two
main forms, magnetite (Fe3O4) or its oxidized product maghemite (γ-Fe2O3), and
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usually comprisemultiple domains with singlemagnetic domain sizes below 12–15 nm
in order to achieve the superparamagnetic character [7, 8]. While its saturation
magnetization is moderate only [9], in contrast to other solid nanoparticles including
cobalt and nickel, the essential element iron is naturally occurring in the human body
and therefore not associated with any intrinsic risk [10]. The daily uptake of iron via
dietary products is estimated to be 1–2 mg, whereby upon its metabolization, it is used
as an essential cofactor of several enzymes and proteins [11]. However, not only iron
deficiency constitutes a general problem in human health but also iron excess and
accumulation within cells and organelles can result in pathological disorders [12].
Usually, SPIONs are equipped with an additional coating surrounding the iron oxide
core in order to maintain colloidal stability especially in aqueous solutions and to
protect themagnetite core from further oxidation. Such coatings are adopted according
to the application and are also important for particles’ biocompatibility and biode-
gradability. Additionally, they open the possibility of ligand conjugation for further
functionalization [13, 14]. For instance, polymers such as polysaccharides and poly-
ethylene glycol (PEG) are frequently used materials showing good biocompatibility
[15], while silica coatings allow low loss rates of transmitted light and therefore are
widely used for bioimaging and biosensing purposes [16].

The superparamagnetic property of SPIONs opens up new and highly attractive
applications especially in the biomedical field. Thus, they can be utilized for site-
specific drug delivery during magnetic drug targeting, as contrast agents for magnetic-
based imaging techniques, as heat inducers in hyperthermia anticancer therapy, in
magnetic tissue engineering, and for cell labeling and in vivo cell tracking [1, 13, 14, 17].
As the first nanomedicinal product, ferumoxil (also known as Lumirem®—a siloxane-
coated SPION of 300 nm) was approved by the EMA as an MRI contrast agent in 1994,
and since then, fourmore SPIONproducts have been introduced into clinics until today
[5]. The shortening effect of SPIONs on especially transverse relaxation time T2 induces
a signal loss during MRI, which results in a negative (i.e., dark) contrast image [18]. In
addition, approaches utilizing aminosilane-coated SPIONs together with application
cycles of alternating magnetic fields are approved for efficient hyperthermia treatment
of tumor entities such as glioblastoma and other entities [19]. Thus, clinical trials
revealed an improvement of median survival time from 6.2 to 13.4 months without any
complications compared to conventional therapy of glioblastoma [20]. Further studies
indicate that hyperthermia treatment prior to radiotherapy induces a radiosensitizing
effect on glioma cells [18].

A currently arising new nanomedical sector is formed by the fusion of diagnostic
and therapeutic applications, called “theranostics” [21]. Particularly, theranostics al-
lows both monitoring of pharmacokinetics via methods such as imaging and thera-
peutic treatment of diseases including cancer. Therefore, multistep procedures are
eliminated, which in turn accelerates disease treatment and pave the way for indi-
vidualized medicine. Especially SPIONs are highly predestined candidates for imple-
mentations of theranostics as their multifunctional potential easily allows the
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combination of contrast-enhancing features in MRI with magnetic drug targeting and
hyperthermia-based cancer therapy [13]. Impressively, preclinical investigations per-
formedbyHayashi et al. [22] using SPIONs heterofunctionalizedwith PEG and folic acid
demonstrated efficient particle accumulation in myeloma cancer tissues of mice,
resulting in enhanced contrast during MRI. At the same time, the application of an
external alternating magnetic field specifically induced local hyperthermia, promoted
tumor shrinkage, and significantly prolonged overall survival of diseased animals.

Despite the various beneficial and promising functions of SPIONs in biomedicine,
there are still several obstacles limiting their unconditional use. A major aspect com-
prises the fact that studies have revealed that only a small proportion of actively
targeted SPIONs actually reach target tissue [4]. To overcome this problem bymagnetic
drug targeting, magnetic field configurations allowing elevated penetration depths are
critical as the magnetic field strength shrinks cubically with growing distance.
Furthermore, premature burst of drug cargoes, especially at instillation time points,
impairs delivery efficiencies to target sites and may evoke cytotoxic side effects [23].
The so-called protein corona comprising an adsorptive layer of ambient proteins on the
particles’ surface immediately after contact with the environmental medium can crit-
ically influence biological effects of SPIONs and thus hamper intended purposes [24].
This phenomenon also impedes the comparability of data obtained from both in vitro
and in vivo studies using similar particle formulations and might induce their prema-
ture immunologic clearance from the bloodstream caused by the reticuloendothelial
system (RES). Finally, in several cases, the fate of internalized SPIONs into cells and
their biodistribution are not clear, whereas for a safe and effective clinical application,
such information is of vital importance. Hence, more standardized studies related to
these issues are imperatively needed [13].

28.1.1 Cellular barriers

Cellular barriers define a compartment for organs and tissues and allow protection
from harmful materials and influences as well as control of entry and release of sub-
stances and molecules. Most of the cellular barriers in the human body form an
interface between peripheral blood and organs, like the brain, the placenta, or the eye.
But also the skin, the air-lung barrier, or the intestinal barrier have to be mentioned.

28.1.1.1 Blood-brain barrier

As the center of the central nervous system (CNS), the brain constitutes a highly
complex organ controlling all other body parts and functions. Despite its mass with
only 2% relative to the total body mass, its demand for 20% of the body’s nutrients is
considerably high [25]. For its sufficient supply on the one hand and its protection from
harmful stimuli on the other hand, the blood-brain barrier (BBB) forms a selective
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physiologic barrier between the peripheral circulatory system and the CNS. Thus, the
maintenance of homeostatic concentrations of ions, such as Na+, K+, and Ca2+, is
considered an essential prerequisite for proper neuronal functions [26].

28.1.1.1.1 General structure
The BBB is maintained by a complex interplay between several components of the so-
called “neurovascular unit.” The central element of this unit is embodied by the
endothelial cells of cerebral microvessels, also referred to as brain microvascular
endothelial cells (BMECs). Compared to peripheral endothelial cells, BMECs are
featured by tight cell-cell junctions lacking fenestration, increased contents in mito-
chondria, and minimal pinocytotic activity [26, 27]. In addition to ubiquitously abun-
dant adherence junctions, the presence of tight junctions sealing intercellular clefts
between the adjacent cells is a characteristic of BMECs. The formation of such tight
junctions is accomplished on the one hand by transmembrane molecules such as
junctional adhesion molecule 1, occludin, and claudin and on the other hand by
membrane-associated guanylate kinase (MAGUK) proteins, which coordinate cyto-
plasmic protein-protein interactions via multiple protein-binding domains [26].
MAGUK proteins comprise zonula occludens (ZO) constructs with three subforms (ZO-1–3)
joining transmembrane tight junction units with the actin cytoskeleton. As tight
junctions are located in apical cellular segments, they not only restrict paracellular
permeability to molecules of a few nanometers only [28] and induce strongly elevated
transendothelial electrical resistance (TEER; i.e., measurement of electrical resistance
across the cellular layer [29]) but also allow cell polarity and asymmetric distribution of
membrane constituents [26]. Caused by this asymmetric and site-specific expression of
receptors, transporters, and enzymes facing luminal (i.e., apical membrane) or ablu-
minal (i.e., basolateral membrane) sides, the BBB additionally presents a metabolic
barrier modulating the activity of toxic and neuroactive compounds. With regard to
TEER, the dense abundance of tight junctions in BMECs mediates resistances of more
than 1,000Ω cm2 in vivo compared to 2–20Ω cm2 in peripheral capillaries [30, 31]. Apart
from endothelial cells (i.e., BMECs), further cell types are involved in the formation of
the neurovascular unit. In this way, granular and filamentous pericytes irregularly
cover abluminal membranes of BMECs forming the closest association with the
endothelium. Aspericytes possess contractile proteins, they are believed to be involved
in the regulation of capillary blood flow [26]. Additionally, pericyte-derived angio-
poietin has been shown to induce endothelial expression of occludin enhancing BBB
tightness [32]. The 30- to 40-nm-thick basal lamina encloses both pericytes and BMECs
[33]. The composition of this lamina is covered by collagen type IV, heparin sulfate,
proteoglycans, laminin, fibronectin, and other components of the extracellular matrix
and affects BMECs’ intracellular signaling pathways and tight junction expressions via
interactions with endothelial integrins [33]. Finally, astrocyte end feet connected to the
basal lamina support the BBB and provide the cellular link to neurons. There is strong
evidence that astrocytes influence BBB formation by regulating endothelial expression
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of tight junction proteins, distinct transporters, and specialized enzyme systems via
secreted factors including transforming growth factor beta, glial cell–derived neuro-
trophic factor, and basic fibroblast growth factor [34, 35].

28.1.1.1.2 Ways across the BBB
For a sufficient supply of the brain with nutrients and the efficient efflux of metabolic
waste products on the one hand and its protection fromharmful compounds on the other
hand, the BBB constitutes not only a physical barrier but also a metabolic and transport
barrier too. Small gaseousmolecules such asO2 andCO2 can freely pass lipidmembranes
of the BBB as well as small lipophilic agents including alcohol, cocaine base, and
barbiturates. For the transport of small hydrophilic compounds across the BBB, specific
transport systems on luminal and abluminal endothelial surfaces are available. The two
major superfamilies of such transporters cover ATP-binding cassette (ABC) transporters
and solute carriers. In contrast to the transporter-mediated passage, hydrophilic mole-
cules larger than 400–500 Da, such as peptides and proteins, usually are excluded from
transcellular trafficking, unless they specifically undergo receptor- or adsorption-
mediated transcytosis [18, 36]. Adsorption-mediated transcytosis relies on nonspecific
interactions of ligands with surface moieties expressed on luminal membrane sides of
endothelial cells. It is predominantly mediated by caveolae- and clathrin-mediated
endocytotic processes as well as endocytotic processes independent from clathrin and
caveolin. The specific binding of ligands to BMECs’ surface receptors, such as insulin
receptors, transferrin receptors, and low-density lipoprotein (LDL) receptor–related
proteins, is mandatory for receptor-mediated transcytosis. In this way, the brain is effi-
ciently supplied with insulin, transferrin-bound iron, LDL, lactoferrin, and many more.

The tight regulation of transport systems across the BBB often constitutes a
considerable obstacle for efficient delivery of therapeutic drugs into the brain.
Therefore, specific strategies for overcoming this hurdle have been developed. The
injection of hyperosmolar solutions of mannitol, lactamide, saline, or others into the
brain-supplying carotid artery has been shown to transiently disrupt cerebral tight
junctions by shrinking endothelial cells, which in turn improves the delivery of
chemotherapeutic drugs into the CNS of patients with various types of brain tumors
[37]. Similarly, chemical destabilization of the BBB by alkylglycerols efficiently limits
BBB opening to 3–15 min [38]. Another strategy to temporarily access the brain com-
prises acoustic cavitation of polymer- or lipid-shelled microbubbles by focused ul-
trasound [39]. Resulting oscillations ofmicrobubbles induce localized disintegration of
tight junctions conveying brain entry for coapplied drugs. Despite indicated conven-
tional approaches facilitating paracellular drug transport, strategies enhancing
transcellular carrying have also been developed. These include drug modification
toward a more lipophilic character as well as the use of prodrugs, such as L-
3,4-dihydroxyphenylalanine, capable for crossing the BBB via transport systems and
being converted into active forms on entry [40]. Recently emerged approaches use
nanoparticle carriers for enhanced drug delivery into the CNS [13, 36, 41]. For instance,
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doxorubicin-loaded liposomes functionalizedwith cationic surface peptides have been
shown to efficiently cross the BBB via adsorption-mediated transcytosis in brain tu-
mor–bearing rats [42]. For metallic nanoparticles including SPIONs, passive diffusion,
clathrin-mediated transcytosis, and trans-synaptic transport have been demonstrated as
mechanisms for overcoming the BBB, whereby the additional application of an external
magnetic field enhances SPION accumulation in cerebral perivascular zones within mice
[38]. The conjugation of nanoparticle formulations with targeting moieties such as
monoclonal antibodies, peptides, and specific plasma proteins encourages transcellular
passage through BBB-forming endothelial cells too. Coupling of transferrin or transferrin-
binding antibodies to particle surfaces are typical candidates for promoting receptor-
mediated transcytosis [43]. Similarly, insulin, lactoferrin, folate, heparin-binding
epidermal growth factor (EGF), and integrin αvβ3 have been utilized as ligands for
CNS-directed delivery [13, 38, 41, 43]. Another common attempt includes particle coating
with polyoxyethylene sorbitan monooleate (polysorbate 80). This nonionic surfactant is
expected to adsorb apolipoproteins A-I, B-100, and E, mimicking LDL particles, which
interact with LDL receptors leading to receptor-mediated transcytosis through
BBB-forming endothelial cells [44]. With respect to brain tumor–specific targeting, tumor-
directed ligands, e.g., lactoferrin, neutrophilin-1, EGF, antibodies directed toward vascular
endothelial growth factor or EGF receptors including mutant EGF receptor variant III and
many others have been suggested to be conjugated to nanoparticles’ surface [18].

28.1.1.2 Blood-placenta barrier

Pregnant women are daily exposed not only to foreign substances like occupational or
environmental materials but also to prescribed maternal medication [45] since pre-
scribed drug use during pregnancy is common in many developed countries [46].
Owing to the placenta being indispensable for a pregnancy, any interference with its
function can lead to severe adverse effects on the development of the unborn child [47,
48]. In order to prevent new scandals, like the severe thalidomide-induced birth defects
in the 1960s [49], it is important to understand transport mechanisms of different
substances through the blood-placenta barrier (BPB) to the fetus and furthermore
potential harmful consequences of these materials inside the unborn child and the
placenta. Understanding these mechanisms might also help to develop novel drugs
that are able to selectively treat complications in the mother, the fetus, or the placenta
without harming or affecting the others [50].

28.1.1.2.1 General structure and functions of the BPB
TheBPB,whichhas thehighest interspecies variability amongmammals, is a fascinating
multifunctional organ [51]. This highly effective structure is responsible for the bidirec-
tional transfer of important substances, like carbon dioxide, oxygen, water, nutrients,
vitamins, and hormones, between maternal and fetal blood circulations. Besides these
vital materials, xenobiotics also can be transported across this barrier [45].
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The placenta is a hemochorial organ, where the fetal tissue directly comes in contact
with maternal blood circulation [47]. The actual cellular barrier, which separates the
maternal blood in the intervillous space from the fetal blood in the placental vessels,
consists of a continuous layer of the syncytiotrophoblast with some individual cyto-
trophoblasts, a thin layer of chorionic connective tissue and the endothelium of the fetal
capillary system [47, 52]. The syncytiotrophoblast layer, which is formed out of cyto-
trophoblasts by syncytial fusion, was found to be the rate-limiting barrier component
[53]. There is only one syncytiotrophoblast in a placenta, which is maintained by the
incorporation of cytotrophoblasts throughout gestation [54]. The villous core is filled
with mesenchymal cells during early pregnancy, which can later differentiate into
various cell types, like endothelial cells and blood cells, macrophages, myofibroblasts,
and fibroblasts, which can all be found in this space [47, 54]. Fibroblasts are responsible
for the secretion of typical matrix proteins like collagen type I and III and proteoglycans.
Furthermore, Hofbauer cells, the macrophages of the placenta, are also present in the
villous stroma during pregnancy [54]. During the course of pregnancy, the barrier be-
tween maternal and fetal blood supply decreases in thickness from over 50 µm in the
second month to less than 5 µm by week 37 of pregnancy owing to thinning of the
syncytiotrophoblast layer and spreadingof the cytotrophoblasts [52]. This in turn leads to
enhanced transport of substances, especially nutrients, through the barrier, which are
needed for the growth of the fetus especially in the later stages of gestation [47].

28.1.1.2.2 Transport mechanisms across the BPB
The most important function of the placenta is the exchange of nutrients, oxygen, and
other substances between maternal and fetal blood circulation [45]. To date, several
mechanisms are known for the exchange of endogenous as well as exogenous sub-
stances through the BPB: passive diffusion, facilitated diffusion, active carrier-mediated
transport, and endocytic pathways, especially pinocytosis [47]. Many transporters,
among these ABC efflux pumps, were found to be expressed in the fetal capillary
endothelium as well as in the syncytiotrophoblast layer. Here, most of the carriers are
located on the apical side facing maternal blood, which may help to protect the fetus
from putatively cytotoxic or teratogenic substances. Furthermore, the basolateral side of
the syncytiotrophoblasts expresses transporters different from the apical ones, which
indicates a polarized transport system across the biological barrier [52]. Depending on
the thinning of the BPB and the concurrent minimization of the maternal-fetal diffusion
distance throughout the course of pregnancy [45], the exchangemechanisms across this
barriermight also dependon the gestation time inwhich the tissue comes in contactwith
the substance of interest. Furthermore, the characteristics of the compound and its
protein-binding capacity also influence its capability to cross the placental barrier [45].
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28.1.2 In vitro barrier models

The BBB constitutes a complex network of several collaborating components, making a
plain isolation for functional analyses complicated. In order to experimentally study
different aspects with regard to BBB cell biology and screening for CNS drug perme-
ability, diverse models have been developed. Especially, high-throughput drug
screening draws on parallel artificial membrane permeability assays as non–cell-based
surrogatemodels composed of filters with lipid membranes [27]. In context of functional
studies, on the one hand, in vivomodels include animal testing usually using mice and
rats as well as guinea pigs, rabbits, dogs, and monkeys [54]. Owing to profound differ-
ences in anatomy, physiology, and genetics, the obtained results cannot be directly
extrapolated to the human organism [20], though approaches using freshly isolated
capillaries from brain tissues have been utilized for ex vivo studies for several decades
[55, 56]. As the constant availability of required human tissues is limited and animal
testing should be minimized, several cell culture–based in vitromodels representing the
BBB have been developed for multifunctional analyses. The deliberate isolation of pri-
mary BMECs from porcine, bovine, murine, or ratty sources and their implementation in
transwell-based studies have contributed to valuable insights into physiologic and
pathophysiologic processes regarding the BBB [55, 57, 58]. With regard to setups rep-
resenting the humanBBB, only fewmodels are available. These are either based on stem
cell–derived endothelial cells or immortalizedhumanBMEC lines [55]. For the latter case,
the lentiviral-immortalized cell line hCMEC/D3 is most widely spread and well charac-
terized. While monocultured cell layers of hCMEC/D3 gain TEER values of 30–50Ω cm2,
co-culture with astrocytes raise TEER values to 60Ω cm2 [55, 59]. Anyway, a comparative
study by Eigenmann et al [59] comprising hCMEC/D3, human brain microvascular
endothelial cells (HBMECs), and two other cell lines revealed that while all four endo-
thelial cell lines specifically expressed the adherence junction protein VE-cadherin, tight
junction protein ZO-1 was only confirmed in hCMEC/D3 and HBMECs. Focusing on TEER
and molecular paracellular permeability, the monoculture of HBMECs attained cell
layers of highest tightness in this study. Advanced approaches applying shear stress to
endothelial cells by the integration of flow conditions to the apical and/or basolateral
side superiorlymimic the in vivo situation of theBBB.Asa consequence, endothelial cells
respond by structural and functional remodeling and differentiation and result in higher
TEER values as compared to static transwell models [27, 60]. However, nomodel exactly
mimics the full expression pattern of enzymes, transporters, receptors, and other
structural proteins of an in vivo BBB [34, 55], and no gold standard in vitromodel exists.

Since novel medical products like nanoparticles are rapidly developed, there is a
requirement for valid and predictive models to mimic the behavior of these materials in
the blood-placenta barrier (BPB). Furthermore, the need for medications that are avail-
able for pregnant women increases, for which the preclinical study using non–in vivo
models is also important [61].
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In vivo models using rodents are applied in current research, especially to give
information about the biodistribution of materials in whole organisms [50]. But owing
to the high species-to-species differences in placental constitution [51], the data gained
from these models cannot be readily extrapolated to the human organism [50].

The dual perfused ex vivo human placenta perfusion model, which was first
described by Panigel [62] in the 1960s, is based on the usage of the term placentae to
study placental function and translocation rates of substances and particles across the
BPB. This experimental model allows studying the transfer of substances in the
placenta in an organized placental tissue and the simultaneous investigation of
physiochemical and pharmacokinetic factors that influence the transfer [63].While this
model maintains the complexity of an intact placenta and is therefore very close to the
in vivo situation, the transport studies are technically challenging, the exposure time is
limited to 4–8 h, and large amounts of substances or particles are required for the
investigations [64]. All in all, this ex vivo model can provide information about the
transplacental translocation rate, acute cytotoxicity and possible fetal exposure of
substances, and also the potential role of transporters in the placental barrier [47, 50].
Despite all this, a huge drawback of the model is that owing to the usage of the term
placentae, the behavior of investigated substances in the first trimester and during the
course of pregnancy cannot be studied sufficiently using only this model [47].

Transwell systems, isolated plasma membrane vesicles, and placental tissue ex-
plants are classical ways to study the BPB in vitro, which are well-established alter-
natives to ex vivo and in vivomodels and furthermore allow higher throughput [61]. For
the transwell system, there are several possible human cell lines, like BeWo, Jar, or JEG-
3 [64], but until now, most in vitro studies of transfer across the BPB were performed
using the BeWo cell line, in particular the b30 clone [65–70], which was developed in
the 1980s [71]. These human choriocarcinoma-derived cells with strong resemblance to
cytotrophoblastic cells have the ability to form confluent monolayers on permeable
transwell inserts and are therefore a suitable in vitro model to study the transfer and
also special transport mechanisms of different substances, e.g., nanoparticles [48, 50,
61, 64, 65, 70]. Combined, in vitromodels, especially transwell-based ones, are suitable
for the prescreen of a plethora of compounds and substances in advance to other more
complex models and furthermore have the ability for mechanistic transfer studies.
Nevertheless, there is still need for improvement of this in vitro model, which lacks
anatomic integrity and blood flow, in order to increase its predictive value [47, 50].

28.1.3 Nanoparticle-barrier interactions

28.1.3.1 Biocompatibility/toxicity

As the variety of biomedicinal nanoparticles is huge, so are their biological effects.
According to the particle type, they can influence cell physiology in many different
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ways. Obviously, particles characterized by an intensive cellular interaction bring
along a great capability for influencing both vitality and physiology of cells. The
particle’s ability to penetrate biological barriers and their resulting biodistribution are
crucial factors determining nanoparticle-induced outcomes at the systemic level. Apart
from the particle size, shape, dose, incubation duration, and type of exposed cells,
especially surface coating and functionalization play a substantial role in determining
biological effects [13, 72]. Thus, many studies have identified a cationic surface charge
of nanoparticle formulations as a decisive factor mediating cytotoxicity via various
mechanisms [10, 72–74], including the induction of nanoscale holes within plasma
membranes, which promotes substantial membrane damage resulting in cell death
[75]. Fischer et al. [73] demonstrated that besides the cationic surface net charge, the
charge density and flexibility of the three-dimensional structure of the coating mole-
cules also essentially determine biological effects. Endosomal escape of cationic
nanoparticle formulations explicitly results in the presence of bare particles within the
cytosol, which in turn can induce direct interaction of particles with cellular organelles
and proteins including the actin cytoskeleton inducing destabilization and cell cycle
arrest [10]. Apart from cationic surface charges, anionic nanoparticles are associated
with cytotoxic effects, too, whereas neutral particles are largely nontoxic [74, 76, 77]. A
reasonable cause for this is provided by the respective studies which show the low
adherence of particles coated by dextran, starch, or other neutral materials at the polar
plasma membrane, whereas anionic nanoparticles can still cluster at the sparse
membrane areas constituting positive charges [76, 78]. Based on the fact that the
hydrodynamic size of nanoparticles (and particle agglomerates) affects particles’
reactivity—whereby higher surface-to-volume ratios render elevated surface energies—
small particles tend to bemore toxic than larger ones [74, 79]. Finally, the formation of a
protein corona can also influence biological effects of distinct nanoparticles. After
depletion of coating material, cells are exposed to the particle’s often inorganic core,
which in the case of SPIONs is per se considered biocompatible in contrast to silver,
cadmium, or other metals [10, 80]. However, during further degradation, increasing
contents of free iron ions can cross mitochondrial membranes reacting with hydrogen
peroxide and oxygen during the Fenton reaction, giving rise to highly reactive hydroxyl
radicals [10, 80]. The resulting oxidative stress can provoke radical damage of DNAand
other components including the cytoskeleton,which brings on inflammatory processes
and cytotoxic events [74].

28.1.3.2 Attachment and endocytosis

Uptake mechanisms for nanoparticles into the human body are versatile as they can
enter via different routes such as the lungs after inhalation, the skin by dermal
application, or by enteral resorption upon ingestion [81]. In terms of biomedical ap-
plications, direct intravenous administration is widely used—especially in case of
cancer nanotherapeutics [82]. The nanoparticles’ biodistribution upon this systemic
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administration modality is determined according to particle size, shape, surface
charge, and other surface properties [83]. While for passive targeting, advantage is
taken of the EPR effect, active targeting by grafting distinctive ligands, markers, or
functional groups onto particles’ surface can considerably affect their accumulation
and elevate local concentrations at specific target sites. Similarly, magnetic drug tar-
geting in case of SPIONs and other magnetic nanoparticles displays another relevant
option for actively directing particle distribution. As a consequence of their size in a
typical range of subcellular components and biological molecules [84], nanoparticles
can show intensive cellular interactions and be taken up into cells via distinct
endogenous uptake mechanisms. Usually, nanoparticles are taken up into cells by
active endocytotic pathways, though the cellular entry via passive diffusion has been
described as well, especially in case of cationic particle formulations [76, 80]. While
large particles with exceeding sizes of 500 nm can only be engulfed by specialized cells
including macrophages and neutrophils via phagocytosis, the ingestion of smaller
particles via pinocytotic vesicles can be actioned by virtually all types of eukaryotic
cells [85–87]. The binding affinity mediated by hydrophobic or electrostatic in-
teractions and receptor-ligand binding to cellular surfaces plays a crucial role in the
first step of particle internalization. In this context, diverse studies revealed that
cationic surface charges of nanoparticles show intensive interactions with anionic
phospholipids or protein domains originating from the glycocalyx (e.g., sialic acids) of
cellular plasmamembranes [88], whereas neutral and anionic nanoparticles show less
pronounced membrane adsorption and subsequent particle internalization [76].
Additionally, the elevated abundance of negatively charged phosphatidylserine in the
cytosolic leaflets of the plasma membrane, endosomes, and lysosomes is thought to
strengthen the entry of cationic proteins to endocytotic pathways [89]. Subsequent
endocytotic ingestion is distinguished into macropinocytosis, caveolin-dependent
endocytosis, clathrin-mediated endocytosis, and pathways independent from both
clathrin and caveolin with further subclassifications [90, 91]. Most studies focus on
clathrin-mediated endocytosis when investigating uptake mechanisms for particles
below 200 nm [92, 93], though other processes and even an interplay of several
pathways might occur [94]. Regardless of whether particle internalization is induced
via plasma membrane invaginations at clathrin-coated pits (i.e., clathrin-mediated
endocytosis), cholesterol-rich domains (i.e., caveolin-dependent endocytosis), or other
active processes, membrane-budded vesicles transfer the nanoparticle cargo into early
endosomes first [87]. Within these compartments, which possess a mild acidified
milieu, receptors can be recycled, and digestion off the receivedmaterial by hydrolysis,
as well as its sorting into delivery to specific intracellular compartments or transcytotic
pathways, is initiated [95]. Next, the cargo is directed to acidic late endosomes with
increasing proteolytic activity before it finally enters lysosomes. For nanoparticle
cargoes directed to distinct subcellular targets, pathways avoiding the lysosomal
destination of the nanoscaled vehicle are indispensable for successful implementa-
tions. Indeed, endosomal escape has been shown for some nanoparticle formulations
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[13, 96]. Especially, a strongly cationic particle surface charge seems to promote the
escape from endosomes to reach the cytoplasm via destabilization of endosomal
membranes by mechanisms including ion-pair formation with anionic lipids and
endosomal/lysosomal buffering, swelling, and rupture (i.e., the “proton sponge ef-
fect”) [97]. Besides the resulting cytosolic delivery, targeting of distinct cellular com-
partments such as the nucleus, mitochondria, and Golgi has also been pursued [82]. As
mentioned earlier, besides surface chemistry, the level of nanoparticle interactionwith
cells is significantly influenced by particles’ properties including size and shape aswell
as the cellular type itself and themicroenvironment as it can induce the protein corona
formation, which in turn provides the particle with a new biological identity [13, 80]. In
terms of particle size, gathered data emphasize that, in general, smaller particles are
internalized more intensively, although a minimum size seems beneficial for efficient
induction of particle uptake probably owing to sufficient cross-linking of membrane
receptors [80, 86, 93, 98]. In this regard, Win and Feng [99] observed that polystyrene
nanoparticles of 100 nm show most pronounced particle internalization into adeno-
carcinomal cells, while the uptake of larger (200–1000 nm) particles is gradually
decreased and lowest for 50 nm.

The aim of this approach is to investigate the interaction of multifunctional hybrid
materials with cellular barriers. The cell membrane can be described as a hybrid
matrix, so does the cellular composition of a distinct barrier in the human body. The
membranous lipid bilayer with its incorporated proteins, carbohydrates, and fatty
acids is on the one hand perfectly structured and on the other hand highly dynamic.
With regard to the potential of SPIONs as multifunctional hybrid nanomaterials
applicable in biomedicine, their interaction with cellular barriers is of large impact. In
order to study the cell-nanoparticle interaction, we established two in vitro blood-
barriermodels with regard to themedical need and the grade of complexity. On the one
hand, a BBB model is based on one representative cell type, and on the other hand, a
blood-placenta model consists of two cell types. Furthermore, we evolved the models
from a static to a fluidic setup. The SPIONs that were applied to the in vitro barrier
models were selected especially for their different coatings and surface charge. The
modelswere run in the presence of amagneticfield gradient,with a special focus on the
putative accumulation of nanoparticles behind the barriers.

28.2 Materials and methods

28.2.1 Characterization of SPIONs

To determine the hydrodynamic diameter of SPIONs, dynamic light scattering was applied using a
Zetasizer nano series ZS (Malvern Instruments, Herrenberg, Germany). Scattered He-Ne laser light
(633 nm) detected at 173°, during three independent measurements with 12 replicates each, was used to
determine intensity-weighted hydrodynamic diameters. Additionally, zeta potentials were measured
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using the same instrument but based on laser Doppler velocimetry. Particle concentrations were
determined by measuring the saturation magnetization of the prepared samples by means of vibrating
sample magnetometry (PMC MicroMag 3900 VSM – Lakeshore Cytotronics Inc., Westerville, USA). The
properties of the nanoparticles used are presented in Figure 28.1. Nanoparticles were applied in con-
centrations as indicated.

28.2.2 Cell culture

Cell culture preparations and respective solutions were handled under laminar flow hoods. Equipment
was autoclaved and sterilized by rapidly acting ethanol-based wipe disinfection or filtration by using
0.2-µm pore size membrane filters. If not stated otherwise, all cells were cultured at 37 °C in a water-
saturated atmosphere supplemented with 5% CO2.

28.2.2.1 Cell lines:An established cell line of HBMECswas used for building up the in vitroBBBmodel.
This adherent cell line originally isolated from cortical capillaries has been immortalized by intro-
duction of the SV40 large T antigen [100]. HBMECs were kindly provided by Werner Reichardt from
Ernst-Abbe-Hochschule Jena. HBMECs were cultivated using RPMI 1640 cell culture medium supple-
mented with 10% (v/v) fetal bovine serum (FBS) and 1% penicillin/streptomycin (Pen/Strep: 10,000 U/
ml/10,000 µg/ml).

Adherent MCF-7 (DSMZ GmbH, Braunschweig, Germany) cells constitute an epithelial cell line
derived from the pleural effusion of a female patient with a mammary gland adenocarcinoma. MCF-7
cells were cultured in Dulbecco’s Modified Eagle Medium (DMEM) provided with 10% (v/v) FBS.

The adherent, epithelial-like human choriocarcinoma cell line BeWo (DSMZ), which was first
isolated by Pattillo and Gey [101] in 1968, was selected as an in vitro model for the BPB [65, 70].
Furthermore, primary human placental pericytes (hPC-PL, PromoCell GmbH, Heidelberg, Germany),
which are multipotent mesenchymal-like cells often found in association with small blood vessels,
were used for supporting BeWo cells and extending the in vitromodel. These cells were first cultivated
in Pericyte Growth Medium (PGM, PromoCell GmbH, Heidelberg, Germany) according to the pur-
chaser’s recommendations, while BeWo cells were grown in DMEM supplemented with GlutaMAX-I
and 10% (v/v) FBS. Since pericytes and BeWo cells had to be cultivated in the same medium for the
coculture model, both were later kept in DMEM. For some experiments, BeWo cells were cultivated in

Figure 28.1: Characteristics of experimentally used SPIONs. SPION = superparamagnetic iron oxide
nanoparticle; BSA = bovine serum albumin; DEAE = diethylamine ethyl; PEI = polyethylenimine.
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pericyte-conditioned medium (PCM), which was collected after 3–4 days of pericyte cell cultivation.
After centrifugation (10 min at 1000 rcf), the medium was sterile filtrated (0.2-µm pore size), sup-
plemented with 1% Pen/Strep, and stored at 4 °C until further usage. At confluence, the cells were
detached using trypsin-EDTA and subsequently subcultured in a ratio of 1:2 to 1:5 with fresh medium.
BeWo cells were used for experiments between passages 8 and 30, while pericytes were used in
passages 6–10.

In regular intervals, cell cultureswere testedwith regard tomycoplasmic contaminations using the
commercial PCR-based Venor™ Gem mycoplasma detection kit (Sigma-Aldrich Chemie GmbH, Stein-
heim, Germany).

28.2.3 Transwell-based generation of an in vitro BBB model

For the creation of in vitro barrier models, transwell permeable supports (diameter: 6.5 mm) with a PET
membrane and a pore size of 3.0 µm (Corning, Inc., Corning, USA) were used.

In order to generate the in vitro BBB model, subconfluent HBMECs were harvested and resus-
pended in a seeding medium being composed of RPMI 1640 supplied with 10% FBS and 1% Pen/Strep.
After 30-min equilibration of 24-well transwell inserts within the seeding medium, the equilibration
mediumwas removed, and per insert, 100 µl containing 240,000 cells was added into the insert (apical
membrane site/donor compartment). Subsequently, the cell-equipped transwell inserts were carefully
placed into 24-well companion plates filled with 600 µl of seeding medium per well (basolateral site/
acceptor compartment) (Figure 28.2A). Cellular growth and cell integrity were verified regularly by
means of TEER measurements.

Figure 28.2: The established in vitro barrier models. (A) In vitro blood-brain barrier model; (B) in vitro
blood-placenta barrier model—setup of the static system; (C) in vitro blood-placenta barrier model in
a microfluidic biochip. PS = post seeding; HBMEC = human brain microvascular endothelial cell;
SPION = superparamagnetic iron oxide nanoparticle.
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28.2.4 Transwell-based generation of an in vitro BPB model

All steps were performed using DMEM supplemented with 1% Pen/Strep. For the coculture model,
350,000 pericytes in 80 µl were seeded onto the basolateral site of inserts that were placed upside down
into 12-well plates and let to adhere for 4 h while adding the fresh medium every 30 min [102, 103].
Afterward, the inserts were transferred into 24-well plates and cultivated for additional 24 h. Subse-
quently, 50,000–400,000 BeWo cells were seeded into the inserts onto the apical site of membranes in
100 µl of medium. For monocultures, only BeWo cells were used. The cells were cultured for 3–5 days
post seeding (PS), during which the medium in both the donor and the acceptor compartment was
changed every other day. Cellular growth and cell integrity were verified regularly by means of TEER
measurements. The timeline of seeding and incubation of the transwell model is shown in Figure 28.2B.

28.2.5 Microfluid-based in vitro blood-placenta model

For building up the in vitro BPB, 200,000 BeWo cells (1.0 × 105 cells/cm2) were seeded into the donor
compartment (upper channel) of a microfluidic biochip [104] (microfluidic chipshop GmbH, Jena,
Germany) and incubated for 24 h at 37 °C, 5% CO2 in a humidified atmosphere. Afterward, 350,000
human placental pericytes (2.3 × 105 cells/cm2) (hPC-PL) were seeded into the acceptor compartment
(lower channel) and incubated for another 48 h under the same conditions. For incubation under
continuous flow, the biochip was connected to an Ismatec peristaltic pump (Cole-Parmer, Wertheim,
Germany), and the cell barrier was incubated for additional 96 h at a flow rate of 44 µl/min corre-
sponding to a shear stress rate of 0.5 dyn/cm2 (0.05 Pa) (Figure 28.2C). Shear stress rate was calculated
according to Raasch et al. [104]. For a static incubation, the biochip was not connected to the pump but
incubated applying the same conditions. DMEM+ 15%FBS+ 1%Pen/Strepwas used in all experiments.
The cell barrier integrity was routinely verified by molecular permeability assay using sodium fluo-
rescein (NaFl), histological analysis, as well as immunofluorescence staining of the tight junction-
associated protein ZO-1 of BeWo cells. SPIONs were added to the upper compartment to a final con-
centration of 100 µg/ml, and biochips were incubated with a single circulation of the upper compart-
ment at a constant flow rate of 44 µl/min. The medium of the upper compartment was immediately
sampled after one flow through. The content of the lower compartmentwas also collected, aswell as the
membrane was excised for further investigations. All samples were analyzed for their absolute iron
content at the PTB Berlin using a commercially available magnetic particle spectroscopy (MPS) device
(see Section 28.2.12.1).

28.2.6 Cell viability assays

Different assayswere used in order to verify cellular viability of HBMECs after exposure to diverse types
of SPIONs. While acute cytotoxicity for SPION incubations of up to 24 h was investigated using
biochemical and flow cytometry–based assays, SPION-associated long-term effects on cell viability
were analyzed by means of real-time cell analysis (RTCA) using the xCELLigence system (see Section
28.2.7).

28.2.6.1 PrestoBlue™ assay:ThePrestoBlue™ assay (Invitrogen, Karlsruhe, Germany) is based on the
reduction of a nonfluorescent resazurin-based reagent to fluorescent resorufin by metabolically active
cells and is used to analyze cell viability on nanoparticle incubation.

In order to test the SPION-specific cytotoxic effect onHBMECs, perwell of a 96-well black-walled µ-
Clear® plate, 15,000 cells resuspended within RPMI 1640 cell culture medium supplied with 10% FBS
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were seeded in triplicate. In case of BeWo cells and pericytes, 20,000 cells were applied per well in
triplicate. If necessary, 1% Pen/Strep was added to the culture medium. On cultivation overnight,
SPIONs dispersed within 18 µl aqua bidest. were added to a final volume of 90 µl, resulting in final
SPION concentrations of 5–100 µg/cm2 (corresponding to 19–378 µg/ml) and incubated for 3 h or 24 h.
Positive and negative controls were always obtained by adding 18 µl aqua bidest. only or 0.1% Triton X-
100 to cell-seeded wells, respectively. Additionally, cell-free wells containing the cell culture medium
and 18 µl of the respective SPION formulations were carried along as background controls.

According to the manufacturer’s protocol, PrestoBlue™ reagent supplied as a 10× solution was
added into eachwell and incubated at 37 °C for 30–60min. The emittedfluorescence at 600 nm (10 to 40
nm bandwidth) upon excitation with 545 nm (20-nm bandwidth) was detected using the CLARIOstar
microplate reader (BMGLABTECHGmbH,Orthenberg, Germany). Themeasured values of nanoparticle-
treated cells were background corrected and compared to diluent-treated controls.

28.2.6.2 SYTOX® Red dead cell staining: The principle of SYTOX® dead cell staining is based on the
inability of a high-affinity, nucleic acid–intercalating fluorescent dye to pass intact cell membranes,
whereas cellswith compromisedplasmamembranes are easily penetrated. Thus, damagedanddeadcells
can be identified by bright fluorescence signals and can be distinguished from nonstained vital cells.

In scope of investigating the cytotoxic effect of different nanoparticles, 80,000–350,000 cellswere
seeded into 12-well plates and incubated overnight. After incubation with indicated concentrations of
nsMAG/G particles for 3 or 24 h, the cells including the supernatant were harvested by treatment with
accutase.Afterwashing twicewith PBS supplementedwith 2mM EDTA (PE), the cellswere resuspended
within 500 µl of 2.5 nM SYTOX® Red (diluted in PE buffer) and incubated at 4 °C for 15 min. Pure SPION
solutions were stained analogously in order to verify both nonspecific interactions between particles
and dye and the spectral overlap of fluorescently labeled SPIONs into the SYTOX® Red channel.
Additionally, these only-SPION–containing samples were utilized for setting up gates excluding free
particles from data acquisition during flow cytometric analysis. Without washing, at least 10,000
cellular events per sample were analyzed by the use of a FACS Calibur cytometer (BD Biosciences, San
Jose, USA) with SYTOX® Red staining detected with a 661/16 nm bandpass filter upon excitation with
633 nm and fluorescently labeled SPIONs detected with a 585/42 nm bandpass filter upon excitation
with 488 nm.

28.2.7 Real-time cell analysis

The RTCA via the xCELLigence DP (ACEA Biosciences Inc., San Diego, USA) presents a noninvasive
approach for monitoring cellular proliferation, size, morphology, and attachment. This method was
used to analyze the dynamic effects of SPIONs on cell proliferation and viability especially for long-term
incubations.

Here, this method was used to detect the toxicity of the investigated nanoparticles to the cells of
interest. For the experiments, after measuring the background of medium-containing wells, the cells
were seeded into 16-well E plates (HBMEC and BeWo: 35,000 cells, pericytes: 30,000 cells/well). After
sedimentation for 30 min at RT, the cells were monitored for the first 24 h; afterward, SPIONs dispersed
within 10 µl aqua bidest. were added, resulting in final concentrations of 25–100 µg/cm2 (corresponding
to 25–100 µg/ml). Alternatively, negative control cells were incubated with 10 µl aqua bidest. only,
whereas cell free wells containing the cell culture medium were treated with the respective SPION
solutions as background controls. Cell index progression was monitored for further 72 h. The cell index
was monitored each 30 s for the initial 30 min, afterward each 30 min for approximately 96 h. For
analysis of the received data, RTCA software 1.2 (Roche Diagnostics GmbH, Penzberg, Germany) was
used.
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28.2.8 Analysis of the cell layer integrity

The cell layer integrity of HBMECs seeded on transwell membranes resembles a critical aspect in
verifying the in vitroBBBmodel’s condition andquality.While repetitive TEERmeasurementswere used
in order to monitor the progression of this tightness parameter in vital cell cultures, end point de-
terminations such as molecular permeability assays or microscopic analysis of fixed cells with sub-
sequent fluorescent staining or histological cross sectionswere used to get amore complete insight into
the cell layer functionality and composition.

28.2.8.1 TEERmeasurements: For continuously verifying the tightness of a cellular barrier, measuring
the TEER is a well-established method and vitally important for the evaluation of in vitro BBB models
[57]. As permeability barriers restrict the movement of ions through the cell layer, an increased TEER
indicates an in vitro barrier of elevated tightness.

By using chopstick electrodes connected to an epithelial voltohmmeter (EVOM Epithelial Vol-
tohmmeter, World Precision Instruments, Berlin, Germany), the TEER values of HBMECs and BeWo/
pericyte layers were determined. Thus, per insert, the mean of three TEERmeasurements determined at
three different positions was aligned to the effective membrane area (i.e., 0.33 cm2 membrane area
including pores). Further, reference TEER measurements of cell-free membrane inserts with respective
cell culture media served as background resistances and were subtracted from sample values.

28.2.8.2 Molecular permeability assay: The determination of paracellular permeability of cellular
barriers was performed using NaFl (376 Da; Sigma-Aldrich Chemie GmbH, Steinheim, Germany). As
NaFl is small, freely diffusible, and nontoxic, this fluorescentmolecule is frequently utilized as a highly
sensitive paracellular tracer for both in vitro and in vivo studies [57, 105].

After preparation of the transwell models as described, the cells were incubated with 100 µl of
2.5 µMNaFl dilutedwithin phenol red–freemediumand 10%FBS at the apical site, whereas companion
plates at the basolateral site were filled with 600 µl of phenol red–free medium supplied with 10% FBS.
The NaFl-exposed inserts were incubated at 37 °C under orbital shaking (90 rpm, 30-mm amplitude) for
10–60 min, whereby at defined time points, inserts including the incubation medium were transferred
to a new well containing 600 µl of fresh phenol red–free medium with 10% FBS, and incubation was
continued as stated above. Fluorescence intensities of samples obtained from the basolateral medium
upon 10-, 30-, and 60-min incubation were transferred into black-walled 96-well µ-Clear® plates in
triplicate and measured by using the CLARIOstar microplate reader (λex = 460/9 nm, λem = 515/20 nm).
NaFl permeability coefficients PNaFl were calculated from applied and detected concentrations (c in nM)
and volumes (V in cm3) as described by Audus and Borchardt [106] according to the following equation
(28.I):

PNaFl = cacceptor ⋅ Vacceptor

t ⋅ A ⋅ cdonor
28.I

with t and A defining the incubation time (s) and the effective diffusion area (cm2), respectively.
Alternatively, NaFl restraintswere calculated fromNaFl permeability coefficients as the ratio of cell-free
and cell-grown insert membranes.

28.2.9 Histological analysis of cross sections

Thinmicrotome sections of 5–15 µmwere prepared from themembranes of the transwell inserts to get a
broader image of the thickness and integrity of the cell layers as well as the interaction of nanoparticles
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with the barrier. After preparation of the transwell model and nanoparticle incubation as described
earlier, the membranes were cut out of the inserts and embedded in 1% agarose dissolved in PBS in a
truncated 1.5-ml Eppendorf tube after washing with PBS and fixation with 10% formalin solution. The
membranes were incubated for at least 20 min at 4 °C for consolidation; afterward, the agarose blocks
containing the membranes were transferred into embedding cassettes and incubated in 10% formalin
for 1–2 days. After removing the formalin with distilled water for 4 × 15min, the blocks were dehydrated
using the automatic tissue processor Leica TP1020 (Leica Biosystems Nussloch GmbH, Nussloch,
Germany). Directly afterward, the blockswere embedded into paraffin using a Leica EG1160 embedding
center (Leica Biosystems Nussloch GmbH, Nussloch, Germany) and cooled at −20 °C for at least 2 h.
Sections of 15-µm thickness of the membrane-containing blocks were prepared using the Leica RM 2165
automated rotary microtome (Leica Biosystems Nussloch GmbH, Nussloch, Germany). The sections
were first transferred to a RTwater bath to remove air bubbles and then transferred to a 40 °Cwater bath
for stretching before they were applied to microscopy slides and dried at 37 °C overnight. For micro-
scopic analysis, the sections were stained with Nuclear Fast Red and Prussian blue. The paraffin was
removed from the dried samples by using xylene, followed by a descending ethanol series to rehydrate
the sections. Subsequently, the sections were stained with a 2% potassium ferrocyanide solution for
10 min. After washing with distilled water, the cell nuclei were stained with Nuclear Fast Red for
additional 10min before washing for 1 min with running tap water. Before embedding the sections with
Entellan®. New, they were dehydrated using an ascending ethanol series. The slides were analyzed
using themicroscope Axiovert 25, the camera AxioCamHRc and the software AxioVision SE64 4.9 (Carl
Zeiss GmbH, Jena, Germany).

28.2.9.1 Prussian blue staining: Prussian blue resembles a dark blue pigment generated by the iron
chelating reaction of ferrocyanides. Thus, the staining is commonly used to visualize ferric iron within
biological samples, such as iron-based nanoparticles within cellular environments.

In order to stain SPIONs in cellular samples, a protocol adapted from the study by Schlorf et al.
[107] was used. In detail, samples fixed by incubation with 10% formalin solution for 15 min were
permeabilized by a 10-min incubation in 0.1% Triton X-100 (dissolved in D-PBS) andwashed twice with
D-PBS. Next, a freshly prepared solution of 2% (w/v) potassium ferrocyanide dissolved in 1 M hydro-
chloric acid was applied and incubated at 37 °C for 10 min before two washing steps using D-PBS were
carried out. Unless otherwise stated, the cells were counterstained by sample incubation with the eosin
Y-containing DiffQuick II solution for 30 s. As the resulting cytoplasmic red staining was not stable,
microscopic images were acquired immediately. Alternatively, cells were counterstained using Nuclear
Fast Red solution and subtracted to a dehydrating alcoholic series in order to achieve stable dyeing.

28.2.10 Fluorescent staining for confocal laser scanning microscopy

Confocal laser scanning microscopy (cLSM) upon (immuno)fluorescence staining offers the possibility
to specifically view distinct cellular structures and their three-dimensional distribution. The spatial
pinhole allows the acquisition of signals from the confocal plain only, thus eliminating out-of-focus
light. On the onehand, cytoskeletal stainingwas used for the sake of studying both the cell integrity and
the cellular uptake of fluorescently labeled SPIONs. On the other hand, the expression and distribution
of the tight junction protein ZO-1 upon immunofluorescence staining was additionally used in order to
assess the tightness of transwell-cultured cell layers. For all approaches, the confocal laser scanning
microscope LSM 510 META and the appendant software ZEN 2009 6.0 SP2 (both Carl Zeiss Microscopy
GmbH, Jena, Germany) were used.
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28.2.10.1 Phalloidin staining: Phalloidin is a bicyclic heptapeptide strongly binding filamentous actin
(F-actin) preventing its depolymerization. Labeled with a fluorescent tag, this molecular dye is prev-
alently used for visualization of F-actin in vitro.

For the investigation of the cellular uptakemechanism of SPIONs, 200,000 to 400,000 cells were
resuspended in the appropriate cell culture medium and seeded on glass cover slips, which had been
flamed and placed into 24-well plates. Upon cell cultivation overnight, SPIONs were applied and
incubated for 3 h. If appropriate, endocytosis inhibitors were added as indicated and preincubated for
60 min before SPION addition. The samples were washed three times with D-PBS before they were
fixed at RT by applying a 10% formalin solution for 15 min. Next, formalin was removed by another
three washing steps with D-PBS, and the cells were permeabilized by a 10-min treatment with 0.1%
Triton X-100 (diluted with D-PBS). The samples were incubated with the D-PBS–based staining
solution containing 19 ng/ml Alexa Fluor® 633 Phalloidin (Invitrogen) and either 10 ng/ml DAPI I
(Abbott Laboratories) or 12 µg/ml Hoechst 33258 (Invitrogen). Afterward, the cells were washed with
D-PBS again and analyzedmicroscopically without embedding. The cells were scanned layer by layer
with a constant slice distance of 1 µm, each resulting in z-stacked images of 10–18 slices. Acquired
image stacks were quantitatively analyzed using MATLAB® R2013a software (MathWorks, Natick,
USA), wherein the amount of internalized SPIONs was calculated from overlapping signals derived
from the cytoskeletal F-actin and the SPION channels. Actin channels were binarized using the
threshold algorithm as described by Otsu [108], multiplied with original SPION channels, and inte-
grated to total SPION intensities per image slice. For comparability ofmultiplemicroscopic field views
containing divergent numbers of cells, particle amounts were normalized to the cell-representing
F-actin signal.

28.2.10.2 Immunofluorescence staining of ZO-1: In order to quantify the integrity of the barrier layer
in the in vitro coculture transwell model, both tight junctions and adherens junctions were visualized
using antibodies against ZO-1 and β-catenin, respectively, which were already shown to contribute to
cell-cell contacts in the human placenta [109]. The peripherally located ZO-1 is associated with
cytoplasmic parts of cell-cell contacts after formation of these junctions and is therefore applicable to
visualize tight junctions in cell layers [110]. Since β-catenin is part of the cadherin-catenin complex,
which is present at adherens junctions, it can be used as a reliable marker for cell-cell interactions
[109].

After preparation of the monoculture or coculture transwell models accordingly, the cells
were washed, fixed, and permeabilized. Before staining, unspecific binding sites were blocked by
incubation of the inserts in 5% BSA solution for 1 h at RT using an orbital shaker. The membranes
were cut out of the inserts and cut into half. Each half was incubated with either rabbit anti–ZO-1 or
rabbit anti–β-catenin in a 1:100 dilution in 1% BSA and 0.1% Triton X-100 in PBS for 1 h in a wet
chamber at 37 °C. After washing twice with PBS, the membrane halves were incubated with a
staining solution containing the AlexaFluor® 488–labeled goat anti-rabbit secondary antibody
(1:200 in 1% BSA and 0.1% Triton X-100 in PBS), 0.19 µg/ml AlexaFluor® 633 Phalloidin, and 12 µg/
ml Hoechst 33258. After staining, the membranes were washed twice and embedded onmicroscopy
slides before analysis. For cocultures, the orientation of embedding depended on the cells of
interest.

Moreover, samples stained without primary antibodies and samples not stained with primary or
secondary antibodieswere carried along and served as controls for specific secondary antibody binding
and autofluorescence, respectively. Upon staining, the samples were washed with D-PBS; membranes
were cut out of retainers and embedded on glass slides using water-based mounting medium prior to
microscopic analysis.
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28.2.11 Flow cytometry

Flow cytometry is an analytic method based on the principles of light scattering and light excitation/
emission of fluorochromes, which is an essential technique to analyze many different parameters of
cells simultaneously, like cell viability using DNA-binding dyes or expression of different cell surface
markers using targeting antibodies. Here, this method was used to characterize pericytes by investi-
gation of surface markers and to analyze cytotoxic effects of SPIONs on cells. For the experiments, the
FACSCalibur cytometer (BDBiosciences, San Jose, USA)was used, and the resultswere evaluated using
FlowJo™ software (FlowJo, LLC, Ashland, USA).

28.2.11.1 Flow cytometry–based nanoparticle-cell interaction: For the purpose of investigating the
interaction of fluorescently labeled SPIONs with cells and its correlation to cell viability, 80,000 cells/cm2

were seeded into 12-well plates in duplicate. Following overnight culture, the cells were incubated with
fluorescently labeled SPIONsdispersedwithin 100µlaquabidest. resulting infinal concentrations of 25 µg/
cm2 or 50 µg/cm2 (corresponding to 94.5 µg/ml or 189 µg/ml) for up to 24 h. Negative controls were treated
analogously using 100 µl aqua bidest. only. After incubation time was completed, sample cell culture
media were collected, and the cells were harvested usingHyQTase™. Next, the cells were spun down by a
5-min centrifugation step at 300 rcf (4 °C), washed with ice-cold PE buffer, and centrifuged as mentioned
before. For investigating the correlation between SPION interaction with cells and cytotoxicity, cell pellets
were additionally treated with SYTOX® dead cell staining and directly analyzed as described earlier.
Otherwise, cell pellets were fixed using 10% formalin for 15 min, washed using ice-cold PE buffer, and
resuspended in 500µl of PEbuffer again. Finally, per sample, at least 10,000 cellular eventswere analyzed
by flow cytometry, wherein cellular loading with fluorescent-labeled SPIONs was detected with a 585/
42-nm bandpass filter upon excitation with 488 nm. Additionally, cell-free samples containing SPIONs
onlywereutilized for settingupgates, excluding free particles fromdataacquisitionduringflowcytometric
analysis.

28.2.12 Detection and quantification of SPIONs

For studying the passage of SPIONs through HBMEC layers, complete basolateral acceptor compart-
ments were analyzed for the presence of SPIONs either by magnetic particle or atomic absorption
spectroscopy (AAS). Both approaches resemble highly sensitive methods of quantifying super-
paramagnetic or elementary iron, respectively.

For the experimental investigations, HBMECs were plated out on transwell membranes as
described earlier. After five days of cultivation, barrier tightness was confirmed by means of TEER
measurements (see above). If indicated, one day prior to the particle incubation, MCF-7 cells with a
density of 350,000 cells/well were seeded into 24-well plates and cultivated overnight. On the day of
incubation experiment, HBMEC-grown inserts were transferred to implied MCF-7–grown or cell-free
24-well companion plates each containing 600 µl of RPMI 1640 medium supplemented with 10% FBS
and 1% Pen/Strep. Unless stated otherwise, 100 µg/cm2 of SPIONs dissolved within 165 µl (equal to
200 µg/ml) of medium supplemented with 10% FBSwas added. For the first 30min, particle incubation
was carried out on top of a block magnet (210 mT at 3-mm distance, field gradient: 6.8 T/m) in order to
bring the particles in close proximity to the cell layer localized on the transwell membrane. Thereafter,
the incubation was continued without the magnet until the indicated incubation time was complete. In
order to precisely quantify the amount of SPIONs in the respective compartments, samples were
analyzed by MPS and AAS. Additionally, cell layer integrity upon SPION exposure was verified as well
as by microscopic analysis upon fluorescence staining.
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28.2.12.1 Magnetic particle spectroscopy:MPS represents a sensitive magnetic detectionmethod that
allows for the quantification of the superparamagnetic nanoparticle iron contentwithout being affected
by biological components such as cells or the suspensionmedium [111–113]. It is based on the nonlinear
magnetic susceptibility response of magnetic nanoparticles exposed to an oscillating magnetic field.
Thus, odd harmonics of magnetic moments Ai of the detected time-dependent signal are Fourier
transformed, yielding the MPS spectrum. As the SPION-specific amplitude signal is proportional to the
applied SPION amounts, MPS provides the opportunity to precisely determine SPION contents of
biological samples [114].

For the quantification of SPIONs within the distinct compartments of the transwell system,
samples were processed as described by Gräfe et al. [115]. Briefly, complete apical donor and baso-
lateral acceptor compartment media were collected upon incubation time. By avoiding the applica-
tion of any metallic materials during preparations, porous membranes including cellular layers were
cut off retainers and homogenized within 800 µl aqua bidest. by using a ceramic scalpel and the
gentleMACS™ dissociator. Sample volumes were reduced to 20–50 µl by centrifugal vacuum con-
centration using the SpeedVac™ SPD111 (Thermo Fisher Scientific Inc., Waltham, USA) at 100 × g and
40 °C. In case of the BPB, the two cell layers located on the apical and basolateral site of the transwell
membrane were individually trypsinated using 100 and 600 µl in the donor and acceptor compart-
ment, respectively, and the reaction was stopped by adding the same amounts of the medium sup-
plemented with FBS. The cells were resuspended and lysed in 20 µl of 10% sodium dodecyl sulfate
(Carl Roth GmbH, Karlsruhe, Germany) after centrifugation at 400 rcf for 5 min. MPS spectra were
measured using a commercial MPS device (Bruker Biospin, Rheinstetten, Germany) operating at an
oscillatingmagnetic fieldBdrive of 25mT and a frequency f0 of 25 kHz. The third harmonicA3 of theMPS
spectrum was used for iron quantification by normalization to the corresponding A3,ref of a reference
sample of known iron amount. In turn, the reference sample’s iron amount was cross-validated by
photometry (510 nm) upon phenanthroline staining by dissolving in hydrochloric acid, reduction by
hydroxylamine, and addition of 1,10-phenanthrolinemonohydrate. Furthermore,A5/A3 was recorded
in order to verify the magnetic behavior including particle agglomeration. Analogous samples
without the addition of SPIONs served as background controls fromwhich the limit of detection (LOD)
was calculated according to equation 28.II:

LOD = X̄ background + 3 ⋅ STDV background 28.II

where X̄ and STDV represent mean and standard deviation of backgroundmeasurements, respectively,
according to McNaught and Wilkinson [116].

28.2.12.2 Atomic absorption spectroscopy: In addition to the quantitative estimation of SPIONs via
MPS, AAS was applied in order to verify the SPIONs’ interaction with and passage through HBMEC
layers based on the spectroanalytical detection of elementary iron. Thus, iron concentrations of
analyzed samples were determined on measuring the absorbance at the characteristic and highly
sensitive wavelength of 248.3 nm.

To this end, completemedia of both donor and acceptor compartmentswere collected, and SPIONs
were pelleted by centrifugation at 20,000 × g for 45 min. Upon discarding the excessive supernatant,
25 µl of the sediment-containing solution was dissolved in 162.5 µl of 32% HCl. In contrast, MCF-7 cells
seeded into bottom wells of 24-well companion plates as well as cut outs of cell-covered transwell
membranes were directly dissolved in 187.5 µl of 32%HCl. The samples were supplemented with 62.5 µl
of 10% trichloroacetic acid and incubated for 5 min at RT before precipitated proteins and debris were
removed by a 5-min centrifugation at 3600 × g. Finally, the supernatants were transferred into conic
AAS tubes, and iron contents were analyzed by using the AAS-5 FL supplied by Analytik Jena AG, Jena,
Germany. For the quantification, a calibration curvewith defined iron concentrations (0–50µmol/l)was
prepared. Samples exceeding these concentrations were diluted in aqua bidest. and measured again.
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For testing the accuracy of measurement, precision controls containing 6.5 mg/ml FeCl3 were also
measured. The LOD was calculated as described above.

28.2.13 Statistical analyses

Data of repetitive independent experiments with multiple replicates each are presented as weighted
mean ± (weighted) standard deviation. Statistical significance tests were performed using Prism 6
(GraphPad Software, La Jolla, USA) applying a one- or two-way analysis of variance (ANOVA)with 95%
confidence intervals, followed by a multiple comparison test and correction according to Dunnett [117,
118], Tukey [119], or Sidak [120]. Differences are considered as statistically significant for p < 0.05 (*),
p < 0.01 (**), p < 0.001 (***), or p < 0.0001 (****).

28.3 Results and discussion

28.3.1 Establishment of a suitable in vitro BBB model for
SPION-cell interaction studies

28.3.1.1 SPION-associated effects on cell viability

The in vitro BBB model should be established with the cell line HBMEC. At first, the
acute cytotoxic effects of SPION exposure on HBMECs for 3 h were tested using the
PrestoBlue™ assay. For concentrations of up to 100 µg/cm2, no noticeable effect on
HBMECs’ viability can be observed after 3 h or 24 h of incubation with neutral
fluidMAG-D and anionic SEONLA-BSA particles resulting in a relative cell viability of
90.0 ± 2.5% and 79.7 ± 1.9% after 24 h of incubation with the respective SPIONs. The
exposure of HBMECs to up to 100 µg/cm2 of cationic fluidMAG-DEAE for 24 h induced a
slight concentration-dependent reduction in cellular viability to 67.1 ± 4.2% compared
to controls. Cationic PEI-coated SPIONs strongly affect cell viabilities as incubations of
100 µg/cm2 for 3 h as well as for 24 h trigger a relative decrease to 49.4 ± 3.6% and
13.1 ± 1.7%, respectively [115].

28.3.1.2 Binding of SPIONs to cells and particle uptake

Cellular binding and uptake of SPIONs are closely connected with cytotoxicity. While
biocompatible particles are often characterized by lower cellular affinities, highly
interactive particle types are usually associated with cytotoxic effects. In order to study
these aspects for selected SPIONs, both Prussian blue staining and flow cytometrywere
applied.Within a 3-h incubation, the cellular binding of neutral fluidMAG-Dparticles is
low. In contrast, cells exposed to anionic SEONLA-BSA, cationic DEAE-coated and
PEI-coated SPIONs exhibit a strong Prussian blue stain with the highest intensity for
the latter. After 24 h, extensive Prussian blue staining of fluidMAG-D–incubated
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HBMECs was observed and indicates an enhanced cellular binding of these neutral
particles compared to exposures for 3 h. Similarly, anionic SEONLA-BSA and cationic
fluidMAG-DEAE and fluidMAG-PEI showed a pronounced particle adherence as indi-
cated by a more intense staining pattern upon 24 h. In all cases, the particles formed
clusters, whereby fluidMAG-PEI was again most notable.

In order to monitor the temporal progress of cellular SPION loading in context of
quantity, flow cytometry of HBMECs exposed to fluorescently labeled SPIONs was
performed. HBMECs incubated with neutral nano-screenMAG-G/D show low fluores-
cence upon incubation for 5 min (11 ± 1 relative fluorescence units [RFU]), which
gradually increases during incubation for 30 and 180 min with cellular fluorescence of
37 ± 4 and 228 ± 22 RFU, respectively. Additional to cellular fluorescence labeling, side
scatters (SSC) were recorded in order to monitor SPION loading via this granularity-
representing parameter. However, for nano-screenMAG-G/D incubation for up to
180 min, the SSC shows only minor changes to 173 ± 10 AU compared to control cells
with 162 ± 11 AU. After particle incubation for 24 h, both the cellular fluorescence
loading and the SSC strongly expand to 877 ± 68 RFU and 329 ± 20 AU, respectively. In
contrast, cationic fluidMAG-PEI shows the highest cellular labeling affinities of
2878 ± 156 RFU immediately after particle addition to the cells (5 min) with a gradual
decrease during 30 min, 60 min, and 180 min to 2273 ± 291, 1834 ± 65, and
719 ± 504 RFU, respectively. Analogously, SSC rapidly increases from 162 ± 11 to
896 ± 34 AU upon incubation with nano-screenMAG-G/PEI for 5 min and subsequently
decreases to 651 ± 2 AU upon the 180-min incubation.

Flow cytometry allows the analysis of cellular SPION loadings in a (semi)quanti-
tative manner. However, it is not possible to gain information of the actual particle
uptake into the cells. This is why in the next step, cLSMwas used in order to identify the
spatial distribution of fluorescently labeled SPIONs within fixed, fluorescently stained
HBMECs. By specifically blocking endocytotic pathways with diverse inhibitors, the
uptakemechanisms for both starch- andPEI-coated SPIONswere investigated in detail.
Figure 28.3 summarizes this analysis, whereby the image acquisition layer by layerwas
used to study the colocalization of SPIONs with the intracellular F-actin cytoskeleton
within the limits of optical resolution. Based on this premise, internal SPIONs were
quantified by integrating the particles’ fluorescence intensities of F-actin overlapping
signals. During microscopic analysis, SPIONs have not been observed colocated with
the cell’s nucleus. The effects of specific inhibitors on the internalization of neutral
fluidMAG-D into HBMECs are presented in Figure 28.3A. The SPION uptake into HBMECs
ismassively compromisedbyapproximately 90%whenparticle incubation is carried out
at 4 °C instead of 37 °C, indicating an energy-dependent uptake mechanism for this
particle type. Through blocking of caveolin- and clathrin-dependent endocytotic path-
ways by polyene macrolide filipin (Sigma-Aldrich, Taufkirchen, Germany) and chlor-
promazine hydrochloride (Sigma-Aldrich, Taufkirchen, Germany), the amount of
internalized starch-coated particles is significantly reduced to 39 ± 10% and 53 ± 34%,
respectively. While the single-drug treatment of HBMECs with the fungal toxin
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cytochalasin D (Sigma-Aldrich, Taufkirchen, Germany) does not impair particle uptake
significantly (61 ± 29%), the combination of this F-actin depolymerizing substance with
chlorpromazine hydrochloride efficiently decreases the SPION internalizationby 82%. In
contrast, the reduction of the incubation temperature from 37 to 4 °C does not impair the
presence of internalized nano-screenMAG-G/PEI into HBMECs as relative SPION inter-
nalization is 100 ± 3 and 114 ± 17%, respectively (Figure 28.3B).

These data confirm that SPIONs are internalized by HBMECs through endocytosis
and thus encourage using this cell line as the barrier model.

28.3.1.3 Establishment and optimization of the BBB model

In order to obtain a BBB-representing in vitro test model, the human cell line HBMEC
was utilized. Therefore, transwell inserts comprising a porousmembranewere used for
generating HBMEC layers separating the upper donor compartment from the lower

Figure28.3: Cellular uptakemechanismsof SPIONsanalyzedby confocal laser scanningmicroscopy.
HBMECs were seeded on glass cover slips placed within 24-well plates with a seeding density of
165,000 cells/cm2. After preincubation of cells with indicated inhibitors for 60 min, nano-
screenMAG-G/D or -G/PEI were added, resulting in a final concentration of 50 µg/cm2 (corresponding
to 60 µg/ml), and incubated for 3 h. Cells were fixed, permeabilized, and stained with DAPI and Alexa
Fluor® 633 Phalloidin. Internalized SPIONs were identified by SPION-derived fluorescence
overlapping with cells’ actin-derived signals. (A) Quantitative analysis of internalized nano-
screenMAG-G/D into HBMECs subjected to indicated incubation conditions. (B) Quantitative analysis
of internalized nano-screenMAG-G/PEI into HBMECs subjected to indicated incubation conditions.
Shown aremeans± standard deviation of two independent experimentswith threemicroscopicfields
of view each. Statistical significance of indicated samples compared to controls was tested by one-
way ANOVA followed by Dunnett’s multiple comparison, wherein differences are considered
statistically significant for p < 0.05 (*), p < 0.01 (**), p < 0.001 (***), and p < 0.0001 (****). Filipin,
Chlorpromazine: endocytosis inhibitors; cytochalasin D: inhibitor of actin polymerization. SPION =
superparamagnetic iron oxide nanoparticle; HBMEC = human brain microvascular endothelial cell;
ANOVA = analysis of variance; PEI = polyethylenimine.
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acceptor compartment. As the barrier integrity is a critical factor for all further in-
vestigations regarding particle interaction and passage through the barrier cells, initial
experiments revealing optimal cell culture conditions were performed.

28.3.1.3.1 Testing of the transwell system and cell-seeding density
Different types of membranes and additional coatings for transwell inserts are available
for the generation of a cellular transwell barrier system. Testing collagen-coated PTFE-
and tissue culture–treated PET membranes, each seeded with cell numbers of 160,000–
300,000 cells per insert, indicates distinct differences between the two transwell types.
While cells seeded onPTFEmembranes can easily be imaged by bright-fieldmicroscopy,
the optically visible pores of PET membranes strongly impede the microscopic evalua-
tion of cellular growth on the latter membrane type. However, investigating the cell
barrier integrity regarding TEER revealed that HBMECs seeded on the PET membrane—
irrespective of the cell seeding number—reach higher TEER values than HBMECs seeded
on PTFE membrane inserts. For instance, seven days after seeding 240,000 cells per
insert, HBMECs cultivated on PET membranes achieve TEER values of 53 ± 2 Ω cm2,
whereas PTFE-cultivated cells remain at 26 ± 1 Ω cm2. Based on these findings, PET
membrane inserts and a cell seeding number of 240,000 cells per insert were used for all
further experiments in order to obtain cellular barriers with appropriate characteristics.

28.3.1.3.2 Influence of cell media supplements on HBMEC layer integrity
The influence of different cell media and media supplements on HBMEC layers was
tested in context of their effect on diverse barrier integrity parameters. Figure 28.4
summarizes the results of these investigations. The Nuclear Fast Red staining of his-
tological cross sections prepared fromHBMEC layers cultivated under indicated media
conditions (see Figure 28.4A) demonstrates that for nonsupplemented RPMImedium, a
loose cell cluster is formed. By using astrocyte-conditioned medium (ACM), a more
connected but tenuous cell layer is developed,whereas the addition of 10%FBS toACM
seems to strengthen the cellular layer to amore consolidated appearance. However, the
cultivation of HBMEC transwell systems with RPMI medium containing 10% FBS in-
duces the formation of a dense, continuous, and uniform cell barrier. Both the cyto-
skeletal and ZO-1 staining of HBMEC layers cultivated under the very same conditions
shown in Figure 28.4B give similar results, whereby cells cultivated with non-
supplemented RPMI appear rounded and sparse in cell-cell contacts without ZO-1
proteins located in the peripheral cell areas. In comparison, ACM-cultivated HBMEC
layers seem to be flat and connected intercellularly, which is highlighted in particular
by the increased presence of ZO-1 at the cell margins. For both RPMI and ACM, the
addition of 10% FBS seems to enhance the three-dimensional assembly of a tight
cellular network, whereas the peripheral ZO-1 localization is still present but slightly
less intense. By repetitive TEER measurements, the tightness of developing HBMEC
layers was quantified over time (see Figure 28.4C). Notably, TEER values strongly in-
crease during the first days after cell seeding and seem to reach a plateau between day
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Figure 28.4: Influence of cell culture media and media supplements on barrier integrity parameters.
HBMECswere seededon transwell inserts and cultured for up to nine days. One day after cell seeding,
media were replaced by indicated fresh media and cultivated further. (A) Nuclear Fast Red–stained
histological cross sections of cell layers cultivated under indicated conditions for five days. (B)
Fluorescent staining of filamentous actin (red) and zonula occludens-1 (green) of cell layers cultivated
under indicated conditions for 6 days. (C) Transendothelial electrical resistance (TEER)
measurements of HBMEC layers. Shown are means of two replicate transwell inserts with three
measurements each and background correction with cell-free membrane inserts. (D) Molecular
retention of cell layers to sodium fluorescein (NaFl) upon dye incubation for 10, 30, or 60 min. Shown
are means of two replicate transwell inserts cultivated for six days relative to cell-free inserts.
Statistical significance among grouped sampleswas tested by two-way ANOVA followed by Dunnett’s
multiple comparison, where differences are considered statistically significant for p < 0.001 (***).
[115]. ACM = astrocyte-conditioned medium; ANOVA = analysis of variance; HBMEC = human brain
microvascular endothelial cell; FBS = fetal bovine serum.

28.3 Results and discussion 707



five and seven, whereas on day six, the nonsupplemented RPMI medium results in the
lowest TEER values of 24.0±0.7Ω cm2, plainACM-treatedHBMECs achieve a TEERvalue
of 31.9 ± 0.8Ω cm2. The FBS supplementation of ACM and RPMI elevates the prospective
TEERvalues to 36.4±0.6 and46.9±0.7Ω cm2, respectively. TheHBMEC layer’s retention
to the small molecular dye NaFl was tested as another integrity parameter. The results
shown in Figure 28.4D indicate that both nonsupplemented RPMI and ACM only allow a
low barrier tightness with a 12.8 ± 3.4- and 7.1 ± 0.4-fold increase of the NaFl retention
relative to cell-free transwell inserts after 10-min incubation with the molecular dye.
Again, the addition of 10% FBS to ACM and RPMImedium showed themost pronounced
effects with elevations of the cell layer’s molecular retention of 37.0 ± 3.4- and
31.4 ± 9.2-fold, respectively.

Taking into account all the results regarding the analysis of the influence of
cultivation conditions on barrier integrity, for all further transwell experiments,
HBMEC layers were prepared by using the RPMI medium supplemented with 10% FBS
and cultivation for 5–6 days.

Comparing the resulting TEER values of a maximum of 52 ± 2 Ω cm2 to those in the
literature reveals a good agreement with experimental setups using similar human cell
models [57,121–123]. Nevertheless, it is to be noted that these human models using
immortalized cell lines represent tightness parameters achieving only small fractions
of the ones present in vivo, which are estimated to be 1000–2000 Ω cm2 [31, 122].
Although comparable in vitromodels utilizing primary cells of porcine or bovine origin
generate up to 2500Ω cm2 [55], the transfer of experimental outcomes to human context
is limited. Thus, instead of switching to nonhuman models, a further advancement of
humanmodels in vitro seems reasonable. As indicated by several studies, the shift from
static to dynamic cell culture systems does not only mimic in vivo situations present at
the BBB more closely, but also beneficially affects phenotypes of BMECs [27, 60, 124,
125]. Moreover, other sophisticated dynamic models utilize hollow fibers, which carry
pulsatile flow and provide the framework for scaffolding BMECs in addition to astro-
cytes on luminal and abluminal surfaces [126].

28.3.1.4 Interaction of SPIONs with the BBB model

After having established an appropriate in vitro BBB model based on a HBMEC-seeded
transwell system, the setup was used for SPION interaction studies. On the one hand,
the particles’ effects on barrier integrity were tested by various methods in a time-
dependent manner in order to gain an insight into the consequences for the barrier
itself. On the other hand, SPION passage through the barrier-forming cells was
analyzed and quantified in a next step for evaluating the particles’ barrier-penetrating
ability.
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28.3.1.4.1 SPION-associated effects on barrier integrity
Maintaining the physiological integrity of the BBB is an essential premise for keeping
the brain’s homeostasis. In order to investigate consequences of SPIONexposure on the
HBMEC-based in vitro model, TEER measurements before and after incubation with
diverse types of SPIONs as well as molecular permeability assays and microscopic
analysis of histological cross sections were performed. Data summarized in Figure 28.5
show that SPIONs differently affect the barrier integrity after particle exposure for
180 min. Both TEER measurements and molecular retentions to NaFl shown in
Figure 28.5A and B reveal strong and significant alterations under the influence of

Figure28.5: SPION-associated effects onbarrier integrity parameters of HBMEC layers. HBMECswere
seeded on transwell inserts and cultured for five days. Indicated SPIONs were added resulting in a
final concentration of 100 µg/cm2 (corresponding to 200 µg/ml) and incubated for 3 h or 24 h as
indicated, whereby the first 30 min were carried out on top of a block magnet. (A) Ratios of
transendothelial electrical resistance (TEER) measurements of cell layers before and after SPION
incubation. Shown aremeans of two to four independent experimentswith two replicate inserts each.
(B)Molecular retention of SPION-incubated cell layers to sodium fluorescein (NaFl). Shown aremeans
of two to four independent experiments with two replicate inserts each. Statistical significance of
indicated samples compared to controls was tested by one-way ANOVA for fluidMAG-DEAE and
fluidMAG-PEI and two-way ANOVA for fluidMAG-D and SEONLA-BSA. Both cases were followed by
Dunnett’s multiple comparison, where differences are considered statistically significant for p < 0.05
(*), p < 0.01 (**), p < 0.001 (***), and p < 0.0001 (****). (C and D) Nuclear Fast Red– and Prussian blue–
stained histological cross sections of cell layers incubated with fluidMAG-D (C) or SEONLA-BSA (D) as
stated above. HBMEC = human brain microvascular endothelial cell; ANOVA = analysis of variance;
SPION = superparamagnetic iron oxide nanoparticle; DEAE = diethylamine ethyl; PEI =
polyethylenimine.
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cationic fluidMAG-PEI with a decrease in TEER values (relative to initial values) to
0.80 ± 0.03 and NaFl retentions to 0.40 ± 0.02 (relative to control cells). While a slight
but significant decrease in TEER values to 0.94 ± 0.01 is observed for fluidMAG-DEAE
particles, no influence of these cationic particles is detected bymolecular permeability
assays based on NaFl. While for exposure of HBMEC layers to fluidMAG-D for 3 and
24 h, TEER values do not show any significant changes, NaFl retentions are slightly but
significantly reduced to 0.79 ± 0.07 and 0.78 ± 0.10, respectively. However, in case of
incubation with SEONLA-BSA, relative TEER values are significantly reduced to
0.86 ± 0.03, whereas the cell layer’s retention toward NaFl elevates the NaFl retention
to 1.38 ± 0.08 for 3-h incubations. An incubation of 24 h with these anionic particles is
characterized by a strong and significant reduction in both relative TEER values
(0.63 ± 0.08) and NaFl retentions (0.41 ± 0.24). Stained histological cross sections of
particle-incubated transwell systems shown in Figure 28.5C and D provide a more
comprehensive insight into the cell layers’ conditions after particle exposure to neutral
fluidMAG-D and anionic SEONLA-BSA. Microscopic images imply that after incubation
with fluidMAG-D, HBMEC layers keep an intact and continuous appearance for incu-
bation times of up to 24 h. In contrast, cross sections of SEONLA-BSA-incubated cells
seem already slightly diminished after 3 h and strongly compromised after 24 h, where
the layer’s continuity is barely visible. Notably, HBMEC layers are not located directly
on the transwell membrane, which might be a result of the multistep sample prepa-
ration for this method. Focusing on Prussian blue–stained SPIONs detected within the
cross sections, it is striking that fluidMAG-D is hardly detectable in samples obtained
after an incubation for 3 h but intensively abundant upon a 24-h incubation. In
contrast, cellular layers exposed to SEONLA-BSA show extensive SPION staining as soon
as 3 h after particle addition.

Using the established HBMEC-based model system, SPION-associated effects on
barrier integrity are investigated first. Therefore, realistic SPION concentration pre-
vailing at the biological barrier is difficult to estimate [127]. In general, particle dilution
within the blood volume and clearance by the RES contribute to low global concen-
trations. However, targeting strategies—either by surface functionalization ormagnetic
forces—might bring on strongly elevated local particle amounts [10]. Owing to that,
following investigations primarily address consequences of incubations with elevated
SPION concentrations. In agreement with cytotoxicity data from two-dimensional cell
culture experiments discussed above, neutral fluidMAG-D hardly influences the
intactness of transwell HBMEC layers with respect to TEER values and NaFl retention,
as well as microscopic analysis of histological cross sections for incubation of up to
24 h. A related study performed by Thomsen et al [121] using starch-coated SPIONs
made similar observations. In contrast, the exposure to anionic SEONLA-BSA reduces
TEER values in a time-dependent manner, while NaFl retention is significantly
increased relative to controls before its pronounced reduction. Correlating these
findings to microscopic investigations provides a reasonable explanation for the
observed phenomenon: the rapid and comprehensive accumulation of SEONLA-BSA on
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HBMEC layers during the first 3 h might obstruct the diffusion of NaFl molecules from
the upper donor into the lower acceptor compartment, which gives rise to an appar-
ently elevated retention capacity for this molecular dye. Following further SEONLA-BSA

incubation, NaFl permeability is finally increased owing to the barrier-disrupting na-
ture of these anionic SPIONs.

Taking all these factors together, data strongly indicate the possibility that
intensively interacting SEONLA-BSA destabilizes the established cell layers by events
such as disturbing cell-cell contacts, which eventually reduces barrier integrity and
elevates endothelial permeability. Moreover, it has to be noted that the strongly
damaged appearance of histological HBMEC cross sections upon SEONLA-BSA incuba-
tion is probably strengthened by the multistep sample preparation upon barrier
destabilization. Do SEONLA-BSA particles specifically bind distinct cellular structures
and surface components or are there general nonspecific interactions with cells that
bring on the barrier disruption? Does immunogenicity in cells of human origin in
response to the massive exposure to bovine albumin via the induction of permeability-
increasing cytokines play a role? Based on the protein alignment of human and bovine
albumin (UniProt identifiers: P02768 and P02769), an identity not exceeding 76.34%
leaves scope for such a possibility [128]. Additionally, cytokine-inducing effects in
human cell cultures have been described before [129]. In order to answer this question,
further comprehensive analyses are still necessary.

With reference to cationic fluidMAG-PEI, more pronounced diminishing impacts
on HBMEC layers are already detectable after a 3-h incubation, which manifest in the
significant reduction of both TEER and NaFl retention and agrees to PEI particles’
cytotoxic phenotype. Similarly, in accordance with biocompatibility observations, an
exposure to cationic fluidMAG-DEAE entails no relevant detectable effects on barrier
integrity. In spite of these interesting aspects, both cationic particle formulations are
not suitable for the transwell test system assessing particle passage through the bio-
logical barrier. The reason for being that—probably based on excessive particle
accumulation and agglutination within the cell culture medium with aggregates of up
to 5 µm (data not shown)—neither fluidMAG-PEI nor fluidMAG-DEAE passes cell-free
transwell membranes in an appropriate manner. Hence, for subsequent evaluations of
SPION passage through the in vitro model representing the human BBB, neutral
fluidMAG-D and anionic SEONLA-BSA are utilized.

28.3.1.4.2 Passage of SPIONs through the in vitro BBB
Because starch-coated fluidMAG-D minimally affects barrier integrities of
HBMEC-based transwell models, the passage of these neutral particles was investi-
gated in detail for incubation times of up to 3 h [115]. To this end, MPS was used for
directly detecting and quantifying SPIONs within the distinct compartments of the
transwell system with a high sensitivity. Figure 28.6 sums up the experimental data
obtained. The particle standard curve presented in Figure 28.6A implies a close corre-
lation of utilized fluidMAG-D and its detection and quantification via this magnetization
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response–basedmethodovermultiple orders ofmagnitude ranging from fewnanograms
to several hundred micrograms. Thus, the lower detection limit is as small as 1.9 ng of
iron for the biological sample. Analyses of compartment-specific contents of
SPION-associatedmagnetic iron shown inFigure 28.6Bdemonstrate thatwith anaverage
of 92.2 ± 1.5%, the great majority but not all utilized particles are recovered via this
method including sample preparation. Furthermore, data imply that fluidMAG-D is
predominantly found within the lower acceptor compartment after a 3-h incubation of
cell-free transwell inserts with 100 and 200 µg/cm2, as 83.3 ± 9.4% (14.7 ± 1.7 µg) and
93.1 ± 11.3% (31.5 ± 3.8 µg) of detected SPION-associated iron are found here, respec-
tively. In the presence of HBMEC layers on the transwell membrane, most (95.9–99.3%)

Figure 28.6: SPION distribution of distinct compartments of the in vitro blood-brain barrier model
analyzed by magnetic particle spectroscopy (MPS). HBMECs were seeded on transwell inserts and
cultured for 5 days. FluidMAG-D particleswere added, resulting in a final concentration of 50–200 µg/
cm2 (corresponding to 100–400 µg/ml) and incubated for up to 3 h, whereby the first 30 min were
carried out on top of a block magnet. (A) Standard correlation curve of fluidMAG-D diluted in the cell
culture medium and measured by MPS. (B) Compartment-specific contents of magnetic iron
determined byMPS. (C–E) SPION distribution in the upper compartment (C), cells/membrane fraction
(D), and lower compartment (E) (all shown in more detail). Shown are means ± standard deviation of
three independent experiments with three replicate inserts each. Statistical significance of samples
compared to controls without SPIONs and among each other was tested by one-way ANOVA followed
by Tukey’s multiple comparison, wherein differences are considered statistically significant for
p < 0.05 (*), p < 0.01 (**), p < 0.001 (***), and p < 0.0001 (****) [115]. SPION = superparamagnetic iron
oxide nanoparticle; HBMEC = human brain microvascular endothelial cell; ANOVA = analysis of
variance.
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of the fluidMAG-D are detected within the upper donor compartment (Figure 28.6C).
During the incubation of blank transwell inserts with 100 µg/cm2 of fluidMAG-D, particle
amounts recovered within the cell-free membranes are 7.3 ± 5.4 ng, whereas for cell-
studded inserts, the amount of magnetic iron within this compartment is significantly
increased to 112.8± 17.4 and371.9± 198.4ngafter 0.5 and3h, respectively (Figure 28.6D).
A detailed analysis of lower acceptor medium of HBMEC-grown inserts incubated with
100 µg/cm2 indicates a low (0.7 ± 2.1 ng) amount of magnetic iron after 0.5 h, though
below the lower detection limit. However, extending the incubation time to 3 h results in
the significant increase in magnetic iron to 5.8 ± 3.0 ng within this compartment.
Strikingly, neither for the 3-h incubation with 50 µg/cm2 nor for 200 µg/cm2

fluidMAG-D,
such pronounced increases are detectable (2.2 ± 1.6 and 1.6 ± 2.0 ng).

In order to verify the results of particle passage through the in vitro barriermodel by
MPS-based quantification of magnetic iron, AAS was applied, which allows the
quantification of total iron. In addition to the detailed analysis of SPION presence
within the barrier-formingHBMEC layer and lower acceptormedium, a second cell type
(MCF-7) located on bottom wells mimicking underlying tissues was applied and
analyzed for iron. Furthermore, the passage of fluidMAG-D was compared to that of
SEONLA-BSA in a time-dependent manner. The results summarized in Figure 28.7 show
the standard curve for fluidMAG-D derived from AAS quantification. While the linear
correlation of utilized iron and AAS-detected signals are indicated for these particles in
Figure 28.7A, the detection range is limited to a maximum of 3 µg, implicating addi-
tional dilution steps for quantifications of elevated iron amounts. The lower detection
limit of this method is 2 ng. The compartment-specific iron contents shown in
Figure 28.7B indicate again that the highest amounts of fluidMAG-D are found within
the lower acceptor compartment and MCF-7 cells if cell-free transwell inserts are
incubated for 3 h (20.5 ± 4.7 and 2.8 ± 1.2 µg) or 24 h (15.4 ± 5.8 and 8.0 ± 2.7 µg).

Compared to that, the amount of analogously applied anionic SEONLA-BSA into cell-
free inserts is 5.2 ± 7.4 and 4.3 ± 2.7 µg for 3 h and increases to 9.5 ± 0.2 and 6.2 ± 6.0 µg
for 24 h. However, if membrane inserts are covered with HBMEC layers, most detected
SPIONs are present within the barrier-forming HBMEC compartment. Thus, an incu-
bation with fluidMAG-D increases iron accumulation to 3.1 ± 0.3 µg after 24 h, whereas
in case of SEONLA-BSA, iron amounts within this compartment are significantly elevated
to 10.0 ± 7.2 µg after 3 h and 10.9 ± 4.3 µg after 24 h. Focusing on iron contents detected
within the lower acceptor medium, data imply that a 3-h incubation with fluidMAG-D
results in a significant increase of iron (25.2 ± 12.7 ng) compared to control inserts
without SPION treatments, while for SEONLA-BSA, an elevated tendency is observed but
without statistical evidence. Extending incubation times for both particle types to 24 h
significantly elevates iron contents of acceptor medium compartments especially for
anionic SEONLA-BSA. Similarly, enhanced iron levels inwell bottom-seeded lowerMCF-7
cells are detectablewith statistical evidence after 24 h for bothfluidMAG-D (8.5± 3.6 ng)
and SEONLA-BSA (11.2 ± 6.6 ng); for an incubation time of 3 h, a statistically significant
increase is observable for SEONLA-BSA-treated conditions only. In addition to the MPS-
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Figure 28.7: SPION distribution of distinct compartments of the in vitro blood-brain barrier model
analyzed by atomic absorption spectroscopy (AAS). HBMECs were seeded on transwell inserts and
cultured for five days. Indicated SPIONs were added, resulting in a final concentration of 100 µg/cm2

(corresponding to 200 µg/ml) and incubated for 3 h or 24 h, whereby the first 30 min were carried out
on top of a block magnet. (A) Standard correlation curve of fluidMAG-D diluted in the cell culture
medium measured by AAS. (B) Compartment-specific contents of total iron determined by AAS.
Shown aremeans± standard deviation of three independent experiments with three replicate inserts
each. (C and D) Fluorescent staining of barrier-forming HBMECs (upper cells/membrane, C) and MCF-
7 cells seeded into well bottoms (lower cells, D) after incubation with nano-screenMAG-G/D (green).
Nuclei and filamentous actin are stained with DAPI (blue) and Alexa Fluor® 633 Phalloidin (red),
respectively. Samples were analyzed by confocal laser scanning microscopy. Statistical significance
of grouped samples compared to controls without SPIONs and among each other was tested by two-
way ANOVA followed by Dunnett’s multiple comparison, where differences are considered
statistically significant for p < 0.05 (*), p < 0.01 (**), p < 0.001 (***), and p < 0.0001 (****). ANOVA =
analysis of variance; HBMEC = human brain microvascular endothelial cell; SPION =
superparamagnetic iron oxide nanoparticle.
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andAAS-based quantification of ironwithin the distinct compartments of the transwell
system, microscopic analyses of both apical barrier–forming HBMECs and underlying
lower MCF-7 cells after the incubation with fluorescently labeled starch particles were
performed. On the one hand, images presented in Figure 28.7C demonstrate the presence
of green particle signals in HBMEC layers after a 3-h incubation, which is further
enhanced after 24 h. It is remarkable that nano-screenMAG-G/D colocalizes with intra-
cellular F-actin staining for both incubation times. On the other hand, analogous SPION
signals colocalizing with F-actin staining of lower MCF-7 cells beyond the barrier can
microscopically be detected very rarely after both 3 and 24 h (Figure 28.7D).

Taken together, the passage of SPIONs through the BBB-representing in vitro
model is demonstrated by diverse methods comprising MPS and AAS for highly sen-
sitive quantification and cLSM for the optical detection and verification of particle
internalization.

SPIONs’ superparamagnetic properties are exploited in order to highly sensitively
quantify particle amounts present within the distinct compartments of incubated
HBMEC transwell systems, which in turn gives insights into particle passage at this
biological barrier. By applying MPS, it is shown that this technique based on the
nonlinear magnetic susceptibility response accurately and highly sensitively detects
fluidMAG-Dparticles overmultiple orders ofmagnitude. Utilizing theMPS-based direct
detection of SPIONs within such barrier interaction studies provides profound insights
into the passages’ dynamics and underlying mechanisms [115]. Actually, the com-
parison of MPS, ultraviolet/visible spectroscopy, AAS, and atomic emission spectros-
copy by Friedrich et al. [130] already identified MPS as the most sensitive technique.

Focusing on the here presented experimental outcome obtained from
compartment-specific quantification of fluidMAG-D in the transwell model, data
indicate that the presence of an HBMEC layer on the transwell membrane almost
entirely prevents the translocation of fluidMAG-D from the upper into the lower
compartment, which confirms the pronounced barrier tightness. Strikingly, the in-
crease in particle concentrations from 50 to 100 µg/cm2 and 200 µg/cm2 (equal to 100–
400 µg/ml) does not enhance SPION accumulation within the cellular fraction. This
fact might suggest that HBMECs cannot bind and internalize more of the starch-coated
particles during the first 3 h of incubation, potentially owing to a fully stretched cellular
endocytosis apparatus. As discussed above, the slow cellular accumulation kinetics as
well as the active clathrin-dependent uptake of fluidMAG-D into HBMECs corresponds
well to this assumption. Moreover, another substantial factor affecting the bioavail-
ability of SPIONs to cells must be seen in particle agglomeration. As high SPION
concentrations diminish the nanoparticles’ stability, decreased amounts of free par-
ticles contribute to less particle-cell interaction and the generation of false-negative or
false-positive results, which have been discussed in the literature previously [131]. The
fact that within the lower acceptor compartment a small but statistically significant
amount of SPIONs is detectable after the 3-h incubation with 100 µg/cm2 of fluidMAG-D
only provides further proofs for the active particle transport across the BBB model via
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transcytotic processes. The absence of SPIONs within this compartment after 30 min
implies the time-dependent character.

The overall comparison of data obtained from MPS and AAS shows elevated iron
amounts for the latter. This is accounted for by the fact thatMPS is based on the specific
detection of intact superparamagnetic particles, while during AAS, degraded particles
or particle fragments also contribute to the determined signal. Another relevant issue
can be seen in potentially altered magnetic behavior of SPIONs during the incubation
progress. Thus, pronounced particle agglomeration modifies the magnetic suscepti-
bility response. As such, a shift is detected by ratios of the 5th and 3rd spectrum
amplitude (i.e., A5/A3 ratio) recorded during MPS measurements, inaccuracies can be
corrected by switching to references of convenient A5/A3 ratios [111]. An alternative
method for the highly sensitive in vitro quantification of SPIONs, regardless of any
particle labeling, might be seen in a technique introduced by Gunn et al [132]. There,
authors utilized the standardized methodology of proton nuclear magnetic resonance
to quantitatively detect SPIONs within biological samples for five orders of magnitude
and iron concentrations of 10 ng/ml. However, the particles’ disintegration as well as
cell debris and cell digest hampers the unconditional application of this methodology
[132]. Taken together, the data presented here demonstrate that the combination of the
in vitro model with both SPION quantification methods (i.e., MPS and AAS) and
integrity-evaluating assays allows the detailed investigation of the SPION passage
through this biological barrier and the assessment of the resulting consequences on the
barrier itself.

In order to develop the concept of a cellular barrier as a dynamicmatrix further, we
moved to a more complex mammalian cellular barrier, the BPB. The in vitro BPB
consists of 2 cell types instead of one in the BBB model.

28.3.2 Establishment and optimization of an in vitro BPB model

As a first step toward the investigation of nanoparticle processing in the BPB, a
transwell-based in vitro model of this barrier was established and optimized with
regard to the cell culture medium, seeding density, and incubation time. Furthermore,
the additional effect of pericytes on the barrier function was investigated compre-
hensively [133].

28.3.2.1 Medium adjustment for coculture of BeWo cells and pericytes

In order to create a transwell-based coculture BPB model, used cell types, BeWo, as
well as pericytes needed to be cultivated in a uniform cell culture medium. For this
purpose, both cells were cultured in DMEM + 10% FBS, instead of PGM in case of
pericytes. After confirming that substitution of the cultivation medium did not lead to
any morphologic alterations of the pericytes, alterations in the characteristic cell
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surfacemarker expression of pericytes evoked by the change in the cultivationmedium
were investigated by flow cytometry. According to the purchaser, pericytes should be
CD31 and CD34 negative as well as CD105 and CD146 positive. Pericytes grown in PGM
were also analyzed in passage four for comparison. Cells in all investigated passages
and both media were negative for the markers CD31 and CD34. CD146 expression was
stable over the observation time period, while CD105 expression depended on the cell
passage. Its expression for cells in DMEM increased in early passages (<p6) and
decreased again after p12. Furthermore, CD105 was only sparsely expressed in cells
grown in PGM. Overall pericyte growth was dramatically reduced in higher passages.
As a consequence, all further experiments were performed with pericytes cultured in
DMEM and with a passage number between 6 and 10.

28.3.2.2 Effect of coculture on barrier formation and integrity

In the following section, the coculture model is compared to the monoculture with
regard to the morphology of the cell layers, electrical resistances, and permeability.
Different seeding densities of BeWo cellswere used, and themodelwas investigated on
day 3–5 post seeding (PS) in order to find optimal conditions for further studies using
this in vitro model.

The seeding density directly influenced the thickness of the BeWo cell layers,
especially for the monoculture. While the cell layer was found to be loosely packed for
the monoculture, it was tighter and thinner for the coculture regarding all cell densities.
The pericytes on the basolateral side of the membranes grew as a very thin layer. Af-
terward, the resulting barrier of the coculture in comparison to the monoculture was
further investigated using TEER measurements and NaFl permeability measurements
and by visualization of cell-cell contacts by cLSM. The transepithelial electrical re-
sistances evoked by the cell barriers of monoculture and coculture models were
measured for different BeWo densities during days 3–5 PS. The cocultivation of cell
layers showed higher TEER values for all seeding densities than the corresponding
monoculture samples. Pericytes cultivated alone did not produce any TEER values
exceeding 15Ω cm2 butwere able to increase valueswhen cultivated togetherwith BeWo
cells. For the monoculture, the resistance values increased from 18 to 46 Ω cm2 (day 4)
with rising amounts of BeWo cells, while for the coculture, 200,000 cells showed the
highest TEER measurements, with about 100 Ω cm2 at day 4 PS. Measurement of the
passage of the passive permeability marker NaFl across the cell barrier revealed a higher
restraint of the marker for the coculture in comparison to the monoculture for days 3–
5 PS. The barrier tightness for the permeability marker of the coculture model increased
steadily throughout the observation time from 60- to 140-fold restraint, while the values
for the monoculture did not exceed a 35-fold restraint.

In order to investigate the formation of cell-cell contacts in the in vitro barrier, both
ZO-1 as a marker for tight junctions and β-catenin for adherens junctions were visu-
alized by immunofluorescent staining and subsequent cLSM (Figure 28.8). Apically
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located BeWo cells were shown to form dense layers under both monoculture and
coculture conditions, which was visualized using Hoechst (blue) and AlexaFluor® 633
Phalloidin (red) for counterstaining of cells. The cell-contact markers ZO-1 and β-cat-
enin (green) were shown to be mostly peripherally localized in monoculture as well as
in coculture, but were both expressed higher in the coculture. The adherens junction
marker seemed to be expressed higher in the BeWo cells than the one for tight
junctions.

Taken together, these data confirmed the development of an in vitro cell barrier
using both monoculture and coculture. Since the coculture barrier was shown to
produce higher TEER resistances, higherNaFl restraint andmore cell-cell contacts than
the monoculture, further experiments concerning the passage of SPIONs were con-
ducted using the coculture transwell BPB model with 200,000 BeWo cells, which
produced the highest electrical resistance values. Furthermore, based on the results for
TEER and permeability measurements, day 4 PS and day 5 PS were chosen for inves-
tigating the passage of nanoparticles through the in vitro barrier.

28.3.2.3 Pericyte-associated effects on the BPB model

In order to further investigate the effect pericytes evoked on BeWo cells during
cocultivation, different conditions were compared concerning TEER and cell layer

Figure 28.8: Comparison of expression of cell-cell contactmarkers β-catenin and ZO-1 formonoculture
and coculture models using immunofluorescent staining. Transwell systems were prepared using
200,000 BeWo cells in monoculture and with 350,000 pericytes for coculture, and cultivated until day
4 PS; fixed and permeabilized cells were stained with rabbit anti–ZO-1 or β-catenin primary antibody
followed by AlexaFluor® 488–labeled goat anti-rabbit secondary antibody (green), Hoechst 33258
(blue) and AlexaFluor® 633 Phalloidin (red) to visualize cell-cell contacts, cell nuclei, and cell
cytoskeleton, respectively; fluorescence signals were acquired by cLSM; scale bar = 10 µm; PS = post
seeding [133]. ZO = zonula occludens; cLSM = confocal laser scanning microscopy.
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morphology via histologic cross sections. Besides the monoculture and coculture
conditions, an indirect coculture, where pericytes were seeded on the bottom of the
wells in the same density as for the direct coculture, and a monoculture supplemented
with PCM were used.

TEER values of all conditions increased during the observation period (day 3–4 PS)
(Figure 28.9A). While resistances measured for the coculture (>100 Ω cm2) were
representatively higher than the onesmeasured for themonoculture, as already shown
in the previous chapter, the values for the indirect coculture as well as for the mono-
culture + PCM were located at about 50 Ω cm2, hence in the same range as the model
with only BeWo cells. Transverse sections of the cell-bearing transwell membranes at
day 4 PS also revealed looser cell layers for the monoculture + PCM, which is com-
parable to the monoculture. The cell layer of the indirect coculture shows a denser
packing, similar to the findings for the coculture (Figure 28.9B).

These results emphasize the positive effect of pericytes on the barrier tightness in
the in vitro model, which seems to be dependent on the direct cocultivation, where
BeWo cells are localized on the apicalmembrane side andpericytes are localized on the
basolateral one.

The commercial clone of BeWo was used to create a transwell in vitro BPB model
with higher seeding densities of about 6 × 105 cells/cm2. Investigations concerning
TEER measurements and permeability revealed the formation of a barrier using BeWo

Figure 28.9: Investigation of the pericyte-associated effects in the BPB model using TEER and
histologic slices. Transwell systems were prepared using 200,000 BeWo cells and (if applicable)
350,000 pericytes and cultivated for 3–4 days; conditions: coculture, monoculture, indirect coculture
(pericytes on thebottomof thewell), andmonoculture+PCM. (A) TEER valuesweremeasured for day 3
and 4 PS; mean TEER values (Ω cm2) ± SD (n = 3) are shown. (B) Histologic slices of transwell
membranes were prepared for day 4 PS; transwell membranes were embedded in paraffin and
sectioned, and cells were stained with Nuclear Fast Red; arrows mark pericytes grown on the
basolateral side of themembrane; scale bars represent 20 µm; PS = post seeding [133]. BPB = blood-
placenta barrier; TEER = transendothelial electrical resistance; PCM = pericyte-conditioned medium;
SD = standard deviation.
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cells (monoculture) after 4–5 days, where measured TEER values exceeded 50 Ω cm2

and NaFl restraints were located at about 25-fold in comparison to cell-free inserts. The
presence of tight junctions in the barrier cell layer was also verified by confocal mi-
croscopy. These values already indicate the formation of a tighter barrier using this
clone than another study achieved using the b30 clone [65]. Histologic cross sections of
the transwell membranes revealed the formation of a BeWomultilayer as soon as day 3
PS. Observations of the growth of BeWo cells in cell culture flasks showed that owing to
the lack of growth inhibition after cell-cell contact, these cells tend to grow in multi-
layered patches before even forming confluent layers. Since these findings can be
translated into the growth of these cells on transwell membranes, obtaining an intact
monolayer of BeWo cells on membranes seemed impossible. Even researchers using
the b30 clone suggested that the formation and maintenance of confluent monolayers
is challenging owing to the lack of growth inhibition upon contact, and therefore, they
used a BeWo multilayer for transport studies as a reproducible model since the
integrity of the barrier is a critical point for in vitro transport studies across the BPB [70].
Furthermore, it is noted that the BPB in the human organism is composed of multiple
layers in early stages of pregnancy, a syncytiotrophoblast layer, a confluent cyto-
trophoblast layer beneath, as well as the fetal blood vessels. Considering all the above
mentioned aspects, in the present study, transport studies across the BPB were per-
formed using a BeWo multilayer on transwell inserts rather than taking the change of
subconfluent monolayers.

In order to reveal the effect of pericytes in the coculture model consisting of BeWo
and pericytes, comparison between this setting and the monocultivation of BeWo cells
in transwell inserts was performed, wherein the coculture model was shown to form a
tighter barrier than the monoculture. Addition of pericytes to the BPB model led to
higher TEER values and NaFl restraints as well as an increased expression of cell-cell
contact markers. In comparison to other studies using the b30 clone, the coculture BPB
model in this study created higher TEER values, which show the formation of a tighter
cellular barrier compared to the b30 clone barrier [65, 66].

28.3.2.4 Effect of SPIONs on BPB cells

The effects of three differently charged SPIONs, neutral starch-coated particles,
cationic PEI-coated particles, and anionic CMX-coated particles, onto the cells of the in
vitro BPB model concerning cellular viability were evaluated in the following section
using different methods. These experiments were performed in cell culture plates for
each cell type independently prior to coculture transwell experiments. Concentration-
dependent as well as incubation time-dependent effects of the particles were investi-
gated in more detail.
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28.3.2.4.1 Influence of SPIONs on cellular viability
Effects of SPIONs on the cellular viability of BeWo and pericytes were investigated
using three differentmethods. ThePrestoBlueTM cell viability assay and the SYTOX® red
dead cell staining were used to reveal any cytotoxic effects for short-term nanoparticle
exposure of 3 h, while the RTCA using the xCELLigence system showed changes in
cellular behavior for up to 96 h. For both cell types, incubationwith negatively charged
CMX-coated particles did not lead to any inhibition of cellular viability for concen-
trations up to 100 µg/cm2. Interestingly, SYTOX® staining even showed an increase in
the viable population up to 110% for pericytes incubated with 50 µg/cm2. For the
treatment with neutral starch-coated particles, the results achieved from the Presto-
BlueTM assay indicated an increasing cytotoxicity with increasing concentrations for
both cell types since the viable cell population decreased to 60% for the highest
concentration. Meanwhile, the viable population of analogously incubated cells
analyzed by SYTOX staining did not decrease. Focusing on the PrestoBlue results,
PEI-coated particles seemed to have no effect on the BeWo cells in any concentration
used since the viabilitywas always higher than 80%,while a significant decrease in the
SYTOX-negative population to less than 50% could be seen for the flow cytometric
analysis. The cellular viability of pericytes was shown to be decreased in a
concentration-dependent manner, which could be seen for both experimental settings.
Interestingly, the cellular viability upon incubation with PEI-coated particles obtained
from flow cytometric experiments with values of less than 40%was significantly lower
than the one from PrestoBlueTM assay (70–80%), which was already seen for the BeWo
cells.

In order to investigate the long-term effects of the differently charged SPIONs on
the cellular viability of BeWo cells and pericytes, cells incubatedwith fluidMAGparticles
were monitored for 96 h via impedance measurements using RTCA. In Figure 28.10, the
relative cell indices (%) are depicted compared to the control sample (100%) for both cell
types. Neither fluidMAG-D nor fluidMAG-CMX particles inhibited the cellular viability of
BeWo cells for all concentrations investigated, wherein all values measured were above
85%. Interestingly, even increasing cell indices could be shown after about 24 h of
incubation for the neutral starch-coated particles, indicating a stimulating effect on
BeWo cells up to 120%. However, cellular viability of cells incubated with 100 µg/cm2 of
fluidMAG-PEIparticleswas strongly inhibited (50%),while lower concentrationsof these
particles even stimulated the cells up to more than 120% shortly after addition of
nanoparticles in the same manner as starch-coated particles. In contrast, all particles
showed a concentration-dependent cytotoxic effect on pericytes, where the viability of
cells was decreased to less than 75% for all particles and all concentrations. Here again,
fluidMAG-PEI particles influenced cellular viability to the strongest extent, with the
highest concentration decreasing the viability by more than 80%.

In summary, it could be shown that cationic PEI-coated particles exhibited short-
and long-term cytotoxic effects on both cell types, where pericytes showed the stronger
reactions. Pericyte viability was furthermore influenced by all SPIONs in a
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concentration-dependent manner after long-term exposure, while BeWo cells were not
affected.

The in vitro BPB model, with the direct cocultivation of BeWo cells and pericytes,
was afterward used to study the behavior of three differently coated and thereby
differently charged SPIONs. Neutral starch-coated particles consisted of a starch
coating, cationic PEI-coated particles had polyethylenimine, and anionic CMX-coated
particles had a carboxymethyldextran shell. For all particle types, intracellular local-
ization could be shown by confocal microscopy owing to colocalization of particles
with F-actin. As demonstrated with the BBB model, clathrin-dependent endocytosis is
the most prominent mechanism by which nanomaterials enter cells [95]. However,
cationic particles, especially PEI-coated ones, were also shown to create nanoscale
holes in the negatively charged cell membrane, which leads to another entry port for
these nanoparticles into the cells [134]. Whether these are the internalization mecha-
nisms for the SPIONs used in this study needs to be investigated in further experiments.

In different experimental settings, the cytotoxicity of the particles for short- and
long-term incubations was investigated. Cationic particles showed the strongest short-
and long-term cytotoxic effects on both cell types. These results are in concordance
with those of previous studies that investigated the impact of nanoparticle charge onto
the cytotoxicity [77,135]. In general, pericyte viability was more influenced by

Figure 28.10: Viability of BeWo cells (A) and pericytes (B) after long-term incubation with SPIONs
(96 h) measured by RTCA: 35,000/30,000 cells (BeWo/pericytes) were seeded in RTCA 16-well E
plates; cell indices were recorded via impedancemeasurements at different time points over a period
of 96h;fluidMAG-D/PEI/CMXparticleswere added in different concentrations at time point 0; relative
cell indices (%) obtained by normalization to time point 0 and dividingmeasured values by respective
data from diluent-treated control cells; values represent means of two replicates. Shown are the
results of one representative experiment of three independent experiments. RTCA = real-time cell
analysis; SPION = superparamagnetic iron oxide nanoparticle; PEI = polyethylenimine.
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incubations with all three particles than BeWo cells, which might be accounted for by
the larger cellular surface of pericytes resulting in an increased interaction surface.

The finding of a higher interaction of PEI-coated particles in comparison to the
other particles can be explained by the strong interaction of cationic particles with the
negatively charged cell membrane [81]. This interaction may also lead to a perforation
of the membrane and subsequently to the formation of nanoscale holes [95]. Besides a
higher incorporation rate into the cells, these small holes in the cell membrane also
explain the higher cytotoxic effects of PEI-coated particles. Another factor influencing
the toxicity of these particles is the “proton sponge effect,” wherein cationic particles
induce organelle rupture via osmotic swelling after uptake into cells by endocytic
pathways [86]. In addition to short-term cytotoxicity screens, the long-term cytotoxicity
of the three SPIONs also was investigated by RTCA, which showed pronounced long-
term toxic effects of PEI-coated particles on BeWo cells for high concentrations and on
pericytes for all concentrations used. Furthermore, increased relative cell indices were
measured for BeWo cells incubated with starch-coated particles in all concentrations
as well as for lower concentrations of PEI-coated ones after addition of NPs compared
to diluent-treated samples. With this impedance-based method, the net cell adhesion
on the culture plates is measured, which is influenced by the cell morphology, the cell
count, and the movement of cells [136]. The subsequent rise in the cell index after NP
addition could therefore be caused by different factors influencing this value. Besides
the induction of cell proliferation, an increase in the cell size or an increased adhesion
of the cells also could be accounted for the increased values. The detailed mechanism
by which incubation with nanoparticles stimulates BeWo cells and thereby increases
the measured cell indices by RTCA could not be identified in the present study and
should therefore be further investigated.

28.3.2.5 Interactions of the SPIONs with the BPB model

First, the behavior and distribution of the SPIONs in the BPB model as well as the
barrier integrity andmorphologywere investigated using histologic cross sections from
transwell membranes of the coculture model after 3 and 24 h of particle exposure
(Figure 28.11A). The nanoparticles that interacted with the barrier cells were visualized
by Prussian blue staining. For all conditions, no disruption of the barrier integrity and
no changes in cellular morphology were visible in comparison to untreated models.
Regarding the rate of nanoparticle interaction, PEI-coated particles were shown to
interact most intensively with the apically located BeWo cell layer of the barrier, while
fluidMAG-CMX interactionwas theweakest. For starch-coated particles, the interaction
strongly increased for an incubation time of 24 h in comparison to the shorter exposure
time, being consistent with observations obtained from interaction studies of SPIONs
with BeWo cells alone. With this method, no nanoparticles could be visualized in the
pericyte cell layer on the basolateral side of the transwell membrane. The integrity of
the in vitro transwell barrier after SPION incubation for 3 h or 24 h was further
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quantified using the transepithelial electrical resistance and the permeability mea-
surement for themarkerNaFl (Figure 28.11C). Comparison of TEERvalues after and before
SPION incubation revealed no alteration of electrical resistance of the coculturemodel for
all particles and both incubation times. Regardingmolecular permeability, NaFl restraint
was slightly lower for barriers incubated with particles for 3 h than for diluent-treated

Figure 28.11: Analysis of the barrier integrity and morphology of the transwell coculture BPB model
after exposure to different SPIONs for 3 h or 24 h. For the coculture model, 1.1 × 106 cells/cm2 of
pericytes were seeded onto the basolateral side of 24-well membrane inserts, and 6.1 × 105 cells/cm2

of BeWo cells were seeded on the apical side of the insert membrane after 24 h. On day four post
seeding (PS), barrier models were exposed to 100 µg/cm2 (200 µg/ml) of D/PEI/CMX-coated SPIONs
for 3 h or 24 h. (A) After SPION exposure, histologic cross sections of transwell models were prepared
and stained with Nuclear Fast Red and Prussian blue. Scale bars represent 10 µm. (B) For the analysis
by confocal laser scanningmicroscopy (cLSM), samples incubated with fluorescently labeled SPIONs
(green) were fixed and stained with Hoechst 33258 (blue) and Alexa Fluor® 633 phalloidin (red).
White arrows mark SPION aggregates in the pericyte cell layer. Scale bars represent 10 µm. (C)
Transepithelial electrical resistance (TEER) values measured in triplicate per insert before and after
SPION exposure were compared for each condition. Shown are the mean values of the quotient of
measured TEER values before/after SPION incubation ± standard deviation of three independent
experiments. (D) The passage of the permeability marker sodium fluorescein (NaFl) through the
barrier after SPION incubation was measured in duplicate for each condition, and the calculated
permeability coefficients were normalized to blank membranes. Shown are mean values of the x-fold
NaFl retention ± standard deviation of three independent experiments. The significance of the results
compared to control measurements without SPIONs was tested using two-way ANOVA followed by
Tukey’s multiple comparison test. Statistically significant differences are depicted as *p < 0.05 [133].
SPION = superparamagnetic iron oxide nanoparticle; PEI = polyethylenimine; ANOVA = analysis of
variance.
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control barriers. After 24 h, only values for the incubation with cationic PEI-coated
particles showed lower values than the control (Figure 28.11D). Since no nanoparticles
could be visualized in the pericytes by histologic cross sections, for further investi-
gation of the nanoparticle distribution in the two cell layers of the coculture BPBmodel,
both sides of the transwell membranes incubated with fluorescently labeled particles
(nsMAG/G-) for 3 and 24 h were investigated by cLSM (Figure 28.11B). Fluorescence
signals of multiple z-layers (1-µm thick) were acquired, and one representative layer
showing particles that penetrated the cell barrier is depicted for each condition for a
24-h incubation. As already described before, BeWo cells formed dense cell layers on
the apical side of themembrane, while pericyteswere found on the basolateral side. All
three particle types could be visualized in the apical cell layer. For 24 h, only few NP
spots (highlighted by white arrows) could be seen for the model incubated with
CMX-coated particles, while D- and PEI-coated particles were visible all over the apical
side of the cell barrier. For these two conditions, some nanoparticles also were visible
in the basolateral pericyte cell layer, which are also highlighted by white arrows. For
incubation with nsMAG/G-CMX, no particles could be seen on the basolateral side of
the membrane. After 3 h of NP incubation, fewer particles were visible in the apical
BeWo cell layer, while only PEI-coated particleswere detected in the pericyte cell layer.

28.3.2.5.1 Passage of SPIONs through the in vitro BPB
In scope of studying the passage of SPIONs in the BPB model, the total amount of
magnetic iron in each of the four compartments after incubation with nanoparticles for
3 and 24 h was quantified via MPS. The results of three independent experiments are
depicted in Figure 28.12. PEI-coated particles could be shown to interact with the cells
to the highest extent, indicated by detected SPION contents as high as 13.4 µg in the
BeWo cell layer after 24 h. Consistentwith thesefindings, less particleswere detected in
the upper donor compartment. Since CMX-coated particle interaction with BeWo cells
was the lowest with 2.3 µg of detected SPIONs after 24 h, the highest amounts of iron
(11.6 µg) could be found in the donor compartment for this condition. For starch-coated
particles, an enhanced interaction could be shownby an increased detection of SPIONs
in the BeWo layer from 0.5 µg after 3 h to 3.9 µg after incubation for 24 h. In the pericyte
cell layer on the basolateral side of the transwell membrane, only small amounts of
magnetic iron up to 7 ng could be detected. For an incubation time of 3 h, only
CMX-coated particles could be detected in the pericyte cell layer with an amount of
6.6 ng since this was the only sample exceeding the lower detection limit of 1.8 ng. For
24 h of incubation, all particles could be reliably detected in the basolateral pericyte
cell layer, where incubation with PEI-coated particles showed the lowest SPION con-
tent of 2.6 ng and the highest values were obtained for incubation with starch-coated
particles with an iron amount of 4.5 ng. Nanoparticle amounts detected in the lower
acceptor compartment were located in a range from 0 to 1 ng of iron. Since the lower
detection limit for this compartment was calculated to be 0.9 ng, only starch-coated
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particles could be reliably measured in the acceptor compartment with an amount of
1.1 ng after 24 h.

In order to investigate the ability of the three SPIONs to cross cell-free transwell
membranes, similar experiments as described with the in vitro model were also per-
formed with blank inserts. While for D- and CMX-coated particles the majority of
nanoparticles were able to cross the blank membrane, most of the PEI-coated particles
were detected in the upper donor compartment, indicating a hindered passage across
the transwell membrane.

Figure 28.12: Investigation of the passage of SPIONs through the transwell BPB model after exposure
for 3 h or 24 h viaMPS. Transwell coculture systemswere prepared using 200,000 BeWo cells/350,000
pericytes; onday 4PS, barriermodelswere exposed to 100µg/cm2 offluidMAG-D/PEI/CMXparticles for
3 and24h; completemediumof lower andupper compartmentswas collected, and cells from the apical
and basolateral side of themembranewere harvested by trypsination; samples weremeasured using a
MP spectrometer; Nanoparticle spectra were normalized to corresponding nanoparticle solutions of
known iron content. Shown are the iron contents of all four compartments (ng) ± SD from 2 to 3
independent experiments. For pericytes (basolateral side) and the lower compartment, the lower
detection limit is depicted as a dotted line at 1.83 and 0.88 ng, respectively. PS = post seeding [133].
SPION = superparamagnetic iron oxide nanoparticle; BPB = blood-placenta barrier; MPS = magnetic
particle spectroscopy; PS = post seeding; PEI = polyethylenimine; SD = standard deviation.
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Taken together, it could be shown that incubation with all three investigated
SPIONs had no significant harmful effect on the barrier integrity of the in vitro BPB
model. In different experiments, PEI-coated particle interaction with the apical BeWo
cell layer could be shown to be the highest among the investigated particles, while
CMX-coated ones showed the lowest interaction capacity. For starch-coated particles, a
significant increase in the amount of interacting particles could be seen after 24 h.
Nanoparticles could also be detected in the basolateral pericyte cell layer by cLSM and
MPS. Furthermore, using MPS measurements, the distribution of nanoparticles in the
four compartments of the transwell BPB model could be quantified.

In order to quantify the amount of nanoparticles in the upper and lower
compartment of the transwell systemaswell as in both cell layers, analysis viaMPSwas
performed. The detected amounts of particles in the upper compartment and the apical
BeWo cell layer confirm the previous microscopic studies, where cationic particles
showed the highest interaction capacity with the cells, while neutral particles inter-
acted intermediately, and anionic particles showed the lowest interaction. Further-
more, in the basolateral pericyte cell layer, some particles were detected too. In
contrast to the BBB model, almost all measured magnetic iron contents in the lower
compartment were located below the detection limit, only neutral D-coated particles
could be detected after a 24-h incubation with a magnetic iron amount of 1.1 ng. These
results indicate that either no particles were able to cross the tight in vitro barrier or the
magnetic properties might be altered owing to the transcellular passage of SPIONs and
are therefore not detected by this method.

28.3.2.6 Passage of SPIONs through the in vitro BPB under flow conditions

In order to go a step forward, we transferred the in vitro blood-placenta model from the
transwell setup to a microfluidic biochip as this allows adding shear stress to the cells,
an important factor for placental function [137]. Shear stress rates below 2 dyn/cm2

(0.2 Pa) are observed in the early stages of pregnancy, which is protective of mainte-
nance of the trophoblast layer with its villous structures [138]. We established the
biochip and investigated the interaction of different nanoparticles under fluidic con-
ditions with a special focus on their passaging abilities.

After formation of the BeWo cell layer on the apical side of the membrane and the
pericyte cell layer on the basolateral side of the membrane, the cell layers were
examined by histologic slices. A thin barrier consisting of BeWo cells and pericyteswas
visible, which significantly reduced the permeability of the membrane for NaFl in
comparison to the blank (46.2 vs. 345 nM NaFl). Incubation of the biochip with or
without laminar flow affects neither the expression of the tight junction protein ZO-1
nor the overall cell morphology (Figure 28.13). The applied SPIONs do not disrupt the
cell barrier on the biochip.

The putative passage of the SPIONs through the barrier was monitored by MPS
after a single round of circulation without a magnetic field gradient and compared to
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the static situation. In that scenario, the nanoparticle-containing medium remains in
the biochip for 3 h. The distributionwithin the upper donor channel, the lower acceptor
channel, and the membrane was measured by MPS and was SPION specific
(Figure 28.14). More than 90% of sodium citrate–coated nanoparticles remain in the
upper donor channel independent of the presence of a cell layer or FBS. A low amount
of sodium citrate nanoparticles was detectable in the barrier cells (2.5% ± 0.8% SD;
without FBS 6.1% ± 1.8% SD). SEONLA-HSA nanoparticles displayed a different distri-
bution. Almost all SEONLA-HSA nanoparticles remain in the upper donor channel. In the
lower acceptor channel, less than 0.2% of SEONLA-HSA nanoparticles could bemeasured
in the fluidic and the static setting each. This shows that the in vitro BPB under fluidic
conditions is comparable to the static conditions with regard to the transportation
behavior of the added nanoparticles.

BeWo cells cocultured with pericytes form a stable barrier inside the microfluidic
biochip, confirming the observations from the static transwell system. Incubation of
the biochip with or without laminar flow affects neither the expression of the tight
junction protein ZO-1 nor the overall cell morphology. Histologic slices (not shown)
reveal the formation of a thin barrier by the BeWo cells, which significantly reduced the

Figure 28.13: Effects of incubation with and without laminar flow on cell-cell contacts and cell
morphology. The BeWo cells were stained with Alexa Fluor® 633 Phalloidin (red), Hoechst 33258
(blue), and zonula occludens-1 (ZO-1) antibody (green), followed by analysis by confocal laser
scanning microscopy (cLSM) for detection of F-actin, cell nuclei, and ZO-1. Both incubation regimes
(with and without laminar flow) allowed similar cell morphology and localization of ZO-1.
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permeability of the membrane for fluorescein sodium. Different nanoparticles neither
reduce the vitality of BeWo cells in 2D cell culture (data not shown) nor disrupt the cell
barrier on the biochip. MPS is a suitable technique to determine the nanoparticle
concentrations for different compartments of the chip. The cellular accumulation of
SPIONs as well as the nanoparticle passage depends on core-shell particle
characteristics.

28.4 Conclusions

The here presented data establish experimental in vitro tools for the detailed evaluation
of SPION interactions and passage through biological barriers including the assess-
ment of SPION-associated consequences for barrier integrity. For the first time, MPS is
adopted in this experimental biological setting analyzing SPION passage through
biological barriers in order to achieve direct and highly sensitive particle detection
within the distinct compartments. Hence, a profound insight into passage’s dynamics
is provided. Furthermore, the presented results impressively demonstrate that free
fluidMAG-D traverse the barrier system in a time-dependent manner most likely based
on clathrin-induced transcytotic processes. In addition, barrier integrity remains

Figure 28.14: Quantification and passage of different nanoparticles in the BPB model by magnetic
particle spectroscopy (MPS). After 7 days of incubation, the reservoir of the biochip was emptied. For
the single round of circulation, the upper channel was filled with 800 µl of the nanoparticle solutions
(100 µg/ml in the standard medium), respectively. The nanoparticle solution circulated one time
through the upper channel of the biochip followed by 800µl of freshmediumwithout nanoparticles in
an incubator at 37 °C, 5% CO2 in a humidified atmosphere. The flow through was collected in one
sample (apical: upper channel). Subsequently, the medium of the lower channel (basolateral: lower
channel) was collected, and the membrane carrying the BeWo cells and pericytes (cells/membrane)
was excised. All samples were reduced to a final volume of ∼50 µl and analyzed by MPS. All relative
concentrations were calculated from the obtained absolute values. NaZ = sodium citrate
nanoparticles; SEON = SEONLA-HSA nanoparticles. BPB = blood-placenta barrier.
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unaffected on particle passage, which is explained by the comparatively slow and
gentle cellular accumulation and uptake. In contrast, data imply that nanoparticles
with cationic surface charge as well as the BSA-coated nanoparticles intensively
assemble within the barrier-forming cells and affect the BBB model in a barrier-
disrupting manner. These observations are made for nonfunctionalized SPIONs and
can be carried out for each individual SPION formulation in order to achieve a
comprehensive risk assessment. For applications not targeting the brain or the
placenta, particle penetration into and accumulation off-target upon repeated
administration is strictly undesirable. Though, according to purposes when transition
of SPIONs into, e.g., the brain is required, additional functionalization such as by
ligand binding may be utilized for the enhanced particle delivery across the BBB and
need to be evaluated as well. The here presented test systems provide an appropriate
platform and allow an insight into the underlying mechanisms, thus contributing to a
comprehensive understanding of particle interactions with the BBB and the BPB. In
consequence, gained knowledge aids in the tailored design of SPIONs according to the
particular application.

The presented investigations ignore the impact of the biomolecule corona and its
pivotal role on biological effects. These aspects are investigated and discussed in detail
in the study by Dutz et al. [139]. The role of the biomolecule corona should be
considered during SPION functionalization as it may present opsonins or shield
functional groups on the particle surface.

Utilizing and extending the here established systems, the inclusion of flow con-
ditions by using a microfluidic biochip might mimic the in vivo situation even closer.
Nevertheless, it has to be noted that the experimental setup has some limitations too.
The results indicate that especially when testing the passage of free SPIONs across the
barriers under inflammatory conditions, the extension from themonoculture system to
a coculture or triculture system with astrocytes or/and pericytes is consequent. Even if
such elevated models are more difficult in handling and more interference prone, they
even closer represent the complexity of biological tissues and incorporate the eclectic
interplay of different cell types during inflammatory states.

The detailed analysis and magnetic characterization of SPIONs after barrier
penetration is of vital importance as this also influences tissue distribution, magnetic
response during SPION applications such as imaging or therapeutic heating, and
elimination processes. Hence, the presented in vitro barrier models in line with further
verifications according to Barnes et al. [140] must be utilized for such clarifications in
the future. Resulting knowledge can help to improve arrangement of magnets in order
to achieve appropriate magnetic fields, which optimize SPION application efficacy.
Pedram et al. [141] emphasized that the application of amagnetic field between 0.6 and
2.5 T and a minimal gradient and/or amplitude are crucial for not damaging the BBB.
Furthermore, alternative approaches in magnet-assisted transport of SPIONs across
barriers and into deeper tissues might solve problems in the delivery of therapeutic
substances. A remarkable example can be seen in the novel method developed by
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Shapiro et al [142], who use a two-magnet system in order to push magnetic nano-
medicines into diseased tissue. Taken together, SPION-based therapies bear promising
and versatile potentials to solve major biomedical problems.
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Abstract: In the past decades, awide variety of different superparamagnetic iron oxide
nanoparticles (SPIONs) have been synthesized. Due to their unique properties, such as
big surface-to-volume ratio, superparamagnetism and comparatively low toxicity, they
are principally well suited for many different technical and biomedical applications.
Meanwhile, there are a numerous synthesis methods for SPIONs, but high re-
quirements for biocompatibility have so far delayed a successful translation into the
clinic. Moreover, depending on the planned application, such as for imaging,magnetic
drug targeting, hyperthermia or for hybrid materials intended for regenerative medi-
cine, specific physicochemical and biological properties are inevitable. Since a sum-
mary of all existing SPION systems, their properties and application is far too extensive,
this review reports on selectedmethods for SPION synthesis, their biocompatibility and
biomedical applications.

Keywords: nanomedicine; regenerative medicine; SPION production; T cell therapy;
thrombolysis; vascular prostheses.

29.1 Introduction

Nanoparticles have been closely followed in science for quite some time, and the
development of further particle systems with different properties is still in progress.
Due to their high surface area to volume ratio, they possess unique physical and

*Corresponding author: Christoph Alexiou, Department of Otorhinolaryngology, Head and Neck
Surgery, Section of Experimental Oncology and Nanomedicine (SEON), Else Kröner-Fresenius-Stiftung-
Professorship Universitätsklinikum, Erlangen, Germany, E-mail: C.Alexiou@web.de
Ralf P. Friedrich, Christina Janko, Harald Unterweger and Stefan Lyer, Department of
Otorhinolaryngology, Head and Neck Surgery, Section of Experimental Oncology and Nanomedicine
(SEON), Else Kröner-Fresenius-Stiftung-Professorship Universitätsklinikum, Erlangen, Germany,
E-mail: Ralf.Friedrich@uk-erlangen.de (R.P. Friedrich), Christina.Janko@uk-erlangen.de (C. Janko),
Harald.Unterweger@uk-erlangen.de (H. Unterweger), Stefan.Lyer@uk-erlangen.de (S. Lyer)

Open Access.©2021 Ralf P. Friedrich et al., published by DeGruyter. This work is licensed under the Creative
Commons Attribution-NonCommercial-NoDerivatives 4.0 International License.

This article has previously been published in the journal Physical Sciences Reviews. Please cite as: R. P. Friedrich, C. Janko,
H.Unterweger, S. Lyer, andC. Alexiou “SPIONs andmagnetic hybridmaterials: Synthesis, toxicologyandbiomedical applications”
Physical Sciences Reviews [Online] 2021, 6. DOI: 10.1515/psr-2019-0093 | https://doi.org/10.1515/9783110569636-029



chemical properties. Especially superparamagnetic iron oxide nanoparticles (SPIONs),
with their superparamagnetic properties and low toxicity, are suitable candidates for
various applications, which include catalysis, imaging, environmental applications
and medical applications [1]. The impact of nanoparticles is strongly influenced by the
composition of the surface which is oftenmodified through interactions with the direct
environment [2]. In biomedical applications, nanoparticles that come into contact with
biological fluids, immediately form a protein corona which can influence the colloidal
stability and define the interactions between nanoparticles and cells or tissue [3, 4].
Moreover, by an external magnetic field, their magnetic properties enable a region
specific accumulation, drug release or exerted force [5–10]. However, these behaviours
are influenced by shape, size, crystal lattice, coating etc., and is thus highly dependent
on the synthesis methods [11]. Hence, the planned application already suggests
possible methods and coatings. While particles used for imaging should be highly
stable, inert and circulate for an extended time in the vascular system, SPIONs
intended for drug targeting or hyperthermia should possess a high magnetic satura-
tion, be accumulated in the target area and interact with cells, tissue or structures.
Investigation of these interactions, especially between nanoparticles and cells as well
as the thorough characterization of the resulting nanoparticle-cell hybrids, is crucial
for all particles intended for biomedical applications. Finally, suitable models for the
intended application have to confirm and prove the suitability of the particles before
further preclinical in vivo models are deployed.

In this review we describe the synthesis, physicochemical properties, function-
alization and toxicological characterization of SPIONs and demonstrate possible
particle-specific biomedical applications. In the recent past, we have produced
several distinct SPIONs and extensively determined their biological impact and po-
tential usage. The SPIONs were synthesized using iron salt precipitation techniques,
stabilized by various substances and, if necessary, functionalized with varying
therapeutics. The characterization of these SPION systems required an exact and
reliable determination of the iron concentration, not only of the ferrofluid, but in
particular of the cellular nanoparticle concentration. Thus, we compared different
quantification methods to validate the measurements and evaluate the detection
limits. Followed by an intense physicochemical characterization, the biological
impact, such as cellular SPION uptake, cell proliferation and toxicity was intensively
investigated in distinct cell lines with 2D and 3D cell culture methods by end
point and real time analysis [12, 13]. Altogether, those methods lead to a better
understanding of SPION-induced biological processes. Finally, the performance of
functionalized SPIONs were tested in different disease models for cancer therapy and
thrombolysis and as a tool for magnetically based cell guidance used for cell therapy
and scaffold endothelialization.
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29.2 Synthesis, concentration and storage of SPIONs

29.2.1 Lauric acid-coated SPIONs

In biomedical applications, SPIONs are generally well tolerated and used e.g. as
contrast agents for magnetic resonance imaging (MRI), magnetic drug targeting and
hyperthermia [9, 14, 15]. Nevertheless, there is a strong need for further improvement of
the SPION surface to minimize toxicity and improve biocompatibility. Towards this
goal, according to a modified alkaline precipitation protocol [16], we produced lauric
acid-coated magnetite nanoparticles (SPIONLA), by dissolving Fe (II) chloride and Fe
(III) chloride salts and subsequent coating with lauric acid [17]. The particles demon-
strated a very high saturation magnetization (Ms) of 469 kA/m, almost the Ms value of
480 kA/m of magnetite [18], a hydrodynamic diameter of 44.6 ± 0.1 nm and a zeta
potential of −50.6 ± 0.9 in water [19]. The surface coating with lauric acid successfully
prevented an agglomeration of the particles in water. However, in more complex fluids
like cell culture media without or with low concentrations of fetal calf serum (FCS), the
particles tend to form agglomerates [19, 20]. Only after incubation in blood or in media
with high amounts of FCS (10%), the colloidal stability of the particles increased,
indicating the formation of a stabilizing protein corona. Nevertheless, in biomedical or
technical application, where the SPIONs are supposed to be uniformly embedded in a
water-based matrix, such as hydrogels and magnetically responsive composites,
SPIONLA particles are highly suitable [6].

29.2.2 Lauric acid- andbovineserumalbumin (BSA)-coatedSPIONs

The safe usage of SPIONs for direct vascular administration requires particles to be
as stable and biocompatible as possible. Thus, we improved the existing SPIONLA

particles by an additional coating with bovine serum albumin (SPIONLA-BSA) [21]. We
found, that above a BSA concentration of 5%, the particles became highly stable. TEM
measurements revealed an individual core diameter of 7.64 ± 1.68 nm, DLS a
hydrodynamic diameter in cell culture medium of 61.7 ± 1.15 nm and Fourier
transform infrared spectroscopy (FTIR) measurements confirmed the protein core–
shell structure. Moreover, magnetic measurements by superconducting interference
device (SQUID) and vibrating sample magnetometer (VSM) proved that the addition
of BSA had no significant influence on the magnetic behaviour of the nanoparticles.
Notably, in contrast to SPIONLA, SPIONLA-BSA demonstrated a significantly increased
colloidal stability and did not lead to any macro- or microscopically observable
aggregates in FCS-supplemented cell culture media or blood. Moreover, toxicity
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assays with Jurkat cells, an immortalized line of human T lymphocyte cells, revealed
a strongly induced cell death in presence of SPIONLA at concentrations of 100 μg/mL
and above, whereas the corresponding amount of SPIONLA-BSA did not induce
excessive cell death. Finally, we investigated the therapeutic suitability of
SPIONLA-BSA as a carrier system for therapeutics. In in vitro assays using Jurkat cells,
the binding of the cytostatic drugmitoxantrone (MTO), which is used in the treatment
of e.g. acute leukemia, lymphoma, prostate and breast cancer [22, 23], exhibited
excellent therapeutic potential, exceeding that of free MTO. In conclusion, with
SPIONLA-BSA, we have synthesized nanoparticles that show great potential for medical
applications.

29.2.3 Lauric acid- andhumanserumalbumin (HSA)-coatedSPIONs

For clinical applications, especially when particles are administered directly into
the vascular system, the requirements for biological safety are extremely high [24].
Some formulations such as Resovist®, Sinerem® or Rienso® have been used in
clinical applications in the past, but in themeantime, they have beenwithdrawn from
the market and other SPIONs, e.g. for magnetic drug targeting or hyperthermia, have
still not been approved. One prerequisite of such particles is that the effect on the
human immune system is as low as possible. Hence, we developed a new formulation
of SPIONs containing a corona of clinical approved human serum albumin
(SPIONLA-HSA) [17]. The core–shell structure around the SPIONLA-HSA particles was
confirmed using freeze fracture transmission electronmicroscopy and showed a layer
of organic material with a thickness of around 2 nm around the multicore particles
(Figure 29.1(A)).

Dynamic light scattering (DLS) revealed a hydrodynamic diameter of
52.7 ± 0.8 nm with a very low polydispersity index (PDI) of 0.2 ± 0.03. The chemical
structure of the surface, analysed by FTIR (FTIR), indicated the presence of albumin
and iron oxides. Finally, we investigated the biocompatibility and cellular uptake of
SPIONLA-HSA by flow cytometry and microwave plasma atomic emission spectroscopy
(MP-AES). The results clearly showed that SPIONLA-HSA were taken up by the cells in a
concentration-dependent manner and were well tolerated by the Jurkat cells.
Cytotoxic effects were only observed at very high concentrations of 200 μg/mL and
above and demonstrated that they were more biocompatible than the former
SPIONLA-BSA particles. To demonstrate the suitability of SPIONLA-HSA as a drug carrier,
we adsorbed mitoxantrone (MTO) on the particles (SPIONA-HAS*MTO) and found a high
MTObinding efficiency of up to 98.9%at a loading dose of 200 µgMTO/mL SPIONLA-HSA.
The release kinetics of MTO from the particle system in cell culture media using
different high-performance liquid chromatography-ultraviolet (HPLC-UV) assisted
release assays displayed only a slow release from the particles with no observable
burst release. Finally, we proved the feasibility of the final SPIONLA-HAS*MTO
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formulation for local drug delivery in a magnetically-based in vitro assay using
fluorescence microscopy. Notably, a magnetic field gradient between 30 and 400 mT
was sufficient to achieve a strong accumulation which led to a much faster apoptosis
of cells which were closer to the magnet.

This study demonstrated the development of a hybrid lauric acid/human albumin
coated ferrofluid and the feasibility of SPIONLA-HSA ⁄MTO as a drug targeting system for
localized tumour therapy.

29.2.4 Dextran-coated SPIONs

The requirements for all nanoparticle-based applications include low toxicity and high
colloidal stability, not only inwater andcell culturemedia, but especially inmore complex
fluids such as blood. However, particles often have to be further functionalised with
peptides, proteins, enzymes or therapeutics to accomplish specific features. Hence, we
developed another SPION system coated with dextran, a biocompatible, biodegradable
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Figure 29.1: Physicochemical properties of SPIONs.
(A) Freeze fracture-TEM images of a single SPIONLA-HSA cluster at amagnification of 150,000. The black
arrows mark a clearly visible layer around the particle cluster. Figure modified from Zaloga et al. [17].
(B) Highmagnification TEM image of SPIONDex particles in a polymer matrix with visible lattice planes
(white arrors). Figuremodified fromUnterweger et al. [26]. (C) SEMpicture of SPIONCitrate. The image of
freeze-dried SPIONCitrate particles was taken with a Zeiss Auriga SEM (Carl Zeiss, Oberkochen,
Germany) with an acceleration voltage of 1.5 kV. Figure modified from Mühlberger et al. [34]. (D–F)
Size, zeta potential and magnetisation curves of SPIONDex variants. (D, E) Change in size and zeta
potential of the colloid after functionalization, esterification, and incorporation of the drug. (F)
Magnetization curves after normalization to the volume fraction of the magnetic phase showing
dependency on the dextran concentration during precipitation. (Bulk magnetite Fe3O4,
Ms,bulk = 475 kA/m; bulk maghemite γ-Fe2O3, Ms,bulk ≈ 370 kA/m [35]) Figures modified from
Unterweger et al. [26].
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and water-dispersible branched polysaccharide [14, 25]. The SPIONDex particles were
fabricated by co-precipitation of Fe(II) and Fe(III) salts in the presence of dextran T40
under argon atmosphere and subsequent crosslinking of the dextran layer. The extremely
colloidal stable and biocompatible particles with an individual core size of 4.3± 0.9 nm, a
hydrodynamic diameter of 79.6 ± 0.6 nm and a zeta potential of −3.2 mV demonstrated to
be highly suitable formagnetic resonance imaging [25]. Because of the hydroxyl groups of
dextran, various functionalities could be added to the particles. In a recent work, we
evaluated the suitability of these particles as a directedmulticarrier drug carrier system for
hyaluronic acid (HA) and cis-diamminedichloridoplatinum(II) (CisPt) [26]. HA enables an
active targeting strategy as it interactswith theCD44 receptor,which is expressedbymany
tumour-derived cells [27]. Moreover, it can form polymer–metal complexes with suitable
drugs such as CisPtwhich is used as a chemotherapeutic to treat awide variety of different
cancers [28, 29]. Thus, we coated SPIONDex with hyaluronic acid (HA) after aminationwith
NH3 and then loaded it with cisplatin. TEM revealed an individual magnetic particle size
whichwas dependent on the initial dextran concentration and had amean value between
4.6 and4.3nmandahydrodynamicdiameter between 37.5 and 21.1 nm, respectively.After
binding of HA and loading with cisplatin the hydrodynamic particle size increased to
77 nm with a zeta potential of −45 mV (Figure 29.1(D) and (E)). The magnetic properties,
recorded by SQUID measurements, showed superparamagnetic behaviour, with a satu-
ration magnetization dependent on the dextran concentration during precipitation
(Figure 29.1(F)). Particles were highly stable with no sedimentation tendency or agglom-
eration over several weeks. Without cisplatin, toxicity measurements with Jurkat cells in
flow cytometry and PC-3 cells in xCELLigence experiments showed high biocompatibility,
whereas functionalization with cisplatin led to a dose-dependent induction of apoptosis,
increase in membrane potential reduction and a high amount of DNA degradation due to
induction of cell death. In conclusion, SPIONs with a dextran and a cisplatin-bearing HA
coating represents a promising new approach in the treatment of cancer.

29.2.5 Citrate-coated SPIONs

Special applications require specific particle properties. While particles for imaging
should circulate in the bloodstream for as long as possible, particles produced for mag-
netic drug targeting must be able to be magnetically enriched in the target area. Other
applications, in which cells must be directed into a specific region, e.g. a tumour, by
means of a magnet, require a sufficient quantity of intracellular magnetic particles,
without having a too strong impact on cellular viability. Depending on the cell type, some
cells aremore prone than others to take up particles.Whereas phagocytes (i.e.monocytes,
macrophages and neutrophils) are specialized in phagocytosis, a process to incorporate
huge amounts of surroundingdebris, other cells, like T lymphocytes, are considerably less
efficient in the uptake of debris or, in this case, nanoparticles [30, 31]. Recently, we
demonstrated the feasibility to load T cells with SPIONs, to remove excess uningested
nanoparticles, and to attract loaded cellswith an externalmagneticfield [32, 33].However,
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the used SPIONs were either too cytotoxic (SPIONLA) or coated with non-human proteins
(SPIONLA-BSA), which could lead to immune reactions when administered to humans [32].
Other experiments, using particles containing a human serum albumin coating
(SPIONLA-HSA), resulted in an insufficient cellular particle uptake. Thus, for future particle-
cell hybrid-based applications, SPIONs with a sufficiently high magnetic susceptibility,
containinga cyto- and immunocompatible layer andanadequate cell loading capacity are
needed. Therefore,weproducedSPIONsbyalkaline coprecipitationof iron(II) and iron(III)
chloride and in situ coatingwith sodium citrate (SPIONCitrate) (Figure 29.1(C)) [34]. Inwater,
the particles revealed a hydrodynamic diameter of 58 nm and a negative zeta potential
of −48.5 mV. However, due to the colloidal instability in cell culture medium, the mean
diameter increased to 430 nm. Interestingly, this instability was eliminated after incu-
bation in blood, most likely due to the formation of a stabilizing protein corona.

29.2.6 Poly(acrylic acid-co-maleic acid) (PAM)-coated SPIONs

Finally, we synthesized SPIONPAM particles, another SPION particle system with a poly-
mer coating of poly(acrylic acid-co-maleic acid) (PAM) [36]. PAM is a non-toxic poly-
electrolyte, known to improve the colloidal stability of core shell nanoparticles to produce
a very stable protective shell [37]. The particles, with a hydrodynamic diameter of 129 nm
and a zeta potential of −41 mV at pH 7, were highly susceptible for cellular binding and
uptake, even at low concentrations. Human umbilical vein endothelial cells (HUVECs)
treated for 48 h with 30 μg/mL showed an iron load, as measured by atom emission
spectroscopy (AES), of 156 pg/cell (Figure 29.7(A)–(D)). Despite a very high cellular
particle load, the particles were highly cytocompatible, as shown by flow cytometry, and
only caused very slight, non-significant cellular effects compared with non-treated con-
trol samples. Thus, SPIONPAM could be very beneficial for applications, which are
dependent on a high cellular particle load such as magnetically-based steering of
particle-loaded cells for endothelialization of vascular scaffolds. Moreover, due to their
carboxyl groups, those particles could be easily functionalizedwith proteins or enzymes,
such as tissue plasminogen activator (tPA), by amino-reactive ester reactions [36].

29.2.7 Concentration and purification of SPIONs

The successful utilization of iron oxide nanoparticles depend on a sufficient high iron
concentration, colloidal stability, biocompatibility and purity of the ferrofluid. Hence,
it is important to remove or reduce excess substances, such as ligands, buffer, coating
etc. Additionally, the manufacturing process often prohibits a sufficient high final
particle concentration; hence the concentration needs to be increased without
inducing aggregation and instability to the system. Common methods, such as
centrifugation, centrifugal ultrafiltration and magnetic purification for the
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concentration of particle suspensions are not very advantageous, as they often involve
high shear stress and lead to particle agglomeration [38]. We have therefore evaluated
the usage of tangential flow ultrafiltration for purification of the substances needed for
SPION production and for concentration of the SPION fluid [39] (Figure 29.2). The main
advantage of this method is that substances are tangentially passed across a filtration
membrane with relatively low pressure and thereby avoids the formation of aggregates
and local high concentrations by high centrifugal forces. Drying loss experiments
proved that excess protein is rapidly removed from the suspension. Filtration, or up to
four-fold concentration of SPIONLA-BSA, did not affect hydrodynamic cluster size or
colloidal stability in cell culture media and blood. Additionally, the cellular uptake of
particles, such as SPIONLA-BSA, was only slightly changed. At the same time, the
saturation magnetization, if not normalized to the concentration, could be increased
over 3.7-fold from 446.5 A/m to 1667.9 A/m and the achievable temperature Tmax in
magnetic hyperthermia was strongly enhanced from 44.4 °C up to 64.9 °C. In the past,
we have confirmed the feasibility of this method using other SPIONs, like SPIONLA-HSA

and SPIONDex. Hence, tangential flow ultrafiltration is advantageous for concentration
and purification of complex SPION particle suspensions to enhance the potential for
the usage in medical applications.

29.2.8 Storage of SPIONs

An underestimated problem regarding the use of nanoparticles is their alteration during
storagewhich can lead to the formation of clusters andprecipitates, colloidal instabilities
and changes in magnetic properties and biocompatibility [40]. Hence, important physi-
cochemical and biological parameters can change dramatically dependent on storage
temperature and time resulting in non-reproducible experiments or even unsafe pre-
clinical studies. The storage stability of the particles should therefore always be inves-
tigated in order to determine the time window of applicability. As an example, we
investigated the changes during the storage of SPIONs containing multiple iron oxide
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Figure 29.2: Effect of tangential flow ultrafiltration on SPIONLA-BSA concentration.
(A) Iron concentration vs. concentration factor. (B) Hydrodynamic diameter of concentratedSPIONsamples
measured by photon cross-correlation spectroscopy (PCCS). (C) Increase of the saturation magnetization
after concentration by tangential flow ultrafiltration. Figures modified from Zaloga et al. [39].
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cores and coated with lauric acid and albumin (SPIONLA-BSA) [41] (Figure 29.3). We
regularly examined the physical properties of SPIONLA-BSA stored for 12 weeks at different
temperatures from 4 to 45 °C. Throughout the time, the particles were colloidally stable
and photon cross-correlation spectroscopy (PCCS) did not reveal any clear and obvious
change of the hydrodynamic size and surface charge. Moreover, transmission electron
microscopy (TEM) did not show any changes in size and shape of iron oxide cores.
However VSM (VSM) showed a time and temperature-dependent decrease in saturation
magnetization by maximally 28.8% with the strongest effects at 45 °C and the slowest
decrease at 4 °C. The suspension underwent a macroscopic color change over time,
indicating an oxidation of the iron oxide cores. Despite an Ar atmosphere during prep-
aration, X-ray diffraction (XRD) showed a peak shift with increasing storage time and
temperature, corresponding to an oxidation from magnetite (Fe3O4) to maghemite
(γ-Fe2O3). Biological effects on cellular uptake, phosphatidylserine exposure, plasma
membrane integrity and mitochondrial membrane potential as well as DNA degradation
due to storage conditions were investigated by flow cytometry. Analysis of the data
showed that increasing storage temperature and time lead to a significant decrease in
cellular uptake and toxicity. The example shows that particle properties can undergo
significant changesdependingonstorage conditions.We therefore recommend including
studies of storage effects in addition to regular SPION characterization.

29.3 Interactions between nanoparticles and cells

29.3.1 Cellular uptake of SPIONs

The use of particles, especially for biomedical applications, requires them to be as
biocompatible as possible. However, to investigate the concentration-dependent nano-
particle-mediated cytotoxicity, an exact quantification not only of the SPION fluids, but

200

250

300

350

1 2 3 4 5 6 7 8 9 10 11 12 13
0

10
20
30
40
50
60
70
80
90

100

0 2 4 6 8 10 12
0
5

10
15
20
25
30
35
40
45
50

0 2 4 6 8 10 12

**

M
[A

/m
]

S

si
de

 s
ca

tte
r [

a.
u.

]

D
N

A
de

gr
ad

at
io

n 
[%

]

time [weeks] time [weeks] time [weeks]

4° C
20 °C
37° C
45° C
control

4° C
20 °C
37° C
45° C
control

4° C
20 °C
37° C
45° C

*

**

* * * *

*

* ** *

**
*

*

*
*

*

CA B

Figure 29.3: Effect of storage temperature and storage time on SPIONLA-BSA particles.
(A) Changes in saturation magnetisations (Ms) over time at different temperatures. The time points
are given in weeks after synthesis. (B) Side scatter (SSC), as a marker of SPION uptake and (C) DNA
degradation, after 48 h incubation of Jurkat cells with 300 μg/mL SPION aliquots with the indicated
storage times and temperatures. The significance were determined using an unpaired t-test
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especially of the intracellular SPION amounts, by reliable and reproducible methods is
inevitable. For this purpose, different quantification methods, such as ultraviolet spectro-
photometry (UVS), magnetic particle spectroscopy (MPS) atom adsorption/emission spec-
troscopy (AAS/AES) are available. Thus, a study, containing all three methods, allows a
direct comparison andan evaluation of the shortcomings andadvantages. For this purpose,
we have incubated endothelial cells with three different nanoparticle systems, SPIONLA,
SPIONLA-BSA and the commercially available Rienso® and subsequently determined the
cellular SPION amount [42]. The reliability of the applied UVS method, which uses the
SPION absorption at 370 nm, and the magnetic particle spectroscopy (MPS) and AAS
methodswere successfullyverifiedusingdifferentSPIONdilutionsandcell lysates.Whereas
UVS andMPSquantifies iron-containing SPIONs, andMPS is additionally dependent on the
magnetic moment of the nanoparticles, AAS determines the total iron content and can be
used for all particles, even with very low magnetic moment. Generally, the detection
thresholdofAAS (SPIONLA-BSA 0.6 µgFe/mL; SPIONLA0.6 µgFe/mL;Rienso®0.6 µgFe/mL) and
MPS (SPIONLA-BSA 0.3 µgFe/mL; SPIONLA 0.5 µgFe/mL; Rienso® 2.5 µgFe/mL) was far beneath
the UVS thresholds (SPIONLA-BSA 4.7 µgFe/mL; SPIONLA 4.5 µgFe/mL; Rienso® 4.0 µgFe/mL).
Thus, even thedetection threshold ofMPS for the detection of Rienso®particles,whichhave
a very small core size, were lower with MPS than with UVS. However at concentrations
of ∼5 µgFe/mL and above, the UVS method is very reliable for all particles.

The performed in vitro experiments using AAS, MPS and UVS demonstrated
that cellular uptake is dose-dependent and strongly depends on the SPION type. Inter-
estingly, given a sufficiently high SPION concentration, the achieved cellular SPION
amounts highly correlated with the side scatter data received from flow cytometry.
Exemplarily, Figure 29.4(A)–(C) shows the correlation achieved with SPIONLA-BSA parti-
cles. Thus, flow cytometry can not only be used to simultaneously measure multiple
toxicity-related parameters such as cell number, cellular apoptosis and necrosis, mem-
brane potential, DNA cycle and DNA damage and estimate possible effects on living
organisms, but also provides a fast and reliable method to determine the absolute
cellular amount of different SPION types.

29.3.2 Biocompatibility of SPIONs

The ability to determine the exact nanoparticle concentrations enable reliable dosage-
dependent studies of the cytotoxic effects of nanoparticles. In order to estimate and
classify the consequences of particle exposure, it is advisable to use various relevant
cell lines and control particles, as the effects are not only dosage-dependent but also
particle type and cell line dependent. In a recent study, we investigated the effects of
three different superparamagnetic iron oxide particles (SPIONLA, SPIONLA-HSA,
SPIONDex) on HUVECs and on four human breast cancer cell lines (T-47D, BT-474,
MCF7, MDA-MB-231) belonging to different subtypes [19]. We analyzed cellular SPION
uptake, magnetic properties, cell proliferation and toxicity using atomic emission
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spectroscopy, magnetic susceptometry, flow cytometry and microscopy. We also
investigated the influence of different liquids on the stability of nanoparticles and
found an increase in particle stability by increasing the protein concentration in the
medium, suggesting the formation of a stabilizing protein corona. After the physico-
chemical and biological characterization, we ascertained that cellular particle uptake
depends significantly on the coating of the nanoparticles. Their effects on distinct cell
types, revealed several particle- and cell type-as well as concentration- and time-
dependent effects on particle uptake and toxicity (Figure 29.4(D)–(E)). These results,
together with the respectivemagnetic properties of the SPIONs, allowed an assessment
of the use of these particles for different medical applications. SPIONDex are highly
colloidally stable, hardly absorbed by cells, have an extremely low in vitro and in vivo
toxicity and are therefore a promising candidate for MRI imaging. In contrast,
SPIONLA-HSA have very good magnetic properties, are colloidally very stable, less toxic

R² = 0.9935

95
100
105
110
115
120
125
130
135
140

0 0.5 1 1.5 2 2.5
cellular SPION conc. [pg /cell]Fe

ce
llu

la
r s

id
e 

sc
at

te
r [

%
 o

f c
on

tro
l]

y = 15.113x + 96.288

AAS

y = 11.661x + 96.625
R² = 0.9843

0.5 1.5 2.5 3.5ce
llu

la
r s

id
e 

sc
at

te
r [

%
 o

f c
on

tro
l]

95

100
105
110
115
120
125
130
135
140

cellular SPION conc. [pg /cell]Fe

y = 15.007x + 100.12
R² = 0.9967

95
100
105
110
115
120
125
130
135
140

0 0.5 1 1.5 2 2.5
cellular SPION conc. [pg /cell]Fe

ce
llu

la
r s

id
e 

sc
at

te
r [

%
 o

f c
on

tro
l]

UVS MPS

0

CA B

vi
ab

le
, a

po
pt

ot
ic

, n
ec

ro
tic

 c
el

ls
 [%

] 120

100

80

60

40

20

0

SPION concentration (μg/ml medium)

vi
ab

le
, a

po
pt

ot
ic

, n
ec

ro
tic

 c
el

ls
 [%

]

SPION concentration (μg/ml medium)

vi
ab

le
, a

po
pt

ot
ic

, n
ec

ro
tic

 c
el

ls
 [%

]BT-474 MDA-MB-231 HUVECs

SPION concentration (μg/ml medium)

25 50 75 25 50 75 25 50 75 + -

SPIONLA SPIONLA-HSASPIONDex control
25 50 75 25 50 75 25 50 75 + -

SPIONLA SPIONLA-HSASPIONDex control
25 50 75 25 50 75 25 50 75 + -

SPIONLA SPIONLA-HSASPIONDex control

FD E

late apoptotic & necrotic cells early apoptotic cells viable cells

120

100

80

60

40

20

0

120

100

80

60

40

20

0
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and are better absorbed by cells than SPIONDex and are therefore more suitable can-
didates for hyperthermia and/or magnetic drug targeting. In contrast, without the
stabilizing albumin coating, SPIONLA behaved entirely different, showing much
stronger effects on cellular uptake and cellular toxicity. This study impressively
demonstrated that particle synthesis and functionalization can strongly alter the bio-
logical effects of particles and that these effect can be highly cell type dependent,
suggesting the use of different cell lines for particle characterization. Generally, multi-
parameter flow cytometry is a feasible method to investigate the biocompatibility not
only of SPIONs but in principal of all kinds of metal or non-metal particles, e.g. cobalt
ferrite nanoparticles, magnetic microgels and microspheres [43–45].

In addition to cell culture experiments performed under static conditions, it is
advisable to analyze the effect of nanoparticles under dynamic in vitro and ex vivo
conditions [46, 47]. In a systematic study with 10 nanoparticle systems intended for
cardiovascular applications, we found that under dynamic conditions most particles
were significantly better tolerated than under static conditions (∼400 μg/ml vs. 100 μg/
ml), indicating a sedimentation-based increase of toxicity by colloidally instable par-
ticles [46]. Experiments under flow conditions are also crucial to evaluate the suit-
ability of particles for magnetically-based accumulation. We previously confirmed the
applicability of serum albumin coated SPIONs for site directed accumulation and
cellular uptake by an external magnet in an in vitro flow model [20]. In combination
with a peristaltic pump, the arterial bifurcation model imitates the blood flow and can
be used to analyze the endothelial accumulation of circulating SPIONs in presence or
absence of an external magnet. In the absence of a magnetic field, no increase in
accumulation of SPIONs was observed. In contrast, application of an external magnet
led to an enhanced accumulation of SPIONs at the region in near proximity of the
magnet. The accumulation led to an increased uptake of albumin-coated SPIONs.
However, as expected, the SPIONs were well tolerated by endothelial cells and did not
affect endothelial cell viability or attachment. In addition to histological staining, a
complementary investigation by other techniques, such as micro-computed X-ray to-
mography (XμCT), enabled a more complete understanding of the distribution of
magnetic nanoparticles after magnetic accumulation and a good possibility to classify
and evaluate various magnetic particle systems [47].

29.3.3 Investigation of cytotoxic SPIONs

Unlike most SPIONs that have been stabilized by coating with proteins, lipids or poly-
mers, SPIONs for biomedical applications, such as hyperthermia and/or drug targeting,
require enhanced toxic properties. This can be achieved by covalent or adsorptive
functionalization with suitable small molecules which not only alters the chemical and
physical properties of the particles, but particularly increases the biological impact on
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cells. To analyze the interactions between SPIONs functionalized with toxic substances
and cells, we have modified several SPIONs with known cytotoxic molecules.

Recently, we produced lauric acid and bovine serum albumin-coated SPIONs and
loaded them with the cytotoxic drug MTO (SPIONLA-BSA*MTO) [48]. Since multicellular
spheroidsmimick a tumour environment, theymight bemore suitable to test the efficacy
of therapeutic agents than two-dimensional cell culture models [49]. Therefore, we
compared the cytotoxic effects ofMTO-loadedandunloadedSPIONsand freeMTOon the
proliferation andviability onapreviously established three-dimensional spheroidmodel
formed by the human colon cancer cell line HT-29 [50]. The analysis of the amount of
viable, apoptotic and necrotic cells by flow cytometry and imaging by fluorescence
microscopy showed that both free MTO and SPIONLA-BSA*MTO were able to effectively kill
tumour cells. In contrast, unloaded SPIONs revealed a high biocompatibility and did not
affect cellular viability and growth of the spheroids. The study demonstrated that 3D cell
culture models are highly suitable for in vitro analysis of particle toxicity.

The SPION system was further optimized by exchange of the bovine serum albumin
with human serum albumin [17]. The resulting SPIONLA-HSA particles could be reproduc-
ibly synthesized using substances from cGMP (current good manufacturing practice)
grade quality. Similar to SPIONLA-BSA*MTO, MTO was adsorbed to produce SPIONLA-HSA*MTO

particles. Usingmicrowave-plasma assisted atomic emission spectroscopy (MP-AES) and
flow cytometry, we investigated cellular uptake and biocompatibility of SPIONLA-HSA and
SPIONLA-HSA*MTO. Whereas SPIONLA-HSA were highly cytocompatible, SPIONLA-HSA*MTO

demonstrated strong site-specific therapeutic effects. The use of nanoparticle-drug carrier
systems requires an advanced analysis of the adsorption and desorption behaviour of the
drug. Adsorption efficiency and desorption kinetics were therefore analyzed by dynamic
light scattering (DLS), FTIR (FTIR), release experiments, surface titration and small-angle
neutron and X-ray scattering (SANS and SAXS) [51]. The results showed a strong
adsorption to the iron oxide surface, HSA and to SPIONLA-HSA particles and the release of
MTO from the particles were significantly slower than from the release from pure HSA.
Moreover, the stability of the binding was indicated by the absence of a burst release.

The SPIONLA-HSA particles are not only suitable as drug carrier for MTO, they can also
be functionalized with other therapeutics such as paclitaxel (Ptx) which is an anti-
proliferative and antitumourigenic agent and frequently used for the systemic treatment
of ovarian, lung, breast and pancreatic cancer [52, 53]. In a recent study we synthesized
SPIONLA-HSA*Ptx particles and investigated the physicochemical properties by DLS, ζ po-
tential measurements, infrared spectroscopy, isoelectric point titration, drug release
quantification and magnetic susceptibility measurements. Cytotoxic effects were deter-
mined extensively by flow cytometry, IncuCyte® live-cell imaging, and growth experi-
ments using two- and three-dimensional breast cancer cell cultures models (Figure 29.5).
To address theheterogeneity ofbreast cancer,weused fourdifferent humanbreast cancer
cell lines (T-47D, MCF-7, BT-474 and MDA-MB-231) corresponding to different subtypes
[54, 55]. Binding of Ptx to SPIONLA-HSA did not alter the high magnetization capability of
SPIONLA-HSA. At 5 T, the samples showed amagnetization of ∼460 kA/m, which is close to
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the bulk value ofmagnetite of 480 kA/m [56]. Thehydrodynamic size of both sampleswas
only changed very slightly (73.6 and 72.8 nm, respectively), indicating an incorporationof
the hydrophobic Ptx into the HSA protein corona. The particles revealed a perfect
colloidal stability in all kinds of aqueous solutions and in blood. Whereas SPIONLA-HSA

only showednegligible toxic effects, the cytotoxic efficiency,measuredbyflowcytometry
and life cell imaging, ofSPIONLA-HSA*Ptx and freePtxdemonstrated tobehighlydosageand
cell line-dependent. In conclusion, the 2D cell culture experiments and 3D cell culture
models using multicellular spheroids suggest that SPIONLA-HSA*Ptx is a potential particle
system for the treatment of different breast cancer tumours.

29.3.4 Haemocompatibility of SPIONs

The toxicological investigation of SPIONs with different primary cells and cell lines, e.g.
by flow cytometry to determine different viability markers, is an important step in the
assessment of the biocompatibility of nanoparticles [19]. However, to fulfill regulatory
requirements needed for future translation into clinics, further particle optimization and
in-depth characterizations is necessary [57]. In recent studies we have shown that
sedimentation, agglomeration cellular uptake and viability is strongly dependent on the
particle corona and that particles can be stabilized by serum albumin [19, 42]. Beside
comprehensive toxicological investigations using impedance-based real-time cell
analysis, flow cytometry and dynamic flow experiments, the determination of biocom-
patibility also requires particles to be examined in ex vivo experiments using human
blood and isolated red blood cells (RBCs) (Figure 29.6(A) and (B)) [58].

In whole blood, both SPIONLA and SPIONLA-BSA did not induce haemolysis. How-
ever, in plasma-free RBCs, haemolysis occurred dose dependently after treatment with
SPIONLA but not with SPIONLA-BSA. These data, together with data from SDS poly-
acrylamide gel electrophoresis, suggests, that blood serum proteins quickly form a
protein corona around SPIONLA and SPIONLA-BSA in whole blood, which protect RBCs
from direct interaction with the nanoparticle surface, leading to a significant
improvement of biocompatibility. Thus, the combination of intrinsic nanoparticle
properties and the “biological identity”, as defined by the protein corona in the
respective environment, determines the biological effects of the SPIONs. Consequently,
only all physicochemical and biological assays in their entirety allow a detailed
assessment of particle safety and, through a feedback loop, a systematic improvement
of particle synthesis.

Beside SPION-mediated haemolytic effects, another important feature is the
agglomeration behaviour in blood. Nanoparticles intended for in vivo applications,
especially when applied into the vascular system, need to be stable and not form su-
perstructures. It is therefore recommendable to perform a blood stability assay in which
particles are incubated with ethylenediaminetetraacetic acid (EDTA)- or/and citrate-
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stabilised blood (Figure 29.6(C)–(E)). The assay clearly demonstrated the absence of
agglomeration with particles such as SPIONLA-HSA, SPIONDex and SPIONCitrate [13, 19, 34].

Exogenous and endogenous stimuli, includingmicroorganism, immune complexes,
chemicals, dying cells etc., are known to lead todefense reactionsbyneutrophils [59–62].
They either remove non-endogenous substances by phagocytosis, inactivation by
release of reactive oxygen species (ROS) or by immobilization. During immobilization,
the eu- and heterochromatin of the neutrophils homogenize, the nuclear envelope and

Figure 29.5: Effects of Ptx treatment on breast cancer cells.
(A–C) MDA-MB-231 cells were incubated for 48 h with increasing amounts of free Ptx, SPIONLA-HSA*Ptx

and SPIONLA-HSA, and analyzed by multiparameter flow cytometry. (A) Viability was determined by
AxV–FITC and PI staining, yielding the percentage of viable (Ax−PI−), early apoptotic (Ax+PI−), and
late apoptotic andnecrotic (PI+) cells. (B)MitochondrialmembranepotentialwasanalyzedbyDiIC1(5)
staining and distinguishes cells with intact (DiIC1(5) positive) and depolarized (DiIC1(5) negative)
membranes. (C) DNA degradation and cell cycle were determined by PIT staining and showed the
amount of degraded DNA, diploid DNA (G1 phase), and double-diploid DNA (synthesis/G2 phase).
(D) Growth kinetics of MDA-MB-231 cells in the presence of increasing amounts of free Ptx,
SPIONLA-HSA*Ptx and SPIONLA-HSA. Cellular confluency was determined hourly using the IncuCyte® live-
cell imaging system. (E, F) Effects of SPIONLA-HSA-Ptx and Ptx on three-dimensional MDA-MB-231
spheroids treated with 36 nM free Ptx or particle-bound Ptx (SPIONLA-HSA*Ptx). (E) The diameter of the
projected two-dimensional area of the spheroids during treatment. (F) Representative pictures of the
spheroid during the first 144 h after treatment. Positive controls contain 2% DMSO, and negative
controls represent the corresponding amount of solvent instead of drug or ferrofluid. Statistical
significance are indicated with *p < 0.01, **p < 0.001 and ***p < 0.0001, and were calculated via
Student’s t-test analysis. Figures modified from Lugert et al. [13].
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the granule membranes disintegrate and the decondensed chromatin decorated with
cytoplasmic and granular proteins is released [59]. Inside this extracellularmatrix called
neutrophil extracellular traps (NETs), foreign substances can be embedded and
degraded. A recent study investigated the NETosis formation after exposure to carbon
and polystyrene nanoparticles, which are frequently present in the environment [63].

Figure 29.6: Haemocompatibility of nanoparticles.
(A–B) Protein corona of particles increases biocompatibility and reduces haemolysis. 450 µl of whole
blood or red blood cells (RBCs) in peripheral blood smears (PBS) were incubated with 50 µl
nanoparticle dilutions (in H2O) for 3 h at 37 °C in Eppendorf tubes. The surfactant Triton X-100
dissolving cellular plasma membranes served as positive control for RBC lysis, PBS served as
negative control. After centrifugation, haemolytic samples are characterized by appearance of free
haemoglobin in the supernatant. Absorption of supernatants of whole blood or isolated RBCs was
measured at 590 nm (*p < 0.05; **p < 0.01). Figures modified from Janko et al. [58]. (C–E) Blood
stability of SPIONs. Freshly drawn human blood, stabilized against coagulation with citrate, were
mixedwith (C) SPIONCitrate, (D) SPIONLA-HAS-NH2 as positive control and (E) corresponding amount of H2O
as negative control. In contrary to the aminated particles, which are known to have a poor colloidal
stability and form agglomerates [32] (marked by arrows), SPIONCitrate did not show any sign of
agglomeration. Figures modified from Mühlberger et al. [34]. (F–H) SPION-dependent NET formation.
Non-stabilized SPIONs induce NET formation in protein-free buffer. Polymorphonuclear cells (PMN)
were incubated with 200 μg/ml nanoparticles for 3 h in PBS and stained with Hoechst. Stable
SPIONLA-HSA and SPIONDex particles did not lead to NETosis, whereas non-stabilized SPIONLA formed
agglomerates and led to abundant NET formation. Figures modified from Bilyy et al. [64].
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Nanoparticles are size-dependently inactivated andneutralized byNET formation. Thus,
particles in the size of 10 and 40 nm induced a very fast NETosis, whereas particles
between 100 and 1000 nm led to a much slower reaction. Other experiments demon-
strated that agglomerates of non-stable SPIONs (SPIONLA) induced NETosis [64]. How-
ever, stabilizationwith abiocompatible coting ofHSAordextran (SPIONLA-HSA, SPIONDex)
led not only to a highly reduced agglomeration tendency, but also to a significantly
improved reduction of NET formation (Figure 29.6(F)–(H)). Interestingly, when using
plasmaor serum-containingmedium, evenSPIONLAwere stabilizedand showed reduced
agglomeration and NETosis, suggesting that colloidal stable nanoparticles behave inert
and are most likely cleared primarily by phagocytosis.

29.4 SPION applications

29.4.1 Navigation of particles-cell-hybrids for T cell-based therapy

There are some further auspicious applications, such as advanced cell therapies and
controlled tissue assembly, which are not based on the targeted accumulation of
particles but on the targeted navigation of cells loaded with particles [65, 66]. This
approach is also suitable for advanced T cell therapy. It is known that tumour-
infiltrating lymphocytes (TILs) have a large impact on the prognosis of patients, as T
lymphocytes are responsible for the immune activation against tumours [67]. Magnetic
targeting could be further developed tomagnetic T cell targeting, a new application for
cancer therapy, by triggering the immune response of T cells and direct the activated
cells directly into the tumour by an externally applied magnetic field [68]. Aiming on
such a T cell-based therapy, we have recently investigated the effects of SPIONs on
T cells [32–34]. SPIONCitrate exhibited a high biocompatible and stability in blood.

Figure 29.7: Visualization of magnetic attractability of SPIONCitrate-loaded cells.
EL4 cells were incubated for 24 hwith SPIONCitrate at an iron concentration of 75 μg/mL. Subsequently,
control cells (A) and cells not purified (B) and purified from excess particles (C) were stained with
crystal violet and incubated for 48 hrs on a magnetic plate (approx. 0.5 T). Loaded cells, whether
purified or not, are preferably sedimented in the area of the magnets. Magnets are depicted as
interrupted circle lines. Figures modified from Muhlberger et al. [34].
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Incubation of non-adherent T lymphocytes from mouse lymphoma (EL4 cells) with
SPIONCitrate, with subsequent purification of excess particles by immunoaffinity chro-
matography, showed only a very slight effects on T cells viability which were clearly
lower than with SPIONLA and comparable with SPIONs with additional albumin
coatings. Additionally, after SPION incubation, atomic emission spectroscopy revealed
a cellular iron load of 1.02±0.17 pg/cell. As demonstrated by live-cell imaging, this iron
load was sufficient to effectively direct the cells by an external magnetic field
(Figure 29.7). The data suggest that magnetically controlled T cells targeting might be
further developed to a controlled immune therapy, such as a directed chimeric antigen
receptor (CAR) T cell therapy for solid tumours [69].

29.4.2 SPION-based production of biocompatible vascular
prostheses

In cardiovascular diseases, lack of adequate venous material for transplantation
constitutes a common problem, resulting in a strong need for biocompatible vascular
grafts. The market for vascular grafts is currently dominated by two synthetic mate-
rials: Polytetrafluoroethylene (PTFE) and polyester (PE) are routinely used to replace
damaged vessels. However, the occlusion rate for small-lumen prostheses and vessels
below 6–8mm is very high [70]. The reason for this is primarily the interaction between
the artificial materials and the immune system. The formation of an intima through an
increased proliferation rate of smooth muscle cells at the interface between the pros-
theses and the body’s own vessels often lead to a fast occlusion. A therapy of this so-
called restenosis in which antiproliferative drugs as well as substances with an anti-
thrombotic effect are administered systemically, are quite ineffective [71]. Based on the
systemic drug administration, it is not possible to achieve a sufficiently high concen-
tration at the necessary site without causing serious systemic side effects. The use of
tissue-engineered hybrid materials containing a biocompatible scaffold and a cell-
coated lumen may reduce the risk of thrombosis, intimal hyperplasia and calcification
of the prostheses as the endothelialization of the vascular grafts counteracts a recur-
rence of vessel occlusion. However, the endogenous cell colonization is very ineffi-
cient, especially in the case of small-volume transplants. In the meantime, various
methods have been established to colonize artificial transplants or transplants based
on biological scaffolds with cells [72, 73]. The success of cell seeding, as a special form
of tissue engineering, depends not only on the cell type, but essentially on thematerial,
composition and shape of the scaffold. The colonization of a tubular scaffold requires
special techniques, whereas a flat collagen membrane can be coated by simply
applying a cell suspension. If a functional transplant is to be generated, the cells must
not be damaged or otherwise impaired by high mechanical stress or temperature
fluctuations during seeding. For example, a tubular scaffold can be generated from a
planar scaffold previously coated with cells. Another possibility is coating using
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rotational forces. However, an impairment of the cells was observed, especially at high
velocities [74]. Another approach is the in vitro endothelialization under flow condi-
tions in a bioreactor [75]. The currently most promising technique is the magnetic cell
seeding. The technique of magnetic vascular engineering, uses magnetically marked
cells that are pulled by radial symmetric magnetic fields onto the inner wall of tubular
vascular prostheses and held there until they are attached. This procedure is fast,
gentle on the cells and leads to very homogeneous colonization of the surface [76].

We have evaluated the suitability of various nanoparticles for magnetic cell seeding.
The requirements for such particles are very high as they need to be as non-toxic as
possible and bind to or incorporate into cells in sufficient quantities to make them
magnetically guidable. For instance, SPIONDex was shown to be perfectly stable and non-
toxic, but the poor interaction with cells led to an insufficient cellular SPION amount [14,
19]. SPIONLA-BSA particles were well absorbed by HUVECs [20, 42] and allowed a solid and
homogeneous colonization of the scaffolds with cells even at low cellular iron concen-
trations. However, due to concerns about the bovine origin of BSA, we tested SPIONLA-HSA

containinghumanserumalbumin [17] andSPIONPAMnanoparticles coatedwithapolymer
corona [36]. SPIONLA-HSA were perfectly biocompatible but the cellular uptake were
insufficient. In contrast, SPIONPAM enabled a very high cellular SPION accumulation and
were biocompatiblewithHUVECs, showing only very slight effects at high concentrations
on the amount on viable, apoptotic andnecrotic cells,mitochondrialmembrane potential
and DNA degradation in flow cytometry-based assays (Figure 29.8(A)–(D)). In conse-
quence, SPIONPAM were favored and used as a standard for further endothelialization
experiments and methodological improvements.

Previous proof of concept experiments with transparent plastic tubes demon-
strated the feasibility of the 3-dimensional magnetic cell seeding of vascular scaffolds
(Figure 29.8(E)). Ongoing endothelialization experiments using ePTFE and polyester-
based vascular prostheses showed that the method is applicable to prosthesis
commonly used in clinics (Figure 29.8(F)). In order to provide a more cell compatible
surface on the artificial scaffolds, we investigated the effect of different protein and
peptide films such as p-lysine, fibrin, gelatin and collagen. In particular gelatin coating
enhances the adhesion of cells to the scaffold. However, for amore durable coating and
to facilitate the formation of an extracellular matrix (ECM) on the luminal surface, the
biomolecules need to be better attached to the scaffold surface, either by covalent
linkage or by applying a thicker ECM-mimicking matrix, such as gelatin hydrogels.

In contrast to gelatin hydrogels, produced in presence of the common chemical
cross linker glutaraldehyde (GTA), we found that hydrogels fabricated by the reagent-
free cross-linking technique using electron beam treatment, demonstrated strongly
enhanced cell attachment and led to a confluent endothelium and a superior
biocompatibility [77]. Further improvement of cell growth and cell adhesion was
achieved by structured gelatin hydrogels produced by topographical patterning using
a silicon template and stabilized by high-energy electron beam treatment [78].
Biocompatibility studies of the patterned hydrogels showed low toxicity to HUVECs
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and extremely high biocompatibility to fibroblasts (NHDFs). Moreover, the pattern led
to an enhanced and directed growth for both cell types. Finally, the hydrogels also
revealed a tunable biodegradation, suggesting the usage as future completely biode-
gradable scaffolds, where the material could be slowly replaced by endogenous
extracellular matrix.

29.4.3 SPION-based thrombolysis

A common cardiovascular event is the formation of thrombi, which lead to the occlusion
of blood vessels. Thrombi are biological matrices and consist of coagulated blood by the
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Figure 29.8: Viability and endothelial cell uptake of SPIONPAM and magnetic-based scaffold
endothelialization.
(A–C) Viability of HUVECs 48 h after incubation with poly(acrylic acid-co-maleic acid) (PAM)-coated
SPIONs (SPIONPAM) measured by flow cytometry. (A) Integrity of mitochondrial membrane potential
analyzed by DiIC1(5) staining. (B) Cell viability determined by Annexin V/propidium iodide staining.
(PI+) necrotic/late apoptotic cells, (AxV+, PI−) early apoptotic cells, (AxV−, PI−) viable cells. (C) Cell
cycle and DNA degradation determined by propidium iodide/tritonX analysis (PIT). The results were
normalized to untreated control cells, set to 100%. (D) Cellular SPIONPAM uptake after 48 h incubation
with HUVECsmeasured by microwave plasma atomic emission spectroscopy (MP-AES). (E, F) HUVECs
loaded with SPIONs colonize the wall of tubular scaffolds after magnetic cell seeding. (E)
Endothelialized tubes stained with crystal violet. For better visualization, the settings of the
instrument forced the cells to attach in a stripe-like pattern (left). Homogeneous endothelialization
(middle). Micrographs of the confluent cell layer (right). (F) Vascutec Gelsoft prosthesis after
endothelialization with HUVECs and 72 h incubation. Actin was stained with fluorescently labelled
phalloidin (green) and nuclei with Hoechst (red).
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formation of a protein network of fibrin and thrombocytes as well as other blood com-
ponents. The purpose of thrombus formation is to block damaged blood vessels in order
to prevent excessive blood loss on the one hand and infections on the other. However,
they can also be the cause ofmany life-threatening vascular diseases such asmyocardial
infarction, ischemic stroke, pulmonary embolism and leg vein thrombosis [79, 80].
Although the mechanisms leading to thrombosis have been well understood and better
drugs have been developed, the therapeutic effect is still disappointing. The earlier the
vascular occlusion is treated and lysis of the thrombus is initiated, the greater the
chances of success of a therapy. This process known as thrombolysis is triggered by
drugs that activate the body’s own enzyme plasminwhich is responsible for fibrinolysis.
In particular, the so-called tissue plasminogen activator (tPA) is used for this purpose.
Thrombolytics are administered either systemically via intravenous administration or, in
special cases, locally via an intra-arterial catheter. The therapeutic timewindowafter the
onset of symptoms is very narrow and is only 4.5 h in patients treatedwith tPA [81]. After
this time, the risk of multiple side effects, such as high bleeding risk due to coagulation
disorder or anticoagulation, outweighs the therapeutic benefit [82]. TPA is currently the
drug of choice for the treatment of thrombosis, but the development of novel drugs or
methods of treatment or administration is urgently needed to improve treatment effi-
ciency and reduce the side effects associated with current drugs. There are already some
drugs that areused incertain indications. These includeaspirin in combinationwithADP
P2Y12 to prevent stent thrombosis [83], and thrombin and factor Xa inhibitors to prevent
embolism [84]. However, despite itsmany side effects, tPA is still the only drug approved
by the FDA for the treatment of acute ischemic stroke [85]. Alternative treatment
methods, such as the targeted transport of therapeutics by nanosystems, are currently
under development and there are also some reports on themanufacture of such systems.
For example, there are nanoparticles containing L-arginine and L-aspartic acid to prevent
platelet aggregation [86], nanoparticles coated with aspirin via the tetra peptide Arg–
Gly–Asp–Val, which target activated platelets and reduce aspirin resistance [87],
heparin-conjugated carbon nanocapsules [88], albumin nanoparticles loadedwith a tPA
plasmid and associatedwithmicrobubbles to contribute to the prevention of thrombosis
[89], and SiO2-coatedmagnetic nanoparticles functionalized with tPA and streptokinase
[90]. In addition, the use of various thrombin inhibitors is being investigated. Hirulog, a
hirudin analogue, was bound to lipid nanoparticles and directed to the thrombus using
fibrin-binding peptides [91]. Some innovative strategies are aimed at targeting tPA to the
thrombus: Magnetic nanoparticles coated with tPA or urokinase could be directed to the
thrombus with an external magnet [92–94], a tPA transport systemwith gelatin and zinc
acetate, could be activated at the thrombus by ultrasound [95] and dextran-coated
nanoparticles coated with tPA could specifically reach the thrombus via additional
functionalization with an activated FXIIIa-sensitive protein [96].

We are developing a treatment strategy usingmagnetic nanoparticleswhichwould
allow a targeted localization at the site of occlusion, creating a very high concentration
of the thrombolytic agent on site, while the rest of the organism is only slightly
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exposed. We have produced different tPA-coated nanoparticles to investigate whether
it is possible to drawmagnetic hybridmaterials carrying thrombolytics into a thrombus
and dissolve it from the inside using static magnetic fields. Prior to that, we have
carefully characterized their physicochemical properties, biocompatibility, stability,
enzyme-activity and the migration behaviour and matrix penetration efficiency within
dense fibrinmatrices to evaluate their suitability for thrombolytic applications [36, 97].

While adsorptive binding bears the risk of premature drug release and poor repro-
ducibility, covalent binding could possibly influencedrug structure and efficacy [98].We
have therefore investigated possible covalent and non-covalent approaches for tPA
binding to SPIONs and directly compared and evaluated their advantages and disad-
vantages [36]. A clinically available tPA (Actilyse) were purified by tangential flow
filtration and coupled to polyacrylic acid-co-maleic acid coated SPIONs (SPIONPAM) by
amino-reactive activated ester reaction or by adsorption (SPIONPAM*tPA.cov and
SPIONPAM*tPA.ads, respectively). Compared to the adsorptive approach, binding effi-
ciencies after covalent binding indicated a superior tPA attachment to the particles.
Biocompatibility measurements using HUVECs did not show any differences between
tPA-free and tPA-containing SPIONs, indicating that HUVECs only respond to the total
SPION-load and were unable to differentiate between tPA-loaded or unloaded SPIONs.
The enzymatic tPA activity, measured by an chromogenic S-2288 activity assay, revealed
a much higher activity of covalently bound tPA compared to adsorptive bound tPA
(Figure 29.9(A) and (B)). Remarkably, long-time storage of SPIONPAM*tPA.cov at 4 °C led
only to aweak reduction inactivity,whereas SPIONPAM*tPA.ads lost just about all enzymatic
activity. Similar resultswere shownusing thefibrin–agarose assay,where thefibrinolytic
activity is investigated within a matrix. After 24 h, both particle systems still had the
ability to dissolve thefibrinmatrix,while after 40dof storage, SPIONPAM*tPA.ads hadnearly
completely lost their fibrinolytic activity (Figure 29.9(C)–(E)). Thus, covalent linkage
significantly improved the long-term stability and reactivity compared to simple tPA
adsorption. In conclusion, we have shown that by using an activated ester reaction,
covalent binding of tPA to SPIONs have significant advantages over tPA which is simply
bound by electrostatic adsorption.

These findings were confirmed with another SPION carrier system [97]. Different
amounts of tPAwere immobilized on carboxylated dextran nanoparticles (SPIONDex-COOH)
via adsorption or covalent binding due to a carbodiimide-mediated amide bond forma-
tion. TEM images showed a very similar core diameter of 3.7 nm for SPIONDex-COOH and
3.8 nm for SPIONDex-COOH*tPA and the hydrodynamic diameter increased from ∼166 to
∼170 nm, independent of the binding mechanism. They all were highly biocompatible,
and showed high stability and no sign of agglomeration in aqueous medium, even after
storage of the samples at 4 °C for five weeks. Superconducting quantum interference
devise (SQUID) measurements showed similar magnetization curves with a saturation
magnetization of about 391 kA/m, superparamagnetic behaviour, no remanence and no
hysteresis. Similar to the SPIONPAM*tPA system, the chromogenic S-2288 activity assay
demonstrated that covalently bound tPA on SPIONDex-COOH*tPA.cov were more active than
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adsorbed tPA on SPIONDex-COOH*tPA.ads particles. Furthermore, the efficiency of SPIONDex-

COOH*tPA.cov to dissolve plasma clots was slightly higher than with SPIONDex-COOH*tPA.ads,
however, differences in fibrinolytic activity using agarose–fibrin matrices were not
detectable. Notably, SPIONDex-COOH*tPA.cov could be attracted by an external magnet,
navigate into thrombus-mimicking gels and effectively dissolve the fibrin matrix.

In summary, we have successfully produced biocompatible magnetic drug carriers
functionalized with tPA for targeted thrombolysis under an external magnetic field. The
enhanced drug targeted thrombolysis could be an enormous advantage in a clinical
scenario in which the success of the treatment is highly dependent on a rapid effect. At
the same time, the risks of a high-dose systemic administration of blood-thinning drugs
might be reduced and the overall prognosis of the treatment greatly improved.

29.5 Conclusion and perspectives

Magnetic nanoparticles have a broad spectrum of properties that make them useful for
many medical applications and could provide therapeutic possibilities to cure a wide
range of different diseases or harmful conditions like cancer, atherosclerosis and
thrombosis. However, the type of particle synthesis is responsible for the resulting

Figure 29.9: tPA activity of functionalized SPIONs with covalent (SPIONPAM*tPA.cov) and non-covalent
(SPIONPAM*tPA.ads) tPA.
(A and B) tPA activity of functionalized SPIONsmeasuredwith the chromogenic S-2288 activity assay.
(A) tPA activity measured after 24 h. (B) tPA activity measured after 40 days. (C, D) Activity
measurement of tPA-functionalized SPIONs after 24 h and 40 days, measured with thrombus-
mimicking fibrin-containing agarose plates. (E) tPA activity calculated by the distance between the
wall of the sample holes and the edge of thefibrinolysis zones of functionalizedSPIONs after 24 h and
40 days. Figure modified from Friedrich et al. [36].
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chemical, physical and biological properties and not only determines the applicability
in biomedical applications, but often also defines the type of application. The re-
quirements for the particles are not always the same, but differ depending on whether
they are to be used for imaging, diagnosis, magnetic drug targeting, hyperthermia or
formagnetically based cell guidance. The actual synthesis of the rawparticles is not the
greatest challenge, as there are numerous physical, chemical and even biological
methods available in the literature to achieve specific shapes, sizes and magnetic
properties [1]. The greatest difficulty is to optimize and functionalize them for the
respective applications. It is necessary to transfer the hydrophobic surface into a hy-
drophilic and above all into a biocompatible surface. The main goal here is to improve
colloidal stability so that the particles do not agglomerate in the corresponding fluids,
such as cell culture medium and especially blood. There are already numerous pos-
sibilities to achieve this stabilization and new strategies are constantly being added. In
the past, fatty acids, peptides, gelatin and various polymers such as polyethylene
glycol (PEG) and poly (N-isopropylacrylamide) (NIPAAM) were used for this purpose.
The physicochemical characterization of these particles is usually straight forward.
There are many established methods for this, including dynamic light scattering (DLS)
and TEM for sizing, zeta potential for surface charge and VSM, SQUID, MPS, SANS,
SAXS etc. for magnetic particle characterization. However, a reliable and compre-
hensive biological characterization to classify the biocompatibility of the particles is
problematic. Until now, specific methods and clearly defined criteria and limits about
the toxicology of nanoparticles are missing. Due to the strong self-absorption of the
SPIONs, results obtained by absorption, luminescence or fluorescence measurements
with plate photometric methods, e.g. MTT for the measurement of viability, have to be
considered with utmost caution. Therefore, techniques based on the measurement of
single cells, e.g. flow cytometry, are preferable. In addition, this method can be used to
quickly determine a large number of relevant parameters, not only for viability and the
number of apoptotic and necrotic cells, but also for further data on the cell size and,
after appropriate standardization, the amount of internalized particles. However, even
this method is not sufficient to obtain a complete toxicological classification to justify
preclinical in vivo experiments. Therefore, further in vitro and ex vivo experiments,
including 3D models and experiments in physiological fluids such as blood, must be
performed to obtain a comprehensive classification of the biocompatibility.

In order to demonstrate the high demands and difficulties that can occur during
synthesis, characterization and use of nanoparticles, we have exemplarily reviewed
some of our recent approaches for the development of therapeutic and diagnostic
particle systems. Beside a brief description of the syntheses of the different particle
systems, we focused on the physicochemical and especially on a detailed biological
characterization, such as cellular SPION uptake, cell proliferation, toxicity and
biocompatibility and potential medical applications.

In conclusion, SPIONs can serve as a comprehensive nanotechnology platform for
nanoparticle-based drugs and contrast agents. However there is a strong need for
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general, reliable, standardized and accepted protocols for the evaluation of nanoparticle
safety toward human health to enable a fast translation of nanomedicine into clinics.
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