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“The nation that out-educates us today will out-compete us tomorrow The nation that out- educates 
us today will out-compete us tomorrow The nation that out-educates us today will out-compete us 
tomorrow The nation that out-educates us today will out-compete us tomorrow.”

President Barack Obama 
January 7, 2010

We live in an interdependent and shrinking world—a world where the speed at which we 
are growing smaller and more interconnected is accelerating. In this global context, politi-
cal boundaries—both state and national—are increasingly irrelevant to economic and social 
opportunity. Nations across the globe are taking President Obama’s admonition to heart. The 
quality and aspiration of their education systems are central to each nation’s well-being.

It was only a few decades ago that the US education system was viewed with envy. However, 
the evidence that America has lost its standing educationally is numerous. It includes the 2015 
Program International Student Assessment (PISA) results in which the United States per-
forms in the middle of the pack internationally in reading and science and near the bottom 
in mathematics.1 In addition, according to the Organization of Economic Cooperation and 
Development (OECD), whereas the United States led the world in college attainment as re-
cently as two or three decades ago, more than a dozen nations have surpassed us at this point.2

Of the many wake-up calls we might cite, one of the loudest is the performance of Shanghai, 
China. Not only did the province perform at the very top, without peer, in reading, mathematics, 
and science on both the 2009 and 2012 PISA administrations, but also the gap between their 
highest and lowest performing students was narrower than in many nations, including the 
United States. In light of PISA’s premium on applying knowledge to novel situations, Shanghai’s 
results defy the caricature of Chinese schools as bastions of rote, pedantic learning.

In short, many nations (and subnational units) are upping their educational game in pursuit 
of a bright future for their citizens. It can be argued that the United States is doing no worse 
than we were two or three decades ago, but while we have largely plateaued, many of the world’s 
nations have doubled down, invested smartly, aimed high, and are now surpassing us.

This global perspective frames the import of college and career readiness to our nation’s 
future. Increasingly, the careers that promise a livable wage are those for which solid academic 
and career preparation are necessary. The evidence for the linkage between employment, 
earnings, and academic credentials is well established.3 Further, the toll on being unprepared 
for a career that provides a livable wage includes decreased physical and psychological health 
(Zimmerman, Woolf, & Haley, 2015), increased divorce rates,4 and increased likelihood of be-
ing a criminal offender (Alliance for Excellent Education, 2013).

The value of this volume is situated in this global context. It is clear that many of the nation’s 
high school graduates are prepared—often well-prepared—for college and/or career. Roughly 
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two-thirds of graduates enroll in college, while more than 70% of those who do not enroll 
are employed.5 Of those who attend college full-time, approximately 60% achieve a four-year 
degree within six years.6 But full-time college enrollment is the exception rather than the rule 
(Complete College America, 2013).

At the same time, the evidence suggests that too many high school graduates are not ready 
to succeed in college and/or career. Using data from Massachusetts (arguably one of, if not 
the highest achieving state), more than one-third of high school graduates who enroll in the 
Commonwealth’s public campuses are placed in at least one remedial, noncredit-bearing 
course. In our two-year institutions, in which low-income and first-generation college attend-
ees disproportionately enroll, the remedial rate hovers between 60% and 70%. Nationally, fewer 
than one-in-four students who begin their postsecondary education with noncredit-bearing 
courses ever acquire a degree (Complete College America, 2012).

At a time when it is increasingly important to educate all, and not simply some, the United 
States is failing to prepare a large proportion of our students for college and careers. A growing 
segment of our school-age population includes student groups for whom our public education 
system has the worst track record: students of color, many students from non-English-speaking 
backgrounds, and students from low-income families—and who are the emerging majority of 
our school-age enrollment. We must vastly improve our success in preparing all students for 
college and career if we are to secure a promising future for our nation.

College and Career readiness through the Experience of Two Students

A few years back, when visiting one of the Commonwealth’s career/vocational/technical high 
schools, I met Sofia and Hector.7 I visit schools often. Typically, I observe classes, meet with ad-
ministrators and teachers, and hold focus groups with students. On this visit, of the dozen or so 
students I met with, Hector and Sofia made a particular impression on me. It is for their future 
that this volume on preparing students for college and careers pivots from academic to reality.

Sofia was a sophomore and Hector a junior when I met them in the spring of 2014. Both at-
tended a low-performing, urban career/vocational/technical high school. Many of the school’s 
enrollees came from low-income families, were of Latino heritage, or had been identified with 
a learning disability—with many of the students reflecting two, or all three, of these attributes. 
The school’s academic track record was abysmal, with a graduation rate of about 25%. More than 
one in five students were expelled at least once during the school year. My observations of classes 
at the school revealed low level academic aspirations and often less than competent instruction.

I had identified the school as “underperforming” in 2010 as one of the initial cohort of 
schools designated for turnaround under legislation enacted that year. Underperforming status 
requires the school district to develop and implement a turnaround plan. By 2014, with little 
improvement in academic performance, including graduation rates, the district had engaged a 
turnaround management partner to secure improved academic and vocational opportunities.

At the time of our conversation, Hector and Sofia articulated aspirations for their futures 
that required a level of education beyond the minimum necessary for graduation. Hector 
had attended the school for all three grades and was looking forward to his senior year. He 
demonstrated a level of maturity and focus that I did not find common in his age group. His 
mother had just moved back to the city after living out-of-state for more than a year. She now 
was planning to start a college program. Hector was living with the friend who had taken him 
in when his mother left. He did not mention his father.

Hector’s goal was to be accepted to college and earn a degree. He was enrolled in the 
Transportation Academy, where he focused on automotive technology. Hector planned to en-
roll in Advanced Placement (AP) courses that the school would be offering the next school 
year for the first time. He wanted to enhance his academic credentials in the eyes of college 
admissions officers.
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At the time, I had little doubt that Hector was capable of succeeding with his goal. He was 
motivated and had demonstrated the capability to persist in school, despite the apparent absence 
of the familial and peer-group norms often associated with academic success. Nonetheless, I 
had little confidence that the school had prepared him academically for success. Knowing the 
school’s educational record and having observed many academic as well as vocational classes 
at the school, I had no reason to expect that Hector was prepared to succeed in demanding ac-
ademic course work, nor was I assured that the teachers who would teach the AP courses were 
sufficiently prepared.

Sofia’s profile was decidedly different than that of Hector. While both reported disrupted 
home and family contexts, Sofia displayed little of Hector’s assuredness and focus. As a 
sophomore, Sofia was now enrolled in the third high school of her career. Her transfers re-
flected both evolving family circumstances, as well as personal and academic challenges she 
encountered in the first two high schools.

Sofia also was enrolled in the school’s Transportation Academy, where she focused on 
automotive collision repair. She came across as personable, but tentative in her responses. 
While Sofia willingly participated in our conversation, her responses to questions about her 
academic and career aspirations demonstrated limited resolve about college or career. She 
expressed a commitment to stabilizing her life, staying engaged, and leaving high school with a 
marketable trade. She chose auto collision because she did not know much about it. She hoped 
that the lack of prior knowledge would compel her to focus. Sofia exhibited little knowledge 
of the course options open to her or how academic decisions she made now would impact the 
range of possible careers she might pursue.

I came away from my conversation with Sofia deeply concerned about the prognosis for her 
future. Although I found her continued enrollment despite three high school placements in 
two years to be an encouraging sign, I also knew that mobility during high school is associated 
with reduced likelihood of persistence to graduation. The combination of the school’s mediocre 
academic record and Sofia’s faltering school trajectory left me less than optimistic that she 
would be successful in completing her high school career, let alone be well prepared for success 
after high school.

The context of an underperforming high school, with a mediocre program of instruction 
in basic academic skills (i.e., literacy and mathematics) and low graduation rates, portends 
poorly for both college and career preparedness. Nonetheless, the case of Sofia and Hector 
highlights the intersection of college and career readiness, as well as the role of academic and 
nonacademic skills and dispositions. If we are unable to prepare Sofia and Hector to succeed in 
opportunities after high school, then we not only shortchange two of our youth, but we hinder 
the future of our nation as well.

Defining and Measuring College and Career readiness

What does it mean to be ready? The first part of this volume addresses the challenge of defining 
the knowledge, skills, and attributes associated with college and career readiness, including 
the discrete as well as overlapping elements of college versus career readiness. Readiness is a 
multidimensional construct, and no single measure will capture accurately the dimensions of 
readiness.

Getting the constructs right is more than an academic exercise. I suspect that Sofia and 
Hector’s teachers and administrators had little more than conventional wisdom and intuition 
to back their strategies for designing programs that would support readiness for college and 
careers. Conventional wisdom promoted the institution of AP courses, although there was no 
evidence that the school had a plan for ensuring the requisite knowledge and experiences to 
support AP success. Intuition drove the purchase of software designed to generate potential 
college choices based on student survey responses.



Hector understood that success in AP courses would carry more weight in college admis-
sions than non-AP courses. He was interested in demonstrating his college readiness. Sofia 
understood that a high school diploma and a credential for a marketable trade would offer her 
a path to self-sufficiency.

What was lacking at Hector and Sofia’s school was a design based on a robust understand-
ing of competencies and experiences that prepare a student well for success after high school. 
Academic courses were fully uncoupled from vocational courses. The students participat-
ing in internships linked to their vocational/technical majors numbered in the single digits. 
Success in programs was largely defined by behavioral and attitudinal metrics—attendance 
and discipline. While showing up and conducting oneself maturely are dispositions valued by 
employers, these are insufficient in and of themselves to establish readiness.

As the chapters in this part illustrate, the interlocking dimensions of academic achievement, 
disposition, aptitude, and experience weave together to determine preparation for college and 
careers. Focusing on only one or two dimensions increases the likelihood of misclassification. 
Take the case of the Eton College summer 1949 science report card for a then 15-year-old boy 
who was ranked last out of 250 boys in his year group in biology:

It has been a disastrous half. His work has been far from satisfactory. His prepared stuff 
has been badly learnt, and several of his test pieces have been torn over; one of such pieces 
of prepared work scored 2 marks out of a possible 50. His other work has been equally bad, 
and several times he has been in trouble, because he will not listen, but will insist on doing 
his work in his own way. I believe he has ideas about becoming a Scientist; on his present 
showing this is quite ridiculous, if he can’t learn simple Biological facts he would have no 
chance of doing the work of a Specialist, and it would be sheer waste of time, both on his 
part, and of those who have to teach him.8

This report card belonged to the young Brit, John Gurdon. After Eton, he pursued developmen-
tal biology and studied nuclear transplantation and cloning. In 1995, the Queen of England 
knighted John Gurdon, and in 2012, he was awarded the Nobel Prize for Physiology or Medicine 
“for the discovery that mature cells can be reprogrammed to become pluripotent.” The reader 
will note that Sir John’s professor did not contribute any of the chapters in this volume.

Validating College- and Career-readiness Performance Levels and Uses

How do we know when someone is ready? This part of the book identifies some of the chal-
lenges and approaches to providing sound inferences about readiness. Different approaches 
to measuring readiness may yield discrepant inferences. Understanding the basis of a given 
measure’s claims is essential to judging its usefulness for a given decision.

While the Massachusetts Comprehensive Assessment System (MCAS) often is identified as 
best in class when compared to other state assessments, the limitations of our high school exam 
have emerged since the test was implemented. The 10th-grade English language arts, math-
ematics, and science/technology/engineering MCAS has two statutory purposes: to measure 
achievement on the 10th-grade content standards and as criteria for earning a high school 
diploma. Beginning with the Class of 2002, earning at least a “Needs Improvement” score (the 
second lowest of four performance levels) on the English/language arts and mathematics tests 
are requirements for graduation, with a science/technology/engineering MCAS exam added as 
a further requirement effective with the Class of 2010.

Results in the early years of the high school MCAS were quite low, with as few as 24% and 33% 
scoring at the “Proficient” or “Advanced” levels in mathematics and English/language arts, re-
spectively (“Needs Improvement” along with an Educational Proficiency Plan is the graduation 
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requirement). The first administration of the science/technology/engineering assessment (2008) 
resulted in a “Proficient” or higher rate of 57%. Over time, achievement on each of the high 
school exams has improved steadily. In 2015, the “Proficient” and “Advanced” rates were 91% 
in English/language arts, 79% in mathematics, and 72% in science/engineering/technology.

To be fair, the MCAS high school tests were not designed to measure readiness for college 
or careers. The “Proficient” standard signals mastery of content through the 10th grade and is 
not a claim of readiness for college-level work or for the academic expectations of employers. 
As a result, there are a large number of students who are meeting the MCAS as well as their 
district curriculum requirements who subsequently are placed into noncredit bearing, reme-
dial courses in college. From a policy perspective, the phenomena of increasing numbers of 
students performing well on the Commonwealth’s high school assessments but being unpre-
pared for academic success in higher education presents a conflicted set of signals to students, 
families, and educators. As well, more than two-thirds of Massachusetts’s employers report 
that they have difficulty finding “people with the right skills for the positions they need to fill” 
(Massachusetts Business Alliance for Education, 2014).

This disjuncture between our legacy MCAS high school performance levels and college 
and career readiness is a key reason that Massachusetts participated in the Partnership for 
the Assessment of College and Careers (PARCC) and that we are building a next-generation 
MCAS. In addition to being a graduation requirement, goals for the new assessment are to 
provide reliable information about whether students are on track for success at the next grade 
level and ultimately for success after high school, as well as to signal to educators expectations 
that reflect an aspirational program of instruction.

As Massachusetts prepares our new assessment, we are attentive to measurement issues 
such as content and predictive validity. An assessment may predict readiness for college or 
careers while not providing particularly useful information about content mastery needed to 
be well prepared. A Mathematica study comparing the power of MCAS and PARCC to predict 
college outcomes is illustrative (Nichols-Barrer, Place, Dillon, & Gill, 2015). MCAS and PARCC 
both predict college success at about the same rate, with higher scores on each associated with 
higher grade point averages in college level courses. Although the PARCC college ready per-
formance level predicts a higher level of college performance and lower levels of remediation 
in mathematics than the MCAS “Proficient” level, in English language arts the performance 
levels are similar.

The authors of the Mathematica report note, however, that predictive validity is just one 
of several considerations when selecting or designing assessments of college readiness. For 
example, the differences in content knowledge, problem-solving skills, and degree of writing 
production required by PARCC and MCAS may promote different kinds of instructional prac-
tices. It is an article of faith that successful education systems align curriculum, instruction, 
and assessment. For our assessments to complement the efforts of educators who are designing 
programs of instruction to prepare students for success after high school, it is important that 
assessments signal our aspirations for curriculum content and not simply predict performance.

Interestingly, even when focused on prediction, the strongest correlations between MCAS 
or PARCC scores and first-year college GPAs account for no more than 20% of the variance in 
GPA. The MCAS and PARCC results are similar to correlations observed when comparing SAT 
scores and first-year college grades (Nichols-Barrer et al., 2015). These analyses illustrate the 
limitations of relying on a single measure to predict college success. Success depends on many 
factors, of which academic preparation is but one. Having made this point, I anticipate that 
certifying academic readiness for college-level coursework undoubtedly is a more achievable 
goal than predicting success.

Much of the discussion about high school content and performance standards has aimed 
at identifying the level of preparation necessary to succeed in an entry-level, credit-bearing 



course. In the case of a curricular or assessment program designed to certify readiness to suc-
ceed in an entry-level course, it is critical that students understand the extent and limitations 
of the readiness claim. For example, the level of mathematics preparation necessary to succeed 
in an engineering program is likely more ambitious than the preparation needed to succeed in 
an entry-level, credit-bearing mathematics course as part of a liberal arts program. The student 
who wants to pursue an engineering program should know that the readiness certification is 
short of what he or she needs to succeed.

Improving College and Career readiness

While accurately defining and measuring the knowledge, skills, and attributes that contribute 
to college and career readiness is an evolving endeavor, providing a program of study and expe-
riences that ensure student preparation is today’s challenge. The final part of this volume offers 
insight into the holy grail of education—how we improve all students’ readiness for college and 
careers. This effort is underway in virtually every state and district in the nation and almost 
always involves a combination of better and earlier identification of students who are not on 
track to being prepared for success after high school, interventions designed to advance stu-
dents who are not on track, improved overall academic achievement, and attention to intraper-
sonal qualities and dispositions that influence readiness.

Over the past decade, Massachusetts’s four- and five-year graduation rates have risen steadily 
(from respective rates of 79.9% and 82.7% in 2005–2006 to 87.3% and 88.5% in 2014–2015) 
while dropout rates have declined (from an annual cohort rate of 3.8% in 2006–2007 to 1.9% in 
2014–2015). The improvements in both rates are the result, at least in part, of increased atten-
tion on the part of educators to students at risk of failing to persist to graduation. The increased 
attention involved a deliberate statewide initiative.

Beginning with the 2010–2011 school year, Massachusetts undertook a graduation rate ini-
tiative involving the 133 high schools with dropout rates above the statewide average (which was 
then 2.9%). Over the ensuing years, the Department of Elementary and Secondary Education 
convened the schools to identify and implement prevention, intervention, and recovery ap-
proaches. In addition, Massachusetts established three new Gateway to College National 
Network early college sites.

Beginning with the 2012–2013 school year, Massachusetts began publishing a student-level 
early warning index.9 Through analysis of historical data, the Department identified factors that 
predict student success, including assessment scores, attendance rates, course grades, and disci-
pline records. The factors are combined to produce individual student index scores that are tied to 
each of several academic milestones: 3rd-grade reading proficiency; 6th-grade reading and math-
ematics proficiency; 9th-grade course credits; and high school graduation. The index provides a 
likelihood measure of meeting each academic milestone and has become an important comple-
ment to the graduation rate initiative. The early warning index is a metric that school districts 
increasingly are employing to identify students in need of special attention and intervention.

As a result of these initiatives, student groups that historically trailed their counterparts on 
measures of educational attainment have made some of the strongest progress. For example, 
students from low-income backgrounds achieved a 15.9 percentage-point graduation rate gain 
over the past decade (from 62.3% in 2005–2006 to 78.2% in 2014–2015). African- American and 
Hispanic/Latino students have achieved respective graduation rate gains of 13.1 and 15.3 points 
since the 2005–2006 school year (through the 2014–2015 school year). Over the same period, 
White students achieved a 5.0-point gain. As with the graduation rate, the dropout rate reduc-
tion for African-American and Hispanic/Latino students exceeded the rate of improvement 
statewide.

Despite these gains, the graduation rate for African-American and Hispanic/Latino stu-
dents trails that of White students by 14.1 and 19.4 points, respectively—a staggering gap in an 
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age where a high school diploma is a minimum and likely not sufficient education credential. 
Likewise, the dropout rate for African-American students is almost three times that of White 
students (3.0% versus 1.1%). Hispanic/Latino students had a dropout rate four times that of 
White students (4.4%) in 2014–2015. The racial/ethnic gaps in attainment are more stark when 
examining gender disaggregations. On virtually every measure, male educational attainment 
trails that of female attainment for each racial/ethnic group.

Although the size of the disparities is troubling, the gap narrowing is promising. The 
Commonwealth’s success to date in improving student persistence to graduation is both an 
opportunity and a challenge. The opportunity is presented by the fact that we are succeed-
ing in engaging more and more students, particularly students of color and students from 
low- income backgrounds, and helping them secure a high school diploma. The challenge is 
to ensure that graduating students are ready to meet the expectations of higher education, em-
ployers, and citizenship. If a student graduates, but is poorly prepared for these expectations, 
then we have limited that individual’s life opportunities. To the extent that we fail to provide 
a course of study and experiences that prepare students who we historically have served least 
well and who represent an increasing proportion of our population, we are limiting our state 
and nation’s future.

Beginning with the 2016–2017 school year, Massachusetts is producing a new early warning 
index for high school students, designed to identify the likelihood of success in postsecondary 
education. The index is tied to three college success milestones: (1) enrollment in postsecond-
ary, (2) enrollment in credit-bearing courses, and (3) persistence to the second year of postsec-
ondary enrollment. This new index complements the efforts that districts are undertaking to 
achieve readiness for postsecondary success and not simply high school graduation.

Conclusion

In the past decade, the attention of policymakers and practitioners has expanded from an 
initial focus on increasing high school graduation rates to include preparation for success after 
high school. This expanded focus is propelled by heightened awareness of the efforts of other 
nations to improve their competitive standing by elevating their educational aspiration. The 
frequent misalignment between high school programs of study and success after high school 
provides a local-level reality check for this global context. As we saw, in Massachusetts, many 
of the students who have done what we have asked of them—they have passed the high school 
exit exam and met their district curriculum requirements—subsequently learn they are not 
prepared for the expectations of higher education and employers.

In this foreword, I have provided real-world contexts and applications for essential college- 
and career-readiness constructs that this volume explores: defining and measuring readi-
ness, validating readiness performance levels and their use, and improving college and career 
readiness. The insights and frameworks that are presented herein are valuable resources for 
policymakers and practitioners who are tasked with applying them to real-world circum-
stances. I have employed examples from Massachusetts as well as the experiences of two 
students to illustrate the challenges of securing preparation for success after high school.

Sofia’s immediate aspirations were to stabilize her life, stay engaged, and leave high school 
with a marketable trade. To this end, she saw her school’s automotive collision repair program 
as a value-added experience that included the possibility of earning industry certifications. 
This is a good bet on Sofia’s part, because the vocational technical high school’s automotive 
collision repair program is recognized as preparation for employment. Through internships 
during high school as well as placement services after high school, many students gain employ-
ment in their field right out of school.

At the time that I am writing this foreword, Sofia remains enrolled at the same career/
vocational/technical high school and is in her senior year. She continues to pursue automotive 



collision repair. Sofia’s academic track record is less than strong, but she remains on track 
to graduate. Hopefully, the vocational preparation she is experiencing will establish a viable 
vocational and career pathway for her.

Hector now is a high school graduate. He began working in a warehouse shipping depart-
ment three days after graduation and is not currently pursuing college. His high school failed 
to implement the AP program that then-juniors at the school were led to believe would be 
offered in their senior year. Perhaps, Hector would be employed at the warehouse and not pur-
suing college even if his high school had delivered on the AP courses. Perhaps, even if he had 
experienced a strong high school academic program, his personal circumstances would have 
dictated immediate workforce entry. His failure to secure an automotive technology career 
path is a puzzle. It is likely that his high school failed to provide a work/study placement that 
would have been an opportunity for Hector to connect with an employer in his area of study.

While the reader may dismiss Sofia and Hector’s plight as too distant from the central effort 
to define, measure, and secure college and career readiness, I would suggest that their future 
is our future. To illustrate, by 2035, the number of school-age citizens in Massachusetts is pre-
dicted to stay fairly flat, while the number of citizens age 65 and older will almost double. As 
a result, the proportion of the state’s population that is of traditional working age (ages 19–65) 
will be a smaller percentage of the total population.10 This shift in the age demographic will 
be accompanied by a shift in the racial and ethnic makeup of the school-age population, with 
increasing proportions of school-age youth comprising citizens of color and ethnic minorities. 
In other words, we will be educating greater numbers of Sofias and Hectors and will count on 
them to be prepared for postsecondary education and/or careers: for their own fulfillment, to 
ensure a robust economy for Massachusetts, as well as for the future of the nation.

While college and career readiness are multidimensional constructs, with some elements 
over which schools have limited influence, there is no doubt that the academic and experiential 
dimensions of K–12 education are strongly determinative of the opportunities that high school 
graduates are prepared to pursue. It is with this conviction as backdrop that this volume con-
tributes important understandings and insights to the pursuit of college and career readiness.

Notes
 1 https://www.oecd.org/pisa/data/
 2 https://www.oecd.org/unitedstates/CN%20-%20United%20States.pdf
 3 http://www.bls.gov/emp/ep_chart_001.htm
 4 http://www.pewresearch.org/fact-tank/2015/12/04/education-and-marriage/
 5 http://www.bls.gov/news.release/hsgec.nr0.htm
 6 https://nces.ed.gov/fastfacts/display.asp?id=40
 7 While the references are to two actual students, I have selected the names Hector and Sofia to protect 

the students’ identity.
 8 http://www.telegraph.co.uk/news/science/science-news/9594351/Sir-John-Gurdon-Nobel-Prize-

winner-was-too-stupid-for-science-at-school.html
 9 http://www.doe.mass.edu/ccr/ewi/
 10 University of Massachusetts, Donahue Institute, Population Estimates Program, 2015
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State of College and Career readiness

Though higher education costs continue to rise, the economic and societal returns on a college 
education are clear. College graduates experience lower levels of unemployment and higher 
annual wages, resulting in over $1 million more in lifetime income than high school gradu-
ates (Abel & Deitz, 2014). Regions with higher proportions of college graduates benefit from 
lower crime rates, better health, and greater civic participation (Oreopoulos & Slavanes, 2009). 
 Unfortunately, just 40% of adults ages 25–64 hold either a two-year or four-year college degree 
(Lumina Foundation, 2016).

Recent trends are not uniformly dismal. High school graduation rates are on the rise; most 
years we can take some comfort in the fact that more students are finishing high school on 
time this spring than last spring. The graduation rate has now reached 82%, an all-time high, 
and 10 percentage points higher than 20 years ago (NCES, 2016). But by just about any metric, 
the majority of these students are graduating underprepared for postsecondary opportunities. 
College readiness rates have not followed graduation rates upward. In fact, the percentage of 
students classified as college ready by the ACT and the SAT assessments has been relatively flat 
for the last five years, stuck around 25%–27% based on the ACT and 42%–44% as measured by 
the SAT (ACT, 2016; Adams, 2015). Each year, 60% of students who enroll in college are first re-
ferred to noncredit, developmental education courses (Bailey, 2009). This path is usually a dead 
end; less than 25% of students who start in developmental education successfully complete 
their degree within eight years (Attewell, Lavin, Domina, & Levey, 2006).

Colleges that emphasize retention, good standing, and completion are understandably con-
cerned about the preparedness of students walking through their gates, and they aren’t the only 
ones. Employers also cite a talent shortage, with 46% of US businesses reporting at least some 
difficulty finding adequate candidates (Manpower Group, 2016). One in five employers noted 
that applicants lack hard skills, or task-related qualifications. This skills gap can have a direct 
impact on the economy, reducing employers’ ability to meet customer needs, provide effective 
customer service, improve efficiencies, innovate, and expand (Giffi et al., 2015).

Whether for college or career, boosting postsecondary readiness rates has become a center-
piece of education reform efforts in the United States. In 2009, President Obama set a goal that 
by 2020, America would have the highest proportion of college graduates in the world. The 
Lumina Foundation’s goal is more specific: by 2025, 60% of Americans should hold postsec-
ondary degrees, certificates, or other high-quality credentials.

To meet these ambitious goals, postsecondary preparation and completion initiatives have 
emerged, spanning life stages from prekindergarten through college. For example, programs 
such as Head Start are designed to provide low-income preschool students and their parents 
with education, health and nutrition, and social services. Long-term tracking of program 
participants shows they have an increased school attainment and are more likely to attend 
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college, relative to similar peers (Ludwig & Phillips, 2008). In elementary school, smaller class 
sizes increase students’ likelihood of enrolling in and completing college. The effects are most 
dramatic for minority students and those attending poorer schools (Dynarski, Hyman, & 
Schanzenbach, 2013).

In 2010, several states came together to create and adopt a more rigorous set of college- and 
career-readiness content standards—the Common Core State Standards (National Governors 
Association Center for Best Practices and Council of Chief State School Officers, 2010). Even 
states such as Texas and virginia, which did not adopt the Common Core, issued their own set 
of CCR standards describing what students should know and be able to do at each grade level 
to be on track toward college and career readiness by the end of high school.

Following the adoption of new standards, many states and organizations redesigned their 
assessments and associated performance levels. The US Education Department funded two 
consortia of states to develop new CCR assessments—the Partnership for the Assessment of 
Readiness for College and Careers (PARCC) and the Smarter Balanced Assessment  Consortium 
(SBAC). The National Assessment Governing Board (NAGB) also began a research program 
to develop a “postsecondary preparedness” performance level on the National Assessment of 
Educational Progress (NAEP). In 2013, NAGB approved reporting on 12th grade preparedness 
for college, and the first reporting showed 39% of 12th grade students prepared in mathematics 
and 38% prepared in reading.

Assessment programs have helped identify student deficiencies, but it has often fallen to col-
leges to remediate these deficiencies. Remediation has traditionally been delivered through a 
series of developmental, noncredit-bearing courses, but a growing body of research shows this 
approach is not very effective (Bailey, Jaggars, & Scott-Clayton, 2013). In response, many states 
have legislated new developmental education policy for colleges and universities. For example, 
in 2012, Connecticut passed Public Act 12–40, which eliminated traditional developmental 
education and required colleges to offer remedial support embedded within credit-bearing 
courses. Similarly, the Florida legislature passed Senate Bill 1720 in 2013, which exempted re-
cent Florida high school graduates and active military members from assessment and place-
ment into developmental courses. Students who are not exempt are presented with options for 
developmental education, but they are not required to enroll. Moreover, all developmental edu-
cation courses offered in the state must be accelerated through specific instructional strategies 
(i.e., corequisite, modularization, compression, or contextualization).

Our Philosophy on College and Career readiness

As editors of this book, we recognize that not everyone goes to college, and not everyone wants 
to go. However, the percentage of high school students who do not attend some form of post-
secondary education by the age of 26 is extremely small—just 12% (Hull, 2014). Even among 
the 12% who do not enroll in college, two-thirds begin high school believing they will go to 
college, and over a quarter still have college aspirations at the age of 26. In addition, the share 
of US jobs available for those without postsecondary training is shrinking. By 2018, it is pro-
jected that only 37% of jobs will not require at least some postsecondary training (Carnevale, 
Smith, & Strohl, 2010). Therefore, in this book, we take a broad view of college—defining it as 
postsecondary training that leads to a degree, certificate, or other high-quality credential. This 
encompasses universities, colleges, community colleges, technical colleges, and other training 
institutions.

Furthermore, though not all students will go to college, we believe that students should be 
prepared to make that choice. In fact, most high school students do have college aspirations. 
For example, 96% of Chicago Public Schools students in 2005 hoped to earn a vocational, as-
sociate, or bachelor’s degree. Notably, 83% of the students wanted to attain a bachelor’s degree 
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or higher (Roderick et al., 2008). Students are not the only ones interested in a college degree. 
Ninety-two percent of parents believe their child will attend college (Bushaw & Lopez, 2010). 
Why? Quite simply, more job opportunities, better income, and ultimately better life outcomes.

Therefore, we advocate for educational decisions that keep college doors open for students. 
This means designing course sequences in middle school that put students on track to complete 
upper-level science and mathematics courses in high school. Students who complete more rig-
orous high school mathematics courses are more likely to earn a bachelor’s degree (Adelman, 
2006), and taking a generally more rigorous curriculum is associated with higher grades in 
high school and college and better odds of college enrollment and persistence (Wyatt, Wiley, 
Camara, & Proestler, 2011).

A second way to expand opportunity is by providing job exploration opportunities to stu-
dents early on. According to Gottfredson’s (1981) developmental theory of occupational aspi-
rations, it is during middle school—ages 9–13—when student differences in social class and 
ability become more apparent and, in turn, affect educational and career goals. For example, 
two-thirds of boys and girls are interested in science at a young age, but less than a quarter of 
physics, computer science, or engineering college graduates are women (De Welde, Laursen, & 
Thiry, 2007). Evaluating different career opportunities and their associated educational re-
quirements is important, because middle-school students who are driven by college aspirations 
are more likely to meet minimum college qualifications by high school graduation, submit 
college applications, and ultimately attend college (Deci & Ryan, 1985; Hill & Wang, 2015).

State policies that require (and fund) all students to take a college admissions exam are 
another way to keep doors open. Universal testing admissions policies have gained traction 
over the last decade and are even easier to implement with the new Every Student Succeeds 
Act (ESSA) federal legislation. States that implement a mandatory admissions testing policy 
show an increase in four-year college enrollment, particularly among minority students and 
those from poorer schools. Moreover, the additional students who enroll in college also persist 
there—at the same rate as other students with similar high school credentials (Hyman, 2016).

In sum, we argue that keeping college doors open throughout middle and high school does 
not seem to harm career prospects for students who ultimately do not begin postsecondary 
training, and it substantially improves outcomes for students who do. For example, students 
who complete Algebra II in high school are more likely to enroll, persist, and complete college. 
However, completing Algebra II has little to no effect on students who enter directly into the 
workforce (Gaertner, Kim, DesJardins, & McClarty, 2013). Thus, though not all students may 
pursue college, most students will, most students and their parents have college aspirations, 
and education systems should prepare all students for this opportunity. Students may opt out 
of college, but schools should prepare them to have that choice.

Goals of This Book

With that philosophy as a background, the goal of this book was to convene a cross- disciplinary 
group of experts to synthesize the current state of college- and career-readiness research, best 
practices in measurement and diagnostics, and leading intervention practices designed to 
prepare students for life after high school. Though college and career readiness is a common 
discourse among educators, researchers, policymakers, and the general public, that discourse 
tends to lack consistency and clarity about what college and career readiness actually means. 
Much of this book, therefore, is devoted to measurement concepts including construct defini-
tions, assessments, performance levels, score interpretations, and test uses.

Measurement, however, is but one piece of the larger college- and career-readiness theory 
of action. Assessments provide diagnoses of individual- or group-level readiness. Achieving 
bold college completion goals, however, requires moving beyond measurement and diagnosis 
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to improvement. As such, we also wanted to share research about interventions designed to 
prepare students for college and careers. We therefore adopted an inclusive approach, bringing 
together researchers from a variety of domains to address important questions for college- and 
career-readiness policy, practice, and research.

Parts and Chapter Overview

The book is divided into three parts: (1) Defining and Measuring College and Career Readiness, 
(2) Validating College- and Career-Readiness Performance Levels, and (3) Improving College and 
Career Readiness. The first part of the book contains four chapters that describe the knowledge, 
skills, and attributes associated with college and career readiness as well as how those con-
structs are measured. This part address similarities and differences between college readiness 
and career readiness, as well as the roles of academic achievement (content knowledge), non-
cognitive skills, and aptitude in preparedness and later-life success.

In Chapter 1, David Conley focuses on the definitions of college and career readiness. He be-
gins by differentiating between “college eligible” and “college ready,” with the latter requiring 
a much broader set of knowledge, skills, and attributes. Conley then outlines various college 
readiness models, describing the similarities and differences between them, before comparing 
college readiness with career readiness. Finally, he discusses the implications of a multidimen-
sional definition of readiness for the creation and use of assessments. Conley emphasizes read-
iness profiles over readiness scores, which would provide a significant shift in how readiness is 
currently reported.

In Chapter 2, William McCallum and James Pellegrino also argue for a shift—from defining 
and measuring college readiness as a set of discrete knowledge and skills to a set of enduring 
practices and ways of thinking. They derive a definition of college and career readiness from 
existing content standards, using the Common Core State Standards in mathematics as an ex-
ample. Then, they discuss the challenges that such a definition poses for traditional assessment. 
One particularly interesting challenge is the idea of measuring the robustness or durability of 
knowledge. How has a student progressed in learning, and how have mathematical concepts 
been transferred and connected over time? This calls for more than static snapshot-in-time type 
assessments and for assessment developers with a deep understanding of content connections.

Chapter 3 expands the definition of college and career readiness even further by includ-
ing noncognitive skills. Matthew Gaertner and Richard Roberts make three central claims: 
(1) including noncognitive measures alongside academic measures provides better prediction 
of future outcomes, (2) noncognitive measures provide more nuanced college-readiness di-
agnoses than cognitive measures alone, and (3) results of noncognitive assessments provide 
actionable feedback for students and educators. Gaertner and Roberts acknowledge some of the 
limitations of current noncognitive measures but provide specific recommendations for how 
measurement and use of these constructs could be improved.

The final chapter in this part, Chapter 4, addresses the role of general cognitive ability in 
college admissions and outcomes, career hiring and performance, and later-life achievement. 
Jonathan Wai, Frank Worrell, and Christopher Chabris argue that current college- and career- 
readiness discourse lacks recognition of the important role of cognitive ability, or g. They begin 
by asserting that many common academic achievement measures actually have g as an un-
derlying factor. They then demonstrate the relationship between g and important college and 
career outcomes. Wai et al. acknowledge and address some counterarguments before making 
recommendations for how to include general cognitive ability in areas such as career counsel-
ing, admissions and hiring decisions, and intervention studies.

The second part of the book includes five chapters that focus on defining and using  college- 
and career-readiness performance levels. The first two chapters describe some common 
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approaches for setting standards on college- and career-readiness assessments. The second two 
chapters focus on the use and implications of college- and career-readiness performance levels 
for institutions of higher education and for diverse student populations. The final chapter in 
this part addresses the challenges and “mixed messages” that arise from the widespread adop-
tion of many different college-readiness measures and performance levels.

In the first chapter in this part, Chapter 5, Katie Larsen McClarty, Susan Cooper Loomis, 
and Mary Pitoniak describe a standard-setting approach that combines empirical evidence 
with judgments from subject matter experts. They describe the steps of the approach—defining 
outcomes, gathering evidence, synthesizing results, conducting the standard setting event, and 
reporting and monitoring—using real examples. The chapter places particular emphasis on the 
decisions needed by practitioners and policymakers in order for the approach to be effective.

Building on the theme of evidence-based standard setting, in Chapter 6, Wayne Camara, Jeff 
Allen, and Joann Moore detail an empirical process for setting college- and career- readiness 
performance standards and for linking those standards down through lower grade levels. 
 Using examples from ACT and ACT Aspire, the authors describe how college-readiness levels 
are set on admissions tests, as well as how additional performance levels and performance level 
descriptors can be set in order to use admissions tests at the state level for accountability or 
other purposes. The final part of the chapter outlines different empirical approaches that can 
be used to vertically articulate standards at lower grade levels, allowing for “on track to college 
 readiness” performance level interpretations.

In Chapter 7, Elisabeth Barnett and vikash Reddy explore the use of college-readiness as-
sessments in college placement decisions. They describe the historical underpinnings of place-
ment testing, along with the limitations and consequences of inaccurate placement. Barnett 
and Reddy present a framework for changing placement assessments, including alternative 
measures, multiple measures, and broader conceptualizations of placement. They describe 
 specific examples of each and integrate changes in placement policies with other key higher 
education issues, such as developmental education reform and technology advances.

In Chapter 8, Rebecca Zwick tackles the issue of fairness in college- and career-readiness 
assessments. Although Zwick acknowledges the promise of college- and career-readiness as-
sessments for providing useful information for students, parents, and educators, she high-
lights several areas for careful consideration. As echoed by other authors in the book, single 
point-in-time measures focused solely on academic achievement may have limited predic-
tive power. However, measures designed to increase prediction such as race or income may 
 unintentionally perpetuate disadvantage. Moreover, “not ready” designations may actually 
precipitate  declines in achievement instead of improvements. Rather than spurring students 
and educators to  provide more intensive interventions, “not ready” designations can become 
self- fulfilling prophecies, discouraging effort rather than inspiring it.

The last chapter in this part, Chapter 9, addresses the challenges and “mixed messages” that 
arise from the widespread adoption of many different college-readiness measures and per-
formance levels (e.g., college admissions tests, national tests, state-level tests). Krista Mattern 
and Matthew Gaertner outline several dimensions on which college- and career-readiness as-
sessments may differ, leading to different interpretations of resulting test scores. They place 
particular emphasis on the consequences of having multiple college- and career-readiness as-
sessments that provide inconsistent results and whether the current assessment trends are any 
better than historical ones.

The final part of the book includes four chapters focused on both general and specific strategies 
to improve college and career readiness. Whereas the first two parts focused on more traditional 
measurement issues, the third part expands and discusses leading practices for boosting readi-
ness. Each chapter in this part includes an overview of best practices in interventions in the gen-
eral topic area as well as descriptions and research evidence for a specific intervention approach.
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Chapter 10 describes the importance of intervening early in supporting college and career 
readiness. Chrissy Tillery and Brent Duckor detail best practices in early intervention and in-
troduce the federally funded GEAR UP model specifically. They explain the goals and compo-
nents of the GEAR UP program before illustrating the effectiveness of the GEAR UP program 
overall and for each of the specific components. Tillery and Duckor conclude by describing 
issues that make college- and career-readiness program evaluation research challenging, not 
only for GEAR UP but also for all early intervention programs.

Chapter 11 covers academic interventions, with a specific focus on best practices in devel-
oping mathematics pathways between high school and college. Francesca Fraga Leahy and 
 Carolyn Landel illustrate why structured, intentional mathematics pathways are superior to a 
series of discrete mathematics courses designed in isolation. Taking specific examples from the 
Dana Center Mathways Project, Leahy and Landel describe how mathematics pathways help 
address the traditional mathematics challenges of misalignment, ineffective remedial educa-
tion structures, and outdated curricular and pedagogical strategies.

Chapter 12 turns to nonacademic psychosocial interventions. Kathryn Kroeper and Mary 
Murphy address both individual and contextual factors that can create barriers to college 
and career readiness. They detail research-based intervention strategies, describing how to 
 implement them and why they work. Interventions covered in this chapter include growth 
mindset, social belonging, and utility value. Kroeper and Murphy explain how social psycho-
logical interventions boost psychological strength, which, in turn, impacts academic achieve-
ment outcomes and college and career readiness.

In the final chapter of the improving college- and career-readiness part, Chapter 13,  Margaret 
Heritage illustrates how changes in formative classroom assessment can enable students to take 
more control of their learning outcomes and better prepare for college and careers. She argues 
that the assessment relationship must change from a vertical one—where teachers assess stu-
dents and students only receive scores—to a horizontal one, where students receive feedback 
from teachers, peers, and their own self-assessment and then use that information to actively 
plan their own learning. Only students who are able to take feedback from a variety of sources, 
synthesize the information, and act accordingly will truly be prepared for college and careers.

This book spans a wide range of topics, so we use the conclusion to draw out common themes 
from each part. Furthermore, just as each individual chapter concluded with a part on implica-
tions for policy, practice, and research, we use the closing chapter to highlight what we believe 
are lessons learned and some of the most fruitful areas for additional exploration. It is our hope 
that this book is useful to a broad audience of researchers, practitioners, policymakers, and 
anyone interested in measuring and improving educational outcomes.
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This chapter explores the idea that students need to be ready, not just eligible, to enter post-
secondary education. For students to become truly ready, they need to develop knowledge and 
skills in many more areas than just reading and mathematics. Simply attending college in some 
form is no longer sufficient. Once they enter a postsecondary program, students must be highly 
likely to succeed in their chosen degree or certificate program.

Numerous existing readiness standards paint a more complex picture of what it takes to 
succeed in postsecondary education and be ready for the workplace. They demonstrate that 
readiness consists of many more factors than reading and math skills, among them the ability 
to be an adaptive learner with knowledge and skills that transcend core academic content. 
Students who are competent in the full range of readiness factors improve their likelihood of 
postsecondary success and are better equipped to meet the demands of a dynamically chang-
ing economy and society.

The “Eligibility” Model

Historically and currently, students have had to be eligible to be admitted to college much more 
than ready to succeed in college. To be eligible, students complete courses with titles approved 
by colleges and achieve grades deemed sufficient by admissions offices, take standardized tests, 
and, in the case of selective colleges, provide a potpourri of additional information (Clinedinst, 
Koranteng, & Nicola, 2015).

Although elite colleges have long considered information from a much wider range of 
sources, most college-going students need only take the proper classes, earn decent grades, 
and perform reasonably well on an admissions test. A letter of recommendation and a tran-
script that indicates participation in extracurricular activities may also enhance chances 
of being admitted. However, admission to most postsecondary institutions is a somewhat 
mechanical process for most students. In fact, 53% of US postsecondary institutions take 
all applicants, and an additional 18% admit 75% or more of applicants (National Center for 
Education Statistics, 2014).

This method worked well when the basic purpose of admission requirements was to sort 
students into “college material” and “not college material.” But, as a college education has be-
come something that is needed for success in an ever-increasing number of careers, equity 
concerns become a higher priority. Making judgments based on course titles, particularly ad-
vanced courses, overlooks the fact that many students do not have access to all the necessary 
or desirable preparatory courses. Students are often allowed to create plans of study that will 
not meet eligibility requirements, or they receive little help or support when they struggle in a 
college-prep program. Students who get off track are then enrolled in less challenging courses, 
thereby ending any hope of becoming eligible for college.

Many of those who do achieve eligibility still demonstrate gaps and shortfalls. Estimates of the 
proportion of regularly admitted students placing into remedial, or developmental, English and 
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math classes range from 20% to well over 50% (Attewell, Lavin, Domina, & Levey, 2006; Bailey, 
Jeong, & Cho, 2010; Sparks & Malkus, 2013). At the same time, large percentages of students ac-
cepted as fully eligible and not subject to remediation nevertheless do not complete the first year 
of college (Bettinger & Long, 2009). Sixty percent end up switching institutions  (Adelman, 2006); 
about 80% change majors at least once (Ramos, 2013). First-year college grade point averages (GPAs) 
drop from .31 to .84 of a point below high school GPAs in core subjects (Allen & Radunzel, 2016).

Several developments over the past 30 years have made the eligibility model largely obsolete. 
Most important is the dramatic upskilling of the US economy (Carnevale, 1992). Low-skill jobs 
are being replaced by career pathways that require higher entry-level skills combined with the 
ability to add new skills and be adaptable throughout a career (Carnevale, Strohl, & Gulish, 
2015). These new jobs expect workers to think more independently and deeply, and even to 
change the nature of the work they do (Pellegrino & Hilton, 2012).

Upskilling has been accompanied by the elimination of entire occupations and career path-
ways, which creates employment instability that results in workers not being able to remain 
with one employer for an entire career. Technological upheaval transforms workplaces and 
expectations for workers’ skills overnight. One result is decreasing opportunity and mobility 
for lower skill workers (Carnevale, Jayasundera, & Cheah, 2012).

This trend will only increase as automation continues reshaping the workplace (Chui, 
 Manyika, & Miremadi, 2016). It is estimated that jobs paying $20 per hour and less have 
an 83% chance of being automated, while jobs paying between $20 and $40 per hour face a 
31% chance of being automated (Frey & Osborne, 2013). In sum, the new economy rewards 
individuals who are knowledgeable, skilled, educable, flexible, and adaptive. In almost every 
case, meeting these criteria will require education beyond high school.

From Eligibility to readiness

Traditional eligibility models can incorporate a wide range of factors (Rigol, 2003). They are 
not as clear on what it takes to be ready to succeed in postsecondary education and the work-
place. The following section introduces a number of readiness models. They have many im-
portant commonalities, which are discussed here.

First, they all are composed of elements that are actionable. In other words, essentially all 
students can develop the necessary skills or behaviors. This means that some variables that 
are important in predictive models but not actionable are not incorporated, primary among 
them parental income and parent education level. While these are known to be among the 
most important factors in predicting postsecondary success, they are also among the least 
malleable. A readiness approach emphasizes developing the skills, knowledge, attitudes, 
characteristics, and capabilities that can benefit all students. Most of these also help coun-
teract the effects of more limited educational and economic opportunities.

Second, they require information from multiple sources, including performance in other subject 
areas, attitudes toward learning content, thinking skills and strategies, mastery of key learning 
techniques, mindset and motivation, and ability to make a successful transition from high school 
to a postsecondary environment. Additionally, all of this information needs to be examined with 
an eye toward longitudinal trends rather than point-in-time judgments such as cut scores.

And while many colleges already consider an array of information, few, if any, have devised 
a system that communicates to students before the fact what is necessary to be ready to succeed 
at their institution. And while many use an index composed of an admission test score and 
high school grade point average, many others rely on some version of a “black box” model for 
admissions: a lot of information goes in and a decision comes out, without much clarity on how 
the decision was made (Rangappa, 2013).

A third characteristic of the eligibility model, perhaps more of an unfortunate side ef-
fect, is that students may not learn much about themselves as they seek to meet eligibility 



The New Complexity of Readiness 13

requirements. Admissions to a subset of colleges has become increasingly competitive 
(Jackson, 2015), which can have the paradoxical effect of deterring students from exploring 
who they are and why they want to keep learning beyond high school. Over a third of stu-
dents change colleges, and nearly half change more than once. About half of transfers occur 
during the first two years (Shapiro, Dundar, Wakhungu, Yuan, & Harrell, 2015). Students 
transfer for a variety of  reasons, but poor fit is one important cause. Students who know 
more about themselves and why they go on to postsecondary education will make better 
choices, which benefits both  students and the institutions they attend.

Fourth, the eligibility approach, with its myriad deadlines and varying requirements, ex-
cludes many students from less privileged backgrounds, because they, for example, scored 
poorly on an admissions test because they didn’t fully appreciate its importance. The infor-
mation from a more comprehensive readiness model could give more students from disadvan-
taged backgrounds an opportunity to demonstrate their drive, depth of knowledge in a subject 
area that may not be tested by admissions exams, and other personal characteristics that make 
them strong candidates to succeed and to bring something unique to campus. Many smaller 
liberal arts schools have focused specifically on students from underrepresented racial groups 
and low-income backgrounds and have developed admissions procedures that emphasize po-
tential to succeed as much as performance in math and English (Smith-Barrow, 2015).

A postsecondary institution that implements a readiness approach would first need to adopt 
an explicit readiness model and then boost its capacity to collect and analyze information that 
captured student strengths in all areas of that framework. Doing so is not necessarily easy or 
cheap, but the potential payoff is in students who are more likely to succeed. This can result in 
reduced remediation rates, increased retention, and reduced time to completion.

Models of College and Career readiness

Getting a handle on the complexity of college and career readiness requires a conceptual model 
that incorporates the full range of variables that contribute to readiness. Many models have 
been developed. They agree in a number of important ways about what constitutes readiness 
but also contain their own unique elements. The following sections provide an overview of 
six readiness frameworks immediately followed by a summary of similarities and differences 
across the frameworks, which in turn frames a consideration of essential differences and simi-
larities between college and career readiness. This is followed by recommendations for how to 
measure college and career readiness and future research priorities.

Standards for Success and the Four Keys to College and Career Readiness

One of the first set of standards to address readiness for college is Standards for Success  (Conley, 
2003a). These standards were derived from an analysis of entry-level course content and in-
structor priorities at top US universities. They are distinctive for their inclusion of a narrative 
description in each subject area that paints a comprehensive picture of a well-prepared learner. 
The Four Keys to college- and career-readiness model is derived from Standards for Success, 
additional empirical analysis of the content of entry-level college courses at a wide range of in-
stitution types, and 38 high schools that did a better than expected job of getting a wide range 
of students ready to succeed in college (Conley, 2003b, 2010; Conley et al., 2009). The model has 
42 components grouped into four “keys.”

•	 Key cognitive strategies. The thinking skills students need to learn material at a deeper level 
and to make connections among subjects.

•	 Key content knowledge. The big ideas and organizing concepts of the academic disciplines 
that help organize all the detailed information and nomenclature that constitute the subject 
area, along with the attitudes students have toward learning content in each subject area.
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•	 Key learning skills and techniques. The student ownership of learning that connects mo-
tivation, goal setting, self-regulation, metacognition, and persistence combined with spe-
cific techniques such as study skills, note taking, and technology capabilities.

•	 Key transition knowledge and skills. The aspiration to attend college, the ability to choose 
the right college and to apply and secure necessary resources, an understanding of the ex-
pectations and norms of postsecondary education, and the capacity to advocate for oneself 
in a complex institutional context.

Noncognitive Factors and Context

The University of Chicago Consortium on Chicago School Research offers its own model with 
many similarities to the Four Keys and one notable difference (Nagaoka et al., 2013). Its model 
concentrates exclusively on what their researchers call noncognitive skills. The key elements 
are academic behaviors, those associated with being a good student; academic perseverance, 
the ability to remain focused and engaged in the face of distractions, setbacks, and obstacles; 
learning strategies necessary to comprehend and retain academic content; and academic mind-
sets that motivate students to stay engaged and give their best effort, including the belief that 
ability is not fixed and can be influenced by effort. This model also includes social skills such as 
cooperation, assertiveness, responsibility, and empathy that are not found in many other read-
iness models, in part because of their close linkage to personality models, which suggest that 
at least some of these skills may not be as amenable to significant change as are other factors.

ACT’s Beyond Academics Framework

ACT has created its own “holistic” framework outlining what it takes to be ready to succeed 
in college (Camara, O’Connor, Mattern, & Hanson, 2015). It is based on research conducted 
by ACT over the past 50 years and shares many features with the Four Keys. Its four com-
ponents are:

•	 Core academic skills, the domain-specific knowledge and skills necessary to perform es-
sential tasks in the core academic content areas of English language arts, mathematics, 
and science.

•	 Cross-cutting capabilities, the general knowledge and skills necessary to perform essential 
tasks across academic content areas. This includes technology and information literacy, 
collaborative problem solving, thinking and metacognition, and studying and learning.

•	 Behavioral skills, interpersonal, self-regulatory, and task-related behaviors important for 
adaptation to and successful performance in education and workplace settings.

•	 Education and career navigation skills, the personal characteristics, processes, and knowl-
edge that influence individuals as they navigate their educational and career paths (e.g., make 
 informed decisions and develop achievable plans).

The Hewlett Foundation Deeper Learning Model and  
the National Research Council Deeper Learning Framework

The Hewlett Foundation’s deeper learning model reflects the skills students need to succeed 
in postsecondary education and the workplace, and a conceptual model for deeper learning 
is presented in the National Research Council (NRC) report Education for Life and Work 
(Pellegrino & Hilton, 2012). Deeper learning emphasizes understanding of the fundamental 
concepts and principles of a subject area and their relationship to one another, not just the ac-
quisition of isolated bits of factual information. The three-domain model includes:
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•	 The cognitive domain: cognitive processes and strategies, knowledge, and creativity. 
 Examples of competencies in this domain are critical thinking, information literacy, rea-
soning and argumentation, and innovation.

•	 The intrapersonal domain: intellectual openness, work ethic and conscientiousness, and 
positive core self-evaluation. Competencies include flexibility, initiative, appreciation for 
diversity, and metacognition, which is the ability to reflect on one’s own learning and 
make adjustments accordingly.

•	 The interpersonal domain: teamwork, collaboration, and leadership. Examples are com-
munication, responsibility, and conflict resolution.

Work-Ready Standards

The National Association of State Directors of Career Technical Education Consortium 
 (NASDCTEc)1 (2013) standards instead focus on the world of work. The Common Career 
 Technical Core (CCTC) standards in 16 career pathways are designed for states to adopt. 
 Examples of career pathways include architecture and construction, natural resources systems, 
and performing arts. In addition to the pathway-specific standards, the CCTC contains 12 state-
ments of career ready practices that apply to all pathways. Examples of career ready practices 
include communicating clearly, effectively, and with reason; considering the environmental, 
social, and economic impacts of decisions; and employing valid and reliable research strategies.

These career ready practices paint a picture that is much different than basic employment 
skills; many have clear applications in academic as well as career settings.

The Common Core State Standards

Finally, the Common Core State Standards (Council of Chief State School Officers & National 
Governors Association, 2010) explicitly target college and career readiness as their goal. The 
grade 6–12 English Language Arts standards in reading, writing, speaking and listening, and 
language outline the skills necessary for college and career readiness. The mathematics stan-
dards at the high school level are organized by course and are less explicit about what consti-
tutes readiness for college and careers. However, the Standards for Mathematical Practices 
enumerate eight areas that cut across courses and align well with the mathematical thinking 
skills college instructors identify as important.

Other College- and Career-Readiness Standards

Others have developed college- and career-readiness standards as well, including Achieve 
(American Diploma Project, 2004), whose standards were developed with input from the busi-
ness community, ACT (2011), and the College Board (2006). Many states have gone on to de-
velop their own versions of college and career readiness that are variations on one or more of 
the models presented here and include additional elements deemed important by states, such 
as citizenship readiness (College & Career Readiness & Success Center, 2014).

Key Commonalities and Differences across Frameworks

Reviewing these examples leads to several observations. First, the content knowledge for col-
lege and career readiness has a high degree of overlap across frameworks that include content 
specification, particularly in English and mathematics. What varies is the degree of specificity. 
Some remain at a higher level of conceptualization, such as Standards for Success and the 
 Hewlett deeper learning framework, while others are more fine-grained.
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Several—for example, the Chicago Consortium on School Research and Standards for 
Success—describe how students should think and the kinds of understandings they should 
develop, while others, most notably the Common Core State Standards, combine specific 
knowledge and skills with larger concepts that frame content knowledge. Clearly, some, such 
as the Hewlett deeper learning areas, were designed more as vision statements than content 
frameworks, while others—for example, the College Board standards—are more detailed and 
specific by grade level. Most combine elements of both content knowledge and nonacademic 
skills and behaviors, acknowledging that college and career readiness requires content knowl-
edge and effective learning skills.

The frameworks presented here demonstrate reasonably high agreement on what constitutes 
readiness in content knowledge as well as for habits of mind and learning skills. It is possible to 
identify some common themes that emphasize student self- management, learning strategies such 
as problem solving, and social skills. Transition knowledge is only addressed in the Four Keys, 
although lack of skill in applying to college, garnering financial aid, and adjusting to the culture 
of college is a major factor in the postsecondary transition.

Finally, the balance between college ready and career ready for most of the models is tilted 
toward college over career. This should not be surprising, given that it is easier to define the 
content knowledge needed to be ready for entry-level college courses than it is to specify what 
it takes to succeed in a wide range of career pathways. The balance, however, is beginning to 
shift in the direction of greater emphasis on career readiness.

College ready, Career ready: Same or Different?

The tension between college ready and career ready is a consistent and recurring theme when the 
models are stacked up against one another. The initial effort to create college-readiness standards 
almost immediately spawned the question: what about students who aren’t going on to a bachelor’s 
degree? The implications of “career ready” are rarely unpacked; the important distinction here is 
between being prepared for an occupation versus a career. Many use the term “career ready” to 
mean both interchangeably, which is a serious error. The difference is critically important.

The conceptual model of career readiness I have developed consists of three levels. The first 
level is generic work readiness, which consists of the basic behaviors required to get and hold 
a job. These include being able to complete an application, interview successfully, show up on 
time, follow directions, not abuse substances on (and sometimes off) the job, get along with co-
workers, and meet job responsibilities and customer needs. Unfortunately, a high proportion of 
entry-level applicants fail to meet these basic standards. Over 40% of respondents to a national 
survey of employers rated the overall preparation of applicants with a high school diploma as 
“deficient” for entry-level positions. More specifically, 70% of employers find entry-level appli-
cants’ professionalism and work ethic deficient (Casner-Lotto & Barrington, 2006).

The next level of employment readiness is occupation-specific training. Each job has unique 
training associated with it, which may involve operating a cash register, following a delivery 
route, or understanding company goals. While job-specific requirements do vary considerably, 
all require the ability to follow directions, understand organizational mission, and master spe-
cific skills, which may be very detailed. Once again, many workforce entrants are unable to 
adapt; they do not last long because they cannot listen and follow directions well, cannot adopt a 
customer-service mentality, or cannot work well on a team (Casner-Lotto & Barrington, 2006).

Finally, the third level—the one that requires formal education beyond high school—is 
 career ready. The career ready worker must master the two previous levels and content knowl-
edge specific to the career pathway. Being career ready entails mastering the knowledge and 
skills relevant to one’s career cluster. Career readiness also includes learning about the values, 
norms, and functions of that cluster. Most important, being career ready means being able to 
continue to acquire new knowledge and skills throughout one’s career.
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Being college ready also requires the skills in levels 1 and 2. At level 3, college and career 
readiness begin to diverge. Those directly entering a career cluster acquire more job-specific 
knowledge. Someone pursuing a bachelor’s degree tends to be prepared more broadly and with 
a greater emphasis on developing learning skills and cognitive strategies. This prepares bacca-
laureate seekers differentially for careers, less well for a specific entry-level job but often better 
for lifelong learning and career advancement (Carnevale, Rose, & Cheah, 2011).

Educators and policymakers alike often equate vocational training with career readiness. 
The problem is that vocational training can neglect broader academic skill development.2 
 Getting all students to the level where they have acquired content knowledge and thinking 
skills sufficient to pursue a career, not just get a job, requires challenging curriculum that de-
velops cognitive strategies and learning skills. Such curriculum works best when students are 
applying key content knowledge in context to solve real-world problems. This is the point at 
which college and career readiness can truly converge.

Measuring and reporting readiness

The term that is often used to describe a more comprehensive approach to gathering infor-
mation on readiness is “multiple measures.” While this term might trip nicely off the tongue, 
putting such a system in place can be devilishly complex. The act of linking performance mea-
sures, so that the whole is greater than the sum of the parts, requires data systems capable 
of capturing a wide range of information, including test scores, grades, student self-reports, 
and other performance information, and then interpreting all of this in relation to a readiness 
model or framework of the type presented earlier in the chapter.

Achievement tests in reading and mathematics are not enough. New forms of information 
are necessary that illustrate students’ learning skills and techniques, their motivation and goal 
orientation, help-seeking capabilities, and their general understanding of how to succeed in 
 college. Some of this can be inferred from academic performance (e.g., time management from 
proportion of assignments turned in on time). Other insights come from triangulating stu-
dent self- reported information against tests and other external measures (e.g., motivation and 
engagement as a potential explanation for test scores). Finally, many learning skills can be 
observed reliably by teachers (e.g., ability to memorize material or technology skill mastery).

The readiness Profile

Results need to be organized as an integrated profile rather than a series of isolated, disconnected 
numbers and ratings. The profile needs to be accessible to and actionable by students. More action- 
oriented and comprehensive portraits of student college readiness can be used by postsecondary 
institutions to pinpoint the skills and knowledge students have yet to develop (Conley, 2014). This 
more comprehensive approach contrasts with placement tests that yield generic information lim-
ited to reading and math skills and provide no insight into motivation or learning skills.

The goal of the profile is to determine the match between student knowledge and skill and 
their aspirations, goals, and areas of interest. The profile approach helps students learn more 
about themselves, which enables them to make decisions about the match between their profile 
results, their aspirations, and the requirements of postsecondary study.

At the same time, richer data provide educational institutions greater insight into the match 
between student preparation and the resources available to support them. The profile approach 
also highlights the degree to which students know what they want to get out of college and how 
well they understand what they must do to achieve their goals. Knowing this can help create 
or improve programs and strategies to get students more focused about what they want to 
 accomplish in college.
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What about students who are not ready in one or more academic subjects, such as mathemat-
ics? Should they be denied entry to college or to their chosen major? Should they be routed into 
the developmental track? What about students at less selective institutions? Do these  students 
need and can they use this information?

If high schools provided comprehensive readiness profiles to postsecondary education for all 
entering students, it would be possible to tailor remediation or support much more to student 
needs and capabilities. This is particularly true if students know their college goals. Rather 
than generic math and English courses, students could learn the specific content and skills they 
need to increase their chances of success. Rather than waiting until they have problems in key 
areas such as time management, they could be enrolled proactively in workshops that teach 
these skills immediately upon matriculation. Rather than drifting along for the first semester, 
they could connect with an academic advisor before enrolling, and the advisor could use the 
profile to help students make wise course choices.

New Instruments and Student Success Courses

Using more information to inform student success is newer to open enrollment institutions 
than it is to more selective colleges and universities. Still, new instruments that give students 
greater insight into their readiness—such as the PAR framework, Engage, SuccessNavigator, 
and the Conley Readiness Index—are beginning to be employed by general-enrollment in-
stitutions to help enhance student success. Moreover, many colleges have instituted student 
success courses or first-year experience programs. Essex County College in Newark, NJ of-
fers a required course for all entering students emphasizing self-assessment, self-management, 
and the development of life skills, goal-directed behavior, and effective study habits. Lone Star 
 Community College in Texas will require all students to take a student success course as a part 
of the Best Start program, an important component of its accreditation process.

The goal of a student success course is to maximize student performance and retention in 
the first year. These programs would be more powerful with additional information gathered 
during high school and upon admission, and they would be less necessary if more students 
entered with greater awareness of where they stood on the readiness continuum. However, they 
are an important supplement to the admissions and placement process, which can overlook of 
students’ true needs, interests, and capabilities.

Making Better Decisions

Ultimately, an explicit model of college and career readiness should identify student strengths 
and match students with the right programs and resources. The most fundamental goal is to 
empower students to take more ownership over their learning. The current eligibility-based ad-
mission system disempowers students because it tells them so little. Neither does it encourage 
them to decide where their interests and passions lie.

None of this is intended to force students to choose an occupation, career, or college major 
prematurely. Students in the US are fortunate because they can change their minds frequently; 
no dream is to be discouraged and no career is to be put off limits. Instead, students should be 
encouraged to determine what is possible, what is engaging, and what deserves a significant 
amount of their energy.

This will require a change in the secondary schooling. Instead of marching students through 
a course sequence that was established largely in the 1890s and focuses on isolated academic 
subjects, a profile demands learning experiences where students apply knowledge to real prob-
lems in a field of study. Assignments need to be more interdisciplinary and to afford students 
more opportunities to consider how they like to learn and work. They need to span the gulf 
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between school and the world outside of school. They need to connect students with mentors 
who can help them consider their options. They need to allow students to sample different ca-
reer options and work styles. In short, they need to tap the natural desire young people have to 
find out how they fit in to the world.

Implications for Policy, Practice, and research

Research Priorities

Research should begin with fuller validation of existing readiness models by using longitudinal 
data to ascertain which elements of which models explain readiness in which situations and 
settings and for which types of student. This research would help identify which patterns of 
prerequisite skills are associated with success in which majors or programs, benefitting both 
students and colleges.

As noted previously, readiness models overlap in important ways but also contain unique 
elements. A first step would be to create a true taxonomy of college and career readiness. Work 
on such a taxonomy is ongoing (Mission Measurement, 2017). Figuring out what constitutes 
the “best” model would require considering predictive power, content validity, comprehensive-
ness, and confirmation via expert judgment. In the end, a consensus model may end up being 
a synthesis of existing models.

It will also be important to ascertain if readiness produces a more or less equitable result 
than an eligibility system. Does making readiness factors more explicit simply benefit those 
who already glean the privileged knowledge needed to access college, or does focusing on 
readiness result in more students from underrepresented groups preparing for, going on to, 
and succeeding in postsecondary education? Similarly, are profiles used to empower learners 
and increase success or to create a new set of exclusionary barriers for all but the most highly 
qualified?

Interestingly, few, if any, studies of readiness have been conducted. Most studies have used 
course transcript titles as proxies for course content and quality and then compared grades 
in high school and entry-level college courses (Adelman, 1999). A research agenda organized 
around readiness would take into account the research on the content and skill requirements of 
entry-level postsecondary courses. Such an agenda could conceivably suggest changes at both 
the high school and college levels to improve alignment and boost student success.

Implications for Policy and Practice

The issues raised in this chapter suggest several implications for policy and practice. One step 
that needs to be taken is to resolve the relationship between college and career readiness. Doing 
so could help K–12 schools prepare all students for life success without sorting students into 
“college bound” and “noncollege bound.” Clarifying the similarities and differences between 
college and career readiness will also let colleges and employers make better decisions about 
readiness.

Researchers, policymakers, and practitioners also need to clarify what career readiness 
means. Career readiness currently suffers from a definitional problem. Any of a plethora of 
programs and approaches, old and new, are now labeled “career technical education.” Until the 
field is prepared to consider what it really takes to be ready to progress through a career path-
way, it will be impossible to reconcile college and career readiness. The overlap between the two 
entails, at the least, foundational content knowledge, cognitive strategies, and learning skills. 
College and career readiness are not the same, but neither are they entirely separate. Agreeing 
upon the nature of the overlap will support the next area where action is recommended.
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Schools need to allow students to explore interests while not being forced to choose a future. 
Policies that give students credit for a wider range of learning experiences is one way to move 
in this direction. Another is to integrate more application-oriented activities into  traditional 
academic courses, such as research assignments that require investigating a career field or 
learning how an expert in a particular area thinks. It will be important to determine how 
many young people end up knowing what they want to become and how many need the space 
to change direction multiple times. Today’s secondary schools are not great at nurturing indi-
vidual  interests and goals; this must change if school is to remain relevant.

Finally, transcripts need to be reconceived to accommodate more diverse information and 
communicate that information to end users. Right now, college applicants are asked to accu-
mulate information about themselves. Instead, transcript information should be organized for 
students in e-profiles built around a college- and career-readiness model that contain both 
high-stakes and low-stakes information, and that provide an estimate of readiness relative to 
aspirations. Profiles could then be used to help match students with postsecondary opportu-
nities at an appropriate challenge level and likelihood of success. Just as important, students 
could be connected to support services tailored more to their needs.

This chapter’s vision assumes that policymakers and educators accept the proposition that 
all students need to continue beyond high school in some form and that students can deter-
mine the postsecondary program best matched to their needs and goals. They need more infor-
mation about readiness and themselves to do so.

The amount of change required to prepare the vast majority of students for post-high 
school learning is substantial. While many schools have adopted the rhetoric of “all students 
college and career ready,” few have yet taken many of the steps necessary to make this more 
than a catch phrase. College-going rates continue to increase while first-year college success 
remains relatively flat (National Center for Education Statistics, 2016). Enabling more stu-
dents to succeed in postsecondary education will require schools to adopt an explicit college- 
readiness model, develop the wide range of skills beyond content knowledge necessary for 
college and career success, and generate more information on readiness. Few incentives exist 
currently for high schools or colleges to take these steps. It will be up to policymakers in 
partnership with educators and employers to create the incentives and supports that will 
motivate and sustain the system-level change necessary for all students to become college 
and career ready.

Notes
 1 Now known as Advance CTE.
 2 High quality career technical education (CTE) programs integrate academics, cognitive strategy de-

velopment, and occupational training. However, many programs that are labeled CTE should more 
accurately be described as vocational-technical training, because they do not achieve the integration 
that characterizes high quality CTE programs.
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What Is College and Career readiness?

Complaints about the preparation of high school graduates probably date back to the invention 
of high schools, but a good starting point for the modern era might be the 1983 report A Nation 
at Risk, which complained that, among other problems, “more and more young people emerge 
from high school ready neither for college nor for work.” The report issued recommendations 
in five areas: content; standards and expectations; time; teaching; and leadership and fiscal 
support. The recommendations under content described the Five New Basics in high school: 
English, mathematics, science, social studies, and computer science. Foreign languages, fine 
and performing arts, and vocational education were also mentioned, along with the need for 
K–8 education to prepare students for high school in “English language development and writ-
ing, computational and problem solving skills” and “foster an enthusiasm for learning and the 
development of the individual’s gifts and talents.” This set of recommendations might be taken 
as a broad definition of college and work readiness circa 1983, although it should be noted that 
the report does not claim that there exists a single construct called college and work readiness.

By the mid-2000s, a policy coalition was beginning to emerge around the idea that there is a 
single construct. The 2004 Achieve publication Ready or Not issued a call for states to “create a 
system of assessments and graduation requirements that—considered together—signify readi-
ness for college and work.” The heart of the publication was a set of benchmarks for Mathemat-
ics and English that described what high school graduates should know and be able to do when 
they graduate. This set of benchmarks formed the basis for the American Diploma Project, a 
precursor effort to the Common Core to help states align their standards. Somewhere between 
2004 and 2006, Achieve changed “work” to “career” and started talking about the “college and 
career readiness agenda.” This was an important shift. It is difficult to argue that the all jobs 
need the same preparation as college. But a career implies more than just a job; it implies the 
ability to keep growing and learning. Here is the definition of college and career readiness on 
Achieve’s website:

From an academic perspective, college and career readiness means that a high school 
graduate has the knowledge and skills in English and mathematics necessary to qualify 
for and succeed in entry-level, credit-bearing postsecondary coursework without the need 
for remediation—or put another way, a high school graduate has the English and math 
knowledge and skills needed to qualify for and succeed in the postsecondary job training 
and/or education necessary for their chosen career (i.e. community college, university, 
technical/vocational program, apprenticeship, or significant on-the-job training).

This definition puts both college course work and postsecondary job training on the same foot-
ing, and posits a body of knowledge and skills in mathematics and English necessary for both.

2 Conceptualizing and Measuring 
Progress toward College and Career 
readiness in Mathematics
William McCallum and James W. Pellegrino
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When governors and superintendents launched the Common Core State Standards initiative 
in June 2009 through their national associations, the National Governors Association (NGA), 
and the Council of Chief State School Officers (CCSS), college and career readiness was a key 
design specification (NGA, 2009).

There were two phases of development of the Common Core: a preparatory phase during the 
summer of 2009 that resulted in a document entitled “College and Career Ready Standards” in 
September 2009 and a subsequent back mapping of these standards into grade-level standards 
that resulted in the Common Core State Standards in June 2010. The latter was the document 
that states adopted as their own standards. For a more detailed account of the process, includ-
ing a description of the evidence consulted, see Zimba (2014).

It is not our purpose in this paper to debate the validity of college and career readiness 
as a construct. Indeed, such a debate cannot proceed without a definition of the construct. 
Rather, our intent here is to use the standards as a starting point to (1) extract a definition 
of college and career readiness from the text of the standards and (2) discuss challenges that 
definition poses for assessment. We will focus this chapter on the mathematics standards, 
though several of the concepts would apply to the English Language Arts (ELA) or science 
standards as well.

We propose three aspects of college and career readiness that one may discern in the design 
of the mathematics standards.

Knowledge and skills. The content standards describe what students should know and be able to 
do by the time they leave school.

Mathematical practice. The standards for mathematical practice describe ways of engaging in 
mathematics designed to support students’ retention and use of mathematics in their fu-
ture courses and careers.

Durability. How durable is the mathematical knowledge that students carry with them into 
their future and careers? Although this question cannot be answered directly until time 
has passed, the standards define a progression of learning starting in kindergarten, de-
signed to put students’ knowledge, skills, and practice on firm foundation by the time they 
leave high school.

A full description of these aspects is in the standards themselves. We summarize that descrip-
tion here and indicate the challenges that each makes to assessment. In the next section, we 
discuss those challenges in more detail. It is worth noting that, whereas the first and third of 
these aspects could well apply to the Common Core State Standards for ELA, the second is 
quite specific to the nature of mathematics as a discipline. However, there are parallels in the 
NRC Framework for K–12 Science Education (NRC, 2012) and the derivative Next Generation 
Science Standards (Achieve, 2013) where one of the three primary dimensions of the NGSS is 
the science and engineering practices.

Knowledge and Skills

The high school standards call for course work in algebra, geometry, probability, and statistics 
with specific attention to using these areas in mathematical modeling. They set the standard for 
students to take postsecondary, credit-bearing coursework without remediation. Additional 
standards, indicated by a (+), describe the “additional mathematics that students should learn 
in order to take advanced courses such as calculus, advanced statistics, or discrete mathemat-
ics” (Common Core State Standards Initiative, 2010).

An important difference from most previous state standards is the balance of conceptual 
understanding, procedural fluency, and applications of mathematics. Although the standards 
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do not give explicit definitions of these terms, one may infer their meaning from the text of the 
standards. For example, grade 2 has the following cluster of standards:

Understand Place Value

1  Understand that the three digits of a three-digit number represent amounts of hundreds, 
tens, and ones; e.g., 706 equals 7 hundreds, 0 tens, and 6 ones. Understand the following as 
special cases:

a 100 can be thought of as a bundle of 10 tens—called a “hundred.”
b The numbers 100, 200, 300, 400, 500, 600, 700, 800, 900 refer to one, two, three, four, 

five, six, seven, eight, or nine hundreds (and 0 tens and 0 ones).

2  Count within 1,000; skip-count by fives, tens, and hundreds.
3  Read and write numbers to 1,000 using base-ten numerals, number names, and expanded 

form.
4  Compare two three-digit numbers based on meanings of the hundreds, tens, and ones 

digits, using >, =, and < symbols to record the results of comparisons.

Here, the first and fourth standards are about ideas, whereas the second and third are about 
procedures. Demonstrating conceptual understanding includes the ability to talk about those 
ideas meaningfully, for example, by explaining how to think of the digits in 706 or how to use 
the meaning of digits to compare three-digit numbers, and to connect them to procedures 
like skip-counting. One may infer a definition of conceptual understanding as the ability to 
explain, use, and make connections between mathematical ideas.

A typical fluency standard is the grade 2 standard 2.NBT.B.5:

Fluently add and subtract within 100 using strategies based on place value, properties of 
operations, and/or the relationship between addition and subtraction.

Here, one is clearly talking about a procedure, not an idea, although again ideas are called upon 
to support the procedure (place value, properties of operations, and the relationship between 
addition and subtraction). One may infer a definition of procedural fluency as the ability to 
carry out procedures quickly and accurately.

Finally, on the same page one finds the standard

2.OA.A.1 Use addition and subtraction within 100 to solve one- and two-step word prob-
lems involving situations of adding to, taking from, putting together, taking apart, and 
comparing, with unknowns in all positions, e.g., by using drawings and equations with a 
symbol for the unknown number to represent the problem.

Applying mathematics means using mathematical ideas, representations, and procedures to 
solve problems from outside mathematics. In grade 2, those problems are word problems with 
thin contexts designed for the purpose of testing a particular set of skills; in high school, stu-
dents are expected to solve less well-defined situations.

The intertwining in the standards of conceptual understanding, procedural fluency, and 
applications of mathematics poses a challenge to assessment because it requires linked mea-
surement of these strands of proficiency. A similar assessment challenge exists for the NGSS 
where proficiency is defined in terms of performance expectations that integrate three dimen-
sions: core disciplinary ideas, science and engineering practices, and crosscutting concepts (see 
Pellegrino, Wilson, Koenig, & Beatty, 2014).
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Mathematical Practice

The Standards for Mathematical Practice describe how competent practitioners do mathemat-
ics. They list eight aspects of mathematical practice: solving problems, reasoning, explaining, 
modeling, attending to precision, choosing tools, seeing structure, and expressing regularity. 
Although it has become popular to call these aspects “the practices,” it is more appropriate to 
think of them as ways of looking at a single complex thing—mathematical practice. The stan-
dards are a first attempt to describe all the angles on that thing, drawing on research of Cuoco, 
Goldenberg, and Mark (1996) on habits of mind and Harel (2008) on ways of thinking and 
ways of understanding, and also drawing on the professional knowledge of research mathema-
ticians about the nature of their discipline. Future research could reveal gaps in the list or ways 
in which one or more items in the list can be combined or reformulated.

The mistake of thinking of the practice standards as a list of eight discrete practices is easy 
to make when trying to design an assessment, because there is a natural tendency to design 
assessments around discrete pieces of knowledge. Another mistake is to look for all eight prac-
tices everywhere and all the time.

Durability

The knowledge that students take from school should last and stand them in good stead for 
the duration of their college experience and future career. Obviously, that cannot be directly 
measured: the only way to measure durability of something is to leave it for a while and see 
how it holds up. However, it is reasonable to suppose that an indicator of future durability is 
past durability. A student who burns the midnight oil cramming for the high school exit exam 
might do just as well as a student who goes into the exam with the wind in her sails, but we 
would expect the latter to do better in the future. Durability is an end state of a progression of 
learning, and it is difficult to discern it in a snapshot without having measured the progress 
toward it and assessed the strength of its roots, as well as its ability to support transfer of use 
in the future. The K–8 standards allow for such measurement through a division into domains. 
Domains are similar to the traditional division of standards into strands (e.g., number, data, al-
gebra, geometry), but they have important differences. First, they do not span the entire gamut 
of K–12, but rather have a grade-specific beginning and end. Second, when strands swell into 
broad rivers, such as happens with number in the elementary grades, they are subdivided; thus, 
number in the elementary grades is divided into operations in base ten, algebraic properties of 
operations, and fractions. Each domain is further subdivided into clusters of standards, where 
the cluster heading itself contributes meaning to the standards within it. This design allows for 
focus and coherence.

Focus means not trying to do everything at once. Research on US standards circa 2000–2010 
describes them as being a mile wide and an inch deep, the result of too many pet topics crammed 
into too many grades (see, e.g., Schmidt, Cogan, Houang, & McKnight, 2011).  Structuring the 
standards into domains of appropriate length, rather than strands that traverse the entire 
school career, allows teachers and students time in each grade level to concentrate on import-
ant topics, so that students can move on to new topics in the next grade level.

Coherence means making sure that the sequence of ideas follows the natural progression 
dictated by both the structure of the subject and by what is known about how children learn. It 
means making connections between related topics within a grade level, and making sure that 
ideas flow from one grade level to the next in a way that is visible to the teacher and the learner.

The focus and coherence of the standards were designed to help with the progression of 
learning. An implicit hypothesis in the design is that focusing on the important work of each 
grade helps you make decisions about what to leave out without compromising progress, and 



Measuring Progress toward Readiness in Mathematics 27

that making the teaching of mathematics into a coherent story that builds logically and makes 
sense from one grade to the next helps struggling students find a pathway to catch up with 
their comrades rather than wander lost in the woods. The challenge is to design assessments 
that can test this hypothesis by measuring movement along one or more continua in addition 
to particular states along those progressions.

Conceptually Linking Assessments to Learning

Before discussing issues of assessment design and interpretation as they pertain to each of the 
three major aspects of college and career readiness discussed above, we need to make explicit 
two conceptual frames that link the assessment of student competence to attainment of the 
standards. The first has to do with critical relationships among curriculum, instruction, as-
sessment, and standards. The second has to do with the nature of assessment in general and the 
role of theories and data on student cognition in the design and use of assessment in education.

Curriculum, Instruction, Assessment, and Standards

Assessment does not and should not stand alone in the educational system. Rather, it is one 
of three central components—curriculum, instruction, and assessment—that are linked, al-
though the nature of their linkages and reciprocal influence is often less explicit than it should 
be. Curriculum consists of the knowledge and skills in subject matter areas that teachers teach 
and students are supposed to learn. The curriculum generally consists of a scope or breadth 
of content in a given subject area and a sequence for learning. Content standards in a subject 
matter area typically outline the goals of learning, whereas curriculum sets forth the more 
specific means to be used to achieve those ends. Instruction refers to methods of teaching and 
the learning activities used to help students master the content and objectives specified by a 
curriculum. Instruction encompasses the activities of both teachers and students. It can be 
carried out by a variety of methods, sequences of activities, and topic orders. Assessment is the 
means used to measure the outcomes of education and the achievement of students with regard 
to important competencies. Assessment may include both formal methods, such as large-scale 
assessments, and less formal classroom-based procedures, such as quizzes, class projects, and 
teacher questioning.

A precept of educational practice is the need for alignment among curriculum, instruction, 
and assessment. Alignment means that the three functions are directed toward the same ends 
and reinforce each other rather than working at cross-purposes. Ideally, an assessment should 
measure what students are actually being taught, and what is actually being taught should par-
allel the curriculum one wants students to master. If any of the functions is not well synchro-
nized, it will disrupt the balance and skew the educational process. Assessment results will be 
misleading, or instruction will be ineffective. Alignment is often difficult to achieve because a 
central conception is lacking about the nature of learning and knowing around which the three 
functions can be coordinated. Alignment among curriculum, instruction, and assessment is 
better achieved if all three are derived from a scientifically credible and shared knowledge base 
about cognition and learning in a subject matter domain. The model of learning would serve as 
a nucleus around which the three functions would revolve. Standards that are based on the best 
available theories and empirical knowledge about the progress of student learning can serve 
such a function. Thus, the link between standards and assessment is always mediated by their 
respective connections to curriculum and instruction. Such connections are more apparent 
when assessment is used in close proximity to classroom processes of teaching and learning. 
But those connections are decidedly less apparent, and sometimes even ignored, when assess-
ments are much more distal to the classroom as is typically the case for large-scale assessments 
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of achievement at given grade levels. In fact, the latter are often designed to be “curriculum 
neutral” with a purported direct connection or “alignment” between the standards and assess-
ments. However, the latter assumption is untenable, and interpretations about the development 
and growth of student competence based on assessment results are always confounded with 
how standards have been interpreted and translated relative to classroom-based practices of 
curriculum, instruction, and assessment.

Assessment as a Process of Reasoning from Evidence

Educators assess students to learn about what they know and can do, but assessments do not of-
fer a direct pipeline into students’ minds. Assessing educational outcomes is not as straightfor-
ward as measuring height or weight; the attributes to be measured are mental representations 
and processes that are not outwardly visible. Thus, an assessment is a tool designed to observe 
students’ behavior and produce data that can be used to draw reasonable inferences about what 
students know. Deciding what to assess and how to do so is not as simple as it might appear.

The process of collecting evidence to support inferences about what students know rep-
resents a chain of reasoning from evidence about student learning that characterizes all as-
sessments, from classroom quizzes and standardized achievement tests to the conversation a 
student has with the teacher as they work through a proportional reasoning problem. In the 
2001 report Knowing What Students Know: The Science and Design of Educational Assessment 
issued by the National Research Council, the process of reasoning from evidence was por-
trayed as a triad of three interconnected elements—the assessment triangle shown in Figure 2.1 
(Pellegrino, Chudowsky, & Glaser, 2001). The vertices of the assessment triangle represent the 
three key elements underlying any assessment: a model of student cognition and learning in the 
domain of the assessment; a set of assumptions and principles about the kinds of observations 
that will provide evidence of students’ competencies; and an interpretation process for making 
sense of the evidence. An assessment cannot be designed and implemented without consider-
ation of each. The three are represented as vertices of a triangle because each is connected to 
and dependent on the other two. A major tenet of the Knowing What Students Know report is 
that for an assessment to be effective and valid, the three elements must be in synchrony. The 
assessment triangle provides a useful framework for analyzing the underpinnings of current 
assessments to determine how well they accomplish the goals we have in mind, as well as for 
designing future assessments and establishing validity.

The cognition corner of the triangle refers to theory, data, and a set of assumptions about 
how students represent knowledge and develop competence in a subject matter domain (e.g., 
fractions). In any particular assessment application, research and theory on learning in the 

Observation Interpretation

Cognition

Figure 2.1  Assessment Triangle
Source: Reprinted from Pellegrino et al. (2001), with permission from National Academies Press.
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domain are needed to identify the set of knowledge and skills that is important to measure for 
the context of use, whether that be characterizing the competencies students have acquired 
at some point in time to make a summative judgment or for making a formative judgment to 
guide subsequent instruction so as to maximize learning. A central premise is that the cogni-
tive theory should represent the most scientifically credible understanding of typical ways in 
which learners represent knowledge and develop expertise in a domain.

Such research and theory would typically be drawn upon in developing the standards for 
a domain like mathematics, ELA, or science, as was the case for the Common Core for Math 
and ELA and in developing the NRC Framework for Science and NGSS. Quality standards are 
based on what is known from research and theory about knowledge and learning in a disci-
pline and typically reflect a relatively high level of abstraction of that knowledge base. This is 
also why we can expect standards to change over time as research and theory on disciplinary 
learning and teaching inform our understanding of what is important to know and how that 
knowledge progresses with instruction.

Every assessment is also based on a set of assumptions and principles about the kinds of 
tasks or situations that will prompt students to say, do, or create something that demonstrates 
important knowledge and skills. The tasks to which students are asked to respond on an assess-
ment are not arbitrary. They must be carefully designed to provide evidence that is linked to the 
cognitive model of learning and to support the kinds of inferences and decisions that will be 
made on the basis of the assessment results. The observation vertex of the assessment triangle 
represents a description or set of specifications for assessment tasks that will elicit illuminat-
ing responses from students. The assessment designer can use this capability to maximize the 
value of the data collected, as seen through the lens of the underlying assumptions about how 
students learn in the domain.

Every assessment is also based on certain assumptions and models for interpreting the evi-
dence collected from observations. The interpretation vertex of the triangle encompasses all the 
methods and tools used to reason from fallible observations. It expresses how the observations 
derived from a set of assessment tasks constitute evidence about the knowledge and skills being 
assessed. In the context of large-scale assessment, the interpretation method is usually a statis-
tical model, which is a characterization or summarization of patterns one would expect to see 
in the data, given varying levels of student competency. In the context of classroom assessment, 
the interpretation is often made less formally by the teacher and is usually based on an intuitive 
or qualitative model rather than on a formal statistical one.

A crucial point is that each of the three elements of the assessment triangle not only must 
make sense on its own, but also must connect to each of the other two elements in a meaning-
ful way to lead to an effective assessment and sound inferences. Central to this entire process, 
however, are theories and data on how students learn and what students know as they develop 
competence for important aspects of the curriculum.

Challenges to Assessment of College and Career readiness

The targets of inference for any given assessment should be largely determined by models of 
cognition and learning that describe how students represent knowledge and develop com-
petence in the domain of interest (the cognition element of the assessment triangle) and the 
important elements of such competence. The cognitive model suggests the most important 
aspects of student achievement about which one would want to draw inferences and provides 
clues about the types of assessment tasks that will elicit evidence to support those inferences. 
In light of the aforementioned, we can now consider some of the many challenges to assess-
ment design and interpretation brought up by each of the three aspects of college- and career- 
readiness definition.
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Knowledge and Skills

Traditional approaches to assessment can lead to a view of subject matter as made up of dis-
crete, measurable pieces of knowledge and skill. The standards fight with this view by em-
phasizing progressions of knowledge across grade levels, connections between different topics 
within a grade level, the uneven granularity of mathematical knowledge, and the intertwining 
of procedural fluency, conceptual understanding, and applications. All of these are difficult to 
assess if you are limited to an assessment design that insists on items of equal grain size, each 
tagged to one specific standard.

The standards are grouped into clusters, and the cluster headings themselves should be 
viewed as standards also, whose meaning distributes over the individual standards in the clus-
ter. For example, the second grade cluster 2.NBT.A, entitled “Understand place value,” contains 
the standard:

2.NBT.A.1. Count within 1000; skip-count by 5s, 10s, and 100s.

Taken together with its heading, the intent of this standard is to use skip-counting to support 
place value understanding. Skip-counting in general (by fives, threes, and so forth) is not a re-
quirement of the standards; the activity is recruited in service of a higher goal. An assessment 
item for 2.NBT.A.1 should also aim at the higher-level target of 2.NBT.A, and there could be 
items that address 2.NBT.A that only operate at that higher level or that address multiple stan-
dards within the cluster.

Mathematical Practice

Because the Standards for Mathematical Practice are standards, a full assessment system must 
assess them, which is difficult to do under the practical constraints of most systems. The prac-
tices have a quantum aspect, in that they tend to disappear when you try to observe them 
directly. The assessment consortia, PARCC and Smarter Balanced, have designed items that at-
tempt to measure the practices indirectly. For example, Figure 2.2 displays a released item from 
Smarter Balanced that can be answered in a number of ways. A student could simply calculate 
the value of every expression to see which one is correct. However, a student with the habit of 
looking for structure and with a conceptual understanding of the place value system will be 
able to do it more quickly. Thus, the time it takes to solve the problem can inform instruction 
and provide an incentive to teach mathematical practice and conceptual understanding.

Durability

Another difficulty in assessing college and career readiness, not specific to the standards, is 
that it cannot be measured at a single moment in time. It is possible to measure how much 
students know at any given moment, but it is difficult to measure how robust that knowledge is. 
Mathematical proficiency is strengthened by learning in progressions over time and by broad-
ening at a particular moment in time, both with regard to subject matter connections and to 
the blending of procedural fluency, conceptual understanding, and applications. Some evi-
dence that students have followed a progression leading to transferability of their mathematical 
knowledge is needed.

Consistent with these ideas, there has been considerable interest in the topic of “learning 
progressions” (see Duschl, Schweingruber, & Shouse, 2007; National Research Council, 2012; 
 Wilson & Bertenthal, 2006). A variety of definitions of learning progressions (also called learn-
ing  trajectories) now exist in the literature, with substantial differences in focus and intent 
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(see, e.g., Alonzo & Gotwals, 2012; Corcoran, Mosher, & Rogat, 2009; Daro, Mosher, Corcoran, 
 Barrett, &  Consortium for Policy Research in Education, 2011; Duncan & Hmelo-Silver, 2009). 
Learning progressions are empirically grounded, testable hypotheses about how students’ 
understanding of, and ability to use, core concepts and explanations and related disciplinary 
practices grow and become more sophisticated over time, with appropriate instruction. These 
hypotheses  describe the pathways students are likely to follow as they master core concepts. 
The hypothesized learning trajectories are tested empirically to ensure their construct validity 
(does the hypothesized sequence describe a path most students actually experience given ap-
propriate instruction?) and ultimately to assess their consequential validity (does instruction 
based on the learning progression produce better results for most students?). The reliance on 
empirical evidence differentiates learning trajectories from traditional topical scope and se-
quence specification.

Any hypothesized learning progression has implications for assessment, because effective 
assessments should be aligned with an empirically grounded cognitive model. A model of a 
learning progression should contain at least the following elements:

1  Target performances or learning goals, which are the end points of a learning progression 
and are defined by societal expectations, analysis of the discipline, and/or requirements for 
entry into the next level of education;

2  Progress variables that are the dimensions of understanding, application, and practice that 
are being developed and tracked over time. These may be core concepts in the discipline or 
practices central to mathematical work;

3  Levels of achievement that are intermediate steps in the developmental pathway(s) traced 
by a learning progression. These levels may reflect levels of integration or common stages 
that characterize the development of student thinking. There may be intermediate steps 
that are noncanonical but are stepping stones to canonical ideas;

4  Learning performances that are the kinds of tasks students at a particular level of 
achievement would be capable of performing. They provide specifications for the devel-
opment of assessments by which students would demonstrate their knowledge and under-
standing; and,

5  Assessments that are the specific measures used to track student development along the 
hypothesized progression. Learning progressions include an approach to assessment, as 
assessments are integral to their development, validation, and use.

Which expression is equal to 5,007.992? 
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Figure 2.2  Example Smarter Balanced Grade 5 Assessment Task
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Research on cognition and learning has produced a rich set of descriptions of domain- specific 
learning and performance that have served to guide the development of the mathematics stan-
dards and that, in turn, can serve to guide assessment design aligned to those standards. That 
said, there is much left to do in mapping out learning progressions for multiple areas of the 
mathematics curriculum in ways that can effectively guide the design of instruction and as-
sessment, including the design of systems of assessments that attempt to cover the progress of 
learning within and across grades.

Implications for Policy, Practice, and research

Articulating standards for college and career readiness in mathematics serves as a starting 
place for a much larger conversation and debate about what students should know and be able 
to do when they exit high school. When that articulation is based on research, theory, and dis-
ciplinary arguments about knowing and learning mathematics, as is the case for the Common 
Core Standards in Mathematics, as well as much of the commentary that has followed their 
publication, then educators and researchers can also start to articulate and debate their impli-
cations for curriculum, instruction, and assessment.

While there are progressions of learning reflected in the standards, it is critical to recognize 
that they do not exist independently of instruction, and some are more easily identified and 
validated than others. There is a considerable amount of research that needs to be done to de-
termine what aspects of hypothesized progressions in the standards might be invariant across 
instructional models and approaches versus those aspects that are dependent on instructional 
sequence, as well as the consequences of such variability on the outcomes for any proposed 
progression. In addition to assessment and measurement issues, a key aspect of this work is 
specifying the grain size or level of specificity at which to pursue such analyses.

So, while there is currently considerable interest in learning progressions, the field of prac-
tice and policy must be cautious in assuming that everything being espoused has a sound 
base and is “ready for prime time.” There is a danger in leaping too readily to embrace the 
construct without questioning the evidentiary base behind any given progression that has 
been proposed. That said, there are potentially many benefits of recommending learning pro-
gressions as a way to think about the assessment of student learning. One benefit of carefully 
described learning progressions is that they can be used to guide the specification of learning 
performances—statements of what students would be expected to know and be able to do. The 
learning performances can, in turn, guide the development of tasks that allow one to observe 
and infer students’ levels of competence for major constructs that are the target of instruction 
and assessment within and across grade levels.

The potential relevance of any learning progression will also vary with the purpose of the 
assessment and intended use of the information. This will be a function of the scope and spec-
ificity of the learning progression. The more detailed it is and the finer the grain size, the more 
useful it may be at levels close to classroom instruction. Learning progressions have potential 
roles to play in supporting and monitoring development and growth, and they may be espe-
cially relevant for aspects of diagnosis and instructional support. Finally, learning progressions 
can help us understand why working from a micro- to the macro-level understanding of stu-
dent cognition and learning to generate assessments is more likely to lead to valid inferences 
about student achievement than the reverse. When we have detailed maps of the progress of 
student learning, at grain sizes that support instructional design and diagnostic assessment, 
we have a conceptual base that can be collapsed to make coarser judgments about aspects of 
growth and change appropriate to a broader timescale of learning. In doing so, we preserve the 
validity of the assessment, because we have a clear sense of the construct being measured and 
the level at which we can describe and understand student performance.
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Research on the progression of learning and its assessment also must be done in the context of 
actual conditions of practice. Time constraints on schooling and the limits of instructional ca-
pacity and practice must be considered in the design of research aimed at studying progressions 
in mathematical competence. For example, much of our knowledge and assumptions about the 
progress of learning in mathematics is based on cross-sectional data, and there is a relative 
paucity of longitudinal data, especially data that span more than a single year of instruction. 
Collecting such data where there is an adequate description of the conditions of instruction 
may be well-nigh impossible, given the practicalities and restrictions imposed on researchers 
and teachers working in typical school settings. Thus, further work on the development of our 
understanding and assessment of mathematical competency may need to be done with care-
fully constructed cross-sectional student samples and assessment tools that permit reasonable 
inferences about the growth of competence toward college readiness. It is very unlikely that the 
types of data currently collected on existing large-scale assessments of grade level achievement 
will be sufficient to carry out such work. This caveat applies to the assessments developed by 
the multistate consortia known as PARCC (2014) (Partnership for  Assessment of Readiness for 
College and Careers) and SBAC (2014) (Smarter Balanced  Assessment  Consortium). The grain 
size and specificity of what can be inferred from those assessments, within and across grades, 
is typically far too coarse to measure actual student growth in key areas of the standards.

In summary, much remains to be done to clarify assumptions about college and career 
readiness in mathematics. This includes developing methods of assessing various aspects of 
competence and then making judgments about the quality and adequacy of the observed per-
formance relative to performance expectations. We also need programs of research concerned 
with validating assumptions about the interpretive meaning and value of different levels of 
achievement, including their predictive validity relative to justifiable criteria such as dimen-
sions of performance in college and/or in the workplace. Designing, assembling, and executing 
such an agenda will require collaborations with the field of educational practice that includes 
agreements regarding the mutual benefits and commitments needed from multiple stakehold-
ers, including those whose primary allegiances are within the research, practice, policy, and 
funding communities.
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By most conventional metrics, college- and career-readiness rates in the United States have 
plateaued. To wit, in 2015, 28% of ACT test-taking high school graduates met all four exams’ 
college-readiness benchmarks (English, reading, mathematics, and science) (ACT, 2015). In 
the two prior years (2014 and 2013), the figure was 26%. In 2012 and 2011, it was 25%. Not co-
incidentally, over the same time period, educators and policymakers have started pressing on 
two distinct yet complementary questions: (1) how can we accelerate these college-readiness 
trends? and (2) are we measuring all the right things? This book—particularly Part 3—devotes 
substantial attention to the first question. This chapter focuses on the second.

There is a place for test scores in modern educational evaluation and policy. We opened this 
chapter by citing a string of achievement metrics; and as measurement professionals, we have 
dedicated considerable energy to developing, refining, and analyzing results from standard-
ized tests. But few teachers, students, and parents would disagree that assessment systems 
have historically placed inordinate emphasis on timeworn indicators of reading, writing, and 
 arithmetic. This narrow focus on cognitive skills presents two problems. The first is limited 
test- criterion validity. In isolation, cognitive indicators often do not forecast future outcomes 
(e.g., college grades) with enough predictive power to provide convincing diagnoses about 
students’ progress toward important goals. The second problem is limited actionable data. 
In short, cognitive traits like IQ may be difficult for students to change (Roberts, Stankov, 
Schulze, &  Kyllonen, 2008). We do not mean to equate malleability with importance; influen-
tial constructs are influential, period. But constructs that are actionable may provide a better 
basis for targeted intervention and improvement.

Furthermore, overemphasizing cognitive traits shortchanges school systems’ missions. 
Schooling is intended to build not just foundational academic skills but also self- regulation, 
teamwork, emotional maturity, and readiness for participation in democratic society  (Stemler & 
DePascale, 2016). If the tools used to evaluate schools do not reflect democratic goals, it should 
not be surprising when schools stop pursuing those goals. Conversely, if educational systems 
are evaluated according to their diverse purposes, educators will be encouraged to cultivate 
their students’ diverse skills—both cognitive and noncognitive. Therefore, in this chapter, we 
argue the relevance of noncognitive skills in defining and measuring college and career readi-
ness, and we highlight specific examples amenable to measurement.

The chapter comprises an argument in three parts. First, we propose that assessment of non-
cognitive skills improves the prediction of future outcomes. Second, we argue incorporating 
noncognitive skills into assessment and evaluation frameworks provides more nuanced diag-
noses. Third, we argue noncognitive skills represent comparatively actionable domains, rela-
tive to reading, mathematics, and writing. We conclude with implications for policy, practice, 
and research.

Before we begin, it is important to clarify our terminology. Names for noncognitive skills 
have proliferated nearly as fast as assessments to measure them. These skills are alternatively 
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termed soft skills, character traits, foundational skills, 21st-century skills, transversal skills, 
and nonacademic traits (among many others). Ultimately, we believe the differences are 
as much semantic as they are material, providing varnish for a new generation of con-
structs (e.g.,   tenacity, grit) that are more similar to each other and to familiar personality 
traits than some researchers let on (Credé, Tynan, & Harms, 2016). We will use two terms 
interchangeably— psychosocial skills (i.e., the interaction of social factors and individual 
thought) and noncognitive skills.1 With that bit of taxonomic housekeeping out of the way, we 
begin our first argument.

Better Prediction

When we use cognitive measures to predict future performance—in either the college or 
career domains—predictions are far from perfect. For example, predictive validity stud-
ies show the SAT and ACT explain between 26% and 28% of the variance in test-takers’ 
freshman- year GPAs (Kobrin, Patterson, Shaw, Mattern, & Barbuti, 2008; Westrick, Le, 
Robbins, Radunzel, & Schmidt, 2015). Job performance predictions based on cognitive in-
dicators alone are similarly precise: Schmidt and Hunter’s (1998) meta-analysis covering 85 
years of personnel selection research suggests that measures of mental ability explain 26% of 
the variance in job performance.

Considering noncognitive skills would improve these predictions. To explain how and why, 
a few examples are instructive. The cases that follow are by no means exhaustive; they are just 
a few studies with which we are particularly well acquainted. For further evidence, we sug-
gest readers consult validity research covering the predictive utility of emotional intelligence 
 (MacCann, Matthews, Zeidner, & Roberts, 2003; Roberts et al., 2006); the associations between 
motivation, interest-major congruence, and academic performance (Allen & Robbins, 2010); 
and the associations between the Five-Factor Model of personality and academic  performance 
(Poropat, 2009). Notably, Poropat’s extensive analysis demonstrates that noncognitive con-
structs like conscientiousness predict academic performance nearly as accurately as intelli-
gence. In the examples that follow, we explore this phenomenon in more depth and provide 
references for further reading. We proceed roughly as learners do, from middle through high 
school, and on to both college and career readiness and success.2

School to College Readiness

One of the major concerns in college-readiness assessment—emphasized in this book and 
elsewhere in the literature—is that readiness information (1) comes too late in students’ K–12 
 careers for meaningful corrective action and (2) focuses narrowly on cognitive domains, to the 
exclusion of affective and contextual factors. To address this concern, Gaertner and McClarty 
(2015, 2016) developed a college-readiness index for middle-school students. The index was 
based on data from the National Education Longitudinal Study of 1988 (NELS) and focused on 
six constructs: academic achievement (including cognitive tests), motivation, behavior, social 
engagement, family circumstances, and school characteristics. Derived from NELS variables 
via principal components analysis, these six middle-school factors explained 69% of the vari-
ance in GPA, SAT, and ACT scores at the end of high school. Moreover, motivation, behavior, 
and social engagement combined account for 48% of explainable variance in GPA, SAT, and 
ACT scores, while academic achievement accounted for 25%. These findings are not without 
precedent. For example, Casillas et al. (2012) show that behavioral factors explain more than a 
quarter of the variation in high school failure. Similarly, dropout prevention research stresses 
the importance of attendance and behavior in addition to course performance (Allensworth & 
Easton, 2005, 2007).



More than a Test Score 37

College Admissions and Success

In few arenas is predictive validity more fraught, consequential, and controversial than in col-
lege admissions. Selective colleges open doors to prized professions (Cantor & Englot, 2014); 
it  should be no surprise that the college admissions process generates substantial anxiety 
among students (and their parents), who fear one poor performance on one cognitive test will 
dramatically alter their educational and career trajectories. Yet most colleges recognize that 
evaluating candidates on a single measure of a single dimension is not only unreliable but 
also anathema to their missions. Surveys of admissions officers repeatedly show standardized 
achievement tests do not override other admissions factors (e.g., Clinedinst, 2015). Instead, 
many selective universities practice “holistic review,” a practice that, by definition, espouses 
the idea that college applicants are more than their test scores. The purpose of holistic review 
is to provide admissions officers with a nuanced understanding of candidates’ skills relevant 
to institutional missions (Espinosa, Gaertner, & Orfield, 2015). Those skills include, but are 
not limited to, cognitive ability. For example, many universities seek out applicants who can 
generate original ideas, function in intercultural contexts, and respect individual differences 
(Willingham & Breland, 1982).

As such, arguments about the use of cognitive tests in college admissions are largely tautologi-
cal: colleges should evaluate applicants on more than their cognitive ability, because colleges’ se-
lection criteria are explicitly much broader. But, for the sake of argument, let us pretend colleges 
were solely concerned with an applicant’s predicted academic performance in college. Even then, 
noncognitive measures would add value. Research consistently shows that personality factors 
like conscientiousness (Camara, O’Connor, Mattern, & Hanson, 2015;  Richardson, Abraham, & 
Bond, 2012), interests (Nye, Su, Rounds, & Drasgow, 2012), and striving (i.e., achievement rela-
tive to socioeconomic disadvantage; Carnevale & Strohl, 2010; Gaertner & Hart, 2015) improve 
predictions of college grades and graduation over admissions tests alone.

Job Selection and Success

In personnel selection, predictive validity evidence is probably the most important attribute 
of any assessment instrument. Above all else, employers want to know how well they can ex-
pect candidates to perform on the job. Through a series of meta-analyses, Schmidt and Hunter 
(1998) generated comprehensive findings about the predictive power of many commonly used 
personnel selection measures. While assessments of general mental ability predict job per-
formance comparatively well, judicious personnel selection does not begin and end with an 
IQ test. Assessments of integrity and conscientiousness improve predictive validity by 27% 
and 18% (respectively), above and beyond tests of general mental ability. Structured employ-
ment interviews improve predictive validity by 24%. Predicting performance in job training 
programs is also made easier with noncognitive measures—particularly integrity (20%) and 
conscientiousness (16%).

Some Caveats

Before turning to this chapter’s second argument, two points bear emphasis. First, it may seem 
intuitive that hiring and college admissions decisions—entry points for complex and multifac-
eted endeavors—should rely on more than aptitude or achievement tests. Still, these selection 
processes are only as valid as the measures upon which they are based and only as coherent as 
the theoretical frameworks that generate those measures. These caveats underscore the need 
for further theoretical clarity to support noncognitive measures—a point to which we will re-
turn in the final section of this chapter.
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Second, in the passages before, we commented on the utility of diverse predictors to forecast 
a single (and usually rather conventional) outcome, such as college grades. It stands to reason 
that prediction models’ left-hand sides (outcomes) should be expanded as well. Noncognitive 
personal qualities are worth measuring in and of themselves, not just as predictors of future ac-
ademic performance. Educational systems should therefore consider measuring noncognitive 
skills as educational outcomes, not just inputs. This point is echoed with clarity and enthusi-
asm in Lipnevich, Preckel, and Roberts (2015). Specifically, schools at the primary,  secondary, 
and tertiary levels consistently encode noncognitive skill development in their formal mission 
statements. Measuring students’ cognitive development alone would make noncognitive skill 
development a distant secondary priority—especially when accountability ratings are at stake. 
Schools are tasked with cultivating productive and effective workers, and employers are not 
just looking for highly literate and numerate workers. The influential report Are They Ready 
to Work? identifies noncognitive skills such as work ethic, teamwork, oral communication, 
leadership, and creativity as particularly critical to workplace success, according to a large 
survey of employers (Casner-Lotto, Barrington, & Wright, 2006). In fact, these competen-
cies were rated more important to overall job performance than reading comprehension and 
 mathematics skills.

There are really two concepts that comprise predictive validity: (1) the validity, that is, the es-
timated association between the predictor and the outcome and (2) the criterion, that is, the ap-
propriate outcome to target in the first place (MacCann, Duckworth, & Roberts, 2009). If face 
time at work is a key success indicator, industriousness (a subcomponent of conscientiousness) 
may be a key predictor. If coping with high-stakes competition is a core component of one’s job, 
then perfectionism (another conscientiousness subcomponent) appears a construct-relevant 
predictor. These finer-grained predictors are useful not just for boosting predictive power but 
also for devising interventions that target discrete competencies rather than broad noncogni-
tive traits.

More Nuanced Diagnoses

When assessments focus on narrowly defined cognitive domains, it follows that parents, 
teachers, and students receive narrow feedback. A low math test score one year may suggest 
lower math test scores in the future, and that relationship should not be undersold. But, 
in isolation, this feedback does not help educators pinpoint students’ varied strengths and 
weaknesses. Measuring noncognitive skills, by contrast, helps us understand specific prob-
lems that require attention, may be sensitive to treatment, and—if ameliorated—can improve 
student outcomes.

To illustrate this point more concretely, let us return to the college-readiness indicator system 
for middle school students introduced earlier (Gaertner & McClarty, 2015). The middle-school 
indicator set includes measures of behavior (e.g., absences, disciplinary referrals) and moti-
vation (e.g., locus of control, effort relative to ability). Gaertner and McClarty demonstrate 
how changes on these metrics may improve later-life outcomes for two NELS middle-school 
students who were not projected to meet SAT and ACT college-readiness benchmarks by the 
end of high school. By minimizing disciplinary referrals and cutting their absences in half 
(behavior) and spending more time on coursework outside normal class hours (motivation), 
these students would be reclassified as on track (i.e., projected to exceed the college-readiness 
benchmarks), absent any change in academic achievement.

It is important to emphasize that behavior and motivation are expansive constructs. Each 
must be unpacked (i.e., its component variables, like absences, must be examined) for students, 
parents, and teachers to make meaning of the diagnoses and take appropriate action. This is 
not a weakness of noncognitive skills, per se; it is a feature of all constructs. The same steps are 
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appropriate for cognitive measures, where subject-area (e.g., mathematics) scores suffice as a 
screener, but subscores and item-level data help teachers pinpoint students’ specific weaknesses.

Actionable Constructs

To support college and career readiness for all students, measurement alone is insufficient. 
Measuring a trait does not change it. Developing and applying interventions on the basis of 
those measures is the more sensible way to produce change.3 It follows that more targeted and 
specific measures support more targeted and specific interventions. In this section, we discuss 
the promise of noncognitive measures for informing a fundamental question in educational 
practice: “What next?” Before we begin, however, we should clarify our views on malleable 
versus unmalleable constructs. Just because something cannot be changed does not mean it 
should not be measured. Some core features of cognitive performance (e.g., processing speed) 
or personality (e.g., extraversion) may be comparatively insensitive to intervention. Still, these 
factors have been shown in the literature cited throughout this chapter to influence later-life 
outcomes. Therefore, we see two reasons to keep measuring unchangeable phenomena and 
include these measures in predictive or causal models. The first reason is statistical, and the 
second is political.

Statistically speaking, discarding predictors that are strongly associated with an outcome 
introduces omitted variable bias (Greene, 2003). That is, the variance associated with omitted 
variables will be partially absorbed by the variables that remain in the model, leading to spu-
rious inferences about a causal effect or the relative strength of a given predictor. Therefore, 
including influential predictors increases estimates’ precision and decreases their bias, all else 
being equal.

Politically speaking, it may be disingenuous to ignore influential predictors. The classic il-
lustrative example in educational contexts is socioeconomic status. Many variables that inform 
socioeconomic status indices (e.g., parents’ education) are impervious to intervention. Still, not 
conditioning outcomes on socioeconomic status implicitly assumes that education can com-
pensate for—and therefore should be accountable for alleviating—the harmful effects of socio-
economic disadvantage on academic outcomes. This logic flies in the face of classroom realities; 
it is politically and statistically untenable. Therefore, we caution analysts against equating “un-
changeable” with “useless.” We simply argue that constructs that are particularly sensitive to 
intervention are particularly useful in planning next steps, and many noncognitive attributes 
fit that criterion.

Many noncognitive skills are malleable; students can do something about them. In fact, 
psychosocial skills evolve not only during adolescence but also throughout adulthood. Walton 
and Billera (2009) provide a comprehensive review of the ways in which noncognitive mea-
sures change throughout the life span. Although personality traits are normatively stable over 
time (i.e., individuals’ rank-orders do not change drastically over the course of their lives), and 
personality profiles (i.e., the configuration of factors like extraversion and emotional stability 
within individuals) remain relatively stable, this does not rule out other change. Mean-level 
traits change substantially over time. In particular, conscientiousness, emotional stability, and 
social dominance seem to increase across the life course (Roberts et al., 2017; Walton & Billera, 
2016).

Change in some phases is more pronounced than others—in particular, young adulthood 
seems to be a period of rapid change—but noncognitive trait development is not restricted 
to early elementary-school years (Wrzus & Roberts, 2016). For example, conscientiousness 
is both changeable over time and highly predictive of academic success (Walton & Billera, 
2016). Therefore, helping students accelerate their conscientiousness may, in turn, accelerate 
their academic progress. The literature suggests that a variety of interventions—medicinal (for 
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extraversion and neuroticism; Tang et al., 2009), therapeutic (for emotional stability; De Fruyt, 
van Leeuwen, Bagby, Rolland, & Rouillon, 2006), and experimental (for openness to expe-
rience; Jackson, Hill, Payne, Roberts, & Stine-Morrow, 2012; for conscientiousness; Burrus, 
Jackson, Holtzman, & Roberts, 2016)—can boost noncognitive skills.

If noncognitive skills change over time, which educational interventions are best positioned 
to improve those skills? In this section, we highlight a few promising practices, but we avoid 
great depth and detail. This book includes an entire section focused on interventions; readers 
principally interested in “what next?” questions will find Chapters 10–13 useful.

When surveying the landscape of interventions, we were struck by the proliferation of non-
cognitive constructs, each with its own name and associated treatments. We will not list all 
of them here. Readers interested in a more thorough review should consult a meta-analysis 
from Lazowski and Hulleman (2016), covering a variety of motivation-related interventions. 
Here, we will feature a few that are particularly relevant to schools and schooling. For example, 
expectancy-value interventions typically target students’ feelings about the relevance of their 
coursework to their lives. When students (randomly assigned to the treatment) were asked to 
write about how their science lessons related to their lives, their GPAs improved significantly 
more than the GPAs of control-condition students (Hulleman & Harackiewicz, 2009). Attribu-
tion theory, on the other hand, focuses on interventions that seek to help students link their ac-
ademic performance to effort rather than innate intelligence. Wilson and Linville (1982, 1985) 
showed such interventions hold promise. Subjects (again randomly assigned to a treatment 
group) watched a video explaining how students typically struggle with schoolwork during 
their freshman year, but eventually recover and progress. These students ultimately earned 
better grades and were less likely to drop out of high school, relative to their control-group 
counterparts.

Programs targeting attribution evoke one of the most well-known and widely researched 
noncognitive interventions—“growth mindset.” We will not detail growth mindset here, be-
cause it is discussed at length in Chapter 12 of this volume. Rather, we will briefly emphasize 
a related concept—“growth mindset for practice” (Shechtman, Cheng, Stites, & Yarnall, 2016). 
Simply put, the idea that psychosocial skills are teachable is not universally integrated in teach-
ing practice. “Growth mindset” is important for students, but it is also important for educators. 
Those who believe learners cannot change are likely to interpret behaviors through static labels 
and have low expectations that learners can master new competencies, while those who believe 
learners can change have higher expectations (Molden & Dweck, 2006; Neel & Lassetter, 2015).

Implications for Policy, Practice, and research

In this chapter, we have argued for the measurement of noncognitive traits in educational set-
tings, and we have provided three rationales—better prediction, more nuanced diagnoses, and 
actionable constructs. Next, we will list specific implications for schools, provide what we think 
are the most important next steps for researchers, and offer some options for putting noncog-
nitive measures to use.

For Policy and Practice

To begin, we will invoke some conventional business wisdom that birthed test-driven account-
ability reforms at the turn of the 21st century: “You can’t manage what you don’t measure.” 
Psychosocial skills assessments hold promise for not just diagnosis but also for educational 
evaluation. The argument for incorporating noncognitive measures in accountability systems 
is, on its face, rational. Schools’ missions include cognitive and noncognitive skill building. 
Therefore, to the extent that it makes sense to hold schools accountable for student achievement, 
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it must be equivalently sensible to hold them accountable for nurturing students’ psychosocial 
skills. In fact, national and international assessments like NAEP, PISA, and PIACC have be-
gun incorporating noncognitive measures, lending credibility to the idea that evaluative tests 
should cover more than reading, writing, science, and mathematics. Likewise, the Every Stu-
dent Succeeds Act (2015) embraces at least the idea of nonacademic measures, requiring each 
state to include in its accountability system one measure (e.g., student engagement) that is not 
derived from a standardized math or reading assessment.

Still, high stakes demand caution, because the potential for measurement distortions and 
unintended consequences cannot be ignored. Different measurement tools are susceptible 
to   different validity threats, and high-stakes settings may magnify those threats. So, in an 
effort  to make these issues real and manageable for practitioners, we will list some common 
threats to inferences based on noncognitive measures, the circumstances in which they are most 
likely to surface, and some approaches researchers and educators have used to minimize them.

“Self-report” describes data that are collected via direct questions to students about their 
own psychological processes (e.g., “Chance and luck are important in my life”). Self-report 
questions are relatively easy to write and administer, but resulting data are vulnerable to two 
threats—reference bias and faking. Reference bias is the more conceptually complex prob-
lem; it happens when respondents’ referent groups vary systematically. For example, imagine 
students with an internal locus of control (i.e., prone to attributing their life events to their 
own choices and behaviors; Rotter, 1966) being educated in an environment where internal 
locus of control is valued, taught, and emphasized (e.g., KIPP schools; KIPP, n.d.). When re-
sponding to the aforementioned “chance and luck” item, those students will respond relative 
to their proximal peer group—a group that will probably exhibit a high internal locus of con-
trol. As such, their internal locus of control estimates could be downwardly biased. Faking, 
by contrast, is easier to describe and grasp (Ziegler, MacCann, & Roberts, 2011). If students 
understand that there are stakes attached to their responses, they will respond in a way that 
maximizes their desired outcomes. For example, if they like their teacher, would like for their 
teacher to get a raise, and understand that demonstrating an internal locus of control will 
make that raise more likely, they will strongly disagree with the statement “Chance and luck 
are important in my life.”

Of course, not all noncognitive measures are self-reported. Teachers’ observations of stu-
dent behavior, for example, may be slightly less vulnerable to self-report biases. That said, 
teacher observations may be more resource-intensive than student self-reports (a teacher will 
need to conduct and report on observations of all students), and observations are certainly 
not immune to bias. If teachers’ observations were tied to their own evaluative ratings, the 
temptation to game the ratings would be too strong for observation-based inferences to be of 
much use. Another alternative is behavioral task performance. In this form of noncognitive 
measurement, students must complete a task, and their results or scores are not a matter of 
subjective interpretation. The most frequently cited example is the Marshmallow Test (Mischel, 
Ebbesen, & Raskoff, 1972). In this experiment examining delayed gratification, children were 
asked whether they would prefer an immediate reward (one marshmallow now) or a larger de-
layed reward (two marshmallows later). The children who delayed their gratification had better 
outcomes across a variety of domains, including SAT scores and body mass index. Of course, 
the Marshmallow Test is a contrived scenario, and its purpose is so well known today that it 
would be safe to assume the task is susceptible to faking.

More authentic and sometimes less obtrusive data collection tools are proliferating, and 
may be less vulnerable to the biases we have outlined here. For example, situational judgment 
tests present students with hypothetical scenarios and with various response options that are 
more (or less) appropriate given the situation. validity evidence is beginning to accrue for 
this approach in educational settings, and the method can be pushed to provide formative 
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noncognitive items (Lipnevich, MacCann, & Roberts, 2013). And in game-based settings, non-
cognitive information (e.g., task persistence) could be collected via data mining. So-called “big 
data” measurement approaches may help reduce fakability concerns that plague the measure-
ment of noncognitive factors when consequences are attached. Despite their promise, game-
based and data-mining approaches to measuring noncognitive traits are relatively immature 
and untested. The field needs more reliability and validity evidence (convergent, divergent, and 
predictive) before these approaches can be put to evaluative use.

In some contexts, research on the use of noncognitive measures for evaluation is already 
underway. For example, West (2016) showed promising reliability and validity diagnostics for 
noncognitive measures slated for accountability use in California’s largest school districts. We 
view these early findings with cautious optimism, and in line with the recommendations of 
Duckworth and Yeager (2015), we still adopt a “not yet” posture on noncognitive measures 
for accountability purposes. Overenthusiasm for attaching consequences to noncognitive 
measures could politicize and stunt an important line of research. Often cited and less often 
heeded, Campbell’s Law deserves repeating: when quantitative measures are applied to track 
social processes, those measures may end up distorting the processes they were intended to 
monitor.

For Researchers

Most importantly for this book’s audience, the research community still needs a unifying 
theoretical framework to support the development and application of noncognitive measures. 
We are in danger of creating psychosocial skills assessments so numerous that school systems 
will be overwhelmed by the variety of constructs and unable to organize them for purposeful 
application.

The best candidate has been around for quite some time and has already been referenced 
throughout this chapter—the Five Factor Model (FFM; Costa & McRae, 1992). Openness to 
experience, conscientiousness, extraversion, agreeableness, and neuroticism comprise the 
FFM, and we assert that most, if not all “new,” psychosocial constructs fit within these five 
factors (Roberts, Martin, & Olaru, 2015). In psychology, the FFM has been the subject of 
empirical study for decades, and multiple large meta-analyses have demonstrated its util-
ity for predicting future performance in the college and career domains (Poropat, 2009; 
Schmidt & Hunter, 1998). The FFM has been advocated by many (e.g., Poropat, 2009) as the 
preeminent taxonomy of psychosocial skills. Those who disagree have yet to agree on an 
alternative.

Still, consolidating noncognitive skills under the FFM will not completely suffice to ad-
vance research and practice in an organized way. We conclude this chapter with suggestions 
for further research focused on three questions. First, which of the five factors (and related 
subfactors) can we measure most reliably? Reliability is a critical feature of educational mea-
sures, especially those that are used for evaluative rather than exploratory purposes. Second, 
which of the five factors are most sensitive to intervention? Although unchangeable traits 
still deserve attention for statistical and practical reasons, those that are more responsive to 
interventions are more important for educational programs that intend to boost valued soci-
etal outcomes. Finally, which factors offer the biggest predictive bang for the buck, i.e., which 
most profoundly influence later-life success? Conscientiousness has been shown to be a strong 
predictor of academic and job performance outcomes; are there other predictive attributes 
that we can measure and that we can teach? Further researching the FFM’s application to ed-
ucational contexts will not just make us better measurers. It will broaden and strengthen our 
means to help students accelerate their academic progress and finish their K–12 careers ready 
for the next step.



More than a Test Score 43

Notes
 1 As Easton (2013) points out, “Everybody hates this term [noncognitive] but everybody knows roughly 

what you mean when you use it.”
 2 College and career readiness is a potentially broad domain, which may extend back to early child-

hood. To circumscribe our discussion, we begin in middle school.
 3 In principle, some assessment practices (e.g., formative assessment) are intended to “change” 

constructs, via integration in the learning process. We do not discuss formative assessment here; 
 Heritage (2017) covers the topic in depth.
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Advice given to students on college and career readiness includes interests, knowledge, and 
skills, but often leaves out cognitive abilities. Gottfredson (2003a) attributed this omission 
to counselors believing it is not appropriate to tell students that they are unlikely to be able 
to achieve a certain goal because of their ability level, but it may be equally inappropri-
ate to withhold pertinent information from students if costly failures are likely to follow. 
 Although multiple abilities are important, in this chapter, we focus on the largest source 
of common variance in achievement: general cognitive ability, or g (e.g., Chabris, 2007; 
Jensen, 1998).

General cognitive ability contributes to performance in educational settings (Kuncel, 
Hezlett, & Ones, 2004) and occupations (Hsu & Wai, 2015; Schmidt & Hunter, 1998, 2004) 
and also contributes to a variety of life outcomes (Gottfredson, 2003b; Jensen, 1998), including 
health (Wraw, Deary, Gale, & Der, 2015).

Because an individual’s general cognitive level is important to account for in any education 
and career decision, it should be included in any college- and career-readiness discussion and 
accounted for by any intervention (and empirical tests of such interventions) designed to im-
prove college and career readiness.

Measurement of General Cognitive Ability

How can general cognitive ability be measured? Spearman (1927) proposed that g enters 
into performance on any mental test, and therefore the precise content of mental tests 
is unimportant. Indeed, almost any difficult cognitive test that includes a diverse set of 
tasks or question types will measure g to some extent, regardless of the specific items 
or  analytic technique (Chabris, 2007; Ree & Earles, 1991). Researchers have shown that 
measures traditionally thought of as aptitude or achievement tests, such as SAT or ACT, 
actually  measure general cognitive ability to a large degree (Frey & Detterman, 2004; 
 Koenig, Frey,  &  Detterman, 2008), and g is consistently measured in tests designed to 
measure a variety of abilities and achievements (Johnson, te Nijenhuis, & Bouchard, 2008; 
Schult & Sparfeldt, 2016). Cognitive g and academic achievement g are essentially the same 
(Kaufman,  Reynolds, Kauman, & McGrew, 2012). Even when measures are specifically 
 designed to assess fluid intelligence or novel tasks (e.g., using Sternberg’s Triarchic  Abilities 
Test;  Sternberg,  Grigorenko, Ferrari, & Clinkenbeard, 1999), empirical reanalyses have re-
vealed g (Brody, 2003).

Given this volume’s focus on college and career readiness, our emphasis is on common tests 
used for college admissions as an indicator of g. various measures will be stronger or weaker 
measures of g; however, data across a variety of mental measures, ranging from IQ tests to 
achievement tests, show very similar patterns of prediction with later educational and occupa-
tional outcomes.

4 The Consistent Influence of General 
Cognitive Ability in College, Career, 
and Lifetime Achievement
Jonathan Wai, Frank C. Worrell, and Christopher F. Chabris
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Utility of General Cognitive Ability Tests in  
College/Graduate School Selection

Research supporting the use of standardized tests in college admissions (e.g., Kobrin, Patterson, 
Shaw, Mattern, & Barbuti, 2008), graduate school admissions (e.g., Kuncel & Hezlett, 2007), and 
even for hiring (e.g., Schmidt & Hunter, 1998, 2004) is largely based on the predictive validity of 
such measures; these findings have been replicated across decades and are even predictive when 
considering only the top 1% of the ability distribution (e.g., Makel, Kell, Lubinski, Putallaz, & 
Benbow, 2016; Wai, Lubinski, & Benbow, 2005). Standardized tests have additional advantages 
over course grades, letters of recommendation, interviews, and other predictors or admissions 
criteria, because they are objective and lack bias from third-party judgments.

Undergraduate Performance

Studies of predictive validity on the SAT have a long history. Fishman and Pasanella (1960) and 
Morgan (1989) showed that a combination of high school grade point average (HSGPA) and 
SAT scores was a better predictor of first-year college GPA than SAT scores or HSGPA alone. In 
a study of the 2006 cohort of SAT takers (N = 196,364 from 110 colleges and universities across 
the United States), Kobrin et al. (2008) reported range-restriction corrected correlations with 
first-year GPA of .53 for the combined SAT scores, .54 for HSGPA, and .62 for combined SAT 
scores and HSGPA together.

Moreover, SAT test scores also predict college GPA beyond the first year. Using the 2006 
validity cohort, researchers reported corrected correlations with second-year GPA of. 50 for the 
combined SAT scores, .51 for HSGPA, and .58 for combined SAT scores and HSGPA  (Mattern & 
Patterson, 2011a), and corrected correlations with third-year GPA of .45 for the combined SAT 
scores, .46 for HSGPA, and .52 for combined SAT scores and HSGPA (Mattern & Patterson, 
2011b). SAT and ACT scores also predict cumulative GPA at the end of the fourth year and 
predict whether students graduate from college (Schmitt et al., 2009).

Graduate Performance

The predictive validity of the Graduate Record Examination (GRE) scores for graduate school 
performance has been studied for decades (e.g., Stricker & Huber, 1967). Kuncel, Hezlett, and 
Ones (2001) conducted a meta-analysis of GRE and undergraduate GPA as predictors of grad-
uate school performance, showing that GRE scores had similar or higher predictive validity 
coefficients than undergraduate GPA for a variety of academic outcomes, including:

•	 first-year graduate GPA (GRE general scores [.34 ≤ ρ ≤ .38], subject GRE [ρ = .45], and 
undergraduate GPA [ρ = .33]);

•	 cumulative graduate GPA (GRE general scores [.32 ≤ ρ ≤ .36], subject GRE [ρ = .41], and 
undergraduate GPA [ρ = .30]);

•	 comprehensive examination scores (GRE general scores [.26 ≤ ρ ≤ .44], subject GRE [ρ = .51], 
and undergraduate GPA [ρ = .12]);

•	 faculty ratings of performance (GRE general scores [.35 ≤ ρ ≤ .47], subject GRE [ρ = .50], 
and undergraduate GPA [ρ = .35]); and

•	 degree attainment (GRE general scores [.11 ≤ ρ ≤ .20], subject GRE [ρ = .39], and under-
graduate GPA [ρ = .12]).

Both the GRE and Graduate Management Admission Test (GMAT) have been shown to 
predict performance in business schools. A meta-analysis showed that for business student 
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performance, the GMAT, and especially the quantitative score, is a superior predictor to un-
dergraduate GPA (Young, Klieger, Bochenek, Li, & Cline, 2014). Similarly, a systematic review 
including the GRE, GRE Subject Tests, GMAT, Law School Admission Test (LSAT),  Medical 
College Admission Test (MCAT), Miller Analogies Test (MAT), and Pharmacy  College 
 Admission Test (PCAT) showed that all these tests were strong predictors of academic out-
comes, including overall graduate GPA, qualifying exam scores, degree completion, research 
productivity, citation counts, faculty ratings, and licensing exam performance (Kuncel & 
 Hezlett, 2007).

Predictions of Performance by Demographic Subgroups

To date, the predictive validity of traditional cognitive test scores (e.g., IQ tests, ability tests) 
on educational and occupational outcomes is quite similar across gender, ethnic-racial, and 
socioeconomic groups (Neisser et al., 1996; Nisbett et al., 2012). However, research on college 
admissions tests has yielded more varied findings. For example, Young (2001) found admis-
sions tests slightly underpredict the college GPAs of Asian Americans and slightly overpredict 
the GPAs of African Americans and Hispanic Americans. Moreover, there was less predic-
tive power for African-American and Hispanic students’ GPA than for Asian Americans and 
 European Americans.

Young (2001) also reported consistent gender differences in predictive power. Multiple cor-
relations are typically higher for women than for men, although the difference between gen-
ders disappears in more selective institutions. Studies also indicate a slight underprediction 
of women’s college grades. A recent systematic review by Higdem et al. (2016), controlling for 
socioeconomic status, replicated previous findings. In short, these findings indicate that al-
though predictive validity coefficients differ somewhat, these differences do not result in sub-
stantial differential prediction of school performance.

Cognitive Ability in Hiring and Job Performance

Some companies use SAT scores as screeners for interviewing and hiring (Dewan, 2014), but 
do cognitive test scores actually predict job performance beyond degree completion? Yes. 
One set of evidence comes from validity studies of general mental ability on job performance 
(e.g., Schmidt & Hunter, 1998, 2004), and another set of evidence comes from studies of SAT 
and GRE scores on performance outcomes after schooling (e.g., Ferriman-Robertson, Smeets, 
 Lubinski, & Benbow, 2010; Kuncel & Hezlett, 2010; Park, Lubinski, & Benbow, 2008).

A century of research has shown that general cognitive ability is highly predictive of both 
training outcomes and job performance. Schmidt and Hunter (1998) systematically meta- 
analyzed 85 years of research, finding that the best predictor of job performance was a com-
bination of general mental ability scores with another measure, such as integrity tests or 
structured interviews. Schmidt and Hunter (2004) found that, first, cognitive scores predicted 
scores on performance measures both in job training and in job performance after training, 
and these validity coefficients increased with job complexity. Second, they showed the correla-
tion between job performance and experience decreases over time from the first three years 
to after 12 years of experience; however, the correlation between cognitive test scores and job 
performance increases over the same time period. Third, they showed general mental ability 
predicts the acquisition of job knowledge and has a larger indirect effect on job performance 
via job knowledge and a smaller direct effect on job performance in both civilian and military 
jobs, respectively.

Other research illustrates that general cognitive ability is positively related to creativity, 
objective leader effectiveness, training success for both military and civilian groups, and 
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performance in occupations ranging from low to high complexity (Kuncel et al., 2004; Ones, 
viswesvaran, & Dilchert, 2005). Similar to findings relating SAT scores to college GPAs, in 174 
studies on more than 36,000 workers, supervisors’ ratings of employees’ job performance were 
found to be linearly related to general cognitive ability (Coward & Sackett, 1990). Like Schmidt 
and Hunter, Coward and Sackett also observed that the association between general cognitive 
ability and job performance differs as a function of degree of job complexity. For example, 
general cognitive ability is more strongly linked with job performance of high complexity jobs 
(Kuncel & Hezlett, 2010; Kuncel et al., 2004; Ones et al., 2005).

Kuncel and Hezlett (2007) examined the predictive validity of a variety of graduate school 
admissions tests on subsequent performance on professional licensing examinations. They 
found that LSAT scores had a correlation of about .30 with Bar examination scores and that 
MCAT scores had a correlation coefficient of about .65 with medical licensing examination 
scores. Similarly, SAT scores predict outcomes well beyond college, including career choice 
and long-term occupational outcomes such as patents, publications, income levels, and even 
university tenure (Ferriman-Robertson et al., 2010; Wai et al., 2005).

General Cognitive Ability and Long-Term Educational and Occupational 
Outcomes

In this section, we review the evidence of the prediction of long-term educational and occupa-
tional outcomes for both the full range and the right tail of the distribution.

Educational Outcomes

SAT scores have been shown to be linearly related to longer-term college GPA across the entire 
range of scores (Cullen, Hardison, & Sackett, 2004) and related to multiple outcomes (Berry & 
Sackett, 2009), including performance in graduate school. A meta-analysis by Kuncel et al. 
(2004) demonstrated that general cognitive ability as measured by MAT scores was predictive 
of a variety of academic criteria for graduate students, including first-year GPA, overall GPA, 
comprehensive examination scores, time to degree, degree attainment, research productivity, 
and faculty ratings.

However, the strongest evidence for the long-term predictive validity of college admissions 
test scores on educational performance comes from studies of gifted and talented youth who 
have participated in a 7th-grade talent search (e.g., Lubinski, Benbow, & Kell, 2014; Makel 
et al., 2016; Wai et al., 2005). Students in the talent search complete the SAT before they are 13 
years old, around 7th grade. Even within the top 1% of general cognitive ability, general abil-
ity scores, as measured by the SAT in the Study of Mathematically Precocious Youth (SMPY; 
Ferriman-Robertson et al., 2010) and by ability tests in Project Talent (Wai, 2014a), are shown 
to predict educational outcomes. SAT scores from age 13 were positively related to the earning 
of higher educational credentials, with clear differences within the top percent of scores (top 
quartile of the top 1% to bottom quartile of the top 1%) on earning, for example, doctorate 
degrees (Park et al., 2008; Wai, 2014a).

Occupational Outcomes

SAT scores within the top 1% of general cognitive ability are also related to long-term occupa-
tional outcomes. Within SMPY, higher ability was associated with a higher rate of publications, 
patents, income, and university tenure (Wai et al., 2005). Other research using Project Talent 
and SMPY data shows general cognitive ability in youth is related to the cognitive complexity 
of later occupations (Wai, 2014a).
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Another way to examine the importance of general cognitive ability for long-term achieve-
ment is to reverse the selective filter and examine the people in elite occupations and see to what 
extent these people scored high—for example, in the top 1%—on general cognitive ability tests 
when younger. A number of studies looking at people in elite occupations—CEOs, billionaires, 
30-millionaires, federal judges, House of Representatives members, Senators, Davos attendees, 
and people listed among the most powerful men and women—show that roughly 50% of the 
people in the extreme right tail of achievement in the United States are very likely to be in the 
top 1% of general cognitive ability (Wai, 2013, 2014b; Wai & Lincoln, 2016; Wai &  Rindermann, 
2015). This combination of prospective and retrospective longitudinal data shows that cogni-
tive ability matters in the development of occupational expertise (cf. Kuncel & Hezlett, 2010; 
Schmidt & Hunter, 2004).

Additional evidence supports the idea that cognitive ability predicts occupational outcomes. 
For example, the average general cognitive ability level of undergraduate institutions was re-
cently linked to the per capita rate of science and technology prize winners (Hsu & Wai, 2015). 
The undergraduate education of every Nobel prize winner, Fields medalist, Turing award win-
ner, and member of the National Academy of Sciences, Institute of Medicine, and National 
Academy of Engineering was examined, and their undergraduate schools’ average general 
cognitive ability based on SAT and ACT scores was correlated about .50 with their ranking 
in producing the most prize winners per number of graduates over time. These results show 
that general cognitive ability at an aggregate level is also predictive of long-term outcomes 
that reach well beyond education to elite performance in occupational and scientific spheres. 
 Results like this are consistent with a continual accrual of benefits from higher cognitive ability 
over the lifespan, as one has more opportunities to exploit or demonstrate cognitive ability and 
as one receives beneficial opportunities from the results achieved from cognitive ability.

Even among the Gifted, More General Cognitive Ability Has a Payoff

The idea of an “ability threshold”—or that beyond a certain point, ability no longer continues 
to be related to long-term outcomes—has been expressed in various forms throughout history. 
It has been recently popularized by the writer Malcolm Gladwell (2008, p. 79), who wrote, 
“The relationship between success and IQ works only up to a point. Once someone has an IQ 
of somewhere around 120, having additional IQ points doesn’t seem to translate into any mea-
surable real-world advantage.” Data from SMPY and Project Talent do not support that notion. 
For individuals in the top 1% of general ability, even beyond an IQ of about 137 (the cutoff point 
for the top 1%), more ability pays off in educational and occupational outcomes. Even within 
highly ability-range-restricted samples of Fortune 500 CEOs, 30-millionaires, and billionaires, 
higher ability is associated with higher income, net worth, connections, and network power 
(Wai, 2013, 2014b; Wai & Lincoln, 2016; Wai & Rindermann, 2015). These findings do not mean 
that ability is all that matters, only that ability continues to have a positive payoff.

Alternative Perspectives and Considerations

The evidence reviewed in this chapter focused on general cognitive ability, because in any sys-
tem, it is important to account for the largest source of variance (Lubinski, 2004). Although not 
 addressed here, evidence suggests that domain-specific abilities are also important in predicting 
educational outcomes (Lubinski & Benbow, 2006; Subotnik, Olszewski-Kubilius, & Worrell, 2011). 
We summarize in this section the main counterarguments and contrary evidence to the literature 
reviewed in this chapter, in order to better place our conclusions in the appropriate context.

A key counterargument to the literature we reviewed is the assertion that general intelli-
gence is a changeable rather than fixed construct. One cited piece of support is the literature on 
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the Flynn effect (Flynn, 1984), which shows that IQ scores have been rising for many decades 
in the general distribution and the right tail (Wai & Putallaz, 2011). A multitude of factors have 
been proposed to explain the Flynn effect (e.g., schooling, nutrition, technology). Although 
some have argued that the Flynn effect might suggest a rise in g, the scientific consensus to date 
is that we are unclear whether the gains are truly on g (e.g., Wicherts et al., 2004).

Another issue is the role early intervention might play in increasing g. Although studies 
have found early gains, typically these gains disappear as children get older. A recent meta- 
analysis of 7,584 participants across 39 randomized controlled trials showed that after an 
intervention (e.g., intensive early education, Head Start, effortful control training) raised in-
telligence, the effects faded away. Crucially, this outcome is due to the experimental groups 
losing ground rather than the control groups catching up (Protzko, 2016). Though Head Start 
follow-up studies do suggest that there may be long-term benefits on academic outcomes for 
some  participants—including fewer grade retentions and special education placements, and 
higher high school graduation rates (Barnett & Hustedt, 2005)—such benefits may flow from 
intervention effects on influential factors other than general cognitive ability.

There is also mixed, inconclusive evidence about whether intelligence might be raised 
through brain training. An independent review of the best studies put forth by the brain train-
ing companies to support their claims concluded that most of the studies are uninterpretable, 
do not meet best practice standards, or did not actually produce transfer to tasks beyond the 
“brain games” themselves (Simons et al., 2016). Similarly, listening to classical music or watch-
ing “enrichment videos” for babies also has no significant effect on g or later-life outcomes 
(Chabris, 1999).

Though there is research showing belief in the ability to change intelligence might affect 
performance (Dweck, Chui, & Hong, 1995; Kroeper & Murphy, 2017), the idea that intelligence 
can actually be easily or lastingly increased by targeted interventions presently appears to be a 
myth (Haier, 2014). Perhaps possibilities for the future could include “interventions based on 
sophisticated neuroscience advances in DNA analysis, neuroimaging, psychopharmacology, 
and even direct brain stimulation” (Haier, 2014, p. 3).

Implications for Policy, Practice, and research

In this chapter, we reviewed literature showing cognitive ability is a general predictor of perfor-
mance. We also showed college admissions tests contribute unique variance to the prediction 
of educational outcomes, educational attainment, and job performance, including at the most 
elite levels, and that the predictive validity extends well into the late stages of careers. This final 
section outlines several important considerations for how g should be considered in discus-
sions of college and career readiness.

Counseling for College and Career Readiness

First, we consider the role of g in college and career counseling. There is a growing recogni-
tion in the United States that in an information age, tertiary education is needed by a larger 
percentage of the population. Thus, there are a number of educational initiatives intended 
to prepare students from low-SES and underrepresented minority backgrounds to enroll in 
college  (Fleischman & Heppen, 2009). However, although more students who have not tradi-
tionally gone to college are entering undergraduate institutions, college graduation rates for 
underrepresented students with strong high school performance have not similarly increased 
 (Worrell & Weinstein, 2016).

One reason may be because students are not well-matched with their postsecondary insti-
tution. Dillon and Smith (2013) examined the phenomena of college mismatch in a nationally 
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representative sample of college goers from the National Longitudinal Survey of Youth 1997 
cohort and concluded that mismatch often occurs because of the colleges students apply to 
and ultimately enroll in, rather than because of the college acceptance criteria. Study results 
on the impact of mismatch on college outcomes are mixed (e.g., Gaertner & Hart, 2015), with 
some suggesting no effect of mismatch (Alon & Tienda, 2005; Heil, Reisel, & Attewell, 2014), 
others suggesting undermatching results in lower educational aspirations (Jagešić, 2015), oth-
ers suggesting overmatching has a negative impact (Furstenberg, 2010), and others suggesting 
that mismatch is negative (Sander, 2004). Perhaps a key takeaway for school counselors is that 
students should not only aim for a school that is a good academic match, but should also aspire 
to the highest reasonable school possible.

College Admissions versus Hiring

More colleges have recently been choosing to go “test optional,” meaning students do not need 
to submit admissions test scores (Hiss & Franks, 2014). Considering the fact that companies are 
using general cognitive ability measures (including SAT scores) in hiring decisions (Dewan, 
2014; Kuncel, Ones, & Klieger, 2014) and that general cognitive ability has been shown to assist 
in educational selection decisions and predict college outcomes as well as job level and job per-
formance (Schmidt & Hunter, 1998, 2004), it is puzzling to see colleges retreating from the use 
of admissions tests (Wai, 2014c).

It is likely that colleges have been placing less emphasis on admissions tests to balance admit-
ting higher-ability students with the desire for socioeconomic and ethnic diversity (De Corte, 
Lievens, & Sackett, 2007; Sackett, 2005). Many employers are more dedicated to productivity 
and the bottom line than diversity. However, discounting g in college admissions through the 
removal of cognitive ability tests can result in admitting students who are not academically 
prepared for college level work and, perhaps more importantly, for a career after college. There-
fore, discounting ability in college admissions will have tradeoffs both short and long term. 
 Additionally, this tradeoff is likely to have a greater impact on the more complex jobs that 
require higher levels of g (e.g., Kuncel & Hezlett, 2010; Wai & Rindermann, 2015).

Accounting for Measures of g in Observational Studies and Interventions

Measures of g need to be systematically accounted for in observational studies, because if g is 
omitted, explanatory or causal power may be misattributed to factors that may partly be caused 
by g (e.g., educational attainment, early childhood achievement). Measures of g also should 
be systematically accounted for in randomized intervention experiments. If researchers either 
(a) measure g or include a preexisting measure of g in the analysis of a randomized experiment 
or (b) stratify the randomization according to g, they will account for some variance that might 
otherwise be misattributed to the effect of the intervention (e.g., being in the treatment or con-
trol group). This concern is even more important when doing post-hoc analyses and analyses of 
subgroups, because those analyses in experimental studies have smaller samples, lower power, 
and are more likely to result in false positive inferences. As researchers and practitioners strive 
to increase college and career readiness, we recommend they both control for general cognitive 
ability and seek to intervene in other areas.
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Performance standards give meaning to numerically represented test results. For example, 
a score of 350 is difficult to interpret without performance standards and associated perfor-
mance level descriptors (PLDs). Performance standards categorize test scores into performance 
 categories (e.g., basic, proficient, advanced), and PLDs provide a more granular descrip-
tion of the knowledge, skills, and abilities typically demonstrated by students at that level. 
 Content-based interpretations provided by PLDs gained popularity as a result of the No Child 
Left Behind Act (NCLB, 2002), as each state sought to define proficiency in detail at each grade 
level. However, because state definitions were created independently, students performing well 
above the proficient level in one state might be below that level in another (Bandeira de Mello, 
2011; Braun & Qian, 2007; Phillips, 2010).

variation in proficiency definitions was not the only concern that arose under NCLB; in 
addition, increasing trends in student proficiency on state exams were not accompanied by 
increases in college readiness or decreases in the need for remediation (Aud et al., 2013). As a 
result, a new generation of assessments was built to include not only PLDs and content claims 
but also predictive readiness claims. In addition to knowledge, skills, and abilities, these new 
performance levels described how students would likely perform in the future. For example, 
the Partnership for the Assessment of Readiness for College and Careers (PARCC) designates 
performance level 4 as “Met Expectations.” For the high school English Language Arts (ELA)/
Literacy, Algebra II, and Integrated Mathematics III assessments, students achieving level 4 or 
higher also receive PARCC’s college- and career-ready designation. The PARCC level 4 PLDs 
describe the

academic knowledge, skills, and practices in English language arts/literacy and mathe-
matics students must demonstrate to show they are able to enter directly into and succeed 
in entry-level, credit-bearing courses and relevant technical courses in those content areas 
at two- and four-year public institutions of higher education.

(PARCC, 2015, p. 2)

Note the explicit expansion upon NCLB-era PLDs; this statement includes not only claims 
about content knowledge but also general claims about future success. Similar performance 
levels with content and future performance claims are used by many other assessment groups, 
including the Smarter Balanced Assessment Consortia (SBAC), the National Assessment of 
Educational Progress (NAEP), and several individual states (e.g., virginia, Texas, Michigan).

The validity of claims about students’ content knowledge and future performance is crit-
ically important. Kane has proposed such claims be “outlined as an argument that specifies 
the inferences and supporting assumptions needed to get from test responses to score-based 
interpretations and uses” (2013, p. 1). That argument should consist of both an interpretation/
use argument that states the claims and a validity argument that evaluates them (Kane, 2013; 
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see also Kane 1992, 2006). In the context of setting performance standards, evidence needed 
to evaluate the validity of interpretations has traditionally been drawn from three sources: 
procedural, internal, and external (Kane, 2001; see also Hambleton & Pitoniak, 2006). Much 
of the evidence, however, has focused on content and process, via the procedural and internal 
sources (McClarty, Way, Porter, Beimers, & Miles, 2013). Although external validity includes 
criterion-related evidence, test-criterion links have historically received limited attention. 
When readiness claims are provided in the PLDs, however, it is important to include predictive 
 validity evidence, in addition to traditional content-based evidence, in the standard-setting 
process.

One of the benefits of creating assessments and performance levels with both content and 
predictive claims is that they can bring more clarity and relevance to the assessments. While 
the content claims describe “what,” the predictive claims describe “so what.” Adding a predic-
tive component can introduce urgency by helping students, parents, and educators understand 
a student’s likelihood of future success given current performance. If a student achieves at a 
low performance level, the student has not only a limited grasp of grade-level knowledge and 
skills but also a low likelihood of being successful in postsecondary endeavors. The logic is 
straightforward: predictive readiness interpretations can provide a call to action, prompting 
intervention to remediate students’ weaknesses and help get them on a path toward success.

The purpose of this chapter is to introduce a process for setting performance standards with 
both content and predictive readiness claims, using a combination of empirical evidence and 
expert judgment. We distinguish this approach from traditional standard-setting approaches, 
provide examples from programs that have implemented it, and discuss lessons learned. The 
topics are divided into five sections: (1) defining the content and predictive claims, (2)  gathering 
existing evidence and conducting new studies, (3) evaluating and synthesizing evidence from 
multiple sources, (4) holding standard-setting meetings with panelists, and (5) reporting 
 results and conducting ongoing monitoring. We conclude the chapter with implications for 
policy, practice, and research.

Defining College- and Career-readiness Claims

The process of defining readiness claims involves two components: the intended interpreta-
tions and the outcomes.

Defining Claims

The first step in developing a college and career readiness (CCR) assessment is to clearly articu-
late the intended interpretations or claims that will be made using assessment results. However, 
as Conley (2017) argues, defining CCR is not a straightforward task, particularly when it comes 
to deciding whether college readiness is similar to or substantially different from career readi-
ness and whether a single performance standard can represent both.

Some organizations choose to define CCR as the same, often suggesting that college (or some 
form of postsecondary training) is a necessary precursor to a career with upward mobility 
that could support a family. This view draws on some persuasive evidence. First, college takes 
many forms—from a technical certificate to a four-year degree. There are few career options, 
however, for those with only a high school diploma. In 1973, 72% of the jobs were held by those 
with a high school diploma or less; by 2020, that number is expected to fall to 36% (Carnevale, 
Smith, & Strohl, 2013). Therefore, to be prepared for a career, most students will need to com-
plete some postsecondary education or training

Second, the skills required for jobs are similar to the skills required for college. The 
US  Department of Labor sponsors the Occupational Information Network (O*NET),1 which 
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includes information about the reading, mathematics, science, speaking, writing, active listen-
ing, and critical thinking skills required for nearly 1,000 occupations. All these skill compo-
nents are found in the Common Core State Standards, the Next Generation Science Standards, 
and many other state standards targeting CCR.

Finally, some research suggests alignment between not only the skill domains for college 
and careers but also between the requisite skill levels. ACT (2006) reported that the levels of 
reading and mathematics knowledge needed on their WorkKeys assessment to be prepared for 
a job were similar to the levels of reading and mathematics required on the ACT assessment 
to be prepared for entry-level college English and mathematics courses. More recently, Wei, 
Cromwell, and McClarty (2016) evaluated the quantitative text complexity of reading materi-
als used in 150 different careers and found all levels of careers had texts at least as complex as 
the recommended CCR level in the Common Core State Standards. Research like this could 
support a policy decision to treat college and career readiness as the same and to set a single 
performance level indicative of both.

Not all agree, however, that college readiness and career readiness are the same. In fact, the 
Association for Career and Technical Education (ACTE) argues that typical career-readiness 
definitions have been limited to the academic domain. Although there are some core academic 
skills that are needed for both college and career readiness, career readiness also involves em-
ployability skills and technical, job-specific skills (ACTE, 2010). Further, the core academic 
skills (which are the primary focus of most content standards and CCR assessments) are dif-
ferentially related to college and career outcomes. For example, taking Algebra II is associated 
with many positive college outcomes such as acceptance, course grades, and graduation, but 
there is little to no association between taking Algebra II and job attainment, advancement, or 
salary (Gaertner, Kim, DesJardins, & McClarty, 2013).

The National Assessment Governing Board (NAGB or Governing Board) made no a priori 
assumptions about the equivalence of college and career preparedness. Instead, they decided 
to let research findings determine whether college and career preparedness were the same or 
different. Findings from the Governing Board’s NAEP Preparedness Research revealed that 
knowledge and skills included in the grade 12 mathematics assessment were largely considered 
“irrelevant” criteria for success in job training programs (Loomis, 2012; NAGB, n.d.).

Specifying Outcomes

Once the general outcome has been selected, be it college readiness, career readiness, or both, 
that general outcome must be made concrete. This concrete outcome may be included explicitly 
as part of the PLDs or may be used instead to provide focus for research studies and evidence 
gathering. Many organizations have accomplished this by specifying an outcome threshold 
(e.g., specific course grade, grade point average, persistence to second year of college, col-
lege graduation) along with a confidence level in that outcome. For example, ACT’s college- 
readiness benchmarks represent a 50% likelihood of earning a B or better (which translates 
roughly to a 75% likelihood of earning a C or better) in entry-level college courses in the same 
content area (ACT, 2013). SAT’s college-readiness benchmark, on the other hand, is associated 
with a 67% likelihood of earning a B+ cumulative grade point average in the first year of college 
(Wyatt, Kobrin, Wiley, Camara, & Proestler, 2011).

An important issue in setting a CCR performance level and defining the confidence level is 
the tradeoff between false positives and false negatives. Policymakers and standard setters will 
need to consider which type of error is more costly. Is it worse to use a lower confidence level 
and give someone a CCR designation when he or she is truly not ready, or to use a higher con-
fidence level and hold that designation back from a student who truly earned it? Alternately, is 
the goal to simply maximize the classification accuracy?
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Gathering Evidence for College- and Career-readiness Claims

Once the intended claims and related outcomes are specified, the next step is to develop re-
search, data collection, and analysis plans, which includes specifying the types of evidence that 
should inform the standard-setting process. When developing a new assessment, the specific 
data that would best support the predictive readiness claims described in the PLDs are often 
not available. For example, longitudinal studies tracking students from high school to college 
take years to conduct. Therefore, organizations may look to other sources of evidence to sup-
port predictive readiness claims until longitudinal data are collected. This section describes 
how to select evidence to gather and present as part of standard setting.

Types of Evidence

Different types of studies yield different types of data, and gaining data access can prove 
 challenging because of confidentiality issues or legislative and contractual restrictions. Deter-
mining the types of evidence to be collected requires a careful examination of potential data 
sources. Several factors should be considered (McClarty et al., 2013):

•	 Can the desired data be obtained; e.g., if students’ SAT scores are to be linked to their state 
assessment scores, are SAT scores available for all students?

•	 Is there a strong connection between the data and the intended outcome; e.g., would PISA 
data provide support for grade six mathematics outcomes?

•	 Are there legal issues related to personally identifiable information needed to match data 
records; e.g., are states comfortable providing student names or other information neces-
sary to match data records?

•	 Are there enough project management resources available to handle coordination across 
the participants in the process; e.g., are staff available to manage data flow and communi-
cations across entities, such as state or federal departments of education, test publishers, 
higher education institutions, and educators?

Once workable data sources are identified, the types of studies to which those data lend them-
selves must be identified. Different types of studies provide evidence related to convergent, 
predictive, and content-based validity.

In a convergent validity study, scores on a CCR assessment are compared to scores on an-
other assessment targeting a similar outcome (APA, AERA, & NCME, 2014). For example, 
Haertel, Beimers, and Miles (2012) describe comparing scores on an end-of-course algebra 
assessment administered as part of the American Diploma Project (ADP) to those on six state 
mathematics assessments. As part of the NAEP preparedness research agenda, scores on grade 
12 NAEP assessments were compared to those obtained by the same students on the SAT, ACT, 
Accuplacer, and WorkKeys assessments (Loomis, 2012; NAGB, n.d.). These types of designs are 
employed for concordance or linking studies and provide a way to evaluate how performance 
standards compare across assessments.

Because a key component of CCR assessments is making predictive claims, conducting 
criterion- related, predictive validity studies is a logical step. Predictive validity studies examine 
the relationship between scores on the target assessment—in this case, the CCR  assessment—and 
scores from a criterion measure obtained at a later time (APA, AERA, & NCME, 2014). In the 
ADP study (Haertel et al., 2012), performance on the algebra assessment, administered to col-
lege students at the beginning of a semester, was compared with course grades obtained by those 
students at the end of the semester. Longitudinal studies, which involve following the same 
student from grade to grade and on to college- or career-related outcomes, are challenging to 
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conduct, but provide valuable evidence on the relationship between performance on the CCR 
assessment and multiple future criteria.

The third type of study is content-based, involving subject-matter experts making judg-
ments about the level of performance a student should demonstrate on the CCR assessment to 
be prepared for future success. For the ADP project, faculty from higher education institutions 
reviewed test items and made judgments about the level of knowledge and skills students would 
need to complete a course successfully (Haertel et al., 2012).

Data sources will also vary: some studies will use existing data (e.g., state assessments) and 
some will require original data collection (e.g., administering an algebra assessment to col-
lege students). Using existing data may lower costs; however, validity research should not be 
completely bound by convenience. For example, longitudinal studies on the full population of 
interest are often the most costly and time consuming but provide the most valid information 
about the specified outcome. The usefulness and appropriateness of the data should be the key 
considerations. Test publishers and policymakers should carefully consider the advantages and 
disadvantages of each approach in terms of time, resources, costs, and validity of resulting 
interpretations.

Access to Evidence

We must underscore the importance of access to the data, and the time and resources re-
quired to get it. Confidentiality of school records, including test scores, is mandated by law 
(e.g., US  Department of Education, n.d.). Similarly, private testing organizations have strict rules 
and procedures for allowing access to data. Obtaining information from a source that would 
yield relevant criterion-related data may prove challenging and take months. When  linking stud-
ies are conducted between two assessments, issues of confidentiality and anonymity of student 
data must be resolved. For example, when linking NAEP to SAT as part of the NAEP prepared-
ness research, a system of “pseudo-identifiers” was used to avoid this conflict. This procedure 
allowed NAEP data to be linked to SAT scores as a source of predictive postsecondary success 
data and to Florida’s longitudinal student records as a source of confirmatory data.

Evaluating and Synthesizing results

Once the evidence has been gathered, it must be evaluated and synthesized for use in stan-
dard setting. We recommend three steps: (1) evaluate the quality of evidence from individual 
 studies, (2) synthesize evidence across studies, and (3) determine which studies to use for the 
next steps in the standard-setting process.

Evaluating Evidence

Though multiple study results can inform standard setting, not all data points should be given 
equal influence. Assessment developers and policymakers should establish criteria for evaluating 
study results. One important criterion is the comparability of outcome definitions. For  example, 
if the performance level implies likely success in an entry-level college course, using data about 
the percentage of students referred to developmental courses is an incomplete comparison. 
 Remediation rates represent the percentage of students not eligible to enroll in an entry-level 
college course, but they provide no information about success rates in entry-level courses.

Second, it is important to evaluate the comparability of the populations studied. For ex-
ample, college-readiness rates published by ACT and the College Board primarily reflect the 
population of students who elect to take the ACT or SAT assessment, which is often a higher- 
performing group than the entire population. ACT or SAT scores in states that administer 
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these assessments to all students may be more useful. Important population characteristics 
include sample size, student age, demographic characteristics, accommodations available, and 
recency of data.

Content alignment should be another consideration. How well does the CCR assessment 
align with either the content of introductory college-level courses or the content of a similar 
assessment? For example, NAEP preparedness research showed few of the knowledge and skills 
from its grade 12 mathematics assessment were required in the curriculum of 85 introductory 
mathematics courses in 122 institutions with job training programs in the five selected NAEP 
occupational areas (WestEd & EPIC, 2013).2 In addition, an alignment study between the 
WorkKeys assessment and NAEP showed limited content overlap (Dickinson et al., 2014). This 
lack of content alignment supports NAGB’s decision not to set a job-training-preparedness per-
formance level for NAEP. Additionally, several studies compared PARCC with international 
assessments such as PISA, TIMSS, and PIRLS. Results showed only partial alignment between 
the PARCC assessments and the content assessed on the international exams (McClarty et al., 
2015). Therefore, any student performance comparisons between those assessments should be 
interpreted cautiously and given less weight in the standard-setting process.

Finally, the statistical relationship between the CCR assessment and the outcome measure 
(or other similar assessment) should be evaluated. A strong correlation between the assessment 
scores and outcome measure provides evidence to support predictive claims. Conversely, a 
weak statistical relationship between the two provides a challenge for making any predictive 
performance-level claims.

Synthesizing and Presenting Evidence

After evaluating results of individual studies, evidence can be summarized to identify com-
mon themes and areas of overlap in the results. In this phase, higher-quality studies should be 
emphasized. Rather than a single location for a performance standard, this type of evidence 
synthesis will provide regions of the performance scale that could or could not be supported by 
existing data. This allows for empirical study evidence to be brought into the standard-setting 
process in combination with judgments by subject-matter experts or other stakeholders to sup-
port procedural, internal, and external validity.

Once the studies have been evaluated and synthesized, assessment program administrators 
must decide how to present the information to panelists, policymakers, or other stakeholders. 
For example, should all studies be presented or only those determined to be high quality or 
most relevant? Poor-quality studies will add noise, but it may be important to represent the 
entire process of evidence collection and evaluation.

Should each study be presented or only a summary? Showing individual studies may allow 
panelists to draw their own conclusions about areas of emphasis and overlap. This approach 
may be more useful for policymakers or data-savvy experts who want to dig into the results. 
For panelists not as familiar with data and these types of studies, however, showing all studies 
could result in cognitive overload. It may be more prudent to provide a panel of content experts 
with a summary of the study results, so they can focus on their area of expertise—content 
judgments. If individual study data are shown to panelists, it is important to have some way to 
communicate study quality. This can be done by discussing the quality criteria with the panel-
ists and how each study fared. Moreover, all studies should be evaluated to determine whether 
they meet minimum quality criteria to be included at all.

Once the determination has been made about what data to share, the next question is how to 
share it. Results could be presented on an impact data scale—that is, the percentage of students 
that would be classified into a CCR category if the performance-level threshold were placed at 
a specific point along the score scale. This approach may resonate with policymakers who will 
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be reporting pass rates. For content experts working in standard-setting meetings with actual 
items and test forms, however, results presented in terms of the test-reporting scale or number 
of points may be more relevant and easier to use.

Holding Standard-Setting Meetings with Panelists

The criteria for selecting panelists and conducting standard-setting procedures in an evidence- 
based process for CCR are generally no different than those recommended for any standard- 
setting process. Special considerations will be highlighted here.

Selecting Panelists

Standard-setting panelists must represent the interests of the relevant stakeholders (Hambleton & 
Pitoniak, 2006; Raymond & Reid, 2001). If standards are to be set for CCR jointly, then the stake-
holders may be different than if standards are to be set for CCR as two separate levels of knowledge 
and skills requirements.

In general, panels should include both educators and employers. All panelists must have 
content training and experience, as well as direct experience with the students at the grade level 
for which standards are to be set. The noneducators would need to be familiar with children in 
the relevant grade level or work in organizations that serve students in those grade levels, for 
example. Content knowledge is essential to the judgment tasks. Practitioners and even postsec-
ondary faculty in job training programs may lack the in-depth level of training and academic 
expertise in subject matter required for setting standards for assessments of high school math-
ematics and reading/language arts (Loomis, 2012).

A sufficient number of panelists must be identified and recruited to provide sufficient power 
for the statistical analyses. That number is typically estimated to be between 10 and 15 panelists 
(Raymond & Reid, 2001). A sufficient number of panelists is needed to assure that all relevant 
roles and attributes can be represented on the panel. Further, it is desirable to have replicate 
panels, if resources permit, to provide inter-panel reliability evidence.

Presenting and Using Evidence

Empirical study results can be shared with panelists at multiple points during the standard- 
setting meeting. Evidence, or a summary of the evidence, could be provided during the 
introductory session. Thus, the evidence would introduce both the testing program and any ex-
pectations based on study results before the panelists begin their judgments. Alternately, study 
results could be used during the judgment rounds as feedback data to help panelists evaluate the 
reasonableness of their recommended cut scores. If their recommendations are far from what 
would be suggested by the data, panelists may adjust their recommendations to be more in line 
with external information. Finally, external evidence could be presented just prior to or after the 
final round of judgments. The bulk of the meeting would focus on the content judgments, but 
panelists would have an opportunity to see how their judgments lined up with external evidence 
and to discuss potential rationales for any discrepancies. The earlier the data are introduced into 
the standard-setting process, the more influence they are likely to have on panelists’ judgments.

reporting results and Conducting Ongoing Monitoring

Clear and accurate results reporting should be emphasized as much as conducting appropriate 
studies. In addition, monitoring is needed to evaluate whether evidence changes over time, 
which would in turn impact the validity of the original CCR claims.
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Reporting Results

Given the effort required to conduct an evidence-based standard setting project, it is imperative 
that reporting clearly communicates the purposes and goals of the project and provides con-
vincing evidence about the reasonableness of the results and accompanying recommendations.

What to report is fairly straightforward; the easy answer is “Everything!” Transparency is 
vital to the successful implementation of any standard setting work, and complete reporting 
on the procedures producing the results and supporting their adoption is essential to transpar-
ency. Clear statements of purpose and design are needed early in the process. CCR standards 
are either new or recent for most states and districts, and it is especially important that the 
audience understands the precise definition of CCR being used, along with that definition’s 
caveats and criteria.

For effective reporting, the audience must also be identified and specified. Though program 
administrators should report everything, not everyone is interested in everything about the 
project. It is important to determine which stakeholders constitute the audience for specific 
aspects of the standard-setting project. It essential that the “need to know” audiences be iden-
tified early, made aware of their status as such, and provided a schedule of activities for when 
they will receive briefings and interim reports. Some stakeholders will want to know that they 
are privy to reporting earlier than others, and this must be taken into account when staging 
information distribution. Although the decision-making group must have access to all the data 
and findings, reports should provide a succinct summary, highlighting important details and 
findings. Providing too much data at one time or the wrong data to a specific stakeholder group 
can have the same effect as providing no data at all.

In order to keep key stakeholders informed and to promote transparency, it is important to 
consider which results to communicate, at what time. “Early and often” seems a sensible heu-
ristic. Still, reporting CCR results requires more careful planning. There will be widespread 
interest in how many students are ready for college and career or are on track to be ready, and 
it is necessary to let stakeholders know what to expect well before the results are reported. 
The importance of preparation has been highlighted with the introduction of new assessments 
and CCR performance standards. States that provided predictive information and prepared 
the public for changes in performance generally experienced more positive acceptance of the 
results than states that did not provide this sort of information. For example, Croft, Guffy, and 
vitale (2014) contrasted experiences in Kentucky with New York when both states adopted 
new assessments and CCR standards. The performance decrease in New York was met with 
alarm, while the larger decrease in Kentucky was not. The difference in public perception and 
acceptance was attributed to the fact that information about what to expect was distributed 
much earlier in Kentucky.

Finally, the CCR standard-setting project will require several months—probably more than 
a year—in order to determine both the content and performance standards. Though reports on 
the results must be relatively brief and focused, each new stage will provide new information 
that demands context. It is helpful to note how the reported information relates to the overall 
project purpose and where it fits in the stages of the project. If reporting is successful, the pur-
poses and goals of the project should be clear to the audiences well before the final results are 
ready for reporting.

The Monitoring Process

Monitoring evidence is critical for maintaining the integrity of CCR standards. Monitoring 
addresses issues of reliability and validity—internal and external. Because setting CCR stan-
dards is a relatively new development in assessment, monitoring is even more important. Does 
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the evidence change over time? Does the relationship between the test score and the crite-
rion change over time? Is new evidence available to support or refute original findings? Would 
different evidence have produced different results? Monitoring should include ongoing data 
 collection from the same sources originally used in the standard-setting process, identification 
of new sources of the same or similar types of evidence, and identification of new sources of 
different evidence. Monitoring may include cross-sectional data, longitudinal data, or prefer-
ably a combination of both.

Monitoring is a complex endeavor, so different aspects of the monitoring process may 
be assigned to different groups according to their expertise. Ultimately, however, policy-
makers are responsible for monitoring. They must determine who will perform the actual 
monitoring function, and they must oversee and evaluate the process. A schedule of up-
dates should be established and publicized, so that stakeholders are aware that the evidence 
and results are being monitored. This way, monitoring reports are anticipated rather than 
alarming.

Implications for Policy, Practice, and research

Building assessments with CCR performance levels that include both content and predictive 
claims can add value to score interpretations, and setting CCR performance standards is rel-
atively straightforward when both the content claims and predictive claims associated with a 
performance level are aligned. Predictive claims may be supported by the external evidence, 
and content claims may be supported by the judgments of subject-matter experts.

What happens, however, when the empirical evidence and the expert judgments do not 
align? Policymakers may need to decide whether to place more emphasis on the content claims 
or the predictive claims. In addition, if the external evidence is too far out of alignment with 
the PLDs, policymakers may need to adjust either the predictive statements or the PLDs asso-
ciated with the CCR performance level—or both—before holding a standard-setting meeting 
with panelists.

Because of the need for strong alignment between the content evidence and the external 
data, the process for selecting which studies to conduct and developing criteria for evaluating 
study quality is of primary concern for policy, practice, and research. The gold standard in 
predictive research studies is longitudinal analysis. Longitudinal studies, however, are often 
challenged by student mobility. Ideally, students would be tracked long enough to evaluate 
their success in college, career, or both. This would require tracking students for at least five 
years, which is both difficult and costly. In the absence of strong longitudinal research, poli-
cymakers should work collaboratively with researchers to develop criteria for evaluating and 
vetting study results. Although the studies provide empirical results, there are still many judg-
mental elements in the process, including who develops the evaluation criteria, how they are 
developed, and how they are applied to the study results. The established criteria may affect the 
overall synthesis of results and thereby the substantive conclusions.

More research is also needed to understand the impact of sharing external study data with 
standard-setting panelists, as well as which approaches panelists understand most accurately. 
The external data should not be given so much emphasis as to eclipse the procedural and in-
ternal validity evidence for standard setting. All sources should work together to support the 
resulting standards recommendations.

Ultimately, the goal is to collect and document evidence that supports the intended inter-
pretations of the CCR assessment scores. Those interpretations often include both content and 
predictive claims, and evidence must be provided to support each. This chapter described some 
of the considerations for adding external evidence to support predictive claims, while main-
taining the content-based interpretations associated with a CCR performance level.
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Notes
 1 https://www.onetonline.org/.
 2 The five occupational areas selected for the NAEP preparedness research included automotive master 

technician; computer support specialist; heating, ventilation, and air conditioning (HvAC); licensed 
practical and licensed vocational nurse (LPN); and pharmacy technician.
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This chapter provides a summary of empirical methods used to establish college- and 
career-readiness benchmarks, such as those on the ACT and SAT, as well as empirically 
based standard setting approaches that have been used by states and consortia in setting cut 
scores on assessments used for accountability purposes. Setting multiple cut scores on as-
sessments in secondary education for differentiating various levels of proficiency (e.g., basic, 
proficient, and advanced) and setting linked cut scores for assessments at earlier grades are 
also discussed.

Using College- and Career-readiness Assessments for Accountability

Effective with the 2017–2018 school year, the Every Student Succeeds Act (ESSA) gives states 
greater autonomy and flexibility over standards, assessments, and accountability systems. A 
provision within the law allows states to use national admissions tests such as the ACT and 
SAT, as well as consortia assessments—PARCC and Smarter Balanced—in lieu of traditional 
standards-based tests.1 Districts may also petition states to allow such tests as an alternative 
measure. However, other provisions may require modifications in how admissions tests are 
used for accountability purposes, including alignment to academic content standards address-
ing the depth and breadth of such standards and language suggesting that accommodations for 
English Learners (ELs) and students with disabilities must result in college-reportable scores to 
ensure comparable benefits for all students.

Over 20 states required statewide testing with the ACT or SAT in 2016–2017, and 7 states 
received permission to use national admissions tests for federal accountability (Gerwertz, 
2016). Several states used the ACT or SAT for high school accountability under No Child 
Left Behind, but augmentation was frequently required to ensure test content adequately 
aligned to state content standards. In addition, states have used results from admissions tests 
to inform state accountability, or simply to meet other educational goals, such as increasing 
college awareness or early identification of students with potential to succeed in postsecond-
ary environments.

There are many outstanding issues for states wishing to use national admissions tests for fed-
eral accountability,2 beyond alignment. For example, Martineau, Gong, and Zurkowski (2016) 
identified a number of challenges for states considering the use of nationally recognized high 
school assessments:

•	 Flexibility—National admissions tests tend to have less administrative flexibility and 
shorter testing windows compared to state tests, in order to maintain high levels of security.

•	 Floor effects—Admissions tests may have a smaller range of scores and lower precision of 
scores at the bottom of the score scale.

•	 Growth—If scores in earlier grades are needed, they will be on a different scale.3
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•	 Growth for educator effectiveness—Course-level content is often inadequate to permit 
such uses, but this issue extends to other state assessments of domain rather than end-of-
course content.

•	 Cognitive complexity—Both the ACT and SAT are largely restricted to multiple-choice 
items and an optional essay; absence of additional performance tasks and technology- 
enhanced items may constrain assessment of some skills.

•	 Accommodations and comparable benefits—Admissions tests have established standard 
accommodations for students with disabilities and, more recently, ELs. When additional 
accommodations are requested by a state, scores are not used for college admissions.

•	 Cut score coherence between admissions tests and other state tests may be lacking— 
Admissions tests have established a single college-readiness benchmark, which may not be 
consistent with a state’s definition of readiness, and ESSA requires at least two cut scores.

National admissions tests appear to offer some advantages over typical state and consortia tests 
as well, such as:

•	 High levels of credibility with postsecondary institutions, recognized and universal accep-
tance for college admissions in US four-year colleges.4

•	 Over half of all four-year public institutions report using ACT or SAT scores for placement 
in entry-level math courses and over one-third use reading scores for placement, exceed-
ing the use of national placement tests and locally developed assessments (Fields & Parsad, 
2012).

•	 Higher student motivation because the admissions tests are perceived as important to stu-
dents, parents, and educators.

•	 Significantly less testing time.
•	 Lower opt-out rates, primarily because of the aforementioned features.
•	 Higher levels of security, including less item exposure.5
•	 Consistency in the testing blueprint, score scale, and longitudinal trend data.
•	 Strong predictive validity evidence across subgroups and different institution types.

Finally, states and assessment programs continue to use college and career readiness as a uni-
fied term, suggesting that the same content standards and performance standards (e.g., cut 
scores, descriptors) are identical and valid for claims relating to college and career readiness. 
However, such claims have been made largely in the absence of evidence, and reviews of what 
little evidence has been reported on career readiness suggests significant differences across job 
families and college readiness (Camara, 2013; Conley, 2014). We admit that the term “college 
and career readiness” is convenient for policy purposes, as it aggregates all postsecondary out-
comes to a single metric. However, it is insufficient in capturing the variation in knowledge, 
skills, and abilities required for success across different types of colleges, training programs, 
and entry-level occupations.

Setting College- and Career-readiness Benchmarks on Admissions Tests

ACT established college-readiness benchmarks using an empirical approach in 2005  (Allen & 
Sconing, 2005; Allen, 2013); College Board used a similar approach for setting a college- 
readiness benchmark for the SAT in 2007 (Kobrin, 2007; Wyatt, Kobrin, Wiley, Camara, & 
Proestler, 2011). Judgment is part of any standard setting, but with empirical approaches, that 
judgment centers on appropriate outcomes (e.g., course grade), criteria of success (e.g., earning 
a grade of a B or higher), and probability of success (e.g., 50%, 60%, 70%), as opposed to item 
content and whether a “proficient student” would likely get an item correct.
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ACT’s benchmarks are the scores associated with a 50% chance (the probability) of obtaining 
a B or higher (the criterion) in a corresponding first-year, credit-bearing, college-level course (the 
outcome) in each subject area. The SAT benchmark is based on the SAT score associated with a 
65% (probability) of obtaining a 2.67 or higher (criterion) first-year college GPA (outcome).6

Advantages of adopting ACT or SAT benchmarks as a state’s “college ready” performance 
level include availability of state-specific impact data, established relationships between test 
scores and postsecondary outcomes, and cost savings (traditional content-based standard set-
ting is not required). Another advantage is that it allows for direct comparisons with other 
states that have adopted the ACT or SAT benchmarks, direct comparisons to the national 
group of ACT or SAT examinees, or indirect comparisons from ACT-to-SAT- or SAT-to-ACT-
tested populations using concordance tables. The ACT and SAT benchmarks define two per-
formance levels (ready or not), but states typically require three cut scores to distinguish four 
levels (e.g., below basic, basic, proficient, and advanced) for accountability. Neither assessment 
program has developed national benchmarks for an upper (advanced) or lower (basic) level, 
but this could easily be done using the same or similar methods (Camara, 2013). The absence 
of national cut scores alone should not impede use of admissions tests for accountability, given 
that ESSA indicates such determinations are preferably made at the state and local levels.

ACT and College Board base their benchmarks on first-year college grades. There are other 
important outcomes of college success, such as cumulative grades, persistence, and graduation; 
however, these outcomes are more removed from high school performance and are directly 
influenced by postsecondary experiences (e.g., quality of college courses, college environment). 
Similar methods can be employed to establish career-readiness benchmarks, but the lack of 
access to empirical data on grades or performance from workforce training programs, certif-
icate completion, job placement, or job performance is the largest obstacle to analysis of these 
outcomes (Camara & Quenemoen, 2012).

Setting State-Specific Benchmarks on the ACT and SAT

While college-readiness benchmarks have been set by ACT and College Board, states may pre-
fer to set their own college-readiness benchmarks for various reasons. State-specific bench-
marks may be intended for federal or state accountability, and legislation may require that they 
are set locally. Other uses of state benchmarks may include exemption from end-of-course 
exams or placement into college programs, which might not align with the achievement levels 
associated with national benchmarks.

various methods could be used to set cut scores on college admissions tests for state use. 
Norm-referenced standard setting focuses on the percentage of examinees who meet or exceed 
a cut score (Cizek & Bunch, 2007), but it is not ideal for setting college- and career-readiness 
benchmarks, because it is not tied to the level of knowledge and skills required for students 
to be successful. Criterion or standard-based approaches (e.g., Angoff, Bookmark) have been 
predominant for several decades in educational settings. They do provide information about 
the level of knowledge and skills expected of students who meet the cut score, but they are not 
tied to actual success outcomes. Empirical or mixed approaches incorporating outcome data 
are becoming more common today because of this mutual benefit.

As discussed before, purely empirical approaches were used by admissions testing programs 
in establishing benchmarks. In addition, ACT assisted two states in establishing their own 
cut scores using empirical data. Panelists reviewed current performance standards, perfor-
mance level descriptors (PLDs), and percentages of students meeting each performance level. 
Their task was to determine the appropriate probabilities of success in first-year college courses 
rather than probabilities related to individual test questions. Unlike a content-based standard 
setting, where panelists provide ratings of many items to arrive at a recommended cut score, 
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each panelist in an empirical standard setting only provides a recommended cut score, focus-
ing on the probability of college success and corresponding score they believe a minimally 
qualified student would obtain. A key component of the discussion centered on the definition 
of a minimally qualified student.

Table 6.1 shows an example rating sheet that can be used by panelists to provide their pro-
posed cut scores. Multiple criteria and their associated probabilities of success, as well as state 
and national impact data, are included in the rating sheet. Panelists provide their rating by 
highlighting the row on the rating sheet where they would place the cut. Panelists are instructed 
to think about how they would define a minimally proficient (or basic or advanced) student in 
terms of their probability of success and place the cut score at this score. After the first round 
of ratings, additional impact and comparative data can be provided. Panelists are expected to 
adjust their ratings in subsequent rounds in light of additional evidence, so inter-rater reliabil-
ity is not meaningful in this context. Within-group consensus is a more meaningful measure 
of reliability for empirical standard setting.

Impact Data

Impact data should show the impact of the cut scores on the population of interest, including 
the percent of students who are expected to meet or exceed each score. State and national 
comparisons should be accompanied by an explanation of any differences between popula-
tions and testing policies (e.g., in some states, all 11th graders take the ACT or SAT, whereas in 
other states, mostly college-bound students, who tend to be higher achieving, are likely to take 
the ACT or SAT). Similarly, comparisons of data from previous years should include cautions 
about changes in the populations tested as a result of the state’s adoption of the test.

Impact data may also be broken down by subgroup, such as race/ethnicity, family income, 
and EL status. Other impact data could include the percentage of students meeting the cut 
score by level of coursework taken and high school grades. The impact of adjusting the cut 
score up or down may also be provided. Impact can be compared to the performance of stu-
dents in that state on other assessments such as NAEP or previous state tests. Initial studies 
have linked benchmarks and cut scores on the ACT, ACT Aspire, and ACT Plan to both NAEP 
proficiency levels (Mattern & Lacina, 2015; Phillips, 2016) and results on PISA (ACT, 2011; Lu, 
2015) to provide additional context for national and international comparisons.

Table 6.1  Example Rating Sheet for Empirical Standard Setting

  Probability of Success Percentage At/Above

ACT Score A B or Higher C or Higher State National

2013 2014 2013

15 0.04 0.19 0.47 93 94 94
16 0.05 0.22 0.51 83 83 85
17 0.07 0.26 0.55 67 68 73
18 0.08 0.30 0.59 55 55 64
19 0.10 0.34 0.62 49 49 58
20 0.13 0.39 0.66 43 43 52
21 0.16 0.44 0.69 37 37 48
22 0.20 0.49 0.73 31 34 44
23 0.24 0.54 0.76 29 28 39
24 0.29 0.59 0.78 23 24 33
25 0.34 0.64 0.81 17 17 27
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Setting Multiple Cut Scores

Much of the discussion around setting multiple cut scores has focused on using the ACT or 
SAT for ESSA accountability. However, there may be reasons to set multiple “college and career 
ready” cut scores. For example, one could distinguish between different levels of preparedness, 
such as readiness for community college, workforce training, or a more selective four-year in-
stitution. Readiness could also be defined in terms of a student’s planned program of study; for 
example, ACT’s Math and Science Benchmarks are based on readiness in college algebra and 
biology, respectively, whereas ACT’s more rigorous STEM Benchmark is based on success in 
higher level math and science college courses (Mattern, Radunzel, & Westrick, 2015).

One approach to setting lower (i.e., basic) and higher (i.e., advanced) cut scores is to base them 
on the probabilities of success in first-year credit-bearing college courses, consistent with the 
approach taken to establish the ACT and SAT benchmarks. The resulting achievement levels can 
then be easily described in terms of college success. The key task in this approach is the determi-
nation of the probabilities of success corresponding to each level of performance, requiring a con-
sensus about the probabilities of success, the criterion, and the outcome that should be associated 
with each cut score. For example, should a student performing at the advanced level be required 
to have a higher probability of success (e.g., a 75% chance), a higher criterion (e.g., earning a B+ or 
higher), and/or success in a more advanced course (e.g., Calculus instead of Algebra)?

Another approach is to set lower (i.e., basic) and higher (i.e., advanced) cut scores based on 
standard error of measurement (SEM). On the ACT, the SEM is approximately two points for 
each subject area test; therefore, the basic cut score could be set at four points below the profi-
cient cut score, and the advanced cut score could be set at four points above the proficient cut 
score to provide approximate 95% confidence that a student scoring at the basic (advanced) cut 
score is truly below (above) proficient. The advantage of this approach and two SEMs is that the 
basic and advanced cut scores are significantly different from the proficient cut scores from a 
measurement perspective. A disadvantage is that the resulting probabilities of success may not 
match expectations for student performance in first-year college courses.

Linkages to lower grade-level cut scores can also be used to inform basic and advanced cut 
scores. For example, ACT Aspire covers grades 3–10 and reports four achievement levels with 
the “Ready” cut score, indicating that students are on target to meet the ACT benchmark in 
grade 11. To set basic and advanced cut scores on the ACT (in this example), a regression ap-
proach can be used to predict the ACT scores associated with the basic (“Close”) and advanced 
(“Exceeding”) cut scores on the ACT Aspire grade 10 assessment. The advantage of this ap-
proach is that it ensures coherence of the cut scores across grade levels and utilizes the “Ready” 
benchmark to set lower and higher cut scores.

These methods can also be used in combination. For example, ACT assisted one state in 
combining SEM and regression approaches. The SEM and regression approaches produced 
cut scores that differed by at most two score points (approximately 0.4 standard deviations) 
across subject areas and performance levels. In most cases, the results from the SEM approach 
were also consistent with course success probabilities of 0.30 (basic) and 0.70 (advanced). 
However, because the SEM approach by itself does not take into account the probabilities of 
success, adjustments were made to make the probabilities of success for each cut score more 
consistent across subject areas. If SEMs are used as the basis for adding cut scores beyond a 
single college-readiness cut score, a minimum difference should be ensured between that cut 
and other cuts (e.g., at least two SEMs), meaning adjustments based on regression results or 
other data would only be used to increase the advanced cut and decrease the basic cut.

PLDs

Performance levels classify students based on their test performance (Haertel, 1999); cut scores 
are simply the numeric points on a scale used to separate students into each performance level 
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category. PLDs describe what a student is expected to know and be able to do at a given per-
formance level. There are at least three requirements when creating empirical PLDs: (a) deter-
mine the criterion (e.g., course grade), (b) determine the performance level on the criterion 
(e.g., grade of B or higher), and (c) decide on probabilities (e.g., 50%, 65%). For example, an 
empirical PLD could read as follows:

Students meeting the Proficient standard in English have a 52% chance of earning a B or 
higher in a first-year credit-bearing college course in English and a 79% chance of earning 
a C or higher in the course.

Even when empirical standard setting is used, content-based PLDs may be desired to provide 
educators, students, and parents with descriptions of what students can typically do at different 
performance levels. Scale anchoring has often been employed to develop such content-based 
PLDs after cut scores have been established or as the initial basis for setting new cut scores 
on established assessments (Sinharay, Haberman, & Lee, 2011). This approach was employed 
to create ACT’s College Readiness Standards (ACT, 2014). Content specialists reviewed score 
distributions of ACT items from several test forms, as well as data from ACT’s College Course 
Placement Service (i.e., cut scores used for placement into college courses). Items that had been 
answered correctly by 80% or more of test takers scoring in each range were used to inform the 
standards, because students scoring in that range are likely able to demonstrate those knowl-
edge and skills.

ACT recently assisted a state in setting its own content-based PLDs after an empirical stan-
dard setting. ACT content experts selected exemplar items from released test forms and ex-
emplar writing samples from actual student responses to the ACT Writing test (i.e., essays). 
Exemplar items were selected for content coverage and varying difficulty and were categorized 
as Basic, Proficient, or Advanced, based on the score at which 67% of students got the item 
correct. Writing samples were selected across a range of score points. Item maps were created, 
providing information about the performance level and content standard being measured by 
each item. A workshop was conducted with content experts from across the state who reviewed 
items and writing samples from each performance level, arranged in order of increasing dif-
ficulty. For each item, panelists were asked to answer “What knowledge and skills does this 
item measure?” and “Why is this item more difficult than the items that preceded it?” After 
reviewing the exemplars, content experts provided preliminary PLD statements describing the 
knowledge and skills demonstrated by students taking the ACT, and panelists reviewed and re-
vised the PLDs for clarity of wording, progression of knowledge and skills across performance 
levels, and completeness of coverage of the state standards. Similar approaches can be taken to 
establish PLDs in earlier grades.

Setting Cut Scores for Grades 3–10

Modern K–12 assessment systems should be coherent across grade levels, giving students and 
others consistent messages about readiness. To support coherence and interpretations of “on 
target for readiness,” methods for setting cut scores for grades 3–10 include:

A linking scores at each grade level to existing grade 11 cut scores,
B linking scores at each grade level to a college or career outcome of interest,
C traditional content-based standard setting at multiple grade levels, followed by articula-

tion (vertically moderated standard setting), or
D some combination of the first three approaches.

The focus of this section is on approach A. Approach A could also be used to smooth grade- 
specific cut scores obtained from content-based standard setting.
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Even within one approach, different linking methods can be used. The choice of linking 
method determines what interpretations should be supported by the cut scores. For example, 
meeting an early grade cut score could imply that students are predicted to score at the grade 
11 cut score, or it could mean that students are performing at the same point in the score dis-
tribution relative to students who meet the grade 11 cut score.

For new assessment systems, linking methods are constrained by data availability. Some 
methods require longitudinal data, but new assessment systems need early grade cut scores 
long before full longitudinal data (e.g., grades 3–11) are available. This section focuses on ap-
proaches for estimating “on target for readiness” cut scores for grades 3–10 without the benefit 
of longitudinal data. We will use the example of estimating ACT Aspire Readiness Bench-
marks for grades 3–10 that are linked to the ACT Benchmarks (grade 11 cut scores), described 
earlier in this chapter. ACT Aspire is a relatively new assessment program that was launched in 
spring 2014; longitudinal data spanning grades 3–11 will not be available until 2022.

We will focus on three linking methods for setting early grade cut scores based on linkage 
to the grade 11 cut score. These three methods (shown in Table 6.2) belong to larger families of 
methods, of which there are many variants. For example, we will discuss simple linear regression 
as one example of projection, but there are many other methods within the regression family that 
could be used (e.g., Wright, 2016, examined seven different regression methods for estimating cut 
scores). The methods could be used for an assessment program that spans grades 3–11 (e.g., ACT 
Aspire and the ACT test) or with an assessment system that mixes programs (e.g., PARCC grades 
3–8, PreACT grade 10, and the ACT grade 11). None of the methods require vertical scales.

Contrasting Three Linking Methods for Early Grade Cut Scores

After the first year of an assessment system, only cross-sectional data are available, and statis-
tical moderation (Mislevy, 1992) can be used to set early grade cut scores based on distribu-
tional equivalence to the grade 11 cut score. Using statistical moderation, early grade cut scores 
are those having the same z-score (distance from the grade-level mean, in standard deviation 
units) as the grade 11 cut score. Alternatively, the cut scores could be set based on percen-
tile rank equivalence. When test scores are normally distributed, z-score and percentile rank 
equivalence should yield very similar results.

Table 6.2  Three Methods for Determining Early Grade Cut Scores Linked to Grade 11 Cut Score
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where 1m j( ) = −  when j is odd and 1m j( ) =  when j 
is even.

Note: µk  is the grade k mean, σ k  is the grade k standard deviation, 11C  is the grade 11 cut score (ACT Benchmark), 
and ,rk j  is the correlation of grade k test scores and grade j test scores. 
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As more longitudinal data become available, additional methods become feasible. Projection 
methods (Mislevy, 1992) generally require longitudinal data. For example, a regression model 
for grade 11 scores on grade 3 scores is only available after the ninth year of an assessment pro-
gram. However, we will demonstrate an approach for estimating the parameters needed for the 
projection method using only cross-sectional data and assumed correlations.

Another approach is piecewise regression, where the grade 10 cut score is determined based 
on a regression of grade 11 scores on grade 10 scores, and then the grade 9 cut score is deter-
mined based on a regression of grade 10 scores on grade 9 scores, and so on. The piecewise 
longitudinal approach is especially attractive because it’s feasible after the second year of the 
assessment program; however, the magnitude of the correlation ultimately impacts the grade-
to-grade linkages, and measurement error is compounded at linkages for lower grades.

The different methods lead to different interpretations of what it means to meet early grade 
cut scores. Statistical moderation results in similar impact (percent meeting cut scores) across 
grade levels and is often used for vertically moderated standard setting (Lissitz & Huynh, 2003). 
Using statistical moderation, a student who scores at the grade 3 cut score performed about the 
same, relative to grade-level peers, as a minimally ready 11th grade student.

Arguably, projection methods lead to the interpretation most consistent with the idea of 
being on target for readiness: students who meet the 3rd-grade cut score have a 50% chance 
of being ready in grade 11 (or, alternatively, students who meet the 3rd-grade cut score are 
expected to score at the grade 11 Ready cut score). Under the piecewise regression method, a 
student who meets the grade 3 cut score has a 50% chance of meeting the grade 4 cut score.

Assuming multivariate normal distributions for the test scores, formulas for the early grade 
cut scores can be derived for each of the three methods (Table 6.2). It’s useful to inspect the 
formulas to understand when, and to what extent, the three methods lead to different solutions. 
Note that the formulas for the cut scores have the same general form, and all three formulas 
depend on the grade-level mean and deviation of grade 11 cut score from grade 11 mean. The 
cut scores are also dependent on test score standard deviations, and the statistical moderation 
and projection cut scores depend on vertical correlations.

When the grade 11 cut score is equal to the grade 11 mean ( 11µ=C ), the three linking methods 
are equivalent. All of the early grade cut scores will deviate from the grade-level mean in the same 
direction: as the grade 11 cut score deviates more from the grade 11 mean, the early grade cut 
score deviates more from the grade-level mean in the same direction. The statistical  moderation 
solutions are asymptotes for the projection-based cut scores: as the correlation approaches 1, the 
two sets of cut scores converge. Each solution assumes a common population of students across 
grade levels. Using cross-sectional data, this assumption is violated because different students are 
represented in each grade level. Student dropout and migration exacerbates this problem.

Applying Early Grade Methods to ACT Aspire Data

The cut score formulas using the three methods were applied to data from ACT Aspire. The 
mean and standard deviation parameters for each grade level were estimated from a norming 
study for ACT Aspire (ACT, 2016). The norming study weighted the test scores from each grade 
level to a common population and used piecewise longitudinal data to anchor score distribu-
tions across grades 8–10. These steps are important because the cut score formulas in Table 6.2 
assume a common population across grade levels.

The cut score formulas using the regression approaches require knowing cross-grade cor-
relations. The correlations for adjacent grade levels were estimated from existing ACT Aspire 
data, but the correlations required for the projection model (e.g., correlation of grade 3 and 11 
scores) are unknown, because ACT Aspire is relatively new. The sensitivity of the projection 
solution to correlation was examined by assuming a broad range of plausible correlations.
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Figure 6.1 summarizes the results for mathematics. For each grade level (3–10), cut scores us-
ing the three linkage methods were calculated. The cut scores are plotted on the vertical axis 
against grade level on the horizontal axis. ACT Aspire scores are vertically scaled, so increasing 
cut scores across grade levels are expected. The grade 11 cut score (ACT Mathematics Benchmark 
of 22) is above the grade 11 mean (19.3) and so the early grade cut scores are also above their re-
spective means. The statistical moderation method suggests a grade 3 cut score of 416, while the 
projection method suggests grade 3 cut scores ranging from 416 to 418, depending on the correla-
tion. In this case, it might be reasonable to set the projection-based grade 3 cut score as the mid-
point of the range (417). The projection-based cut scores are sensitive to the correlation, because 
the grade 11 cut score is considerably above the grade 11 mean (by 0.54 standard deviations).

As noted before, differences in cut scores across the linking methods were amplified by the de-
viation of the 11th-grade cut score from the 11th-grade mean. A piecewise regression approach 
may seem like an attractive option after the second year of an assessment program because suf-
ficient data are available, but we found that it can provide unreasonable results. For example, the 
grade 3 cut score using the piecewise regression formula was seven standard deviations above the 
grade 3 mean. From the formula for the piecewise regression solution (Table 6.2), the product term 
(involving correlations) represents compounded error and can cause early grade cut scores to de-
viate drastically from their mean. The compounded error term becomes more pronounced with 
(1) lower vertical correlations and (2) more intervening grade levels. With high correlations and few 
intervening grade levels, the piecewise regression approach may work well. As shown in Figure 6.1, 
the grade 9 and 10 cut scores using piecewise regression agree well with the other approaches.

A middle-ground approach to set the initial cut scores for ACT Aspire used projection for 
grades 8–10 and statistical moderation for grades 3–7. The cut scores for grades 3–7 are the 
same distance from the grade-level mean (in standard deviation units) as the grade 8 cut score. 
An argument supporting this approach is that the prediction of performance in grade 11 for 
students in grades 3–7 is less precise, and so cut scores based on statistical moderation are 
sufficient indicators for being on target, while maintaining consistent impact across the early 
grades. Cut scores should be updated over time because of changes in student growth among 
the assessed population, or possible drift in score scales.
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Figure 6.1  Example Cut Score Solutions for Mathematics
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Implications for Policy, Practice, and research

The use of empirical standard setting has increased in recent years. These methods can be con-
trasted with traditional approaches, which are not typically tied to outcome data and often re-
sult in significant differences in impact when comparisons are made across states and with 
national outcomes (e.g., NAEP proficiency versus state proficiency). An increasing focus on col-
lege and career readiness has driven the need to incorporate empirical data in standard setting. 
Rather than focusing on item content, empirically-based standard setting methods directly link 
performance on an assessment with postsecondary success. Of course, empirical methods can 
be combined with content-based methods in a variety of ways to mitigate the incoherence across 
states and with national data (as discussed in McClarty, Loomis, & Pitoniak, 2017).

In conducting an empirical standard setting, having access to relevant outcome data is es-
sential. Both ACT and College Board rely on partnerships with colleges and universities to 
provide outcome data for models predicting success in college. Other outcome data would 
strengthen the link between performance in high school and success in college, such as reme-
dial coursework completion rates and grades, and college degree completion. Career outcomes 
are needed to strengthen claims around career readiness.

Setting cut scores using empirical-based methods can result in a large drop in the percentage 
of students deemed proficient, which can lead to misunderstanding among the public and me-
dia. Croft, Guffy, and vitale (2014) reviewed public responses to adopting more rigorous stan-
dards in four states, concluding that it is important to help the public understand that a drop in 
proficiency results from more rigorous standards, not necessarily a decline in performance. It 
is important to communicate such expectations in advance of score reporting and emphasize 
the rationale for increasing the rigor of standards. Tying the performance standards to college 
success or remediation rates can help explain the rationale and is one advantage of empirical 
approaches to standard setting.

With over 20 states using college admissions tests statewide and many states considering 
ways to use these tests for accountability, there is a risk that different cut scores will still be 
deployed to indicate college readiness or proficiency. States generally prefer their own perfor-
mance standards, but this could undermine public confidence in results when readiness or 
proficiency rates change dramatically as standards or assessments are revised or cross-state 
comparisons are made. Because many students attend postsecondary institutions or attain em-
ployment outside their home state, state-specific performance standards have limited benefit 
and may hinder national goals related to increased readiness for college and work. If college 
and career readiness are truly the goals of K–12 education, then having a clear definition of col-
lege and career readiness that generalizes across states and institutions, with valid and reliable 
assessments used across K–12 and higher educational systems, should be a major consideration 
of any standard setting approach.

Notes
 1 The specific language in ESSA provisions state “‘nationally recognized high school academic assess-

ment means an assessment of high school students’ knowledge and skills that is administered in 
multiple States and is recognized by institutions of higher education in those or other States for the 
purpose of entrance or placement into courses in postsecondary education or training programs” 
(Rule, 4/19/16).

 2 Final regulations for ESSA provisions related to the use of alternative national assessments recog-
nized by higher education had not been issued at time of publication.

 3 ACT and PreACT extend from grades 10–12; however, states also using ACT Aspire in grades 3–10 
can use a common scale; SAT and PSAT extend from grades 8–12.

 4 Approximately one-third of four-year colleges are test-optional with some group of students, but the 
vast majority of students applying to these colleges submit test scores. Only one four-year college will 
not review submitted admissions test scores.
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 5 State and consortia tests generally have extended windows of 3–6 weeks using one or several forms. 
Forms and/or items are reused across school days, as opposed to admissions tests, which generally 
have a single test date per form and reuse is much less frequent and proximal in terms of timing.

 6 A review of these and other methods used to establish college-readiness benchmarks is available in 
Camara (2013) and Camara and Quenemoen (2012).
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Introduction

Many postsecondary institutions—and community colleges in particular—require that stu-
dents demonstrate specified levels of literacy and numeracy before taking college-level courses. 
Typically, students have been assessed using two widely available tests—ACCUPLACER and 
Compass. However, placement testing practices are beginning to change for three reasons. 
First, the Compass test will no longer be offered as of the end of 2016. Second, questions have 
been raised about the validity of commonly used placement tests. Third, there are emerg-
ing discussions about the need to consider other aspects of students’ readiness to succeed in 
college, especially so-called noncognitive skills.

In this chapter, we discuss the history of college placement testing, with a focus on nonse-
lective colleges. We describe the limitations of placement tests, the consequences of placement 
errors, and the movement toward changing systems of placement. We also provide a typology 
of the measures that can be used for placement, how they can be combined, and how colleges 
might use assessment results in more varied ways.

History of Assessment for Entering College Students

Higher education institutions need mechanisms to assess the college readiness of incoming 
students. Selective institutions use admissions requirements to screen students, accepting or 
rejecting them on the basis of their test scores and applications (Cohen, Brawer, & Kisker, 
2014). Open-access institutions—which include community colleges and some four-year 
institutions— accept all or most students, but then must determine whether they are ready for 
college coursework. As such, placement testing is a near-universal part of the enrollment experi-
ence for incoming community college students (Bailey, Jaggars, & Jenkins, 2015). Students who 
are not deemed ready based on their placement test scores typically take remedial or develop-
mental coursework before beginning college-level studies. Roughly 60% of incoming freshmen 
nationally require developmental instruction in English and/or math; the vast majority of these 
students are concentrated at nonselective two-year or less selective four-year colleges (National 
Center for Public Policy and Higher Education & Southern Regional Education Board, 2010).

For much of the 20th century, rigid policies with mandates for placement were accompa-
nied by course prerequisite policies, academic probation and progression policies, and other 
requirements associated with entrance and graduation (Cohen et al., 2014). By the 1970s, 
however, the popularity of such policies was declining, as some argued that college students, as 
adults, should have the right to make their own decisions, even if this resulted in failing courses 
(Cohen et al., 2014; Hughes & Scott-Clayton, 2011). The laissez-fare approach to placement 
was short-lived, however, as legislators’ and educators’ support for testing and placement man-
dates grew amid concerns over high failure rates and dropout rates in the 1980s (Fonte, 1997; 
Rounds & Anderson, 1985). Two-year colleges reported having policies governing placement 
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testing at twice the rate of their four-year counterparts (Abraham, 1987), and a national survey 
of community colleges found that over 90% used some sort of test to place incoming first-time 
students by the late 1980s (Woods, 1985).

At the same time, long-standing issues with standardized tests came to the fore in the 1980s. 
Early standardized tests, in particular IQ tests (Jencks, 1998), were criticized on the grounds 
that they reflected test-takers’ racial and economic backgrounds, rather than their academic 
capacities, and that they ignored cultural knowledge and other student strengths (Byrd & 
Macdonald, 2005). The concerns primarily revolved around the potential for placement poli-
cies to disadvantage whole groups of students (see, for example, the Mexican American Legal 
Defense and Education Fund’s 1991 lawsuit challenging legislation that mandated placement 
testing in California [Cohen et al., 2014; Hughes & Scott-Clayton, 2011]). Nonetheless, by the 
1990s, mandatory testing and mandatory placement were included in an influential list of 
community college best practices (Boylan, 2002).

Of community colleges surveyed by the National Assessment Governing Board (NAGB) in 
2010, 100% reported using a standardized test for math placement purposes, and 94% reported 
doing so for reading placement (Fields & Parsad, 2012). Among four-year institutions, 85% 
employed placement tests for math and 51% reported doing so for English. The 2010 NAGB 
survey also asked institutions about their use of the most common placement tools—SAT, 
ACT, ACCUPLACER, and Compass. While most used these tests, 14% of public two-year 
institutions and 38% of public four-year institutions reported using another assessment. In 
another 50-state survey of assessment practices, the National Center for Higher Education 
Management Systems found that only 15 states had a common set of placement tests (Zis, 
Boeke, & Ewell, 2010).

For any given placement test, there is substantial variation in the cut scores institutions use 
to designate students as college ready (Fields & Parsad, 2012; Hodara, Jaggars, & Karp, 2012). 
Only 12 states have statewide cut scores. One state has a cut-score policy that governs just its 
community colleges, and four states indicated they were developing a statewide policy. Even 
among these states, however, some allow institutions to set a cut score above that specified in 
the state policy (Zis et al., 2010).

Limitations of Current Practices

An accurate placement mechanism will direct students who are college ready into college-level 
coursework, while referring students who are academically underprepared to developmental 
coursework. Placing students correctly is crucial, as the consequences of incorrect placement—
particularly underplacement—are severe. Of community college students who enroll in devel-
opmental coursework, just 28% earn a degree within eight years, compared with 43% of those 
who did not take any developmental coursework (Attewell, Lavin, Domina, & Levey, 2006). 
While these differences in outcomes could be attributed to differences in academic capabilities, 
a number of studies have employed a regression-discontinuity approach to compare similar 
students with placement test scores just above and below the cutoff and found that develop-
mental enrollment has null or negative effects on short- and long-term outcomes (Bailey et al., 
2015). A null impact on completion would indicate that students who score just below the 
cutoff and are referred to developmental education earn credentials at roughly the same rates 
as similar students who enter directly into college-level coursework. Thus, the introduction of 
pre-degree coursework does not improve college completion rates, but rather extends the time 
required to earn a credential and increases the cost to students and taxpayers (Crisp & Delgado, 
2014; Scott-Clayton & Rodriguez, 2015).

Moreover, scores on entry assessments are not highly correlated with success in ini-
tial college- level courses. When used as the sole measure for course placement, these tests 
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incorrectly place many incoming students (Bailey et al., 2015; Belfield & Crosta, 2012; Scott- 
Clayton, Crosta, & Belfield, 2012). For example, using data from a community college system in 
a large urban setting, Scott-Clayton (2012) demonstrated that high school grade point average 
(GPA) explained a greater share of variation in outcomes for gatekeeper English and math 
courses than placement test scores. A combination of placement test scores and high school 
achievement measures yielded the greatest explanation of variance. Using the richest set of 
predictors, the author then estimated the share of students who were placed in developmen-
tal coursework, even though they would likely have received a B or better in an entry-level 
college course, as well as the share of students who were placed into college-level coursework 
despite a high likelihood of failure. These shares were combined to produce a “severe error rate” 
(Scott-Clayton, 2012, p. 25), which ranged from 24% in math to 33% in English. Similar find-
ings have emerged in research conducted in a number of different settings (Belfield & Crosta, 
2012; Scott-Clayton & Rodriguez, 2015).

Another limitation of using single measures for placement is the inability of such measures 
to distinguish different student needs for remediation. Students differ in their comfort with 
mathematical concepts, their exposure to math in high school, their ability to interpret test 
questions given their English language proficiency, and the time since their last math course 
(Bailey & Cho, 2010). Further, they do not cast light on the noncognitive factors that may influ-
ence student success in college.

Emerging Practices in Assessment and Placement

Colleges and college systems are seeking ways to improve entry assessments while minimiz-
ing costs and administrative challenges. Based on recent research on assessment practices 
(Bracco et al., 2014; Duffy, Schott, Beaver, & Park, 2014), options include employing alternative 
measures, the use of multiple measures, and broader conceptions of placement. As outlined in 
Table 7.1, we propose the following framework for considering these alternatives.

Measures

Colleges have options beyond commonly available placement tests to assess students’ readiness 
to take college-level courses and the likelihood that they would benefit from supportive services. 

Table 7.1  Options for Course Placement

Measures Systems or Approaches Placement Types

Administered by College

1 Traditional placement tests
2 Alternative placement tests
3 Noncognitive assessments
4 Writing assessments
5 Computer skills assessments
6 Questionnaire items

•	 Placement based 
on results of single 
assessment

•	 Waiver system
•	 Decision bands
•	 Placement formula
•	 Decision rules
•	 Directed self-placement

•	 Placement into 
traditional 
courses

•	 Placement into 
alternative 
coursework

•	 Placement into 
support services

Obtained from Outside of College

1 High school GPA
2 Other high school transcript 

information (courses taken, course 
grades)

3 Standardized test results (e.g., ACT, 
SAT, Smarter Balanced, PARCC)
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Some of these are commercially available, while others may be developed by a particular 
college. The selection or development process involves both identifying an appropriate instru-
ment and establishing cut scores that can be used in decision making. Cut score decisions are 
generally guided by a review of prior research, analysis of concordance tables showing rela-
tionships between previously used measures and the proposed measure, and/or by analyzing 
historical data associated with students at the college when available. Some examples of alter-
native measures follow.

Alternative Placement Tests

While most colleges continue to use traditional placement tests, some have selected or 
developed alternative tests in an effort to align the knowledge and skills measured with the 
specific courses they offer. Colleges may also seek diagnostic assessments that guide students 
into particular entry points in a developmental curriculum. Both virginia and North Carolina 
have developed assessment systems that place students into specific developmental education 
modules (Hodara et al., 2012).

Alternative placement tests have the advantage of being customizable to each college’s 
standards and introductory coursework. They can also have more diagnostic value than 
standardized instruments (see, for example, Reddy & Harper, 2013). However, test develop-
ment and validation is complex and costly—and may result in instruments with questionable 
reliability and validity (Hughes & Scott-Clayton, 2011).

Noncognitive Assessments

There is increasing recognition among postsecondary educators that success in college depends 
on more than students’ content knowledge (Hughes & Scott-Clayton, 2011). Noncognitive as-
sessments seek to measure students’ psychosocial characteristics, such as motivation, learning 
strategies, academic tenacity, or sense of belonging (Lipnevich, MacCann, & Roberts, 2013). 
Examples of noncognitive tests include SuccessNavigator (offered by the Education Testing 
Service), Engage (offered by ACT), the Learning and Study Strategies Inventory (offered by 
H&H publishing), and the College Student Inventory (offered by Noel Levitz). In addition, col-
leges may incorporate the use of short scales, such as the Grit Scale or Adult Hope Scale, into 
existing surveys or tests.

Noncognitive tests allow colleges to gather information about students that might lead to 
improved course placement and can help place students into supports and services. However, 
the evidence base for their use in placement is thin. Research conducted on SuccessNaviga-
tor suggests that it has some value as a measure when used in conjunction with a placement 
test to move students just below a cut score into a higher level math course (Rikoon, Liebtag, 
Olivera- Aguilar, Robbins, & Jackson, 2014). A study on an early version of Engage suggests 
that its Academic Discipline scale is predictive of student success in initial college level courses 
(Robbins, Allen, Casillas, & Peterson, 2006). Additional information on noncognitive assess-
ments can be found in Gaertner and Roberts (2017).

Writing Assessments

In many colleges, students are assessed via a performance task, most commonly writing a short 
essay, in addition to a standardized assessment. For example, some colleges in the University 
of Wisconsin System use a faculty-scored essay in addition to the Wisconsin Placement Test; 
student essays are scored based on the first-year composition learning outcomes used across 
the system. Research conducted by two faculty members found that the proportion of at-risk 
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students who remained in good standing at the end of their fall semester grew from 59% in 
2006, just before the introduction of the writing assessment, to 73% in 2009 (Duffy et al., 2014).

However, colleges typically have to assess large numbers of incoming students within a 
short period of time, at low cost. While writing assessments may provide more complete and 
nuanced information on which to base placement decisions, they typically require added staff 
time to score (Rodríguez, Bowden, Belfield, & Scott-Clayton, 2015), although this may be ame-
liorated when they are graded using automated systems.

Computer Skills Assessments

Some colleges want to make sure that students have the basic computer skills needed to 
succeed in college courses. For example, the College of Western Idaho (CWI Assessment and 
Testing, n.d.) and Richland Community College in Texas (RCC Computer Skills Placement, 
n.d.) administer short computer skills assessments to all or selected incoming students. Other 
colleges use assessments to determine students’ readiness to succeed in online coursework. 
Students lacking skills may be placed into appropriate courses or workshops. However, testing 
students and providing them with counseling based on results will add cost.

Questionnaire Items

Colleges may ask incoming students to respond to selected questions about their prior experi-
ences with learning certain kinds of material or their confidence about mastering future mate-
rial, most commonly math (venezia, Bracco, & Nodine, 2010). A study at one college found that 
students’ responses to questions about their high school academic history improved placement 
accuracy when considered in addition to placement test scores (Gordon, 1999). However, there 
is limited evidence that responses to these kinds of questions are good predictors of future 
success in college coursework.

High School GPA and Other Transcript Data

A growing body of research indicates that high school GPA is a strong predictor of success in 
college courses. Other items from the high school transcript may also be utilized, especially 
coursework in the subject area related to the placement decision. For example, math courses 
taken and math grades earned may be indicative of likely student success in future math 
courses. As an example, North Carolina’s placement system considers students college ready in 
math if they have an overall high school GPA of at least 2.6 and have completed four approved 
high school math courses (North Carolina Community College System, 2015).

While high school transcript data can be valuable for placement purposes, many colleges 
and state systems find it difficult to obtain this information in a timely manner. It is seldom 
available to colleges from state data systems, and it may not be in place when decisions need 
to be made. Alternatively, students can be asked to submit high school transcripts, a process 
that has gone smoothly in some locales and been challenging in others. Student self-report of 
high school GPA may also be used; research suggests that students’ reports tend to be accurate 
(Sanchez & Buddin, 2015).

Standardized Test Results

Many college placement systems take into account student scores on the SAT and ACT or 
other 11th-grade standardized tests, such as those associated with the Common Core State 
Standards. Some of the impetus for using test results in college placement systems is a desire 
to align college-readiness standards across K–12 and postsecondary education (Bracco et al., 
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2014). There is considerable research on the extent to which the SAT and ACT predict success 
in first college-level courses in math and English, with both being modestly predictive (ACT, 
2014; Mattern, Patterson, & Kobrin, 2012). However, as with high school transcripts, it can be 
difficult to obtain scores in a timely manner. They are seldom routinely available to colleges 
from state data systems.

System or Approach to Using Assessment Results

Most colleges require entering students to take placement tests and use the scores as the sole 
determinant of whether students are ready for college-level coursework. However, there is 
increasing awareness of the limitations of using single tests for placement and a growing in-
terest in employing multiple measures. We define multiple-measures placement as a system 
that combines two or more measures to place students into appropriate courses and/or sup-
ports. We have identified five approaches that permit measures to be combined for placement 
purposes: a waiver system, decision bands, placement formula, decision rules, and directed 
self-placement. These methods may, in some instances, be used in combination.

All placement systems require a decision on what constitutes college readiness. While select-
ing a cut score on a single measure is relatively straightforward, the process is more complex 
when more than one measure is involved. These decisions can be based on the research liter-
ature or on analyses of prior data associated with either single measures or measures used in 
combination. Typically, such analyses involve predicting the probability of student success in 
a college-level course using available administrative data from a college or state system (e.g., 
Scott-Clayton, 2012). The information derived may be presented to college faculty, who set a 
minimum probability of student success in a given course, taking into account the tradeoffs 
between the proportion of students placing into a college-level course and the proportion of 
students expected to pass the course.

Placement rules can also vary according to a student’s intended major and the associated 
requirements in math or English. Increasingly, math course sequences are differentiated 
according to student goals and may involve different placement criteria; similarly, students 
entering technical programs may be placed based on the math and English requirements of 
jobs for which they are preparing.

Waivers

In a waiver system, one or more criteria are used to waive placement testing requirements and 
allow students to place directly into college-level courses. At some colleges, students with a spec-
ified high school GPA or standardized test score are exempt from placement testing. In Ohio, 
legislation requires that students be considered college ready (or “remediation-free”) if they 
meet predefined scores on widely used assessments such as the ACT, SAT, and ACCUPLACER, 
or less commonly administered assessments, such as ALEKS, Place U., and MapleSoft T.A. 
(Ohio Department of Higher Education, 2016).

Decision Bands

Colleges may determine that students with placement test scores that fall within a specified 
range be further evaluated using additional criteria. For instance, students who score just be-
low a college-level placement test cut score could be further assessed using high school GPA 
or the results of a noncognitive assessment. Alternatively, a decision band system could start 
with a range on the high school GPA. In the state of Washington, when students’ placement test 
scores fall just below a certain threshold, added measures can be considered in determining 
their placement (Bracco et al., 2014).
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Placement Formula

In a placement formula system, historical data are used to predict the influence of varied mea-
sures on success in college-level courses. Using the results, a placement formula is developed 
that weights and combines these measures, resulting in a placement score for each student. 
The placement formula can be integrated into the existing testing system if desired. Such an 
approach has been employed in research underway with several State University of New York 
(SUNY) community colleges to assess its impact on student outcomes (Center for the Analysis 
of Postsecondary Readiness, 2014).

Decision Rules

Decision rules generally consist of a series of “if-then” statements and may be hierarchical. 
Typically, a type of branching system is used that distinguishes between different categories 
of students and also takes into account the varied evidence that may be available to assess any 
given enrollee. A common distinction is between students matriculating directly from high 
school and those entering college one or more years after high school graduation. In the example 
shown in Table 7.2, students are assessed on their readiness to take specific math courses with 
those right out of high school (direct matriculants) assessed using 11th-grade GPA, final high 
school math course taken, and course grades, while later enrollees (nondirect matriculants) are 
assessed using 12th-grade information. In this example, test scores are not taken into account.

Directed Self-Placement

With directed self-placement, students may be permitted to place themselves into the course 
level of choice, usually informed by the results of placement testing, a review of their high 
school performance, and/or information about college-level expectations in math and English. 
Florida has instituted this policy across its colleges based on legislation passed in 2013. Early 
descriptive data from Florida indicate that directed self-placement leads to much higher 

Table 7.2 California Decision Rules for Science, Technology, Engineering, and Mathematics (STEM) 
Directed Courses in Mathematics (RP Group, 2016)

Level
(Minimal final high school course 
level required for placement)

Direct Matriculants
(Up through 11th grade)

Non-Direct Matriculants

Calculus I
Passed Precalculus or 

Trigonometry (or better) 

11th-grade GPA ≥ 3.6 
11th-grade GPA ≥ 3.2 and 

Precalculus C (or better) 

12th-grade GPA ≥ 3.1 and took 
Calculus

12th-grade GPA ≥ 3.5 
Precalculus
Passed Algebra II (or better)

11th-grade GPA ≥ 3.4
11th-grade GPA ≥ 2.6 and 

took Calculus

12th-grade GPA ≥ 3.3
12th-grade GPA ≥ 3 and Algebra II 

California Standards Test ≥ 340
12th-grade GPA ≥ 3 and Calculus 

C (or better)
Trigonometry
Passed Algebra II (or better) 

11th-grade GPA ≥ 3.4
11th-grade GPA ≥ 3 and 

Precalculus C+ (or better)
11th-grade GPA ≥ 3 and 

Algebra II B (or better)

12th-grade GPA ≥ 3.3
12th-grade GPA ≥ 2.8 and 

Precalculus C (or better) 

College Algebra
Passed Algebra II (or better) 

11th-grade GPA ≥ 3.2
11th-grade GPA ≥ 2.9 and 

Precalculus C (or better)

12th-grade GPA ≥ 3.2
12th-grade GPA ≥ 3.0 and 

Precalculus or Statistics with C 
(or better)
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enrollment rates in introductory college-level courses in English and math but lower pass rates 
for these courses. However, the sheer number of students passing a gateway course has in-
creased over time (Hu et al., 2016).

Types of Placement

For the most part, colleges assess incoming students for math, writing, and reading course place-
ment purposes. However, some colleges are also concerned with other kinds of placement— 
most commonly, into specific course types or into supports or services.

For colleges involved in a developmental education reform such as corequisite courses2 or 
changes to course sequences and pathways (as discussed in Leahy & Landel, 2017),3 the place-
ment process may be used to inform decisions about which options are most appropriate for 
which students. For example, a college using a decision band system for placement may de-
cide that students within a certain band will be placed into corequisite English courses, while 
those below the band will take developmental English and those above will take college-level 
English. At another college, students placing close to the college-ready level are encouraged to 
take an accelerated developmental education course, in which two semesters of material are 
compressed into one (see Colorado Community College System, 2009).

Some colleges also use the assessment and placement process to make sure that students 
receive appropriate supports. Low community college graduation rates, even among students 
deemed college ready, suggest that students need well-conceived, targeted assistance (Karp, 
2011). Further, it is important that the help begin early (Lu, 1994; Mallinckrodt & Sedlacek, 
1987). Most colleges offer a range of supports but typically meet the needs of limited numbers 
of students. Especially with more time-intensive options, it can be difficult to make sure that 
supports are optimally matched with the students who would most benefit from them. An as-
sessment system, especially one that incorporates noncognitive assessments, may lead to better 
targeting and use of supports.

Emerging Issues Affecting Assessment and Placement

Reform Movements

A great deal of reform is currently taking place in higher education, motivated by concerns 
about graduation rates, equity, and the costs and benefits of a college education (Bailey et al., 
2015). Changes in assessment and placement practices intersect with other initiatives in ways 
that can increase both opportunities and challenges.

Developmental Education Reform

Following years of concern about the effectiveness of developmental education, colleges are 
undertaking major reforms. There is a growing consensus that developmental sequences are 
too long, with multiple opportunities for students to run aground before becoming eligible to 
enter a college course. In addition, colleges are revising developmental education content and 
pedagogy to promote student engagement and better learning outcomes. Changes to course 
content, sequences, and expected prerequisite knowledge mean that assessment methods will 
need to change accordingly.

Math Pathways

Partly due to the number of students who fail traditional algebra courses and partly due to 
questions about the relevance of algebra to many students’ goals, math course sequences are 
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changing (this topic is discussed in detail in Leahy & Landel, 2017). Some would argue that, 
while all students should possess numeracy skills, many would gain more from quantitative 
reasoning or statistics courses than from traditional college algebra (Burdman, 2015).

Guided Pathways and Meta-Majors

Numerous colleges have decided to restructure their curriculum offerings in ways that 
encourage students to choose a curricular pathway and stick with it over time. The rationale is 
that students will complete a credential in a timely way if they pick at least a broad focus area 
at the beginning of their college career. Math and English course requirements often differ 
depending on the pathway chosen.

Technology

Individualized Assessment and Instruction

As more refined technology-assisted learning tools become available, assessment and 
instruction can be intertwined and tailored to the individual student. For example, students 
may undergo an initial math assessment using an online tool and then be placed into computer- 
based modules in which they work through material designed to address their specific deficien-
cies. Such systems may come to replace traditional assessment and developmental education 
in some colleges.

State Data System Improvements

As these systems improve, opportunities increase to combine data from K–12 and higher 
education in a timely way in order to make placement decisions.

Policy Issues

Equity

Different approaches to assessment and placement are likely to have differential impact, with 
the potential to reduce or exacerbate existing inequities. For example, Scott-Clayton et al. (2012) 
studied a large urban system and found that African-American students would be somewhat 
more likely to be placed in English (but not math) remedial courses if evaluated based on both 
high school GPA and test score. Thus, it is important for colleges to take measures to evaluate 
and reduce negative effects of changes in assessment and placement systems.

Local versus State Control

The more decentralized the policy decisions about assessment and placement, the more likely 
that there will be diverse ways of thinking about and measuring college readiness. Different 
definitions of college readiness can lead to confusing messages for K–12 educators and students 
(venezia & Jaeger, 2013; also see Mattern & Gaertner, 2017). On the other hand, local decision- 
making can ensure that assessments and courses at particular colleges are well aligned.

Opportunities to Promote College Readiness in High School

When there are clear standards for college readiness and information about whether students 
are on track to college readiness in 11th grade, the senior year can be used to help students meet 
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college-readiness standards. Close relationships between colleges and feeder high schools can 
support this work (Barnett, 2016).

Implications for Policy, Practice, and research

The use of multiple measures for placement has the potential to enable more students to enter 
the most appropriate level of coursework and increase their likelihood of success. However, as 
Bracco et al. (2014) commented, “The choice to broaden placement policy to include multiple 
measures beyond a single standardized test score involves trade-offs, including potential trade-
offs between precision and cost, test validity and face validity, and local policy variation and 
uniform statewide implementation” (p. iv). Careful consideration is required to create systems 
that work well for both institutions and students.

Decision-making in this arena is hampered by a lack of high-quality research on the strat-
egies discussed here and by others. First, more information is needed on the extent to which 
existing measurement tools—alone and in combination—predict success in initial college 
courses; currently, decisions typically have to be made with a paucity of evidence of their pre-
dictive validity. In addition, the field would benefit from high quality evaluations of varied 
assessment and placement approaches that permit insights into their efficacy, implementation 
requirements, costs and benefits, and differential impact on varied student populations. Fi-
nally, research is needed on ways to bypass current approaches to assessment and placement 
altogether in favor of alternative ways of onboarding students.

Notes
 1 The research reported here was undertaken through the Center for the Analysis of Postsecondary 

Readiness and supported by the Institute of Education Sciences, US Department of Education, 
through Grant R305C140007 to Teachers College, Columbia University. The opinions expressed are 
those of the authors and do not represent views of the Institute or the US Department of Education.

 2 In the corequisite model of developmental education, students enroll in college-level English or math 
and an accompanying support course (see, e.g., Accelerated Learning Program, n.d.).

 3 There is widespread discussion of changes to the types of math that students need for different life 
and career paths (see Dana Center Mathematics Pathways, n.d. and Carnegie Math Pathways, n.d.).
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Although it is generally agreed that today’s high school graduates should be “college and career 
ready,” controversies abound concerning the meaning of readiness and the best way of mea-
suring it. What kinds of tasks should be used to assess students’ readiness? Should personal 
qualities, in addition to academic skills, be measured? How do various groups differ in their 
opportunities to acquire the needed skills and characteristics? Each of these questions has 
fairness implications, especially if readiness indicators are to be used in screening individuals 
for college or for jobs. This chapter will consider these issues and their impact on various stu-
dent groups.

As described in the earlier chapters of this book, definitions of college and career readiness 
(CCR) vary widely, as do the current methods for measuring readiness. In 2014, the College and 
Career Readiness and Success Center at American Institutes for Research provided a useful re-
view of the definitions then in effect for 36 states and the District of Columbia  (Mishkind, 2014). 
Of the 37 “states,” 33 used a single definition for both college and career readiness.  Twenty-one 
definitions listed “concrete knowledge, skills, and dispositions” that students must master in  order 
to be considered ready for the postsecondary world (Mishkind, 2014, pp. 2–3). The categories of 
capabilities that were mentioned most often were academic content knowledge (19 states), critical 
thinking or problem solving (14), social and emotional learning, collaboration, or communi-
cation (14), grit, resilience, or perseverance (8), and citizenship or community involvement (8) 
(Mishkind, 2014). Among the college success criteria that have been proposed are exemption 
from remedial classes, grades in specific courses, first-year grade-point average, persistence, and 
graduation (Camara, 2013). Few criteria for career success have emerged, although satisfactory 
completion of career training programs is frequently mentioned (Camara, 2013; Mishkind, 2014).

There are two broad purposes for CCR assessment and analysis. One is to make inferences 
about groups, such as all students in Georgia, all 11th graders in the United States, or all 
African- American students in the Chicago area. Analyses of groups of students can be used 
to inform educational policy decisions about program development and resource allocation 
and to track progress over time. Findings of group-based analyses can help to determine what 
kinds of institutional supports should be offered to middle school, high school, and college stu-
dents to improve readiness. To maximize accuracy, research on the readiness of student groups 
should be based on rich prediction models that include academic measures, demographic char-
acteristics, students’ personal qualities, and institutional factors. In their study of 8th-grade 
participants in the National Education Longitudinal Study of 1988 (NELS), Gaertner and 
McClarty (2015) used 140 variables in 6 categories to predict college readiness, which was de-
fined as a composite of SAT score, ACT score, and high school grade-point average. Academic 
achievement variables explained the largest percentage of readiness variance (17%), followed 
by motivation (15%), behavior (14%), family circumstances (12%), school characteristics (7%), 
and social engagement (4%). Clearly, using academic variables alone would have resulted in a 
much weaker prediction model.

8 Fairness Issues in the Assessment of 
College and Career readiness1

Rebecca Zwick
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Different considerations apply, however, in the second major application of CCR analyses, 
which, as presently conceived, has as its purpose the classification of individual students as ready 
or not ready. In this situation, we must examine the consequences of identifying a student as ready 
or unready and meticulously evaluate the fairness of the measures and procedures used to make 
these designations. In this chapter, I focus on the application of CCR standards to individual 
students. In particular, I discuss fairness issues associated with test-based systems of making CCR 
determinations. CCR standards have been defined for the assessments developed by the Partner-
ship for Assessment of Readiness for College and Careers (PARCC) and the Smarter Balanced 
Assessment Consortium, the two groups of states that developed tests as part of the Common 
Core State Standards effort. However, Achieve, Inc. reported that in selecting tests for evaluating 
CCR in the 2014–2015 school year, most states relied instead on the SAT or ACT (Achieve, 2016). 
Because of the prominence of these two tests and their associated benchmarks, I will devote 
much of my discussion to them. Also, I will focus primarily on college rather than career readi-
ness, reflecting the substance of both the public conversation and the education literature.

ACT, Inc. describes the ACT benchmarks as follows:

The ACT College Readiness Benchmarks are the minimum ACT® college readiness assess-
ment scores required for students to have a high probability of success in credit- bearing 
college courses—English Composition, social sciences courses, College Algebra, or 
Biology... Students who meet a Benchmark on the ACT … have approximately a 50 percent 
chance of earning a B or better and approximately a 75 percent chance of earning a C or 
better in the corresponding college course or courses.

(ACT, 2013, pp. 1–2)

The benchmark on the ACT English test is associated with performance in English composi-
tion courses, the Reading test with social science courses, the Math test with college algebra 
courses, and the Science test with biology courses. In the ACT score reports, the students’ 
scores on these four tests, which constitute the mandatory portion of the ACT, appear on bar 
displays along with the corresponding college-readiness benchmark. On a separate bar, the 
ACT composite score appears, along with an indication of the location of three “Progress 
Toward Career Readiness” levels, labeled bronze, silver, and gold. Evaluation of test-takers’ 
career-readiness status is based on a linkage that has been established between the composite 
score on the ACT and ACT National Career Readiness Certificate (NCRC) level, a credential of 
workplace skills (ACT, 2016).

On the SAT, a single set of benchmarks, described as follows, is used for both college and 
career.

The new college and career readiness benchmarks are based on actual student success in 
entry-level college courses. Benchmarks are set at the section level (Math, Evidence-Based 
Reading and Writing) … The SAT benchmark scores represent a 75% likelihood of a 
student achieving at least a C grade in a first-semester, credit-bearing college course in a 
related subject.

The SAT Math benchmark is the SAT Math section score associated with a 75% chance 
of earning at least a C in first-semester, credit-bearing, college-level courses in algebra, 
statistics, precalculus, or calculus.2

The SAT Evidence-Based reading and Writing benchmark is the SAT Evidence-Based 
Reading and Writing section score associated with a 75% chance of earning at least a C in 
first-semester, credit-bearing, college-level courses in history, literature, social science, or 
writing.

(College Board, 2016a, p. 1, emphases in original)
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On the score report, Math and Evidence-Based Reading and Writing scores appear along with 
the relevant benchmarks. Green, yellow, and red are used to indicate whether the student meets 
or exceeds the benchmark, is “approaching” the benchmark, or needs to “strengthen skills,” 
respectively.

Ideally, the current focus on readiness of individual students would be a boon to education: 
in late middle school or early high school, students would receive highly accurate reports about 
their readiness level for various kinds of colleges and careers. The results would be used to de-
termine the type and level of instructional support and counseling they would receive during 
the remainder of their schooling. By the end of high school, all students would emerge with 
clear and realistic plans for attaining their educational and occupational goals. But several 
factors stand in the way of this utopian outcome:

•	 Commonly used CCR benchmarks do not take high school coursework or grades into 
account, limiting predictive accuracy.

•	 Some factors may increase predictive accuracy but perpetuate disadvantage.
•	 “Not ready” designations may depress teacher and student expectations and, ultimately, 

student achievement.
•	 Members of groups that are underrepresented in higher education may be particularly 

disadvantaged by a “not ready” label.

I discuss each of these points in further detail in the following sections.

Commonly Used CCr Benchmarks Do Not Take High School Course 
Work or Grades into Account, Limiting Predictive Accuracy

In the ACT and SAT benchmark systems, admissions test scores alone are applied to produce 
CCR designations. This use of admissions tests differs sharply from their role in the admissions 
context itself, where test scores are considered along with high school record and other factors, 
as recommended by both ACT and the College Board. The accuracy of college-readiness 
judgments that are made in the absence of information about students’ high school coursework 
and grades is, by definition, limited. This is most obviously true in the case of colleges that have 
specific requirements in terms of high school coursework.3

Not surprisingly, there is evidence that CCR conclusions based on coursework can be quite 
different from those based on test scores. For example, Achieve reports that in Hawaii, only 14% 
of those who graduated from high school in 2014 had completed a college- and career-ready 
curriculum, according to state standards. However, 45% of students met the ACT benchmark 
in English, 30% in Reading, and 29% in Math in 2014–2015. (The ACT participation rate was 
93%.) In other states, the reverse pattern held. In Kentucky, for example, the percentages meet-
ing the ACT benchmarks in English, Reading, and Math were 60, 39, and 32 (with a 100% 
participation rate), while 88% of the cohort graduating in 2014 was reported to have completed 
a CCR course of study (Achieve, 2016).

For the high school class of 2015, ACT reported that 28% of test-takers had exceeded all four 
of its benchmarks, and the College Board reported that 41.9% had met the CCR standard on 
the SAT (Adams, 2015).4 In contrast, a recent study conducted by the Education Trust found 
that only 6% of the graduating class had taken a CCR curriculum and attained a GPA of at 
least 2.5 (Education Trust, 2016). The comparison between the admissions test results and the 
Education Trust study is not straightforward because the samples are very different. The ACT 
and SAT results are based on the students who took the tests in 2015—about 1.9 million for the 
ACT and 1.7 million for the SAT. These students took the test because they planned to apply 
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to college or because they were administered the test as part of an accountability program. 
The Education Trust research was based on a nationally representative sample of high school 
graduates of 2013 from the High School Longitudinal Study. Nevertheless, the disparate results 
from Achieve, the Education Trust, ACT, and the College Board, combined with consistent re-
search findings verifying the importance of high school GPA in predicting both college grades 
and college graduation, suggest that assessing individual students’ CCR status in the absence 
of any information about high school record is a risky venture.

This practice is especially questionable when the tests that are used are not intended to 
measure mastery of high school coursework. The portions of the ACT and SAT on which the 
benchmarks are based do not tell us whether students can write an essay or a short story or 
whether they know anything about world history, physics, calculus, music, or art. And yet, 
these might be the very areas in which some test-takers hope to specialize in their schooling or 
in their work. How can their test scores tell us if they are ready?

ACT and SAT scores are also used, indirectly, to make predictions about younger students. In 
the case of the ACT, researchers initially determined readiness benchmarks for ACT Explore, 
taken in 8th or 9th grade, and for ACT Plan, taken in 10th grade, by linking these tests to the 
ACT (ACT, 2013). In 2014, ACT Explore and ACT Plan were replaced by ACT Aspire, a sys-
tem of assessments taken by students from grade 3 through early high school. A concordance 
study based on an equipercentile approach was conducted to link Aspire scores (which range 
from 400 to 460 across all grades and subjects) to scores on the 1–36 scale used for the ACT. 
According to the ACT Aspire technical manual,

the ACT Readiness Benchmarks for grades 8 through 10 were derived from the [result-
ing] concordance tables. The corresponding concorded ACT Aspire scale scores for the 
ACT College Readiness Benchmarks were taken as the ACT Readiness Benchmarks 
on the ACT Aspire scale. The grade 8 ACT Readiness Benchmarks [for English, math, 
reading and science] were then used to obtain the ACT Readiness Benchmarks for 
grades 3–7 using a z-score backmapping procedure5 … Students at or above the bench-
mark are on target to meet the corresponding ACT College Readiness Benchmarks in 
grade 11.

(ACT, 2016, p. 131)

The same ACT to Aspire concordance, along with backmapping, is also used to provide 
“Progress toward Career Readiness” designations for students in grades 8–10 who take the 
Aspire assessment. This career-readiness evaluation builds on the earlier linkage established 
between ACT NCRC and the ACT composite. (See Camara, Allen, & Moore, 2017, for further 
details on ACT’s CCR benchmarks.)

Setting the benchmarks on the three versions of the PSAT—the PSAT/NMSQT, the PSAT 
10, and the PSAT 8/9—was achieved by “observing how students grow from year to year and by 
 adjusting the SAT benchmark using the average rate of progress” (College Board, 2016b, p. 5). 
The SAT benchmarks themselves depend on a linkage between tests, because the original 
benchmark research, which investigated the relationship between SAT scores and college 
grades, was based on the pre-2016 SAT. A concordance between the two SAT versions was used 
to determine the benchmarks on the current SAT scale (College Board, 2016a).

Because they depend on multiple linkages and, in some cases, are determined well in ad-
vance of high school completion, readiness designations for students who take ACT Aspire 
or the PSAT/NMSQT are likely to be substantially less accurate in their predictions of college 
performance than results based directly on ACT or SAT scores that students receive late in 
high school.
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It is interesting that, according to an early College Board report on readiness, SAT bench-
marks were not originally intended to be applied to individuals. According to Wyatt, Kobrin, 
Wiley, Camara, and Proestler (2011, p. 8),

these benchmarks are intended to provide information on the college readiness of groups 
of students (e.g., aggregated by school, district, state, or nation). In considering the college 
readiness of individual students, many factors should be considered in addition to test 
scores. These may include high school GPA (HSGPA), completed course work, recommen-
dations, and noncognitive factors.

Concerns about the accuracy of readiness estimates are amplified in the case of career readi-
ness. Whereas there are decades of research evidence about the value of admissions test scores 
in predicting college grades, we know little about the degree to which these tests can predict 
performance in the workplace.

Some Factors May Increase Predictive Accuracy  
But Perpetuate Disadvantage

Although CCR systems that rely solely on test scores can be faulted for adopting a narrow 
definition of readiness, a single-minded focus on improving predictive accuracy would lead to 
unfortunate results. More specifically, factors that would improve the strength of prediction 
could perpetuate the disadvantages already experienced by members of some student groups. 
(See Zwick, 2017, Chapters 3 and 6 for related discussions.) Race and family income, for exam-
ple, have consistently been found to be predictive of college grades and graduation rates, with 
White, Asian, and high-income students performing better than other groups (e.g., see Lauff, 
Ingels, & Christopher, 2013; Rothstein, 2004). If we were to combine these factors with a test 
score to determine readiness, the strength of prediction would improve. However, through 
no action of their own, Black, Latino, American Indian, and low-income students would have 
lower readiness scores than their White, Asian, and high-income counterparts who share the 
identical test score. Similar arguments apply to institutional factors, such as the ethnic compo-
sition or student-teacher ratio in the student’s school.

It is not only demographic and institutional factors, which are clearly outside the student’s 
control, that present troubling situations. Factors like grit and perseverance, used by some 
states in their readiness definitions, may be predictive of college and work performance, but 
using such characteristics in CCR evaluations could have unintended consequences. Even grit’s 
greatest promoter, Angela Duckworth, concedes that measuring personal qualities of this kind 
is complex and that attempting to do so to make educational decisions is extremely challeng-
ing. Efforts to use student or teacher questionnaires for measuring these so-called noncognitive 
factors can be affected by interpretation errors, widely varying frames of reference, and delib-
erate distortions. Performance tasks constructed to measure these personal qualities are likely 
to be expensive and may not generalize well to real-life situations (Duckworth & Yeager, 2015).

In addition, it is not clear that the personal qualities of most interest are malleable. In an 
extensive review of the current state of knowledge on noncognitive factors, Farrington et al. 
(2012) noted that

much of the recent attention to noncognitive factors focuses on the idea of developing 
students’ ‘grit’ or perseverance in challenging work. However, despite the intuitive appeal 
of this idea, there is little evidence that working directly on changing students’ grit or 
perseverance would be an effective lever for improving their academic performance.

(pp. 6–7)
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Cementing this point, the authors note elsewhere that “to date there is little conclusive research 
showing grit to be a malleable factor” (p. 24).

If these qualities are more appropriately considered dispositions rather than behaviors, we 
need to consider the implications of labeling students as unready for college because they have 
“the wrong personality.” Critics have also raised the concern that the current emphasis on grit 
and similar qualities blames victims of poverty for failing to overcome the harsh environments 
they have experienced (Zernike, 2016). Put differently, it may be much easier to persevere in 
some milieus than in others.

Further compounding this situation, research described in the following sections suggests 
that lower readiness scores could themselves dampen achievement and that groups that are 
underrepresented in higher education are the least likely to obtain the support they need to im-
prove their readiness. In short, maximizing prediction may mean perpetuating disadvantage, 
especially in the absence of good support systems.

“Not ready” Designations May Depress Teacher and  
Student Expectations and, Ultimately, Student Achievement

Some policymakers and researchers have suggested that CCR indicators could be used as an 
early warning system to determine if students in lower grades “are ‘on track’ to be CCR by the 
end of high school” (see Camara, 2013, p. 16; Gaertner & McClarty, 2015). If this could be done 
reliably, and if early identification of problems led to an increase in support, this type of warn-
ing system might have some advantages. But the literature on student tracking holds lessons 
on the possible dangers of this type of classification: a designation of “not ready,” whether 
well-founded or not, may lead to reduced expectations and correspondingly reduced outcomes, 
rather than improved support.

In their study of curriculum tracking, based on NELS data, Kelly and Carbonaro (2012) 
focused on high school students who were simultaneously in more than one track. For exam-
ple, a student might be in the “regular” track in math and the “academic” track in English. The 
researchers then used within-student models to examine whether teachers’ college expecta-
tions for these students depended on the track to which the students were assigned, net of other 
factors. They analyzed differences in teacher expectations for the same student, after adjusting 
for teacher and student background factors and student behavior and academic performance. 
The researchers concluded that teacher expectations were heavily based on track location per 
se. Students in the regular track were judged to be much less likely to go to college than those 
in the academic and honors/advanced tracks, after adjusting for other factors. The researchers 
noted that labeling students as low performing can reduce incentives for future achievement. 
These students may instead become “less … engaged in school in an effort to preserve a positive 
sense of self-worth” (p. 273).

Karlson (2015) studied the impact of track placement on students’ educational expectations 
of themselves and on their subsequent achievement. Like Kelly and Carbonaro (2012), Karlson 
used data from NELS, focusing on the track placement of participants when they were in 8th 
and 10th grades. Students’ educational expectations were measured in terms of the years of 
schooling they expected to acquire, based on their questionnaire responses. Using a differences- 
in-differences model, Karlson found greater changes in expectations among students whose 
tracking situation had changed between 8th and 10th grade. Moving to a higher track was 
associated with a substantial increase in expectations, after taking account of other factors. He 
concluded that “adolescents view track placement as a signal about their academic abilities” 
and modify their expectations in response (p. 115). Karlson further speculated that tracking 
produces self-fulfilling prophecies: “Labeled a high-track or low-track student, an adolescent is 
likely to change goal orientation, in turn possibly leading to behavioral changes that will tend 
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to conform to these labels.” Thus, he argues, tracking is likely to perpetuate existing differences 
in achievement. In addition, “because track placement correlates with socioeconomic back-
ground, tracking in high schools is likely to reinforce preexisting socioeconomic inequalities 
in educational expectations and consequent educational attainment” (p. 136).

Findings like these raise the possibility that labeling students as not ready for college may 
serve to reduce their own educational expectations, as well as those of their teachers, and ul-
timately lead to reduced achievement. This is of particular concern for two reasons. First, es-
pecially for younger students, the accuracy of any CCR designation is questionable. Second, a 
“not ready” designation may not lead to an increase in support. Related findings are described 
in the following section.

Members of Groups That Are Underrepresented in Higher Education 
May Be Particularly Disadvantaged by a “Not ready” Label

How likely is it that students who are, in fact, unready for college or career will receive the sup-
port they require? Will these students find the academic counseling and the course offerings 
they need to remedy the situation? According to a survey of 165,000 US high school students 
conducted between 2010 and 2015 by the nonprofit group YouthTruth, “students are by and 
large not taking advantage of support services to prepare them for future goals” (YouthTruth, 
n.d., p. 4). While 87% of high schoolers state they wanted to go to college, only 60% believe they 
have the skills and knowledge needed for college-level classes, and only 46% believe their school 
helped them identify realistic career possibilities. Perhaps this is not surprising, given the find-
ing by the 2013–2014 Civil Rights Data Collection (CRDC), a survey of all public schools in the 
United States, that 21% of high schools nationwide do not have access to any school counselors 
(US Department of Education, 2016). The CRDC also reveals the degree to which academic 
preparation opportunities vary across student groups. For example, 33% of schools with high 
Black and Latino enrollment offer calculus, compared to 56% of schools with low Black and 
Latino enrollment. Schools with high Black and Latino enrollment are also less likely to offer 
physics, chemistry, and Algebra II. In schools where these courses are offered, enrollment rates 
vary across groups. This is particularly true of calculus, in which Black and Latino students, 
as well as students with disabilities and English learners, tend to be substantially underrep-
resented (US Department of Education, 2016). The CRDC also found that Black, Latino, and 
American Indian or Alaska Native students are more likely than White or Asian students to 
attend schools with substantial percentages of teachers who are in their first year of teaching.

It would be a grim scenario indeed if students deemed unready were disadvantaged through 
lowered expectations and also lacked the opportunity to improve their readiness. Research 
suggests that the student groups that are at risk for this outcome are those that are already 
underrepresented in selective postsecondary institutions.

Implications for Policy, Practice, and research

Making sure that high school graduates are prepared for college or for the workplace is a 
worthwhile educational goal, and research that explores the current state of readiness and the 
best ways to improve it is a key component of this effort. The practice of labeling individual 
students as ready or unready, however, can be problematic, particularly if this is done on the 
basis of test scores alone.

In other contexts, educators and test-makers have cautioned against the overinterpretation 
of test scores, pointing out the inevitable presence of measurement error and the importance 
of using multiple measures to assess students’ capabilities. At present, though, scores on tests, 
including the ACT and SAT, as well as the PARCC and Smarter Balanced assessments, provide 
for the assignment of readiness labels to students without consideration of their high school 
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records. This practice reflects a severely limited perspective on college readiness, particularly 
in the case of tests that are not designed to assess curriculum mastery.

A further problem is that the variability in requisite skills across the nation’s many post-
secondary institutions and programs of study is not taken into account. Can the same math 
benchmark apply to both a student who wants to major in physics at MIT and one who plans 
to complete a bookkeeping degree at a community college? Can the same language benchmark 
apply to a student who seeks a two-year degree in business communication as well as one who 
hopes to study comparative literature at Harvard? Applying the same readiness standards 
across the vast array of possible careers is even more questionable.

And yet, the information imparted by a readiness designation does not distinguish among 
academic programs or jobs. A student who fails to exceed a readiness benchmark is seemingly 
being labeled as unready for any college or any post-high-school occupation. And if CCR des-
ignations are taken seriously by students, parents, and educators, they could have a substan-
tial impact on students’ educational futures. From that perspective, applying readiness labels 
based on a single test score to individual test-takers may be inconsistent with Standard 12.10 
of the Standards for Educational and Psychological Testing, which says that “in educational 
settings, a decision or characterization that will have a major impact on a student should take 
into consideration not just scores from a single test but other relevant information” (American 
Educational Research Association, American Psychological Association, & National Council 
on Measurement in Education, 2014, p. 198).

The precision of readiness designations is further compromised by dichotomization, which 
has an insidious effect. While reducing the accuracy of prediction by discarding informa-
tion, dichotomization paradoxically conveys an increased sense of certainty: the message is 
that a “college-ready” student is qualitatively different from an “unready” one, even though 
their scores may differ by a psychometrically negligible amount. Imposition of a largely arbi-
trary benchmark has the effect of converting a test score to a student label, which is likely to 
be regarded as much more definitive than it is. Even if information on the standard error of 
measurement at the cut point, along with data on decision consistency, is available, educators, 
parents, and students are unlikely to grasp the implications.

Broadening the models used to determine the readiness of individual students by including 
demographic or institutional factors presents difficulties as well, given that these factors are 
not under the students’ control and will lead to more pessimistic designations for students 
from lower-scoring schools, ethnic groups, or income brackets than for their academically 
equivalent counterparts from higher-scoring schools and groups. Incorporating noncognitive 
variables can have pitfalls too, given the measurement challenges involved and the fact that 
these qualities may not, in fact, be malleable.

The literature on student tracking reveals the difficulties that student labeling can ini-
tiate, possibly leading to a downward spiral in educational expectations and achievement. 
Compounding the problem, research shows that groups that are underrepresented in selective 
colleges and universities—Black, Latino, American Indian, and Alaska Native students, as well 
as students with disabilities and English learners—are least likely to get the resources they need 
to improve their readiness in high school.

It is important to recognize that improving readiness for high school students does not re-
quire individual labels. Information about the readiness of groups, such as schools or districts, 
could be used to target remediation. Research on the readiness of groups of students could rely 
on matrix sampling of anonymous students, avoiding the necessity of testing each student. For 
these group-based assessments, richer prediction models could be used.

In any case, previous research has already told us a great deal about the kinds of questions 
that need to be addressed as part of any effort to improve readiness: Do students have the in-
formation they need about college life? This can be a particular issue with students who are the 
first in their family to apply to college. Do they need information about possible careers and 
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how to pursue them? Do they have access to high-quality instruction and materials? Do they 
need tutoring or counseling to succeed? Do they need information about how to apply for ad-
missions and financial aid? Are students registering for the courses they will need to be ready 
to embark on a college degree or to pursue their desired occupation? Do they know that to 
even be considered for college admission, they may need to complete a set of required courses? 
Past research conducted at the University of California showed that the primary reason for 
ineligibility for UC admission was failure to complete the required high school coursework 
(see Zwick, 1999).

Any individual characterizations of students’ readiness status should include consideration 
of their high school records. The impact of including any nonacademic factors in a readiness 
assessment should be carefully evaluated. Dichotomization of readiness conclusions should be 
avoided (see Maruyama, 2012), and comprehensible cautions should be attached to any read-
iness scores. Finally, sufficient resources must be devoted to student support. In particular, 
the availability of college preparatory courses, tutoring, and academic counseling must be in-
creased. Above all, it is important to dispel the notion that college readiness status is determin-
istic or static. Even if all the measurement and prediction challenges could be overcome, any 
such designation would still represent only a snapshot in time.

Notes
 1 I am grateful to Brent Bridgeman, Neil Dorans, Shelby Haberman, Michael Kane, and the three 

volume editors for their perceptive reviews of this chapter. The opinions I have expressed in this 
chapter are my own and not necessarily those of Educational Testing Service.

 2 As a reviewer pointed out, actual benchmarks would presumably differ across the courses consid-
ered. For example, the benchmark corresponding to a 75% probability of obtaining at least a C in 
calculus would be higher than the benchmark for algebra. Similar considerations apply to the Read-
ing and Writing benchmarks.

 3 The College Board developed an academic rigor index (ARI) for use in assessing college readiness. Al-
though the ARI was found to be predictive of college enrollment (Wyatt, Wiley, Camara, & Proestler, 
2011), subsequent research found that, in predicting first-year college GPA, “incremental validity was 
not increased by adding the ARI to HSGPA and SAT scores” (Mattern & Wyatt, 2012).

 4 The SAT test, reporting scale, and benchmarks have changed since 2015.
 5 Let z represent the difference between the grade 8 benchmark and the grade 8 mean in within-grade 

standard deviation units. The benchmarks for grades 3–7 were set so that they, too, differed from 
their respective grade-level means by z within-grade standard deviation units. A different procedure 
was used for the writing scale and for benchmarks that were set for STEM and English Language 
Arts. In addition to indicating whether students have reached a benchmark, results for grades 3–10 
are also reported in terms of four readiness levels (ACT, 2016).
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In 1983, A Nation at Risk shined a bright light on the US educational system, highlighting 
systemic deficiencies with existing practices and policies (Gardner, Larsen, Baker, Campbell, & 
Crosby, 1983). The report argued that the educational system was failing to adequately prepare 
students for college or a career because so many students were passing through the K–12 system 
only to be placed in remedial coursework once in college. In short, a high school diploma did 
not signal proficiency in any useful sense, as many high school graduates lacked the knowledge 
and skills necessary to perform college-level work. In response, the US government has sup-
ported various educational reforms over the last 34 years, with an eye toward standards-based 
education. President Clinton’s reauthorization of the Elementary and Secondary Education Act 
(ESEA) and President George W. Bush’s introduction of No Child Left Behind (NCLB) were 
part of this movement. The Common Core State Standards (CCSS) Initiative and the Every Stu-
dent Succeeds Act (ESSA) represent current thinking on standards-based educational reform.

The US is inarguably interested in improving students’ college and career readiness and has 
devoted significant resources to this cause. For example, for fiscal year 2016, the US Department of 
Education budget provided $70.7 billion in discretionary funding, representing a 5.4% increase 
from 2015 (US Department of Education, 2016). Yet, despite a demonstrated enthusiasm for 
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improving student progress, the United States appears to have hit an educational plateau. Over 
the last 20 years, the average ACT composite score has remained virtually unchanged, fluctu-
ating minimally from a low of 20.8 to a high of 21.2 (Figure 9.1). Similar patterns are evident in 
other national measures of student learning, such as the SAT and NAEP (College Board, 2015; 
US Department of Education, 2015). We contend that the lack of progress is, in part, a function 
of variations across governing bodies in their implementation of educational reform.

All states should adopt rigorous standards that put students on a path toward college and ca-
reer readiness. In fact, that was the CCSS Initiative’s fundamental goal. The execution, however, 
has been inconsistent. States vary widely in their definitions of college and career readiness, as 
highlighted by sizable differences between individual states’ test results and national indicators 
of college and career readiness. Even the states that have adopted the CCSS maintain discretion 
to augment the Standards in alignment with local curriculum. These varying definitions of col-
lege and career readiness hamper US efforts to evaluate and improve educational attainment 
and send mixed messages to learners, their parents, their educators, and the general public 
about students’ level of academic preparedness.

Proliferation of Tests and Accountability Models: How Many Ways Are 
Students Assessed to Evaluate Their Level of Mastery?

Students receive feedback on their level of academic preparation through a variety of separate 
channels. Though many forms of feedback ostensibly provide information on a student’s 
standing in a particular content area, results often provide conflicting information. Let’s 
consider mathematics. One source of information about students’ levels of mathematics 
knowledge is their mathematics course grades. Even though this seems like a reliable source 
of information, the courses students take, particularly in high school, vary considerably with 
respect to content and academic rigor. For example, only 6% of the 2015 ACT-tested grad-
uating class reported taking calculus in high school (ACT, 2015). Even among courses with 
the same titles, some courses are specified as honors, advanced, and dual enrollment, and 
therefore, should vary in their level of rigor and breadth of material covered—meaning that 
a B in Algebra II may not mean the same level of mathematics knowledge as a B in an honors 
version of an Algebra II class. Advanced Placement (AP) is another illustrative example; 
students receive grades in their AP courses based on their teacher’s grading system, as well 
as a score on the standardized end-of-course assessment. It is reasonable to suspect that even 
within individual courses, students may receive conflicting information about their level of 
academic mastery.

Owing to variations in grading policies and class compositions, it is difficult to draw 
inferences from comparisons of mathematics GPAs across students, courses, and schools. 
Confusion mounts when alternate sources of information such as state assessments, NAEP, 
SAT/ACT, Partnership for Assessment of Readiness for College and Careers (PARCC), Smarter 
Balanced Assessment Consortium (SBAC), and placement tests are introduced. As the num-
ber of sources of information increases, the likelihood that conflicting information will be 
provided increases, especially when the assessments vary on important dimensions such as:

•	 constructs assessed,
•	 intended uses,
•	 cut scores and performance levels,
•	 populations, and
•	 consequences.

We elaborate on each of these issues in the following.
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Constructs Assessed

valid comparison across multiple measures requires construct consistency. Constructs that are 
measured in the classroom should be similar to those assessed on standardized tests. However, a 
comparison of the feedback students receive from an ACT score report versus high school grades 
highlights the potential for conflicting information. Students have flexibility in the courses they 
take in high school, thereby varying the degree of construct overlap between grades and test 
scores across students.1 Moreover, it is generally accepted that grades are not pure measures of 
academic proficiency but also reflect other personal characteristics, such as working hard, show-
ing up for class, and completing homework (Kautz, Heckman, Diris, ter Weel, & Borghans, 2014). 
Research examining discrepant high school grade point average (HSGPA) and standardized ad-
mission test score performance supports this proposition (Mattern, Shaw, & Kobrin, 2011).

Continuing with the example of assessing mathematics proficiency, we can compare students’ 
reported high school math grades and their ACT mathematics test scores. Even though the two 
measures are highly correlated, ACT mathematics scores vary considerably for students with the 
same math course grades. Likewise, students who earn similar ACT mathematics scores may vary 
considerably in terms of their math grades. Table 9.1 highlights this variability, presenting the dis-
tribution of math grades by ACT Mathematics scores.2 While the overall trend indicates higher 
ACT mathematics test scores are generally associated with higher math grades in high school, it 
is also clear that a substantial proportion of students earn high grades but low ACT scores and 
vice versa. Interestingly, among students with low math grades (<2.00), there is less variability 
in the distribution of test scores: 95% of those students do not meet the ACT College-Readiness 
Benchmark in mathematics (a score of 22 or better; Allen, 2013). That is, for this subgroup, both 
measures provide a consistent message: the student is not academically prepared in mathematics.

The variance in test scores among students with a high math grades is much larger. For 
example, among students who have near perfect math grades (3.9 or higher), 23% do not meet 
the ACT College-Readiness Benchmark. That is, many students who are receiving positive feed-
back (high grades) in math courses will receive quite another message from standardized tests.

Researchers and psychometricians are generally attuned to the many differences (in both as-
sessment methods and construct representation) between standardized test scores and grades. 
However, do students perceive these differences and use that information to contextualize the 
feedback they receive? Moreover, which feedback will a student attend to and trust if different 
sources provide conflicting information? How does this trust (or distrust) affect the credibility 
of various academic performance measures and thereby public confidence in those measures?

Table 9.1 Distribution of High School Mathematics GPAs and ACT Mathematics Scores for 2015 
ACT-Tested Graduating Cohort

ACT Mathematics

High School 
Math Grades

1–12 13–15 16–18 19–21 22–24 25–27 28–30 31–33 34–36

0.0–1.9 2.7 43.1 41.7 7.7 3.6 1 0.1 0 0
2.0–2.3 1.8 29.9 44.7 12.7 7.7 2.8 0.5 0.1 0
2.4–2.7 1.1 20.4 42.9 16.5 12.2 5.4 1.2 0.2 0
2.8–3.1 0.7 14.2 36 18.4 16.9 10.1 2.8 0.6 0.2
3.2–3.4 0.3 6.2 25.3 18.8 22.2 17.8 6.8 1.9 0.7
3.5–3.8 0.2 4.1 17.7 15.5 22 22.9 11.5 4.2 1.9
3.9+ 0.2 2.9 9.9 9.9 17.4 24.9 18.3 9.3 7.3

* Rows sum to 100%.
N = 1,604,694.
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Intended Uses

Another factor to consider when comparing results across assessments is the intended uses 
of those assessments. In particular, the intended uses of a given test should dictate that test’s 
development process. Tests that are designed for different uses (e.g., college admissions, 
placement, or accountability) will undoubtedly vary in content and statistical specifications. It 
may not be appropriate to compare results across different assessments developed for different 
purposes. However, even when limiting comparisons to tests that claim to assess college and 
career readiness and that are used for accountability purposes, construct-coverage differences 
persist. Although most assessments of college and career readiness focus on English language 
arts (ELA) and math, some cover additional domains. For example, ACT has a science test 
along with English, reading, and mathematics tests, whereas the most recent SAT includes only 
two sections: (1) evidenced-based reading and writing and (2) math. Moreover, the original 
intent of the ACT and SAT was for use in college admissions. Both assessments were there-
fore developed to predict college outcomes. State assessments, on the other hand, have been 
developed historically to cover state-specific standards and gauge what students know and are 
able to do relative to those standards. Although the SAT and ACT were developed to support 
college admissions decisions, multiple states have adopted these assessments for accountability 
purposes. It is unclear whether the ACT and SAT are appropriate for the accountability uses for 
which they are being deployed. This issue demands careful, state-by-state analysis.

The likelihood of conflicting information naturally increases when states include measures 
focused on a broader set of constructs (e.g., both cognitive and noncognitive). This practice 
will likely become more pervasive under ESSA, which encourages the adoption and use of 
“multiple measures.” Specifically, in addition to academic indicators, states are required to 
include a nonacademic indicator such as school climate or student engagement under ESSA 
(vitale, 2016). States are also given much more latitude in how they design their accountability 
systems, which includes the choice of which nonacademic measure to implement. If different 
criteria are being used to classify students as college and career ready across states, then the 
results from different assessment systems will not support meaningful comparisons.

Cut Scores and Performance Levels

Even among tests with similar content and statistical specifications—in fact, even on the 
same test—using different methods to set cut scores and performance levels will introduce 
mixed messages (Camara, 2013; Camara & Quenemoen, 2012). States now have a variety 
of viable standard-setting methods from which to choose. Historically, states have relied 
on content-based standard-setting approaches to set cut scores and performance levels for 
their accountability tests. This class of methodologies relies on the expertise of subject- 
matter experts (SMEs). For college admissions tests, a different approach has been adopted. 
The originating purpose of the SAT and ACT was to determine whether a student is likely to 
succeed in college, so these tests’ developers use empirical methods to set college-readiness 
thresholds based solely on the statistical relationship between test scores and first-year grades, 
with no input from SMEs (Allen, 2013; Wyatt, Kobrin, Wiley, Camara, & Proestler, 2011). 
Increased focus on readiness (rather than status) in K–12 accountability systems has gener-
ated yet another approach— evidence-based standard setting—where SMEs are presented with 
criterion- related data, yet still provide their expert judgment to set cut scores (McClarty, Way, 
Porter, Beimers, & Miles, 2013).

Even if two states were to adopt the same basic methodology to set their own cut scores, dif-
ferences would still probably arise. For the purely empirical methods, decisions need to be made 
prior to running any statistical models, and human judgment will influence those decisions. 
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Specifically, if a state is interested in identifying the cut score associated with a certain level 
of success, it first needs to define what it means by success. In particular, the state will need to 
specify and operationalize an outcome. If that outcome is college success, it may be measured 
via course grades, first-year grade point average (FYGPA), graduation, or some other metric. 
Once the outcome is determined, the “success” threshold must be specified. For example, if 
success is defined in terms of course grades, should students be considered successful if they 
earn a B or higher, C or higher, or some other grade? Finally, states will need to predefine the 
probability that proficient students will achieve the desired outcome. For example, should the 
cut score be based on a 50% probability that a student will earn at least a C in a corresponding 
college course? Do we want to be more confident, say 65%? (See Camara, Allen, & Moore, 2017, 
for a more detailed description of the empirical standard-setting method.)

Clearly, human judgment will influence cut scores, even for fully empirical standard-setting 
methods. The ACT and SAT College-Readiness Benchmarks provide a useful example. The 
SAT benchmark was derived based on estimating the SAT composite score associated with a 
65% probability of earning an FYGPA of at least 2.67 (i.e., a B-). ACT instead developed subject- 
specific cut scores based on a 50% probability of earning a B or higher in the first-year college 
course in the same content area.3 In sum, these two assessment programs both set empirically 
derived cut scores, but made quite different decisions along the way. Their benchmarks target 
different outcomes (FYGPA versus grades in corresponding college courses), success thresholds 
(B- versus B), and probabilities (65% versus 50%).

Populations

Different students take different tests, and different examinee groups are not randomly equiva-
lent. Thus, examinee populations are another source of variability that can confound cross-test 
comparisons (Achieve, 2015; Mattern & Lacina, 2014). If examinees are self-selected or state 
results do not generalize to the larger population of interest, comparisons should be heavily 
qualified, if they are made at all. For example, state assessments and NAEP were developed to 
gauge educational progress for all students within a state. National tests like the SAT and ACT 
were traditionally taken by self-selected groups of college-bound students who were usually 
better prepared than the average student.

Though many states are administering the ACT or SAT to all high school juniors, self- selection 
still confounds statewide generalizations in most states. To wit, research suggests a negative rela-
tionship between ACT/SAT participation rate and average ACT/SAT test scores (Clark, Rothstein, & 
Schanzenbach, 2009). Specifically, and intuitively, states that test a larger percentage of students 
tend to have lower average SAT or ACT scores. SAT- or ACT-based comparisons across states are 
therefore not appropriate, yet they are still made on a regular basis. Furthermore, the “opt-out” 
phenomenon is not random across the academic performance distribution, and it therefore dimin-
ishes the generalizability of statewide assessment results to the statewide populations (Croft, 2015).

Consequences

Finally, one should consider the consequences associated with an assessment and whether it 
is appropriate to compare assessment results when the assessments in question have different 
stakes attached. College- and career-readiness tests’ consequences can run the gamut from high-
stakes (admissions decisions based on admission tests) to low- or no-stakes (national trends de-
rived from NAEP). Whether students are equivalently motivated to perform well on low-stakes 
and high-stakes tests is an important question for researchers, practitioners, and policymakers. 
In consequence, there is a growing body of literature examining the impact of motivation on test 
performance in the context of low-stakes assessments. For example, in an experiment examin-
ing the effect of monetary incentives on 12th-grade NEAP reading scores, researchers found that 
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incentivizing students to try harder by paying them for right answers significantly improved 
their performance (Braun, Kirsch, & Yamamoto, 2011). Results were similar for a low-stakes as-
sessment used to track learning outcomes in higher education (Liu, Bridgeman, &  Adler, 2012); 
students who were randomly assigned to personally motivating conditions had higher scores 
than their peers in the control condition. The findings suggest that motivation can be heightened 
for low-stakes tests by framing the purpose and use of such assessments. A note of caution is 
warranted: motivational interventions become another factor that can compromise cross-state 
comparisons. If there is variability in the extent to which states attempt to manipulate motiva-
tion and how effectively they do so, comparisons across states may be biased.

Multiple Sources of Bias

Comparing students’ academic progress across states and time becomes more challenging 
when the assessments in question differ on two or more of the factors listed before. In these 
cases, identifying the source of the discrepancy is particularly difficult. In a recent report, 
Mattern and Lacina (2014) illustrate this issue by comparing three different sources of assess-
ment data: ACT, NAEP, and state assessments. State assessment and NAEP results are intended 
to be representative of all students within a state, whereas ACT results are based on the sub-
sample of students who choose to take the ACT. The percentage of students taking the ACT 
varies considerably across states; in some states, the percentage is small (<20%), whereas oth-
ers test the majority of students (>90%). To test whether differences in results across these 
three assessment programs is due to population differences or some other source, Mattern and 
Lacina examined the degree to which NAEP, state assessment, and ACT results converged as 
ACT participation rates increased. If differences were solely a function of differences in tested 
populations, we would expect that ACT results would converge with NAEP and state assess-
ment results for states where the ACT participation rate is high.

The authors found that the 2013 NAEP 8th-grade proficiency rates in mathematics were 
similar to the percentage of students who met the ACT mathematics benchmark in 2014 for 
states with high ACT participation rates (Figure 9.2).4 For states that administered the ACT 
statewide, the difference in percentages of students considered ready in mathematics ranged 
from −4 to 6 percentage points, with a mean difference of 1 percentage point. For states with 
low ACT participation rates, ACT results suggest that a larger percentage of students are ready 
in mathematics as compared to NAEP results, supporting the self-selection bias hypothesis. In 
sum, the results indicate that the performance levels for NAEP and ACT are similar and that 
divergences appear to be a function of differences in populations.

A comparison of ACT results to 8th-grade state assessment results leads to a different 
conclusion. As shown in Figure 9.3, compared to the ACT results, state assessment results tend 
to suggest a much higher percentage of students are proficient in mathematics (this is indicated 
by negative values on the y-axis). Differences between ACT- and state-assessment-based results 
grow more stark (i.e., negative values are more common) as ACT participation rates increase. 
On average, ACT mathematics readiness rates were 12 percentage points lower than state re-
sults, with differences ranging from −46 to +47 percentage points. Even among states where 
there is ACT-census testing, we see much more variability in the ACT-versus-state assessment 
comparisons than in the ACT-versus-NAEP comparison. For example, state test results for 
Mississippi, where ACT is administered statewide, indicated that 67% of their 2013 8th grades 
were proficient in mathematics. Only 21% of the 2014 ACT-tested graduating cohort met the 
ACT mathematics benchmark. These results echo an earlier report by Achieve (2015), which 
noted that more than half of states reported proficient rates 30 percentage points higher on their 
state assessments as compared to their NAEP results. Put simply, cut scores matter. Even when 
assessment results are based on the same student population and the assessments in question 
measure a similar construct, results can still diverge as a function of proficiency thresholds.
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Figure 9.2  Consistency between 2014 ACT and 2013 NAEP Mathematics Performance by ACT 
Participation

Source: Reproduced from Mattern, K., & Lacina, C. (2015). Different assessments, different results: A cautionary note 
when interpreting state test results (ACT Issue Brief). Iowa City, IA: ACT, Inc.
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Consequences of Mixed Messages

The first part of this chapter illustrated not only the possibility but the near-certainty that 
students will receive mixed messages about their level of postsecondary readiness throughout 
their K–12 educational careers. What is the impact of these inconsistent messages across mea-
sures, states, and time? For one, variation in definitions of college and career readiness hampers 
US efforts to evaluate and improve readiness levels over time. Without a common yardstick to 
evaluate college and career readiness, it is quite difficult to evaluate whether changes to the 
educational system are having a positive impact on student learning. Substantial resources 
are being allocated to educational reform; collecting metrics that support evaluation of these 
reforms’ efficacy should be considered as one requirement attached to funding.

There is a clear argument in favor of standardizing how we evaluate college and career read-
iness across entities and over time. Still, inconsistencies in our college- and career-readiness 
definitions continue to plague research and practice. If the benefits of standardization are clear, 
why have things not changed? Part of the problem may be traced to “local control”—that is, 
the policy argument that states, not the federal government or any other national entity, should 
maintain full discretion over their curricula, standards, and assessments. It is an appealing 
idea that may nonetheless generate unintended consequences. Given states’ focus on measur-
ing college and career readiness for accountability purposes rather than to support individual 
students’ development, incentives to game the system and set lower proficiency thresholds are 
unavoidable (Achieve, 2015). Under the guise of local control, states can give the impression 
that their educational system is doing a good job preparing students, even when many students 
are graduating high school ill-prepared for postsecondary endeavors. Large inequities across 
states are masked by variability in performance levels on state assessments.

variability in performance-level thresholds is neither unimportant nor benign; it promotes 
inefficiencies and suboptimal allocation of resources. If the percentage of students passing 
grade-level standards is more a function of cut-score placement than actual student learning, 
how do we know where to devote resources? Moreover, if states with the highest success rates 
are evaluated as case studies to find out what works in education, conclusions will be spurious 
if passing rates are only tangentially related to what students are learning in the classroom. 
In other words, variability across states in what it means to be college and career ready can 
hamper scientific knowledge as it relates to pedagogy and student learning.

Another potential consequence of mixed messages is confusion among consumers of 
educational metrics and thereby distrust in test results. If different assessments provide differ-
ent results, students, parents, and policymakers may question those assessments’ validity and 
reliability. Moreover, when presented with conflicting information, which source of informa-
tion will consumers attend to and trust, and which one will they discredit? For example, imag-
ine a student is presented with multiple pieces of information about her level of mathematics 
proficiency; one piece of information says she is proficient and one says she is not. Is she more 
likely to believe the favorable or unfavorable evaluation, even if the unfavorable evaluation 
result is more valid? Social-psychological research on self-evaluation provides some insights 
(Dunning, Heath, & Suls, 2004). For skills and abilities that are ill-defined, individuals are 
more likely to attend to the feedback that reinforces positive self-appraisals (Dunning, Perie, & 
Story, 1991). That is, when presented with conflicting information, most students will trust the 
favorable evaluation of their mathematics readiness.

Students may prefer receiving favorable feedback, but feedback that exaggerates academic 
preparation is a disservice. Research clearly shows that providing feedback to students regard-
ing whether they are on track for college and career readiness at the end of high school is too 
late to effect change (ACT, 2008; Gaertner & McClarty, 2015). Along these lines, if the feedback 
students receive throughout their K–12 educational career provides no indication that they are 
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in need of remediation, students may coast through high school with confidence, unknowingly 
ill-prepared for what lies ahead.

In response to the significant percentage of students entering college unprepared for 
college-level work, higher education institutions have expanded remedial coursework 
(Sparks & Malkus, 2013). Unfortunately, research on college remediation indicates that stu-
dents who start in remediation are at high risk of noncompletion (Attewell, Lavin, Domina, & 
Levey, 2006; NCES, 2004). Instead, providing feedback—early and empirically linked to future 
outcomes—will help students better calibrate their college and career expectations and take 
proactive steps to address their academic weaknesses (Mattern et al., 2014).

Current State of Affairs: Have We Made Progress?

One of the main outcomes of the CCSS Initiative was the development of two assessment 
consortia dedicated to measuring student progress relative to the new standards. The US 
Department of Education awarded hundreds of millions of dollars for PARCC and SBAC to 
develop new assessments in math and ELA. Now that these new assessments are being adminis-
tered operationally, research studies can be designed and executed to evaluate not only whether 
PARCC and SBAC tests are well suited (in terms of both reliability and predictive validity) for 
identifying which students are college and career ready, but also whether the new assessments 
represent an improvement over the “50 tests for 50 states” paradigm of the past 15 years.

Early research on this topic has generated some surprising conclusions. In the spring of 2015, 
the PARCC exam was administered in 11 states and the District of Columbia. Massachusetts 
was one of the participating states. Once the data were available, Massachusetts commissioned 
Mathematica to evaluate whether the PARCC exam provided a better indication of which 
students were college ready as compared to their existing state assessment, the Massachusetts 
Comprehensive Assessment System (MCAS) (Nichols-Barrer, Place, Dillon, & Gill, 2015). The 
results indicated that the PARCC exam and MCAS were equally predictive of college grades and 
enrollment status in remedial courses; however, students who were classified as college ready 
on the PARCC exam were twice as likely to earn grades of B or higher in college mathematics 
courses, compared to students who were classified as proficient on the MCAS.5 In essence, the 
exams diverged in their mathematics performance proficiency thresholds; the PARCC exam 
had a higher cut score.

The findings from the Mathematica study raise important questions: Was the development 
of new college- and career-readiness exams a judicious use of resources? Would that money 
and time have been better spent aligning feedback rather than assessments? More specifically, 
should states adopt the new assessments, or would it be more worthwhile to evaluate how 
performance levels compare across assessments and states? The Mathematica study suggests 
that Massachusetts does not necessarily need a new exam, just a higher cut score. We contend 
that as long as states continue to vary in their definitions of college and career readiness (i.e., cut 
scores, performance-level descriptors, and constructs), mixed messages will remain a problem. 
We hope that attention and resources will be directed at the root of the problem: performance 
standards. The Mathematica findings suggest that quite a bit of money was devoted to the de-
velopment of a new assessment that predicts college outcomes no better than its predecessor.

Implications for Policy, Practice, and research

If we want to improve the feedback students receive so that it is consistent and reflective of their 
true level of academic preparation, the educational testing community should work with states 
to align assessments and readiness diagnoses, both with each other and with national frame-
works. To accomplish this goal, one line of research should focus on conducting alignment 
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studies to determine whether different assessments cover the same content specifications. To 
support a national blueprint of content specifications, researchers should continue to refine the 
set of knowledge and skills that are most relevant to college and career readiness.

Another way to ensure stakeholders receive consistent feedback is through concordance 
and linking studies. Concordance and linking studies are extremely valuable, as they provide 
information about how performance on one test relates to performance on another test across 
the score scale. More importantly, researchers should continue to evaluate the comparabil-
ity of cut scores across assessments; it is common practice in the context of college admis-
sions (Dorans, 2004). Concordance studies relating performance on the SAT and ACT help 
ensure that regardless of the exam a student takes, the student will be evaluated on a com-
mon yardstick for admission decision purposes. Similar studies should be designed to evalu-
ate assessments states adopt for their accountability systems. Of course, students residing in 
one state (e.g., Arkansas) will likely not be sitting for another state’s accountability assessment 
(MCAS), but the problem is not methodologically insurmountable. With common assessments 
across states (i.e., PARCC, SBAC, SAT, or ACT), state assessments can be linked to a common 
scale. For example, Phillips (2016) compared the 4th- and 8th-grade reading and mathematics 
performance standards on SBAC, PARCC, and ACT Aspire by linking each test to a common 
metric—NAEP. The common scale supported an examination of discrepancies in performance 
standards across national assessments.

Going forward, we would prefer to use student-level data to support true concordances 
or linking studies that identify the score on one assessment that corresponds with the cut 
score on another. Such research designs could build on existing studies comparing aggregate 
outcomes (e.g., Achieve, 2015; Mattern & Lacina, 2014; Phillips, 2016) as well as studies limited 
to individual states (Nichols-Barrer et al., 2015). States should be free to develop their own as-
sessments and their own performance standards, but documenting the relationships between 
scale scores across states would foster more candid dialogue about the educational progress of 
US students.

We are not suggesting that standardized tests are the first and final word in measuring stu-
dent performance. There is great value in other sources of information, such as course grades 
and noncognitive skills. But, for the purposes of accountability and tracking educational prog-
ress across state lines and over time, standardized metrics give meaning to our comparisons. 
On the other hand, when the focus is on student development, guidance, and advising, diverse 
data are preferable (Mattern et al., 2014). More nuanced and personalized information can 
help individual students align their interests, skills, and abilities with a college, a major, and 
a career. As with any problem, it is important to first define the use case and then design an 
effective solution that best addresses users’ most pressing priorities. For the problem of track-
ing college and career readiness, we argue that standardized metrics and consistent readiness 
thresholds are the best course.

Notes
 1 For example, the ACT mathematics section includes the following reporting categories: number and 

quantity, algebra, functions, geometry, statistics and probability, integrating essential skills, and 
modeling.

 2 These data are based on the 2015 ACT-tested graduating cohort.
 3 For example, the ACT College Readiness Benchmark in mathematics was derived based on course 

grades in College Algebra.
 4 Note that this comparison is between middle school proficiency rates and high school college read-

iness rates. Therefore, to obtain comparable results across the two assessments, the assumption that 
cut scores are similarly distributed across grade levels must hold true in addition to the other factors 
identified.

 5 The differences for ELA tests were not statistically significant.
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Student affluence prevails as a marker of college success as indicated by postsecondary enroll-
ment rates of 45.5% for low-income, recent high school graduates, as compared to 78.5% for 
high-income, high school graduates (Digest of Education Statistics, 2013). With a delta of 33 
percentage points, that leaves too many students in need without an opportunity to advance 
their education. College placement examination results often provide college- and career- 
readiness benchmarks and are a marker for where a student enrolls, if they do indeed enroll. In 
the US, results often indicate that students are not adequately prepared.

These trends are particularly troubling for low-income students. ACT (2016) reports that 
low-income students are especially vulnerable; only 11% of low-income students met all four 
college- and career-readiness benchmarks, and 50% did not meet any benchmarks. If test 
preparation alone was a cure for this increasing issue, test preparation programs would be 
the answer (Domingue & Briggs, 2009). However, a more holistic, service-oriented approach 
aimed at students most in need is a better solution. Gaining Early Awareness and Readiness for 
Undergraduate Programs (GEAR UP) is a federal program that has been designed to address 
such holistic issues for minority, low-income, and first-generation students in low-income 
schools and communities across the country. Through practices aimed at enhancing academic 
readiness and social supports, GEAR UP can bolster a large number of these at-risk students.

Historical Expansion of College Access

College access is a vital part of college and career readiness. With a focus on early interven-
tion services and strategies, college access is an educational movement that assists students, 
particularly low-income and underrepresented students, in their endeavor to enroll, persist, 
and graduate from postsecondary institutions through strategic programming interventions 
that take place in middle and high school. Several factors have contributed to the evolution 
of college access for underserved students within the United States. Among the first were the 
Morrill Land Grant Acts of 1862 and 1890 that supported the creation of land-grant colleges, 
many of which are still landmark postsecondary institutions today. Land grants and subse-
quent colleges were a response to the industrial revolution and provided an opportunity for 
minority students and those from lower social classes to attend postsecondary institutions. 
Additionally, the 1944 G.I. Bill of Rights benefited 7.8 million veterans of World War II through 
federal payouts for college expenses, training programs, and monthly stipends (Mettler, 2005). 
An additional 55,000 veterans have received benefits under the Post-9/11 veterans Educational 
Assistance Act; these benefits have been used at more than 6,500 colleges across the country 
(Sander, 2012).

Furthermore, legislation passed in the 1950s and 1960s led to new postsecondary opportuni-
ties for minority, low-income, and first-generation students who had previously been excluded 
in a segregated society. In 1954, the Supreme Court’s ruling in Brown v. Board of Education 
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declared state laws establishing separate public schools for black and white students uncon-
stitutional. A decade later, the Civil Rights Act of 1964, in conjunction with the Economic 
Opportunity Act of 1964, promoted greater inclusion of minorities in the educational and 
economic life of America. Additionally, the Higher Education Act (HEA) of 1965 was intended 
“to strengthen the educational resources of our colleges and universities and to provide finan-
cial assistance for students in postsecondary and higher education” (Higher Education Act 
of 1965, Public Law 89–329, p. 1). The Higher Education Opportunity Act (HEOA) of 2008 
reauthorized the HEA of 1965, further strengthening the federal college access agenda. Each of 
these decisions has underscored the ideal that every US student should have access to a college 
education. With the publication of A Nation at Risk (Gardner, Larsen, Baker, Campbell, & 
Crosby, 1983), policymakers set out to reform middle and secondary schools with a series of 
initiatives aimed at better student preparation for college and career. The 1996 New American 
High School initiative, under the direction of the US Secretary of Education Riley, represented 
the federal government’s efforts to showcase schools throughout the country that represent a 
broad range of educational approaches serving the needs of at-risk youth.

Federal programs have been put in place over the last 50 years to assist low-income students 
in their attainment of higher education. Many of these programs are supported through funds 
that are funneled to states through discretionary federal grant projects. One of those, the 
US Department of Education’s GEAR UP initiative, aims to increase the number of students 
successfully prepared to enter college. GEAR UP serves either priority students1 or cohorts 
of students2 starting no later than the 7th grade in schools where at least 50% of the stu-
dents are eligible for free or reduced-price lunch. States and local partnerships are funded and 
serve students continuously through the end of high school or first year of college, depending 
on the fiscal year they were funded and the program structure. Created to help overcome 
educational disparities by providing resources and services to students and families from 
low-income communities, GEAR UP’s mission is to prepare students to enter and succeed in 
postsecondary education. GEAR UP has three global performance measures as outlined in 
the following:

1  To increase the academic performance and preparation for postsecondary education of 
participating students;

2  To increase the rate of high school graduation and participation in postsecondary 
education of participating students; and

3  To increase educational expectations for participating students and increase student and 
family knowledge of postsecondary education options, preparation, and financing.

Preparing for college is a lifelong journey and one that does not begin during a student’s senior 
year of high school (ACT, 2008). For low-income students, the journey may be particularly 
fraught (Dougherty, 2014). The GEAR UP program is intended as a vehicle to provide early 
interventions to students and families in broad-based school settings, in communities most 
in need.

GEAr UP Program Components

GEAR UP has traditionally been a college access program; however, in 2011, there was a 
shift allowing grantees to serve students in their first year of postsecondary education (US 
Department of Education, 2011). While the GEAR UP program aims for students to enroll and 
succeed in college, the primary goal is to serve them in middle and high school to get them pre-
pared to enter and succeed in college. GEAR UP offers many service interventions to students 
and families, as guided by the HEOA and outlined in Table 10.1.
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The GEAR UP service areas span noncognitive and academic domains that complement 
research findings in the field. GEAR UP components draw on a growing body of research 
examining strategies for getting students to and through college, including college match and 
fit (Byndloss & Reid, 2013), summer melt (Castleman, Arnold, & Wartman, 2012), and text 
messaging to increase postsecondary access (Castleman, Owen, Page, & Stephany, 2014). Parent 
engagement, for example, is a large component of GEAR UP service delivery. In low-income 
communities, parent involvement has been shown to increase student readiness in social, emo-
tional, and behavioral areas (Kingston, Huang, Calzada, Dawson-McClure, & Brotman, 2013).

In addition, counseling—one of the most frequently provided services for GEAR UP—has 
been found to positively increase postsecondary enrollment (Tillery, 2013). Bryan, Moore-
Thomas, Day-vines, and Holcomb-McCoy (2011) also found that counseling supports for 
students increased the submission of college applications. GEAR UP provides personnel sup-
ports and full-time or part-time GEAR UP coordinators or college coaches in school districts 
to complement and enhance the school counselor’s work with the goal of increasing application 
and enrollment.

GEAr UP Effectiveness

Educational practitioners and policymakers seek answers on how to best assist students, 
especially those from low-income schools, in their postsecondary endeavors. Federal and pri-
vate dollars are invested in myriad college access and readiness programs across the coun-
try, and we continuously pursue evidence about how well these programs work for students, 
their families, and our national economy. Since its inception in 1998, there have been three 
national evaluations of the GEAR UP program. In 1999, the year after GEAR UP was cre-
ated, the US Department of Education contracted with Westat, Inc. to conduct a national eval-
uation of GEAR UP (US Department of Education, 2003). Survey results from intervention 
and comparison middle schools provided a descriptive overview of how GEAR UP programs 
are implemented across the nation and found that attending a GEAR UP school was posi-
tively associated with student and parent knowledge. A follow-up study by Standing, Judkins, 
Keller, and Shimshak (2008) found that attending a GEAR UP middle school was positively 
associated with parents’ and students’ postsecondary knowledge, parent involvement, parent 
aspirations for their children to attend college, and students taking above grade-level science 
courses. Terenzini, Cabrera, Deil-Amen, and Lambert (2005), funded through the Institute of 

Table 10.1 GEAR UP Student and Parent/Family Services

GEAR UP Student Services GEAR UP Parent/Family Services

 1. Supportive Services (Required)
 2. Rigorous Academic Curricula (Required)
 3. Comprehensive Mentoring (Required)
 4. Financial aid counseling/advising (Required)
 5.  Counseling/advising/academic planning/career 

counseling (Required)
 6. College visit/college student shadowing
 7. Tutoring/homework assistance
 8. Job site visit/job shadowing
 9. Summer programs
10. Educational field trips
11. Workshops

1.  Workshops on college preparation/
financial aid

2. Counseling/advising
3. College visits
4. Family events

Note: Sourced from the U.S. Department of Education’s Annual Performance Report for Partnership and State 
Projects.



122 Chrissy Tillery and Brent Duckor

Education Sciences, also provided a comprehensive analysis of the GEAR UP program. Results 
indicated the “reach” or percent of eligible students that participated in targeted services had 
a significant positive impact on awareness and that parent engagement had a positive impact 
on increasing students’ social capital. Each study provided insight into the effectiveness of the 
GEAR UP program, yet none spanned the full spectrum of the six- or seven-year program 
services and examined postsecondary outcomes. There remains a pressing need for compre-
hensive and longitudinal evaluations that follow GEAR UP students through the program and 
through college completion, as well as an examination of the service interventions that are 
particularly impactful for GEAR UP students.

In 2011, a group of state GEAR UP grantees came together to form the College and  Career 
 Readiness Evaluation Consortium (CCREC), bringing together leaders across the country 
serving almost 100,000 students. Led by the National Council for Community and Education 
Partnerships (NCCEP) and in partnership with ACT and the National Student Clearinghouse 
Research Center, CCREC aims to better evaluate the effectiveness of the GEAR UP program by 
conducting longitudinal research and evaluation from middle school through postsecondary 
completion. CCREC adopted common data definitions and research questions and developed 
a longitudinal research and evaluation plan. Baseline data show that in the GEAR UP and 
non-GEAR UP comparison group, about two-thirds of students in each group plan to obtain 
a bachelor’s or graduate degree, despite the fact that about 40% of students have parents or 
guardians with no college experience and most students are not on track to be academically 
ready for college by the time they graduate from high school (based on 8th-grade assessments) 
(Cruce & Burkum, 2015). GEAR UP therefore serves students who have great need yet high 
educational aspirations. Rich longitudinal data allow GEAR UP to focus on interventions that 
can best meet the student’s needs—whether that is in academic support, through tutoring or 
homework assistance, or social support, through providing family engagement on topics re-
lated to college. The CCREC has two research strands—one a longitudinal study of the effec-
tiveness of GEAR UP on the academic achievement, college going, and college retention of 
low-income students using a matched non-GEAR UP comparison group, and the other a lon-
gitudinal evaluation of the effectiveness of GEAR UP interventions in attaining key secondary 
and postsecondary outcomes.

Because GEAR UP grants end after either high school or the first year of postsecondary 
education, there are limited resources to address questions about postsecondary success and 
longitudinal impact. As Ward, Stambler, and Linke (2013) point out, their Yale-Bridgeport 
Schools partnership grant will preclude them from evaluating the program beyond the six-
year award period and into students’ first year of college. They are seeking other ways, through 
partnerships, to perform this critical evaluation. Program sustainability (after funding ends) 
is another key concern; as Ward (2006) also indicates, sustainability is particularly an issue for 
high-poverty school districts.

GEAR UP Studies Focused on College Knowledge and Readiness

Several studies have shown increased postsecondary preparedness for GEAR UP students. 
Bausmith and France (2012) conducted a quasi-experimental study on College Board assess-
ment data of 173 GEAR UP schools compared to non-GEAR UP low-income schools and 
found that the GEAR UP program showed positive evidence for increasing college readi-
ness. Studying four cohorts of students, researchers found that the third and fourth cohorts 
had increased scores in SAT reading and mathematics compared to students in the non-
GEAR UP comparison schools, suggesting that GEAR UP students were better prepared for 
postsecondary education. Similarly, ACT (2007a,b) conducted a longitudinal study of 250 
GEAR UP schools compared to non-GEAR UP low-income schools and found positive results 
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in reading, English, the percent of students taking core high school coursework, and postsec-
ondary aspirations.

Yampolskaya, Massey, and Greenbaum (2006) conducted a matched comparison study in an 
urban setting and found that increased time in GEAR UP-related academic interventions led 
to increased grade-point averages (GPAs) and that students who spent time in behavior-related 
interventions had fewer disciplinary problems. Yampolskaya et al. also found enhanced so-
cial competence for students participating in GEAR UP. Additionally, GEAR UP students had 
higher aspirations and college knowledge (Watt, Huerta, & Lozano, 2007), while a follow-up 
study found that students participating in either Advancement via Individual Determination 
(AvID) or GEAR UP had additional college knowledge, preparation, and support as compared 
to a comparison group (Lozano, Watt, & Huerta, 2009). GEAR UP students who received aca-
demic mentoring also had higher Algebra I, Algebra II, and state mathematics assessment perfor-
mance compared with non-GEAR UP students (Fetsco, Kain, Soby, Olszewski, & Crites, 2011).

Stack, Alexander, Doyle, and Kamin (2012) conducted a quasi-experimental study using 
retrospective data to assess student outcomes after a GEAR UP summer transition program. 
Findings indicate that students who received the summer transition program had higher 
9th-grade passing rates in Algebra I and were more likely to be on track to graduate; there were 
no statistically significant differences in attendance and GPA.

GEAR UP Studies Focused on Student Service Interventions

The core of GEAR UP is the required and permissible service interventions provided to students 
and families. College advising is a widely used intervention tool for preparing GEAR UP students. 
In a 2014 NCCEP survey of GEAR UP projects, 41% of respondents reported using near-peers as 
their primary college advising strategy (NCCEP, 2014). Often from similar backgrounds as the 
target population, near-peers can speak to younger high-need students from personal experience 
regarding the academic, financial, and social components of preparing, enrolling, and succeed-
ing in college. Prickett (2004) illustrates an early use of near-peer advising or mentoring as a 
cost-effective and beneficial means to assist students in GEAR UP schools in their postsecondary 
endeavors. The study also points out the great need to have teachers and students who understand 
the problems faced by underrepresented students. Other studies have found that strategic aca-
demic advisors significantly improve outcomes for GEAR UP middle school students in core aca-
demic courses (van Kannel-Ray, Lacefield, & Zeller, 2008). Summer programs are another service 
intervention used by GEAR UP to increase college preparedness. Beer, Le Blanc, and Miller (2008) 
studied summer learning camps in the rural south and found that students who attended a GEAR 
UP summer program had more academic awareness after summer camp than before. Results also 
showed significant increases in these students’ ACT Explore mathematics scores.

GEAR UP Studies Focused on Family/Parent Service Interventions

Parent involvement is central to GEAR UP students’ success (Terenzini et al., 2005). However, 
even with the requirement to serve parents and the knowledge that their involvement is crit-
ical, GEAR UP struggles to find ways to reach parents in low-income communities and as 
such, lacks data on parental involvement and outcomes. One study with adequate data (Stack, 
2010) examined the relationship between parent involvement and student success in the Chi-
cago GEAR UP Alliance. Stack found a statistically significant relationship between parent 
involvement and 9th-grade GPA and ACT Plan composite scores, but did not find a significant 
relationship between parent involvement and postsecondary aspirations. Gibson and Jefferson 
(2006) examined GEAR UP and non-GEAR UP comparison groups and found that increased 
parental involvement, even if perceived, led to increased self-concept for students.
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GEAR UP Studies Focused on Postsecondary Outcomes

Postsecondary enrollment, persistence, and graduation are the intended outcome of GEAR 
UP nationally; however, we still know relatively little about GEAR UP’s influence on these 
outcomes. Building strong evidence requires comparison groups and either experimental or 
quasi- experimental designs. These designs, in turn, require longitudinal data, and some grant-
ees have found ways to track student-level outcomes beyond the grant terms. The Kentucky 
Council on Postsecondary Education (2013), for example, found that students from their 
2005–2011 state grant graduated high school at comparable rates to matched non-GEAR UP 
students, but enrolled at significantly higher rates (44% compared to non-GEAR UP postsec-
ondary enrollment of 36%). Rhode Island’s GEAR UP program, College Crusade, tracked high 
school graduating classes from 2006 to 2010 and found that 68% of the 1,508 students enrolled 
in college and that 49% did so immediately after high school (Fogg & Harrington, 2013); they 
also found that these students had an 84% postsecondary persistence rate. Mann (2012) con-
ducted an evaluation of the Washington State GEAR UP program and found that among a 
cohort of 769 GEAR UP postsecondary students, they were more likely than comparison peers 
to enroll in (84% compared to 59%), persist in (83% compared to 74%), and complete a degree 
or certificate (38% compared to 32%). The majority of postsecondary credentials in both groups 
were four-year degrees.

GEAR UP Studies Focused on Service Interventions and Postsecondary Outcomes

A gap in our understanding of the GEAR UP program is evaluating linkages between service 
interventions and postsecondary outcomes. In order to conduct such analyses, data must be 
collected and linked across datasets and across years. Without a federal requirement and asso-
ciated training, many programs do not conduct such comprehensive analyses, which is why the 
CCREC was formed and is carrying out longitudinal analyses and sharing best practices for 
evaluation. Some grantees have also developed an infrastructure for housing data long-term 
and linking data from multiple sources. An evaluation of GEAR UP North Carolina linked 
service intervention data to postsecondary enrollment and found that select student (counsel-
ing/advising and college visits) and parent/family (workshops, college visits, and family events) 
services led to significantly higher postsecondary enrollment rates (Tillery, 2013). While 
Tillery did not find parent services had an aggregate impact on postsecondary enrollment, the 
study did show that those services where parents are most likely to self-initiate had positive im-
pacts on student enrollment. Furthermore, Dais, Dervarics, and Fowler (2013) found positive 
relationships between taking Advanced Placement (AP) courses, taking a GEAR UP project- 
specific course, FAFSA completion, and postsecondary enrollment. Dais et al. found that, 
overall, 81% of GEAR UP students who had enrolled in postsecondary education persisted. 
In addition, 91% of students who enrolled in AP courses and 82% of students who had GEAR 
UP-targeted tutoring returned for a second year of college, though there was little correlation 
between years in GEAR UP and persistence to a second year of college. These findings begin to 
establish the importance of specific GEAR UP interventions, noting that just being a GEAR UP 
student may not be as impactful as receiving targeted GEAR UP interventions.

Making Valid Inferences with GEAr UP Data

Across the fields of secondary and postsecondary education, there is an increasing focus on 
development of the whole child and how to best prepare students for the demands of college 
and career. Researchers have established a positive correlation between academic achievement 
outcomes and so-called affective or noncognitive indicators (Hein, Smerdon, & Sambolt, 2013). 
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GEAR UP has played a role in gauging and augmenting noncognitive outcomes, which have an 
influence on students’ ability to learn, be successful, and contribute to society.

We agree with our colleagues that the research is clear on the association between noncog-
nitive indicators and academic achievement (Farrington et al., 2012). Research on the impact 
of GEAR UP programs on acceptance, college going, and, to a lesser extent, persistence is still 
emerging. But the grain size of these research findings is too large for stakeholders—those who 
deliver GEAR UP program services—to make sensible use of the data as educators. In both 
academic and noncognitive domains, we would like students, teachers, school counselors, and 
staff affiliated with GEAR UP to know which “data-driven” practices really make a difference, 
for their students and local contexts.

GEAR UP has a complex and multipronged theory of action, as do many college- and 
career- readiness interventions. Evaluations of these theories of action, particularly as related 
to the use and interpretation of noncognitive data, would benefit from a close reading of the 
Standards for Educational and Psychological Testing (American Educational Research Associa-
tion, American Psychological Association, & National Council on Measurement in Education, 
2014). Determining the overall effectiveness of GEAR UP programs requires a multifaceted 
research program, and the results of any study will depend in part on the quality of the metrics 
used to gauge success. A complicating factor in the evaluation of GEAR UP programs is that 
the uses of any data (e.g., levels of perseverance, academic mindset, and so forth) for making 
decisions must be clearly specified for a given population. GEAR UP stakeholders want to use 
the data generated by studies, reports, and evaluation tools. The challenge at hand is validating 
the data for particular intended uses.

In this volume, we argue for a closer examination of the Standards (2014). To guide the 
collection of validity and reliability evidence for examining particular claims about, for exam-
ple, a noncognitive score result or intervention designed to boost “levels of engagement,” we 
must first consult the evidence-based framework outlined by the Standards. When proposing a 
particular use of data, the Standards call for credible lines of evidence regarding: content cov-
erage, response processes, internal structure, relations to other variables, relations to criteria, 
and consequences.

While a GEAR UP researcher, data provider, or evaluator may decide to focus on claims 
made at the item or total test score level, they all should utilize the Standards to evaluate the 
“network of inferences” leading from the [task] score to statements and decisions (Kane, 1992). 
The plausibility of an interpretation based on GEAR UP metrics depends on evidence support-
ing the proposed interpretation and on the evidence refuting competing interpretations of re-
sults. We should expect that different types of validity and reliability evidence will be relevant 
to different parts of an argument for use of any GEAR UP measure, depending on contexts, 
programs, and student populations. If GEAR UP program providers, for example, use ACT 
Engage (or other instruments that have been validated to evaluate summative outcomes) to 
make diagnostic decisions that have consequences for placement or services provided to these 
vulnerable student populations, it might be cause for concern.

Messick (1989) further reminds us that validity is not a property of the instrument itself 
but refers to score interpretation. validation, from this perspective, is an ongoing process and 
a matter of degree. There is no such thing as a valid GEAR UP instrument that the experts 
have vetted for all times and places. Rather, validity will pertain to an instrument’s evolving 
uses and contexts for GEAR UP programs. Kane (2013) adds to this conception of validity the 
idea that researchers and practitioners must carefully examine the kinds of claims that instru-
ment developers can warrant to guide the appropriate use(s) of data. Thus, it is important for 
both policymakers and stakeholders in the GEAR UP community to understand the nature 
of the scores, points, and other metrics used in their programs and how data can inform (and 
impede) progress for at-risk students.
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Important questions on data use emerge from the extant GEAR UP studies, reports, 
and non-peer reviewed literature: Is the GEAR UP data primarily intended for diagnostic, 
formative, or summative use? By whom? What are the specific warrants and evidence for any 
or all of those uses? For example, can diagnosing a GEAR UP student’s level of “grit” lead 
to formative interventions that provide positive, nonjudgmental, timely, specific, or actionable 
feedback (Duckor, 2017)? The research on classroom-based formative evaluation emphasizes 
that effective feedback is subject to instructional intervention and change (Hattie & Timperley, 
2007; Heritage, 2017; Linquanti, 2014). GEAR UP data must be formative if a change in stu-
dents’ perceptions, behaviors, and skills development is to occur.

Implications for Policy, Practice, and research

To advance GEAR UP research, evaluation, and measurement, and college- and career- readiness 
research more broadly, we offer several recommendations. The CCREC has started some of this 
work through uniformly defining GEAR UP service interventions and outcome measures, as 
well as using a relational database where systematic, longitudinal data are housed. For fed-
eral policy interventions such as GEAR UP that attempt comparisons across multiple states 
and programs, reliable postsecondary data (e.g., from the National Student Clearinghouse) is 
imperative. Moreover, the ability to use data in more formative, data-driven delivery systems 
at an appropriate grain size would greatly benefit students and their mentors, counselors, and 
teachers. So far, these databases, while ripe for data mining for policymakers, are not educative 
for service providers on the ground.

Despite the technological advances in integrating academic test results, noncognitive mea-
sures, and school climate indicators into reporting mechanisms, the challenge of linking ef-
fective formative and summative uses of data for local GEAR UP stakeholders is substantial. 
GEAR UP has worked with providers in the private and public sector to improve data delivery 
and reporting tools largely for program evaluation purposes. Stakeholders—such as teachers, 
parents, after-school providers, principals, and school staff—will likely require more timely, 
specific, intervention-oriented feedback to aid in instructional decision-making and program 
service delivery in their local contexts (Gheen, Smerdon, Hein, & Lebow, 2012; Hyslop, 2011).

In addition to practical challenges in communicating the purposes and uses of data within 
the GEAR UP community, there are psychometric issues that warrant continued attention. 
For example, over the last decade, policymakers and evaluators have increasingly looked 
to noncognitive variables as predictors of postsecondary school success (Hein et al., 2013; 
National Research Council, 2012). At the federal level, under the Every Student Succeeds Act 
(ESSA), noncognitive outcomes have received increased emphasis as part of college and career 
readiness.

Regardless of the domain, we must carefully distinguish the grain size and appropriate use 
of data for program evaluation, policy studies, and accountability mechanisms. The Standards 
must be consulted if GEAR UP data are integrated with secondary learning outcomes in 
schools. These Standards guide the profession toward responsible use of educational data and 
the limits of permissible inference from scores. To the extent GEAR UP data are folded into 
decision-making for educational leaders interested in “multiple measures,” we will need to hold 
those Standards close for guidance and advice.

A final note: we might now consider moving beyond the top-down model of research and eval-
uation that delivers reports and charts to distal stakeholder groups. For outcomes to shift and 
engagement with proximal stakeholders—students, parents, teachers, and school counselors—
to occur, we will need state and federal investment in advancing research related to the allo-
cation of funds for practitioner training, formative uses of GEAR UP data, and professional 
development that supports collaboration between researchers and practitioners. With the push 
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to elevate evidence-based interventions, it is imperative for a practitioner-based program like 
GEAR UP to be able make such transitions with the help of engaged researchers. With public 
investment and leadership from educational researchers who work across both academic and 
affective domains, we can pioneer solutions that honor the growth and “coachability” of GEAR 
UP students on their journey to college and careers.

Notes
 1 Priority students are defined as any student in secondary school who is eligible to be counted under 

the Elementary and Secondary Education Act of 1965, eligible for Title Iv assistance, eligible for 
assistance under the McKinney-vento Homeless Assistance Act, or otherwise considered to be a 
disconnected student.

 2 The cohort or whole-grade model involves providing services to all students in the participating 
grade levels, rather than a selected group of students. A cohort must start no later than the 7th grade, 
and services must be provided to the students in the cohort through the 12th grade.

references
ACT. (2007a). Using EPAS to evaluate school-based intervention programs: GEAR UP. Iowa City, IA: ACT.
ACT. (2007b). Using EXPLORE and PLAN to evaluate GEAR UP programs. Iowa City, IA: ACT.
ACT. (2008). The forgotten middle: Ensuring that all students are on target for college and career readiness 

before high school. Iowa City, IA: ACT.
ACT. (2016). The condition of college and career readiness. Iowa City, IA: ACT.
Alexander, J., Stack, W., Doyle, S., & Kamin, C. (2012). The Effects of a Summer Transition Program 

on 9th Grade Outcomes: A Retrospective Study. Funded through U.S. Department of Education and 
Research Triangle International. Retrieved from http://tinyurl.com/gu-summer-transition-wp. 

American Educational Research Association, American Psychological Association, & National Council 
on Measurement in Education. (2014). Standards for educational and psychological testing. Washington, 
DC: Author.

Bausmith, J. M., & France, M. (2012). The impact of GEAR UP on college readiness for students in low 
income schools. Journal of Education for Students Placed at Risk, 17(4), 234–246.

Beer, G., Le Blanc, M., & Miller, M. J. (2008). Summer learning camps: Helping students to prepare for 
college. College Student Journal, 42(3), 930–938.

Bryan, J., Moore-Thomas, C., Day-vines, N. L., & Holcomb-McCoy, C. (2011). School counselors as 
social capital: The effects of high school college counseling on college application rates. Journal of 
Counseling & Development, 89(2), 190–199.

Byndloss, D. C., & Reid, C. (2013). Promoting college match for low-income students: Lessons for practi-
tioners. New York: MDRC.

Castleman, B. L., Arnold, K., & Wartman, K. L. (2012). Stemming the tide of summer melt: An experi-
mental study of the effects of post-high school summer intervention on low-income students’ college 
enrollment. Journal of Research on Educational Effectiveness, 5(1), 1–17.

Castleman, B. L., Owen, L., Page, L. C., & Stephany, B. (2014). Using text messaging to guide students on the 
path to college (Working Paper No. 33). Center for Education Policy and Workforce Competitiveness. 
Charlottesville, vA: University of virginia Charlottesville.

Cruce, T., & Burkum, K. (2015). Core research program: Student baseline data. Iowa City, IA: ACT.
Dais, R., Dervarics, C., & Fowler, M. (2013). Following GEAR UP students to college: The Massachusetts 

data utilization project. Boston, MA: Massachusetts State GEAR UP.
Digest of Education Statistics. (2013). Percentage of recent high school completers enrolled in 2-year and 

4-year colleges, by income level: 1975 through 2013. Retrieved from https://nces.ed.gov/programs/
digest/d13/tables/dt13_302.30.asp.

Domingue, B., & Briggs, D. C. (2009). Using linear regression and propensity score matching to estimate 
the effect of coaching on the SAT. Multiple Linear Regression Viewpoints, 35(1), 12–29.

Dougherty, C. (2014). Catching up to college and career readiness: The challenge is greater for at-risk 
students. Iowa City, IA: ACT.

http://tinyurl.com/gu-summer-transition-wp
https://nces.ed.gov/programs/digest/d13/tables/dt13_302.30.asp
https://nces.ed.gov/programs/digest/d13/tables/dt13_302.30.asp


128 Chrissy Tillery and Brent Duckor

Duckor, B. (2017). Got grit? Maybe...Phi Delta Kappan, 98(7), 61–66.
Farrington, C. A., Roderick, M., Allensworth, E., Nagaoka, J., Keyes, T. S., Johnson, D. W., & Beechum, 

N. O. (2012). Teaching adolescents to become learners. The role of noncognitive factors in shaping school 
performance: A critical literature review. Chicago, IL: University of Chicago Consortium on Chicago 
School Research.

Fetsco, T. G., Kain, D. L., Soby, B., Olszewski, T., & Crites, T. (2011). Mentoring for math success. Phoenix, 
AZ: GEAR UP, Northern Arizona University.

Fogg, N. P., & Harrington, P. E. (2013). Freshman-year retention rates of college crusaders who graduated 
between 2006 and 2010. Philadelphia, PA: College Crusade Research Brief, Drexel University, Center 
for Labor Market and Policy.

Gardner, D. P., Larsen, Y. W., Baker, W., Campbell, A., & Crosby, E. A. (1983). A nation at risk: The imper-
ative for educational reform. Washington, DC: United States Department of Education.

Gheen, M., Smerdon, B., Hein, v., & Lebow, M. (2012). Outcomes and measures for college and career 
success: How do we know when high school graduates meet expectations? Washington, DC: National 
High School Center, American Institutes for Research.

Gibson, D. M., & Jefferson, R. M. (2006). The effect of perceived parental involvement and the use of 
growth-fostering relationships on self-concept in adolescents participating in GEAR UP. Adolescence, 
41(161), 111–125.

Hattie, J., & Timperley, H. (2007). The power of feedback. Review of Educational Research, 77(1), 81–112.
Hein, v., Smerdon, B., & Sambolt, M. (2013). Predictors of postsecondary success. Washington, DC: 

College and Career Readiness and Success Center, American Institutes for Research.
Heritage, M. (2017). Changing the assessment relationship to empower teachers and students. In 

K. L. McClarty, K. D. Mattern, & M. N. Gaertner (Eds.), Preparing students for college and careers: 
Theory, measurement, and educational practice. New York: Routledge.

Higher Education Act of 1965. Public Law 89–329 (1965). Retrieved from https://www.gpo.gov/fdsys/
pkg/STATUTE-79/pdf/STATUTE-79-Pg1219.pdf. 

Hyslop, A. (2011). Data that matters: Giving high schools useful feedback on grads’ outcomes. Washington, 
DC: Education Sector.

Kane, M. (1992). An argument-based approach to validation. Psychological Bulletin, 112, 527–535.
Kane, M. (2013). validation as a pragmatic, scientific activity. Journal of Educational Measurement, 50(1), 

115–122.
Kentucky Council on Postsecondary Education. (2013). GEAR UP Kentucky II: Comprehensive Report. 

Frankfort, KY: Kentucky Council on Postsecondary Education.
Kingston, S., Huang, K. Y., Calzada, E., Dawson-McClure, S., & Brotman, L. (2013). Parent involvement 

in education as a moderator of family and neighborhood socioeconomic context on school readiness 
among young children. Journal of Community Psychology, 41(3), 265–276.

Linquanti, R. (2014). Supporting Formative Assessment for Deeper Learning: A Primer for Policymakers. 
Formative Assessment for Students and Teachers/State Collaborative on Assessment and Student 
Standards. Washington, DC: Council of Chief State School Officers.

Lozano, A., Watt, K. M., & Huerta, J. (2009). A comparison study of 12th grade Hispanic students’ college 
anticipations, aspirations, and college preparatory measures. American Secondary Education, 38(1), 
92–110.

Mann, C. (2012). Making the dream a reality: Positive outcomes in college enrollment, persistence, and 
employment of GEAR UP alumni. Social and Economic Sciences Research Center, Washington State 
University.

Messick, S. (1989). validity. In R. L. Linn (Ed.), Educational measurement (3rd ed., pp. 13–103). New 
York: Macmillan.

Mettler, S. (2005). Soldiers to citizens: The G.I. Bill and the making of the greatest generation. New York: 
Oxford University Press, Inc.

National Council for Community and Education Partnership (NCCEP). (2014). Implementing near-
peer and college fit services across the GEAR UP community and recommendations for expansion. 
Washington, DC.

National Research Council. (2012). Education for life and work: Developing transferable knowledge and 
skills for the 21st century. Washington, DC: The National Academies Press.

https://www.gpo.gov/fdsys/pkg/STATUTE-79/pdf/STATUTE-79-Pg1219.pdf
https://www.gpo.gov/fdsys/pkg/STATUTE-79/pdf/STATUTE-79-Pg1219.pdf


Early Intervention in College and Career Readiness 129

Prickett, C. (2004). And college for all: Revisited. Principal Leadership, 5(4), 28–31.
Sander, L. (2012). The post-911 GI Bill, explained. The Chronicle of Higher Education.
Stack, W. M. (2010). The relationship of parent involvement and student success in GEAR UP communities 

in Chicago (unpublished doctoral dissertation). Antioch University.
Standing, K., Judkins, D., Keller, B., & Shimshak, A. (2008). Early outcomes of the GEAR UP program: 

Final report. U.S. Department of Education, Office of Planning, Evaluation and Policy Development, 
Policy and Program Studies Service.

Terenzini, P. T., Cabrera, A. F., Deil-Amen, R., & Lambert, A. (2005). The dream deferred: Increasing the 
college preparation of at-risk student. Year 4: Final report (Grant #R305T0101667). Washington, DC: 
U.S. Department of Education.

Tillery, C. Y. (2013). The summative impact of college access interventions: An evaluation of GEAR UP 
North Carolina (unpublished doctoral dissertation). Appalachian State University, Boone, NC.

U.S. Department of Education (2003). National evaluation of GEAR UP: A summary of the first two years. 
Policy and Program Studies Service. Washington, DC: U.S. Department of Education.

U.S. Department of Education (2011). FY 2011 Application for grants under the Gaining Early Awareness & 
Readiness for Undergraduate Programs (GEAR UP). Washington, DC: U.S. Department of Education.

van Kannel-Ray, N., Lacefield, W. E., & Zeller, P. J. (2008). Academic case managers: Evaluating a middle 
school intervention for children at-risk. Journal of Multidisciplinary Evaluation, 5(10), 21–29.

Ward, N. L. (2006). Improving equity and access for low-income and minority youth into institutions of 
higher education. Urban Education, 41(1), 50–70.

Ward, N. L., Strambler, M. J., & Linke, L. H. (2013). Increasing educational attainment among urban 
minority youth: A model of university, school, and community partnerships. The Journal of Negro 
Education, 82(3), 312–325.

Watt, K. M., Huerta, J., & Lozano, A. (2007). A comparison study of AvID and GEAR UP 10th-grade 
students in two high schools in the Rio Grande valley of Texas. Journal of Education for Students 
Placed at Risk, 12(2), 185–212.

Yampolskaya, S., Massey, O. T., & Greenbaum, P. E. (2006). At-risk high school students in the Gaining 
Early Awareness and Readiness Program (GEAR UP): Academic and behavioral outcomes. The Journal 
of Primary Prevention, 27(5), 457–475.



All students deserve the opportunity to attain an excellent mathematics education and readi-
ness for college, careers, and beyond. However, at a time when mathematics is more important 
to success in school, work, and life than ever before, mathematics coursework remains a barrier 
for too many students. Multiple mathematics pathways represent a comprehensive approach 
to addressing these challenges and transforming mathematics education into a ladder, rather 
than a barrier, to upward mobility. A well-designed mathematics pathway results in a struc-
tured and intentional student learning experience, more coherent and effective than taking 
discrete mathematics courses designed in isolation. This chapter draws on data and case stud-
ies from initiatives embodying the multiple mathematics pathways approach, with a special 
focus on the Dana Center Mathematics Pathways (DCMP).

Modern Goals for Mathematics Education

American higher education is broadly seen as one of our society’s greatest achievements 
because of its contributions to the economy and upward mobility. Beginning in the latter 
half of the 20th century, education policy and reform initiatives focused on enrolling more 
students in the courses necessary for college access, including algebra-based mathematics 
course sequences. Over the last three decades, this concentrated effort led to steady 
growth in high school calculus enrollment, contributing to a 10.4 million student increase 
since 1970 in total undergraduate enrollment at degree-granting institutions (Cahalan & 
Perna, 2015).

Although the achievements of this era are laudable, ensuring equal access to college- 
preparatory mathematics courses and resources still remains a challenge (Handwerk, Tognatta, 
Coley, & Gitomer, 2008). In addition, critical shifts in our economy, society, and academia have 
increased the urgency of achieving our nation’s ambitious goals for students and mathematics 
education. These goals include a shift in emphasis from equal to equitable education and from 
access alone to access and completion of a rigorous education relevant to the modern world of 
work and citizenship.

Applications of mathematics and statistics are now normative practice in the social sciences 
and a wide variety of other fields. Higher education degree attainment is more critical to 
economic opportunity now than it was at the end of the 20th century. Furthermore, college 
major matters. Quantitative knowledge and skills are now common characteristics of high-
labor-market-value credentials and are prerequisite to many professional advancement op-
portunities (Carnevale, Cheah, & Hanson, 2015; US Department of Education, 2015). Finally, 
numeracy or quantitative literacy is more critical than ever to personal finance, health care, 
and citizenship (OECD, 2016; Reyna, Nelson, Han, & Dieckmann, 2009; Steen & National 
Council on Education and the Disciplines, 2001).

11 Multiple Mathematics Pathways to 
College, Careers, and Beyond
Francesca Fraga Leahy and Carolyn Landel
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Given these shifts, ensuring all students have the capacity, confidence, and willingness to 
engage in quantitative practices and thinking is essential to supporting equitable opportunities 
for upward mobility. Key outcomes indicating achievement of this goal are:

•	 College readiness—Mastery of mathematical knowledge and skills necessary for success 
in college credit-bearing courses aligned to students’ intended programs of study;

•	 Career readiness—Timely attainment of mathematics credits relevant to students’ 
academic and career aspirations and completion of credentials with labor market value;

•	 Civic readiness—Mastery and confident application of quantitative knowledge and skills 
in diverse, nonacademic contexts.

Current State of College, Career, and Civic readiness Goals

College-readiness deficits surface in a broad swath of undergraduate mathematics education 
programs. Among beginning postsecondary students in 2003–2004, 59% starting in pub-
lic two-year and 33% in public four-year institutions took a remedial mathematics course. 
Among them, 50% and 42% (respectively) did not complete all of the remedial mathematics 
courses in which they enrolled (Chen, 2016). Equally worrisome, among 2003–2004 first-time 
postsecondary students, the percentage of college-level mathematics credits attempted, but not 
earned, ranged from 38% in two-year colleges to 46% in four-year colleges (Radford & Horn, 
2012). The abundance of evidence shows low-income and minority students are disproportion-
ately represented in developmental courses and experience high rates of failure in college-level 
mathematics courses, which highlights how critical these issues are to addressing equity gaps 
(Fernandez, Barone, & Klepfer, 2014; Sparks & Malkus, 2013).

Failure to succeed in remedial and in college-level mathematics courses is correlated with 
non-completion and employment disappointment. Across the country, 36% of all students 
beginning college in 2009 had not completed a degree or certificate within six years of en-
rolling and were no longer enrolled in postsecondary education; almost half (46%) of students 
starting in public two-year colleges did not complete a degree (Wei & Horn, 2013). Among 
students taking at least one remedial course, only 28% went on to complete a college credential 
within 8.5 years (Attewell, Lavin, Doimina, & Levey, 2006).

Complete College America estimates that students seeking bachelor’s degrees spend an 
average of $68,153 in additional tuition, fees, and living expenses, plus forgone income, every 
additional year enrolled in college (CCA, 2014). Not only are students not earning the creden-
tials they need for employment, but they are also going into debt, further diminishing return 
on investment and the value of their degree relative to their personal income.

Furthermore, early failure in undergraduate mathematics courses is correlated with STEM 
attrition and low enrollment in higher-level mathematics courses (Chen & Soldner, 2013). Over 
half of the students in two-year and 21% in four-year institutions did not earn a college-level 
mathematics credit while enrolled (Chen, 2016). This evidence suggests that students are not be-
ing adequately supported in attaining degrees, knowledge, and skills of value in the workforce.

Finally, attention to civic readiness is critical to preparing students for successful futures, 
and this is especially relevant for mathematics education. Despite having higher-than-average 
levels of educational attainment, adults in the US have below-average basic numeracy skills, or 
ability to use, access, interpret, and communicate mathematical information and ideas (OECD, 
2016). Unsurprisingly, despite improvements over the last three decades, the 2015 National 
Assessment of Educational Progress (NAEP) scores show only 40% of 4th-grade students and 
33% of 8th-grade students perform at or above the Proficient level in NAEP mathematics, 
with Black and Hispanic students scoring less than half as well as White and Asian students 
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(US Department of Education, 2015). Furthermore, six in ten Americans report having diffi-
culty when faced with applying mathematics in everyday situations. Three in ten report they 
are not good at mathematics and one in five feels frustrated or anxious doing mathematics 
(Change the Equation, 2010).

Barriers to Achieving Modern College, Career, and Civic readiness Goals

Misalignment of Mathematics Education Programs with Students’ Futures

Students’ success in their first year of college is shaped in large part by the learning expe-
riences they receive in high school. However, a 2013 National Center on Education and the 
Economy report found that the mathematics most needed by community college students is 
elementary and middle school mathematics that is not taught in high school and is not learned 
well enough by many students because of the rush to cover additional algebra-based content 
(NCEE, 2013). Other experts find mathematics standards do not adequately equip students 
with the knowledge and skills required for effective citizenship, such as applications of statis-
tics that help students make sense of concepts from student debt to tax reform (Packer, 2016).

Statements from associations of mathematicians demonstrate a professional consensus 
that failure rates can be partly attributed to misalignment of developmental and college-level 
course content with students’ intended academic and career goals (Saxe & Braddy, 2015). 
Traditionally, entry-level mathematics coursework consists of a one-size-fits-all algebra 
sequence designed to prepare students for calculus, which is necessary in algebra-intensive 
STEM fields. However, workforce data indicate that, for students entering postsecondary edu-
cation in 2003–2004, just 20% of associate’s degree and about 28% of bachelor’s degree students 
entered an algebra- intensive STEM field (Chen & Soldner, 2013). Students in social science, 
liberal arts, and fine arts would be better served by more relevant preparation in statistics or 
quantitative reasoning. Traditional entry-level sequences are doubly problematic—they lower 
student success and completion, and they do not adequately prepare students for the quantita-
tive needs of most majors.

A Conference Board of the Mathematical Sciences study showed 91% of students enrolled 
in mathematics coursework at two- and four-year postsecondary institutions were enrolled 
in algebra-intensive mathematics coursework (Blair, Kirkman, & Maxwell, 2013). However, 
only one-fifth of jobs require more than 8th-grade mathematics skills, and less than 25% of all 
majors require preparation for calculus (Handel, 2016). Knowing that quantitative literacy is 
critical to citizenship and that mathematics content knowledge has high labor market value, 
this suggests too many students lack both strong foundations in and experience with applying 
mathematics concepts. Indeed, some argue that the lack of alignment between mathematics 
sequences and job requirements has too often led to students with postsecondary credentials 
landing a job interview, but not having the skills to secure gainful employment (Treisman & 
Taylor, 2015). STEM graduates from top universities have also spoken out about their sense 
of lack of preparation for the workforce, asserting their preparation focused too much on 
theorems, definitions, and proofs, and lacked real-world applications, interdisciplinary links, 
and data-based examples (Transforming Post-Secondary Education in Mathematics, 2015a).

Ineffective Systemic Practices of Mathematics Remediation

Too many students are labeled “underprepared” and required to repeat course content they have 
taken previously in order to advance. Though intended to support students in advancing along 
the traditional algebra-based sequence from 7th to 12th grade, repeating algebra in high school 
is not a successful remediation practice. A 2010 study investigating mathematics placement in 
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San Francisco schools found nearly 65% of students who took Algebra I in 8th grade repeated 
it in 9th grade, even though 42% met or exceeded proficiency levels on standardized tests 
(Waterman, 2010). Another study of 24 California school districts found students were repeat-
ing Algebra in grades 9 and 10, and fewer than 9% became proficient on their second attempt in 
grade 10 (Finkelstein, Fong, Tiffany-Morales, Shields, & Huang, 2012). A 2014 Department of 
Education report showed repeating algebra had statistically significant positive impacts on stu-
dents who were the least prepared; however, this practice had statistically significant negative 
effects on more prepared students (Fong, Jaquet, & Finkelstein, 2014).

Repeating calculus in college is similarly not a successful remediation strategy. Bressoud 
(2015) found that the majority of students who take calculus in their first year of college have 
already taken it in high school and were advised or deemed unprepared to enroll in Calculus 
II in college. Calculus is not required for most students’ programs of study; moreover, there 
are struggling students for whom repeating a traditional college calculus course is not an 
effective strategy for content mastery (Bressoud & Rasmussen, 2015). Many of these students 
become disheartened when they get to college and perform poorly in a course in which they 
succeeded in high school. Several studies indicate that first-year calculus courses negatively 
affect the mathematics identities and persistence of women, first-generation students, and un-
derrepresented minority students (Cribbs, Hazari, Sonnert, & Sadler, 2015; Ellis, Fosdick, & 
Rasmussen, 2016).

In postsecondary remedial mathematics education, half of the students in two-year and 42% 
of students in four-year institutions do not complete all of the remedial mathematics courses in 
which they enroll. Remedial students at public two-year institutions take about three remedial 
courses, while those at public four-year institutions take two remedial courses (Chen, 2016). 
Long course sequences have high attrition rates (Bailey, Jeong, & Cho, 2010; Wlodkowski, 
Mauldin, & Campbell, 2002). The percentage of students who complete the remedial sequence 
is inversely related to the number of remedial levels that students must complete before reach-
ing the college-level mathematics course (Hayward & Willett, 2014). This phenomenon is at-
tributed to the number of exit points in the sequence (Edgecombe, 2011). In addition to those 
students who do not pass the course, other students fail to enroll in the next course or drop out 
between courses.

Ineffective Placement, Transfer, and Applicability Policies

In secondary mathematics, a combination of the traditional algebra sequence and ineffective 
placement policies leads to some students repeating algebra and students in both advanced 
and remedial courses failing to demonstrate deep understanding (Bressoud, 2015; Clotfelter, 
Ladd, & vigdor, 2012; Loveless, 2013; Stein, Kaufman, Sherman, & Hillen, 2011; Williams, 
Haertel, & Kirst, 2011). Experts recommend course sequences involving key “decision points” 
at grades 11 and 12; but, ultimately, districts must choose when and how to offer separate 
mathematics pathways to which groups of students (Brown, Look, Finkelstein, Dinh, & Clerk, 
2014; San Francisco Unified School District, 2014). Equity issues complicate this process, in-
cluding concerns about fairness, fears of tracking, and hopes of providing accelerated opportu-
nities for the most underrepresented student populations (Daro, 2014; Loveless, 2015).

In higher education, placement, transfer, and applicability policies and practices rein-
force misalignment and remediation barriers by defaulting to algebra-based developmental 
course sequences for students, regardless of academic or career aspirations. Default placement 
practices too often lead to adverse equity outcomes, especially for STEM fields (Couturier & 
Cullinane, 2015). See Barnett and Reddy (2017) for further discussion on placement practices.

Currently, 45% of all US undergraduates are enrolled in the 1,108 community colleges across 
the country, and more than one-third of college students transfer at some point before earning 
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a degree (American Association of Community Colleges, 2016). Transfer students face credit 
mobility problems when a receiving institution does not accept their course credits and when 
it accepts courses as elective credits, rather than credits applying to a degree program. Both 
transfer and applicability credit losses extend students’ time to degree, increase their expenses, 
and lower the likelihood of bachelor’s degree attainment.

Outdated Curriculum Design and Pedagogical Practices

Most states have shifted their K–12 mathematics standards to reflect a greater emphasis on 
depth, rather than breadth, of understanding (Garland, 2016; Korn, Gamboa, & Polikoff, 2016). 
A large body of research, much of which serves as the foundation for these standards, pro-
vides evidence that curriculum design providing opportunities for students to both develop 
deep understanding and gain an appropriate breadth of content knowledge enhances student 
readiness and future success at all levels of education (Conley, 2008, 2015; National Research 
Council, 2001; Schwartz, Sadler, Sonnert, & Tai, 2008). However, many districts are struggling 
with how to both support all students in attaining deep understanding and respond to pressure 
to accelerate some students so that they can demonstrate to colleges the greater breadth of their 
content exposure (Daro, 2014; Heitin, 2015; Texas Association of School Administrators, 2014). 
On the other end of the traditional algebra sequence, over 30 years of calculus reforms have 
aimed to enhance students’ depth of understanding and make calculus a pump rather than a 
filter (Bressoud, Mesa, & Rasmussen, 2015). However, many postsecondary mathematics advo-
cates find that on-the-ground curriculum design and pedagogy have yet to live up to ambitious 
reform goals.

Ineffective pedagogical practices can prevent students from feeling as though they belong 
in quantitative environments and from confidently applying quantitative knowledge and 
skills outside the classroom. Teacher-centered strategies, such as traditional lecture-based 
instruction, often promote surface-level awareness building, rather than deep understand-
ing and critical skill-building (Freeman et al., 2014; National Education Association, 2014). 
Too many mathematics courses, particularly in postsecondary education, lack meaningful 
knowledge application opportunities involving real-world problems and settings (Perin, 2011; 
Rathburn, 2015). When abstraction is not appropriately balanced with application, learning 
is disconnected from meaning and becomes a compliance activity, rather than a path to con-
tent mastery. Finally, separating in-class instruction and associated learning supports, such 
as student learning centers, adversely affects the quality and coherence of academic support.

In addition, traditional pedagogy rarely addresses strategies to help students develop 
skills as learners. Pintrich (2003) demonstrated the importance of motivational beliefs and 
classroom contexts as factors significantly moderating students’ conceptual change in under-
standing their content coursework. Other research reveals that lack of self-regulated learning 
strategies (e.g., assessing confidence, reviewing strategy use, correcting conceptual errors) lim-
its students’ ability to accurately assess their abilities and to succeed on course examinations 
(Zimmerman, Moylan, Hudesman, White, & Flugman, 2011). Learning strategies that focus on 
changing student perceptions of their ability to learn, rather than achieving a specific grade, 
are critical for student success.

Overcoming Barriers through Mathematics Pathways

Mathematics pathways represent a strategy that coherently combines targeted methods to ad-
dress key structural, curricular, and pedagogical barriers to college, career, and civic readiness 
through mathematics.
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Program Coherence from K–12 through Postsecondary Education

Mathematics pathways approaches redesign mathematics education by beginning with the end 
in mind. For example, entry-level mathematics courses should align with the needs of pro-
grams of study; high school mathematics courses should align with entry-level college courses. 
This alignment is accomplished by defining the specific quantitative learning objectives re-
quired by programs of study and identifying the entry-level mathematics course best suited to 
those objectives. Given students’ diverse needs for their quantitative preparation, alternatives 
to the traditional algebra sequence are now seen as more appropriate for many programs of 
study (Burdman, 2015). These alternatives include a greater emphasis on statistics, modeling, 
computer science, and quantitative reasoning. The Mathematical Association of America’s 
Committee on the Undergraduate Program in Mathematics (CUPM) supports this view, as-
serting that mathematics departments should consider students’ career paths and colleges’ 
particular field-of-study agreements (Mathematical Association of America & Barker, 2004).

At the institutional level, mathematics pathways alignment is a relatively mature reform effort 
that remains largely focused on lower-division postsecondary education. National advocacy 
efforts and state-level activities are expanding their focus to K–12 alignment. Mathematics 
task forces in six states have identified a need for increased consideration of state-based or 
Common Core standards and dual enrollment as potential starting points. These states’ rec-
ommendations also underscore that state and institutional definitions of college readiness are 
not constrained exclusively to completion of intermediate algebra. In addition, a 2013 Texas 
law created high school graduation “endorsements”—similar to a college meta-major—and 
allow students to build their mathematics sequences around their chosen endorsement. The 
legislation also requires that districts partner with institutions of higher education to offer a 
course for entering 12th graders who are not yet ready for college-level mathematics as another 
way to create more coherence at the K–12 to higher education transition.

Until recently, there has been little focus on mathematics pathways for upper-division 
college courses, particularly in non-STEM programs of study. However, one of the strategic 
priorities of Transforming Post-Secondary Education in Mathematics is promoting “Routes 
with Relevance”—upper-division postsecondary mathematics pathways providing broader 
and more relevant training for all undergraduates by offering courses or other learning expe-
riences valuable in the workplace (2015b). According to the TPSE Mathematics strategic plan:

While there have always been some upper-division service courses in mathematics, such 
as complex analysis, other topics are growing in importance, including probability, game 
theory, algorithms, applied linear algebra, mathematics of networks, data analytics and 
machine learning. Mathematics majors also can benefit from acquiring some of these 
skills.

(2015b, p. 21)

Replacing Extended Developmental Sequences with Accelerated  
and Corequisite Pathways

To address ineffective remediation practices, mathematics pathways approaches redesign 
course structures and placement policies through acceleration and corequisite strategies. These 
approaches operate under a principle that all students can succeed in higher-level mathematics 
with the right support structures. The goal is to ensure more students advance toward their ac-
ademic and career goals and to provide differentiated levels of support. When corequisite strat-
egies have been used in lower-division mathematics, few students required additional support.
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Methods for structuring and sequencing courses vary across mathematics pathways 
approaches. Several initiatives have developed models combining acceleration and align-
ment to programs of study for students referred to developmental mathematics. These initia-
tives fall into two categories: one-semester models and one-year models. DCMP curriculum 
offers a two-semester developmental and college-level mathematics sequence for the most 
underprepared students and supports institutions with implementing corequisite strategies 
for most students. City University of New York’s model allows developmental students to 
directly enroll in college-level statistics courses, thus allowing them to complete a college- 
level course in one semester. Ivy Tech’s mathematics pathways model allows students to 
co-enroll in a revised developmental mathematics course and college-level quantitative rea-
soning course in the same semester. Finally, the Carnegie Foundation’s Statway program 
integrates the developmental education course into a year-long college-level statistics course 
(Rutschow, 2016).

Offering the “Right” Mathematics and Assuring Its Broad Acceptance

Rather than placing students into college algebra by default, the mathematics pathways ap-
proach enacts policies and structures placing students into the mathematics course indicated 
for their intended program of study. Indeed, eight of nine state mathematics task forces studied 
point explicitly to the need for training advisors on new and emerging mathematics pathways 
to prevent default placement of students into college algebra (Massey & Cullinane, 2015). Some 
task forces establish multiple measures or modify placement policies instead of using cut 
scores alone. Nevada revised placement policies through the use of a combination of placement 
exams, high school GPA, course selection, performance in grade 12, and intended postsecond-
ary program of study. Almost all task forces highlight the importance of aligning mathematics 
pathways across two- and four-year institutions to preserve mathematics credits for students 
when they transfer across institutions. To address credit applicability concerns, states recom-
mend developing common learning outcomes, identifying common course numbers, adding 
multiple entry-level mathematics courses to the general education curriculum, and identifying 
the majors (or creating meta-majors) that align with different mathematics pathways.

Modernizing Mathematics Curriculum Design and Pedagogy

Common characteristics of redesigned curricula developed by mathematics pathways ap-
proaches include mathematics and statistics presented in context and with connections to 
other disciplines. In addition, curricula incorporate the use of discipline-specific terminology, 
language constructs, and symbols to intentionally build mathematical and statistical under-
standing. Mathematics pathways curricula also support the development of problem-solving 
skills, and students apply previously learned skills to solve nonroutine problems. These courses 
are designed to actively involve students in doing mathematics and statistics, analyzing data, 
constructing hypotheses, solving problems, reflecting on their work, and making connections. 
Class activities generally provide opportunities for students to actively engage in discussions 
and tasks using various instructional strategies (e.g., small groups, class discussions, interac-
tive lectures). Math pathways curricula also incorporate embedded strategies to help students 
develop skills as learners, such as productive persistence.

Mathematics pathways approaches provide professional learning support, often connected to 
the curriculum. Supports include increased professional learning opportunities, strengthened 
communication, pairing faculty with master instructors, and financial assistance. Increasingly, 
professional associations are advocating for the adoption of evidence-based practices, includ-
ing mathematics pathways approaches. The Conference Board for Mathematical Sciences, 
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TPSE Mathematics, the American Mathematical Association for Two-Year Colleges, and the 
National Council for Teachers of Mathematics have all directed their members to professional 
learning support to update their skills in alignment with mathematics pathways efforts.

Evidence of the Effectiveness of Mathematics Pathways

Multiple mathematics pathways initiatives at the lower-division level have measurably 
improved student success and timely progress toward completion. Importantly, research sug-
gests that a majority of students can succeed in college-level mathematics courses with ap-
propriate support. In some instances, course success rates decrease as access to the course is 
expanded, but evidence shows there is still an increase in the overall percentage and number of 
underprepared students who complete the entry-level course.

Success rates in all three gateway courses increased when, in 2014, The University of Texas 
at Arlington began shifting student enrollment out of college algebra and into quantitative rea-
soning and statistics courses (Getz, Ortiz, Hartzler, & Leahy, 2016). Also, students in the New 

Case Study

The DCMP Approach

DCMP leads a national movement that is “faculty-driven, administrator- supported, 
 policy-enabled, and culturally-reinforced.” The Dana Center supports institutions to im-
plement the DCMP model, grounded in four principles. Structural and policy changes to 
align content and shorten course sequences are made quickly and at scale. Mathematics 
pathways are structured so that:

•	 Principle 1: All students, regardless of college readiness, enter directly into 
mathematics pathways aligned to their programs of study.

•	 Principle 2: Students complete their first college-level mathematics requirement in 
their first year of college.

The DCMP model also supports institutions and departments to engage in a deliberate 
and thoughtful process of continuous improvement to ensure high-quality, effective 
instruction. Students engage in high-quality learning experiences in mathematics 
pathways designed so that:

•	 Principle 3: Strategies to support students as learners are integrated into courses and 
are aligned across the institution.

•	 Principle 4: Instruction incorporates evidence-based curriculum and pedagogy.

The Dana Center works at multiple levels of the system to support meaningful and 
sustainable change. The DCMP works within institutions to engage, mobilize, and coor-
dinate the actions of individuals with different roles. DCMP also works at the regional, 
state, and national levels to coordinate the actions of institutions and organizations 
working in different sectors and address critical issues, such as placement and transfer 
and applicability policies. The Dana Center offers a suite of tools, resources, and technical 
assistance services to support this work.

(DCMP, 2016)
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Mathways Project statistics pathway experienced higher engagement than those in traditional 
algebra-intensive mathematics courses (Rutschow & Diamond, 2015).

The national developmental-to-gateway mathematics course completion rate for underpre-
pared students is 20% over three years (Bailey et al., 2010). But student success rates in one-year 
mathematics pathways range from 23% to 51%—double the traditional completion rate. When 
one-year models are appropriate, their success is greatly increased when the first and second se-
mesters are linked through back-to-back mathematics. Furthermore, one-semester corequisite 
remediation has even higher completion rates: 51%–64%. Underprepared students can clearly 
succeed in college-level mathematics courses at higher rates and in less time than students 
enrolled in traditional developmental sequences (Bailey et al., 2010; Hayward & Willett, 2014; 
Rutschow & Diamond, 2015; Sowers & Yamada, 2015).

Implications for Policy, Practice, and research

Equitable access to high-quality mathematics education opens doors for students—preparing 
them for success in college and careers. All students, regardless of background or prior 
mathematics preparation, deserve a rigorous mathematics education and support for timely 
completion of degrees, certificates, or licenses of academic and labor market value. However, 
system misalignment, ineffective remedial structures, and outdated curricular and pedagogi-
cal strategies have been persistent barriers to student success.

Multiple mathematics pathways represent a systemic approach to ensuring a rigorous 
and relevant mathematics education for all. The approach works at multiple educational 
levels and across multiple sectors to drive large-scale, sustainable reform. Mathematics 
pathways are improving student success in the first two years of college. Efforts to expand 
mathematics pathways to K–12 and upper-division postsecondary mathematics programs 
are quickly gaining traction and should receive additional support to move to implemen-
tation at scale.

Further success will require continued engagement with state policy agencies to build their 
capacity, development of technical assistance tools and services to support practitioners in con-
tinuous improvement processes, and research on which strategies best serve which populations 
of students in order to support institutions in making the best use of limited funds.
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What abilities are necessary to succeed in school and in life? Proficiencies in mathematics and 
language are fundamental skill sets; however, these skills alone may not be enough for students 
to persist and succeed in their educational training. In addition to cognitive skills that boost 
college and career readiness, researchers find many noncognitive factors are highly influential 
(Aronson, Fried, & Good, 2002; Hulleman & Harackiewicz, 2009; Walton & Cohen, 2011). For 
example, students’ beliefs about the nature of intelligence impact their motivation and per-
sistence in the face of failure. Their construals1 of social and academic hardships affect whether 
they perform well or flounder. Additionally, identifying personal relevance and value in what 
students are learning can influence their achievement. In this chapter, we address these topics 
by presenting several well-supported social psychological interventions that confer noncogni-
tive skills and strengths by encouraging students to change their mindsets—their thoughts, 
feelings, and beliefs—and their construals of the local environment.

The social psychological interventions we review utilize a person-by-situation approach. 
According to this approach, personal factors (e.g., students’ social identities, such as race, 
gender, or social class) interact with societal stereotypes and environmental cues (e.g., a bad 
grade, rejection by a peer) to affect students’ thoughts, feelings, and behaviors. For example, 
Black and Latino students—whose intelligence is negatively stereotyped and who find them-
selves underrepresented in postsecondary settings—may construe a bad grade as a signal that 
they don’t belong in college, while White students who do not contend with the same stereo-
types may not draw the same conclusion. Because of the stereotypes tied to gender groups, a 
woman in a math class may interpret the fact that she was not invited to join a study group as a 
sign that others have low expectations of her, while a man in the same situation might think he 
was simply overlooked. Once personal and situational factors are identified, researchers create 
and test interventions that directly target these factors, while promoting more adaptive con-
struals of the environment. As we will see, when these interventions are properly implemented, 
they can be a powerful force for boosting college and career readiness.

Identity Threat as a Psychological and Contextual  
Barrier to College and Career readiness

One way students’ social identities can interact with the broader academic context is by engen-
dering social identity threat. Identity threat refers to the worries that people may have about 
being devalued or disrespected in settings, due to their social group membership(s). There are 
two necessary ingredients for identity threat to occur. First, an individual must belong to a 
stigmatized group (e.g., being a woman, older, an underrepresented person of color, gay, poor). 
Second, the individual must be engaged in a context where the situational cues suggest that 
one (or more) of their identities may be devalued or disrespected. Identity threat negatively 
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affects college and career readiness, because it causes people to ruminate on the possibility that 
one could be disrespected, devalued, or discriminated against—taking up cognitive resources 
that could otherwise be put toward learning, while stoking anxiety and vigilance that disrupt 
attention (Schmader, Johns, & Forbes, 2008). Thus, the aim of many social psychological in-
terventions is to alleviate identity threat by offering different, more productive, ways to think 
about the self and our relationship to our environments.

Probably, the most widely researched form of identity threat is stereotype threat (Steele & 
Aronson, 1995). Students from traditionally stigmatized groups often contend with negative 
stereotypes that impugn their intellectual abilities. Even when students do not believe these 
stereotypes themselves, simply being aware that others could perceive them stereotypically 
often leads stigmatized individuals to underperform (e.g., Steele, Spencer, & Aronson, 2002). 
Why? Increased attention to the possibility of stereotyping undermines attention to learning 
tasks and reduces executive functioning required to perform well on difficult tasks (Beilock, 
Rydell, & McConnell, 2007; Schmader et al., 2008). Moreover, because of their underrepresen-
tation and stigmatized status, these students are more likely to feel uncertain about whether 
they belong in a setting, struggle with whether they can be their authentic selves, and worry 
about being discriminated against (see Murphy & Taylor, 2012 for a review of identity threat 
concerns).

Because identity threat results from a feeling that the environment may not value stig-
matized individuals, researchers have tried to alleviate threat by either offering new ways to 
think about the self to help students cope with a challenging environment or by changing the 
situation—removing identity-threatening cues, adding identity-safe cues, and providing more 
resources to support stigmatized people. The most effective interventions do both.

Chapter Overview

The goal of this chapter is to review examples of social psychological interventions that improve 
the readiness, persistence, and success of students and professionals—with a particular empha-
sis on the mechanisms by which these interventions effectively address social identity threat 
concerns and improve outcomes for stigmatized people. First, we will discuss one of the most 
popular person-focused interventions—the growth mindset intervention—that communicates 
that people can grow their intelligence and abilities. Next, we turn to interventions that confer 
adaptive construals of the social environment and its relationship to the self. We examine how 
social belonging and utility value interventions change students’ relationships with their social 
context. Finally, we discuss how insights from these interventions can be used to improve col-
lege and career readiness.

Growth Mindset Interventions

People’s mindsets are the beliefs they have about how the social world operates, and they are 
incredibly powerful. In academic and employment settings, the fundamental beliefs that we 
have about the nature of intelligence—what intelligence is and where it comes from—exert 
tremendous influence over our perception, judgment, motivation, and behavior (e.g., Dweck, 
Chiu, & Hong, 1995; Molden & Dweck, 2006). Researchers have predominantly examined the 
consequences of endorsing one of two mindsets. People who endorse a fixed mindset think 
intelligence is a relatively unchangeable trait that a person either has or doesn’t have. People 
who endorse a growth mindset think intelligence is a quality that can be developed over time 
by sustained effort, flexibly adopting new strategies, and persisting through challenges. These 
often unspoken, yet influential mindsets serve as a framework for drawing meaning about 



144 Kathryn M. Kroeper and Mary C. Murphy

success and failure in academic and career contexts (Molden & Dweck, 2006). That is, students’ 
mindsets affect how they interpret and act on feedback from peers, teachers, and employers.

Because students who endorse a fixed mindset believe intelligence cannot change, they are 
motivated to demonstrate their intellectual prowess. This motivation, however, is a double- 
edged sword, because it also means that students will avoid challenges and actively hide their 
vulnerabilities and mistakes so as not to appear unintelligent to others (Dweck & Sorich, 1999; 
Nussbaum & Dweck, 2008). In the face of challenges or failures, fixed mindset students are 
more likely to interpret negative feedback as a signal that they have reached the limit of their 
natural ability. In consequence, when these students face intellectual challenges (e.g., criticism 
from a teacher), they give up (Hong, Chiu, Dweck, Lin, & Wan, 1999; Molden & Dweck, 2006).

Students who endorse a growth mindset believe that by putting in effort and persisting 
through challenges, they can grow their intelligence (Dweck et al., 1995). These students are 
motivated to constantly develop themselves and their skills, even if it means failing sometimes 
along the way. Individuals with a growth mindset therefore tend to approach academic and 
employment challenges as learning opportunities that identify places for improvement and 
growth. To them, intellectual challenges are not indicative of a lack of ability; they simply indi-
cate that a particular area needs more attention or a new strategy. Of course, failures may still 
sting for growth-minded students, but they also motivate them to work harder and seek help, 
rather than withdraw. Thus, in the face of failure or setbacks, growth mindsets motivate greater 
effort and persistence (Hong et al., 1999; Molden & Dweck, 2006).

Interventions That Encourage Individuals to Adopt a Growth Mindset

Can students be encouraged to adopt a growth mindset? Will such changes boost college and 
career readiness? In short, yes. Efforts to promote growth mindset beliefs among students are 
gaining popularity in educational contexts. Several randomized controlled trials demonstrated 
that students who learned to adopt a growth mindset through social psychological 
interventions—especially students from stigmatized groups who contend with identity 
threat—engaged in more adaptive learning strategies and showed improved academic perfor-
mance compared to control group students (Aronson et al., 2002; Blackwell, Trzesniewski, & 
Dweck, 2007; Good, Aronson, & Inzlicht, 2003).

For example, in a field experiment, middle-school students participated in an eight-week 
workshop led by a trained college student. Students in the growth mindset treatment condition 
learned about insights from neuroscience studies that demonstrated the brain’s ability to grow 
new connections—providing scientific evidence that intelligence and skills develop over time 
through practice and new strategies. In the control condition, students learned about the me-
chanics of human memory, along with tips to improve it. Although teachers did not know which 
students received the growth mindset treatment, results revealed that students who did showed 
greater classroom motivation and effort. Moreover, these students earned higher math grades at 
the end of the term compared to students in the control group. While the grades of students in the 
control condition actually declined over the course of the year, this downward trend was halted 
and reversed among students in the growth mindset treatment condition (Blackwell et al., 2007).

Growth mindset interventions seem to be especially beneficial for students from under-
represented and stigmatized groups. Because these students contend with negative cultural 
stereotypes suggesting their groups’ intellectual inferiority, communicating that intelligence 
is expandable with effort and motivation refutes these negative stereotypes. For example, an-
other field experiment demonstrated how African-American students particularly benefited 
from a growth mindset intervention. African-American and Caucasian undergraduates were 
randomly assigned to one of three groups. One group of students joined a pen pal program and 
was encouraged to learn about and share growth mindset messages with their pal (treatment); 
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a second group joined the pen pal program, but did not share growth-oriented messages 
(control group 1); and a third group of students did not participate in the pen pal program at 
all (control group 2). African-American students who communicated growth mindset mes-
sages to a pen pal reported greater enjoyment of the educational process (e.g., studying, going 
to class, taking tests), placed more value on their academics, and earned higher grades than 
their African-American peers in either of the two control groups. Communicating the growth 
mindset message also had positive, but more modest, effects on the enjoyment and academic 
achievement of Caucasian students (Aronson et al., 2002). These results suggest that growth 
mindset interventions can increase academic motivation, persistence, and performance, espe-
cially for students from underrepresented and stigmatized backgrounds.

Social Belonging Interventions

In the previous section, we reviewed a person-focused intervention emphasizing the 
malleability of intelligence. Now, we turn to two context-focused interventions that confer 
adaptive construals of the social environment. The first of these targets belonging uncertainty 
as a barrier to college and career readiness.

Feeling that one belongs and is valued is fundamental to human flourishing. People are 
vigilant to cues that signal social acceptance and rejection (Leary, 2010). Whereas cues that 
bolster belonging tend to have positive implications, cues that threaten our sense of belong-
ing are often accompanied by negative consequences. For instance, cues that signal a lack of 
belonging are associated with lowered self-esteem (Leary & Baumeister, 2000), hurt feelings 
(Buckley, Winkel, & Leary, 2004), increased loneliness (Leary, 2010), and a reduced sense of 
control (Zadro, Williams, & Richardson, 2004). Indeed, people’s sense of belonging is critical 
to their college and career success. For example, feeling uncertain about whether one belongs 
in college is associated with lower grades, poorer physical health, and lower life satisfaction 
(Walton & Cohen, 2011).

Negative cultural stereotypes and underrepresentation in postsecondary settings are two 
powerful factors that shape people’s sense of belonging. People from stigmatized and under-
represented backgrounds are more likely to experience belonging uncertainty than people 
from majority groups (Walton & Cohen, 2007). For racial and ethnic minorities, women in 
STEM fields, low-income, and first-generation college students, social and academic adversities 
can be particularly painful, because a plausible explanation is that the adversities could be due 
to their group membership, stereotyping, or discrimination (e.g., “Is it because I’m Black? Is my 
professor racist? Or are they just having a bad day?”). This attributional ambiguity means that 
stigmatized people may interpret these adversities as evidence of non-belonging (Crocker & 
Major, 1989). For example, an African-American college student may be enrolled at a university, 
but for many reasons (e.g., peer exclusion, concerns about being negatively stereotyped, and so 
forth) feel unaccepted at college. These identity-threatening attributions about adversity, while 
sometimes protective of health and well-being (Crocker, voelkl, Testa, & Major, 1991), may 
simultaneously undermine motivation and achievement.

Fortifying Sense of Belonging through Social Psychological Intervention

If one of the barriers to college and career success is the meaning that people make of ad-
versity, then interventions that provide strategies for connection may support people’s sense 
of belonging and their achievement. Social belonging interventions harness classic social 
psychological principles to help people see that they are not alone in questioning their fit 
with the school and provide strategies to reduce academic and social hardships by bolstering 
connection with others.
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Put differently, when people encounter identity-threatening cues—like critical feedback 
from a professor or sitting alone in the cafeteria—they can view these cues as evidence that 
they may not belong. Social belonging interventions help people respond to these threatening 
cues by sharing stories from both stigmatized and non-stigmatized peers that communicate 
(a) students are not alone in their uncertainty, and (b) there are strategies that have worked for 
others to increase connection and manage adversity. For example, if a first-year college student 
performs poorly on an exam, the student can interpret it to mean that he or she doesn’t belong. 
Alternatively, the student could see it as a relatively common negative experience that happens 
to many students who are still learning to master college material and test taking. The student 
can see that other students found it helpful to talk with a professor, join a study group, or seek 
tutoring. By addressing the identity-threatening meaning of adversity, negative thoughts are 
challenged and people are better equipped to manage and overcome adversities.

Across several randomized controlled trials, social belonging interventions improved 
academic persistence and performance among racial and ethnic minority college students 
and college women in STEM majors (Walton & Cohen, 2007, 2011; Walton, Logel, Peach, 
Spencer, & Zanna, 2015). For example, African-American and Caucasian freshmen were 
randomly assigned to a social belonging treatment or a control group (Walton & Cohen, 
2011). Students in the treatment group read short stories, ostensibly written by upperclass-
men from racially diverse backgrounds, which framed adversities and the resulting feelings 
of belonging uncertainty as common to many students and due to the challenging nature 
of the college transition. To help students draw connections between their own experiences 
and the intervention’s message, students were asked to write essays about how their experi-
ences transitioning to college were similar to the stories they read. Students believed their 
essays would be shared with future college students to help ease these incoming students’ 
transitions to college. This process turned students into benefactors—rather than beneficia-
ries—bestowing a helpful and hopeful message to younger peers. Researchers then tracked 
students’ college grades and sent them a brief survey to follow up on their psychological 
well-being and health.

Compared to African-American students in the control group, African-American students 
in the treatment group reported less belonging uncertainty, better health and well-being, 
and significantly improved academic performance—an effect sustained throughout college. 
Whereas African-American students in the control group showed no improvement in GPA 
from their freshman year through their senior year, African Americans in the treatment group 
showed significant improvement in GPA throughout their college years. By students’ senior 
years, the achievement gap between African-American students and Caucasian students was 
narrowed by 52% in the treatment group. Researchers found that while the social belonging 
intervention had no consequences for Caucasian students, it significantly improved academic, 
social, and health outcomes for African-American students.

A similar field experiment addressed the unique belonging concerns of first-generation 
college students (Stephens, Hamedani, & Destin, 2014). These students tend to have more 
academic difficulties—completing fewer credit hours and earning lower grades—than their 
continuing- generation peers (Pascarella, Pierson, Wolniak, & Terenzini, 2004). Many col-
leges assume that these difficulties are due to greater financial struggle and poorer academic 
preparation; however, the increased feelings of belonging uncertainty that these students ex-
perience are another powerful factor contributing to achievement disparities (Stephens et al.). 
To address the belonging uncertainty of first-generation students, Stephens and colleagues 
randomly assigned incoming first-generation and continuing-generation college students to 
participate in one of two discussion panels about the transition to college. Students assigned to 
the first discussion panel listened to a diverse group of upperclassmen discussing how their so-
cial class backgrounds could be both a challenge and a source of strength at college (treatment). 
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For example, one of the panelists described the unique struggles she encountered as a first- 
generation student, as well as the strategies she employed to overcome that adversity:

Because my parents didn’t go to college, they weren’t always able to provide me the advice 
I needed. So it was sometimes hard to figure out which classes to take and what I wanted 
to do in the future. But there are other people who can provide that advice, and I learned 
that I needed to rely on my adviser more than other students.

(p. 3)

Students assigned to the second panel also listened to the same group of upperclassmen discuss 
their transitions to college, but their stories did not reference how social class backgrounds 
can be a source of challenge and strength (control group). After participating in one of the 
two discussion panels, all students (a) completed brief surveys assessing their well-being and 
tendency to seek campus resources and (b) created a video testimonial describing what they 
learned from the panel. This speaking exercise encouraged students to think critically about 
the intervention message and personalize it to fit within their own experiences.

First-generation students in the treatment group earned higher cumulative GPAs than their 
first-generation peers in the control group. Moreover, the intervention reduced the achieve-
ment gap between first-generation and continuing-generation students in the treatment 
group by 63%. Further analyses revealed that this achievement gap reduction was driven by 
the increased resource-seeking behavior of first-generation students in the treatment group. 
Put differently, first-generation students who learned that their social class background can 
sometimes make college more challenging, but can also be harnessed as a source of strength, 
took greater advantage of campus resources than their first-generation peers in the control 
group. This increased resource-seeking bolstered first-generation students’ academic perfor-
mance. These results suggest that tailoring the social belonging message to fit the local context 
can robustly boost academic achievement outcomes.

Utility Value Interventions

Another barrier to college and career readiness is the “why does it matter” question. Feeling 
that something (like learning or performance) is pointless can sap motivation. Indeed, re-
search reveals that cultivating meaning and interest in a topic enhances cognitive functioning, 
increases students’ learning motivation, and is critical to school success (Hidi & Harackiewicz, 
2000; Hulleman & Harackiewicz, 2009). This is the goal of utility value interventions.

To illustrate, let’s imagine students are learning a mental math technique. At first, many 
students may not see the point. Utility value interventions nudge students to think about the 
value of mental math—how and when it could come in handy. Examples could include situa-
tions when we find ourselves without a calculator, phone, pen, or paper; contexts when using 
mental math will be faster than using a calculator (e.g., calculating tip at a restaurant); or the 
competitive edge provided in time-pressured standardized testing where strong performance 
will help them get into a good college. When students see the personal relevance and value in a 
topic or task, research suggests they will become more motivated and interested, which should, 
in turn, boost performance (Hulleman & Harackiewicz, 2009).

Indeed, discovering the value of what one is learning increases task interest (Hulleman, 
Godes, Hendricks, & Harackiewicz, 2010), learning motivation (Simons, Dewitte, & Lens, 
2003), and task-related performance (Hulleman & Harackiewicz, 2009; Hulleman et al., 2010). 
By contrast, when the value of what students are learning is unclear, students are more likely to 
believe that the task is pointless and disengage from the lesson or, worse yet, the entire subject 
(e.g., math or science).
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When the utility value of topics or assignments is unclear, it can have a disparately negative 
effect on students who are insecure about their academic abilities. Researchers found that 
students with lower confidence in their academic abilities had more difficulty drawing personal 
relevance from their coursework (Hulleman & Harackiewicz, 2009), suggesting that these stu-
dents may need additional support to find value in their work.

Furthermore, racial minorities, low-income students, and first-generation college students 
often perceive a mismatch between their personal values—which tend to prize collective, in-
terdependent, group-focused goals—and the values of schools and coursework—which tend 
to prize independent, self-focused goals (Stephens, Fryberg, Markus, Johnson, & Covarrubias, 
2012). Therefore, stigmatized students may especially benefit from interventions that help them 
identify ways in which their coursework is relevant to and serves their interdependent values 
(Harackiewicz, Canning, Tibbetts, Priniski, & Hyde, 2015).

Interventions Helping Students Find the Value in Learning

Utility value interventions encourage students to identify the relevance and worth of their 
coursework. While there are many ways utility value interventions are delivered, in most, 
students are prompted by researchers, teachers, advisors, or parents to think about the ways 
in which their learning and coursework matter. That is, students are challenged to apply 
course-related concepts to their daily life and describe how learning particular topics is appli-
cable and supportive of their future plans (Hulleman & Harackiewicz, 2009). Similar to social 
belonging interventions, utility value interventions often encourage students to personalize the 
intervention message and make it relevant to their own experiences.

A field experiment conducted by Hulleman and Harackiewicz (2009) examined the 
effectiveness of a utility value intervention among high- and low-confidence students. In this 
study, researchers asked high school students to write essays in one of their science classes. 
Half of the students were randomly assigned to write about how science topics in class were 
useful (treatment), whereas the remaining students wrote summaries of what they had learned 
in class (control). Results revealed that low-confidence students in the treatment group (i.e., 
those who expected to be less successful in their science class before the intervention) reported 
greater interest in science and earned higher grades than their low-confidence peers in the 
control group. The intervention had no effect on high-confidence students, whose interest and 
grades were already relatively high.

In another study, researchers asked college students to learn a four-step technique for solving 
two-digit multiplication problems in their head—a task that could easily be dismissed as arcane 
and irrelevant to daily life (Hulleman et al., 2010). After learning the technique, students were 
randomly assigned to either write an essay about the relevance of the technique for themselves 
and other college students (treatment) or to write an essay about the objects they saw in two 
pictures that hung on the walls of the experimental room (control). Students in the treatment 
group reported greater interest in the technique and reported an increased likelihood of using 
the technique in the future compared to their control group peers. Moreover, the intervention 
especially benefitted the interest and performance expectations of low-confidence students.

Utility value interventions may also address achievement gaps. Because racial minority and 
first-generation students often perceive a mismatch between their personal values (collective, 
interdependent) and the values of their schools and coursework (self-focused, independent), re-
searchers hypothesized that racial minority and first-generation students would benefit from a 
utility value intervention that helped students see how their coursework could serve their inter-
dependent values and goals (Harackiewicz et al., 2015). To test this hypothesis, undergraduate 
college students in an introductory biology course were randomly assigned to complete writ-
ing assignments that either focused on the personal relevance and usefulness of course topics 
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to students’ interdependent goals and values (treatment) or that summarized the topics they 
learned in class (control group). The utility value intervention improved the performance of all 
students in the treatment group, while having a particularly positive effect on first- generation 
racial minority students. Moreover, the intervention reduced the racial achievement gap in the 
treatment group by 40%.

Implications for Policy, Practice, and research

In this chapter, we’ve reviewed several social psychological interventions that confer noncog-
nitive skills and strengths to students, which, in turn, boost their college and career readiness. 
These interventions promote learning, persistence, and performance by alleviating identity 
threat. Researchers alleviate threat by offering new ways to think about the self in order to help 
students cope with a challenging environment, by changing the situation—removing identity- 
threatening cues, adding identity-safe cues, providing resources to help meet the needs of stig-
matized people—or by a combination of both.

We discussed how teaching people about the malleability of intelligence engenders greater 
zest for learning and improved performance. This appears to be especially true for individuals 
from groups that are stereotyped as intellectually inferior and traditionally underrepresented 
in postsecondary settings. Classroom teachers and administrators are particularly influential, 
as they can use their positions to transform a fixed mindset culture—focused on proving and 
performing—into a growth mindset culture—focused on learning and developing (Emerson & 
Murphy, 2014).

Leaders can cultivate growth mindsets in several ways. First, they can directly express 
growth values to their students, employees, and colleagues. Noticing and pointing to others’ 
development, praising them for persisting and adopting different strategies in the face of 
challenge, and providing constructive feedback are all strategies that foster a growth mindset 
culture. In addition, how people think about, and respond to, failure may be equally critical 
in communicating a growth mindset. For example, parents’ “failure mindsets”—their beliefs 
about the meaning of failure—predicted whether their children adopted fixed or growth 
mindsets about intelligence (Haimovitz & Dweck, 2016). Parents who endorsed the idea that 
failure is debilitating and detrimental to learning expressed higher levels of worry, pity, and 
doubt about their children’s abilities, which, in turn, led their children to adopt fixed mindsets 
about intelligence. Conversely, when teachers and leaders greet failures and setbacks as benefi-
cial to learning, it is likely to encourage growth mindsets.

We also described how belonging is fundamental to human flourishing. Social belonging 
interventions show people that they are not alone and provide strategies for connection that 
help them manage academic and social hardships. These interventions normalize social and 
academic frustrations and boost health, well-being, and performance outcomes (Walton & 
Cohen, 2007, 2011; Walton et al., 2015).

What can teachers and faculty do to create a culture that normalizes adversity and 
emphasizes belonging? The message that adversity is common and does not necessarily signal 
nonbelonging is the core of social belonging interventions. Telling diverse stories of adversity 
while shining a light on successful strategies for overcoming those adversities will help guide 
people who are struggling to adopt productive strategies. When people are transitioning to 
new settings—beginning college or starting a new job—it is especially important to address 
uncertainty with inclusive messages and behaviors that explicitly value people from diverse 
backgrounds and help them connect with others.

Finally, we reviewed how developing interest in a topic boosts cognitive functioning, moti-
vation, and achievement (Hulleman & Harackiewicz, 2009). Utility value interventions help 
people identify the relevance and worth of their work. Practitioners who read about utility 
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value interventions may come away with the idea that implementing these interventions is easy 
and straightforward. However, a close reading of successful utility interventions will reveal 
that each intervention asked students to self-generate the reasons that topics or coursework was 
personally relevant and useful.

Indeed, studies that directly examine different methods of delivery have found that when 
authorities (e.g., teachers) directly communicate the usefulness of a topic or task, it may 
backfire—especially among low-confidence individuals (Canning & Harackiewicz, 2015). 
When authorities explain why something is relevant, it may undermine interest by ramping up 
the pressure to perform, increasing the level of threat for low-confidence students and causing 
them to disengage. Practitioners can mitigate this threat by offering students opportunities to 
self-generate reasons that topics and tasks matter to them and by asking authorities to focus on 
lower-stakes examples (e.g., calculating tip), rather than higher-stakes examples (e.g., setting 
students up to get into a good college).

These interventions are powerful, yet they are not magic (Yeager & Walton, 2011), and there 
are important limits to their efficacy. To the extent that institutional, academic, and social bar-
riers exist in an environment (e.g., prejudice and discrimination, lack of funding, few social- 
support structures), social psychological interventions are less likely to be effective. These 
interventions are most likely to be successful in places where resources support the interven-
tion message: in organizations that have cultivated a growth-mindset culture; where others 
experience belonging uncertainty and where people are open to attempts to forge connection; 
and where topics and tasks are relevant and useful to people’s lives. In these places, interven-
tions represent an effective lever—mitigating identity threat and helping all people thrive at 
school and work.

Note
 1 The term “construal” refers to the way that people understand, interpret, and make meaning of an 

experience.
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Introduction

The thesis of this chapter is that college- and career-ready students must be active agents in 
their own learning. Skills related to student agency are developed in assessment contexts, 
specifically through formative assessment practices, modeled at first in teacher-student inter-
actions, and subsequently applied by students themselves in self-regulation and peer-to-peer 
feedback (Clark, 2012; Cowie, 2012). Agentive self-regulation is developed in classrooms where 
the skill is valued by teachers, time is set aside for its development, and a classroom culture is 
created that forwards its emergence (Paris & Paris, 2001).

Assessment has two fundamental purposes: summative and formative (National Research 
Council [NRC], 2001). The key difference between them is how assessment information 
is used—either to guide and advance learning during the process of learning or to obtain 
evidence of what students have learned after a period of teaching and learning, typically after 
several weeks, at the end of a semester, or annually. While results of assessment for summative 
purposes are often used beyond the classroom (e.g., accountability, making decisions about 
student placement, certification, curriculum, and programs), formative assessment rests en-
tirely with teachers and students in order to advance learning day by day in their classrooms 
(Heritage, 2010, 2013; Klenowski, 2009; Swaffield, 2011).

Notably, formative assessment is not just for teachers; students are actively involved in the 
assessment process. A key practice in formative assessment is for students to monitor their 
progress against established learning goals and performance criteria, to compare a current 
learning state with the goal and criteria, and then to make judgments about how they can 
attain their goals (Hattie & Timperley, 2007; Sadler, 1989).

The student role in formative assessment is consistent with contemporary perspectives on 
learning that acknowledge the importance of learner agency, understood as the ability to 
actively manage one’s own learning through setting goals, monitoring progress toward those 
goals, and adapting learning approaches to optimize learning (Zimmerman & Schunk, 2011). 
If learner agency is to be supported, the assessment relationship between teacher and students 
must change from vertical to horizontal. Most often, assessment operates in a vertical rela-
tionship, as for example, when students take a test at the end of a period of instruction and are 
just informed of their results, or when they are assigned a grade. In formative assessment, the 
relationship becomes a horizontal one, where students receive feedback about their learning 
from teachers, peers, and their own self-monitoring process, so that they can make judgments 
about the actions they need to take to advance learning.

This chapter examines how, when the assessment relationship is changed in formative 
assessment, students can be empowered to be active agents in their own learning. The first 
section provides background on formative assessment, which is followed by a discussion of 
the “spirit” and the “letter” of formative assessment that has direct bearing on student agency. 
The chapter then addresses feedback as a core practice of formative assessment and of student 
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agency, describes a learning culture to support student agency, and concludes with a section on 
implications for policy, practice, and research.

Background

Formative assessment or assessment for learning (AfL)1 was first promoted in the 1980s 
(Crooks, 1988; Natriello, 1987; Sadler, 1989) as a way to connect the two assessment activities 
of making judgments about student learning and providing feedback to students that is in-
tended to move learning forward. A major landmark in establishing formative assessment as 
an explicit domain of practice was Paul Black and Dylan Wiliam’s research synthesis (Black & 
Wiliam, 1998), which encompassed “diverse bodies of research, including studies addressing: 
teachers’ assessment practices, students’ self-perception and achievement motivation, class-
room discourse practices, quality of assessment tasks and teacher questioning, and the quality 
of feedback” (Shepard, 2009, p. 32). Since then, research, research reviews, and theory have 
reinforced Black and Wiliam’s claims that formative assessment, when well implemented, is 
a powerful engine for promoting learning (e.g., Bell & Cowie, 2001; Birenbaum, 2007; Black, 
Harrison, Lee, Marshall, & Wiliam, 2003; Hattie & Timperley, 2007; Torrance & Pryor, 2001).

The practical implementation of formative assessment includes sharing learning goals and 
success criteria with students, obtaining evidence of learning while learning is taking place, 
self-assessment, and timely feedback from teachers and peers (Absolum, 2010; Black et al., 
2003; Heritage, 2010, 2013; Wiliam, 2011). These practices have been increasingly embedded 
worldwide into policy and the language of quality teacher practices (OECD, 2013).

Successfully engaging students in formative assessment is a hallmark of higher levels of ex-
pertise. Teachers who are expert practitioners in formative assessment share responsibility for 
moving learning forward with their students; learning is recognized as a social process and 
becomes a joint responsibility (Cowie, Harrison, & Willis, 2016). This perspective is echoed 
in a recent National Research Council (NRC) report, which identified three broad and inter-
related domains of competence for deeper learning required to meet college- and career-ready 
standards: cognitive (e.g., critical thinking, reasoning, argumentation); interpersonal (e.g., col-
laboration, negotiation, cooperation); and intrapersonal (e.g., metacognition, self-monitoring, 
self-direction) (NRC, 2012).

Figure 13.1 illustrates how effectively formative assessment practices form a substrate for 
developing these skills.

Cognitive

Intrapersonal Interpersonal

Evidence of
Learning

Metacognition
Self-assessment

Peer and Teacher
InteractionsFormative

Assessment

Figure 13.1  Formative Assessment Practices and College and Career Ready Skills
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Cognitive competencies are supported through the evidence of learning that is elicited 
and acted upon by teachers and students during the learning process; feedback is a focus of 
peers and teacher in their interactions; students assess their own learning and learn to be self- 
directing, setting goals and adapting their learning strategies.

The principles of learning that underlie and are implemented in formative assessment 
practices are well established and firmly supported by cognitive research. Simply put, these 
principles are:

1  start from a learner’s existing understanding;
2  involve the learner actively in the learning process;
3  develop the learner’s overview (i.e., metacognition, which requires that students have a 

view of purpose; understanding of criteria of quality of achievement; and self-assessment, 
which is essential for student agency); and

4  emphasize the social aspects of learning (e.g., learning through discussion, collaboration) 
(Black, Wilson, & Yao, 2011).

The Spirit and the Letter of Formative Assessment

Starting with the hypothesis that AfL is built on an underlying principle that promotes student 
autonomy, Marshall and Drummond (2006) analyzed videos of lessons and teacher interviews 
to focus on the ways that teachers enact this principle in their classrooms. From their analysis, 
they drew a distinction between lessons that embody the “spirit” of AfL and those that con-
form only to the “letter” (Marshall & Drummond, 2006). The “spirit” of AfL is instantiated in 
the ways that teachers conceptualize and sequence tasks to reflect a progression of learning 
and in the way that they value student agency. In contrast, the “letter” of AfL is represented 
through a fixed view of what happens in a lesson with only the procedures of AfL in place. For 
example, the “letter” of AfL is evident when teachers consider feedback as any comments given 
to students informally in an unplanned way or are given to the class as a general statement that 
does not relate to any individual student. The “spirit” is evident when teachers provide feedback 
that is closely tied to the task at hand and to the problems the students are experiencing in their 
learning (Earl & Timperly, 2014).

The differences reflected in the “spirit” and the “letter” echo Perrenoud (1998), who charac-
terizes AfL as the regulation of learning. For Perrenoud, the nature of the tasks planned for a 
lesson significantly impacts the potential for interaction and feedback as the lesson progresses. 
He differentiates between “traditional” sequences of activities within lessons that merely allow 
remediation of prescribed concepts and those lessons where the tasks are not “imposed on 
learning but [adjusted] once they have been initiated” (Perrenoud, 1998, cited in Marshall & 
Drummond, 2006, p. 134).

To illustrate, a National Council of Teachers of Mathematics (NCTM) publication describes 
the traditional lesson paradigm as featuring “review, demonstration and practice” (NCTM, 
2014, p. 9). This approach can be considered a fixed sequence of tasks, focused on correctness 
and accuracy, and which prescribe the learning. Such an approach leads to the implemen-
tation of formative assessment as a set of procedures and reinforces the notion of formative 
assessment as “got it, didn’t get it” (Otero, 2006), with remediation as the primary pedagogical 
response and little to no room for student agency. The NCTM publication describes the 
change in approaches to teaching and learning needed to achieve college- and career-ready 
standards. These changes are much more likely to embody the “spirit” of AfL. For example, 
“using and connecting mathematical representations” involves teachers in “selecting tasks that 
allow students to decide which representations to use in making sense of the problem; and 
allocating substantial instructional time for students to use, discuss, and make connections 
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among representations” and involves students in “using multiple forms of representations to 
make sense of and understand mathematics; and describing and justifying their mathematical 
understanding and reasoning with drawings, diagrams, and other representations” (NCTM, 
2014, p. 29). The context established for mathematics learning not only affords rich opportu-
nities for deeper learning but also for “adjustments” to be made by both teachers and students 
after the tasks have been initiated. In this situation, the lesson progresses in response to learn-
ing, rather than in loose contact with it as in a more “prescribed” approach. Moreover, learner 
agency can be promoted by engaging students in self-assessment and peer feedback about their 
representations, descriptions, and justifications, and by providing the opportunity for them 
to revise goals, act on feedback, or change their learning strategies to enhance their learning.

The nature and sequence of the learning opportunities a teacher offers in a lesson affects 
all subsequent interactions in the class, including how the relationships in the class develop 
and the role of student agency. The design of learning is a critical element for formative as-
sessment and especially student agency and is one that, all too often, is overlooked. While the 
implementation of college- and career-ready standards has resulted in considerable efforts to 
shift pedagogical practice to align with cognitive research, years of calcified current teaching 
practices are hard to change. Until they do, the effective implementation of formative assess-
ment that promotes student agency will continue to be challenging.

The role of Feedback

Feedback from Teachers

In his foundational model of formative assessment, D. Royce Sadler identified feedback as the 
decisive element to assist learning (1989). Beginning from a systems perspective of feedback 
(Ramaprasad, 1983), Sadler conceived of formative assessment as a feedback loop to close the 
gap between the learner’s current status and desired goals. More recently, Hattie and Timperley’s 
(2007) review of the research on feedback concluded that, “feedback is among the most critical 
influences on student learning” (p. 102). Additionally, John Hattie’s synthesis of over 800 meta- 
analyses relating to achievement emphasizes programs with effect sizes above 0.4 as worth hav-
ing and those below 0.4 needing further consideration. The influence of feedback has an effect 
size of 0.73, slightly greater than teacher-student relations (0.72), whereas class size and ability 
grouping influences have an effect size of 0.21 and 0.12, respectively (Hattie, 2008).

While feedback can have a strong influence on learning, not all feedback is effective (Kluger & 
DeNisi, 1996). Feedback that is effective is related to the learning goals and focused on the 
learning; is not ego involving (i.e., not focused on the individual); is of the right kind (e.g., de-
tailed, narrative, and actionable—not graded); and is delivered in the right way (constructive 
and supportive), at the right time (sooner for low-level knowledge; later for complex tasks), and 
to the right person (who is in a receptive mood and has reasonably high self-efficacy—the belief 
that one can succeed in a particular situation) (Andrade, 2010). Of course, it is incumbent upon 
teachers to set the conditions for students to be open to receiving feedback. When students 
understand the purpose of feedback, they see teachers model feedback, and they are taught the 
skills of giving peer feedback, they are more inclined to find feedback worthwhile and useful, 
rather than perceive it as a criticism or something negative (Heritage, 2013).

When teachers plan lessons that instantiate the “spirit” of AfL with their view of learning 
as an evolution with room for adjustments along the way, feedback becomes a natural part 
of ongoing teaching. Given the research on the influence of feedback on learning, teacher 
feedback to students cannot be a sporadic event. Rather, it must be an integral component of 
effective teaching. With clear goals and success criteria in mind, teachers can intentionally ob-
serve and elicit evidence of learning through what students say, do, make, or write in the course 
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of the lesson (Griffin, 2007). Using the goals and criteria as an interpretive framework, teachers 
can decide on feedback intended to move learning forward. Critically, students must be given 
time to consider the feedback and decide if and how to use it to make progress in closing the 
gap between their current learning status and desired goals. If this use of feedback does not 
become an essential part of the learning process, then students are precluded from agentive 
action—and an opportunity to maximize learning will likely be lost.

As Black and Wiliam emphasized in their research synthesis,

The core of the activity of formative assessment lies in the sequence of two actions. The first 
is the perception by the learner of a gap between a desired goal and his or her present state 
(of knowledge, and/or understanding, and/or skill). The second is the action taken by the 
learner to close that gap in order to attain the desired goal.

(1998, p. 20)

Both of these center on actions taken by the learner. Teachers can provide feedback, but in the 
end, it is the student who actually does the learning. Students’ own self-generated feedback is a 
significant component of the learning process and of student agency.

Student Feedback from Self-Assessment

Self-assessment involves students in monitoring their learning and making judgments about 
their progress in relation to goals and criteria. When they perceive a discrepancy between their 
current learning status and desired goals, they take action to move forward.

A key outcome of students engaging in self-assessment is the promotion of self-regulated 
learning (SRL). SRL is defined as the degree to which students are metacognitively, motiva-
tionally, and behaviorally active participants in their own learning processes (Zimmerman, 
2008). Metacognitive processes involve learners in setting goals and monitoring their progress 
toward goals and evaluating how well they are achieving those goals. In light of their progress 
evaluation, they reflect on their learning approaches and adapt current and future methods. 
When students do this, they become aware of their learning and can make conscious decisions 
about how to manage it.

These behaviors are emblematic of the intrapersonal skills associated with college and 
career readiness (NRC, 2012). Being metacognitive distinguishes stronger learners from less 
competent ones (NRC, 2012). For example, when students are metacognitive, they can explain 
the strategies they used to solve a problem and why, whereas less competent students monitor 
their learning sporadically and ineffectively and provide incomplete explanations (Chi, Bas-
sok, Lewis, Reimann, & Glaser, 1989). If students are to be successful in achieving college- 
and career-ready standards, they will need to be strong learners who are able to monitor their 
learning and adapt learning strategies to secure progress. Not only is metacognitive ability a 
key ingredient in meeting standards, but it is also an intrapersonal skill that students will need 
to sustain for success in college and the workplace (NRC, 2012).

The result of engaging in metacognitive processes is that students’ motivation and feelings 
of self-efficacy are increased. Highly motivated students are more attentive to their learn-
ing processes than poorly motivated ones (Boekaerts & Corno, 2005; Bouffard-Bouchard, 
Parent, & Larivee, 1991), and they expend extra effort to learn something difficult (Schunk & 
Hanson, 1985). Students’ SRL processes and feelings of self-efficacy are reciprocally interactive 
(Zimmerman & Schunk, 2008). Behaviorally active students are those who are able to manage 
their own learning, including time management, and as a result of self-monitoring, take ac-
tions leading to improvement. These actions range from adapting a learning strategy, to seek-
ing help or information, or to finding a less distracting place to work.
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The positive benefits that come from self-assessment mean that it is cannot be left to chance; 
rather, it is a skill that takes time to develop and requires teaching and dedicated time in 
lessons. To engage in effective self-assessment, students need:

1  awareness of the value of self-assessment;
2  access to clear criteria on which to base the assessment;
3  a specific task or performance to assess;
4  models of self-assessment;
5  direct instruction in and assistance with self-assessment, including feedback;
6  practice;
7  cues regarding when it is appropriate to self-assess;
8  and opportunities to revise and improve the task or performance (Goodrich, 1996).

Moreover, students should be asked about what self-assessment strategies they use; as how and 
when they are used; or how they would describe what they do before, during, and after a task 
(Zimmerman, 2002). All of the attributes that contribute to self-assessment require constant 
attention on the part of both teachers and students.

As with teacher feedback to students, feedback about learning that students generate 
through self-assessment must be used—otherwise, self-assessment is of no consequence in 
terms of learning. Therefore, time to act on self-assessment should be included in the flow 
of a lesson. Teachers may provide specific structures, such as templates or protocols for self- 
assessment, especially as students are beginning to develop these skills, and then build time 
into the lesson for students to use their own feedback to revise their work or adjust their 
learning strategies. However, once students have acquired skills in self-assessment, the pro-
cess will become embedded in teaching and learning. Students will be making real-time 
decisions about courses of action they need to take based on their judgments of progress. For 
this reason, lesson design characterized by the “spirit” of formative assessment, through-
out which learning is evolving and adjusting, is conducive to the student agency that self- 
assessment rests on.

Teachers will need to attend to the quality of the student-generated feedback and the actions 
they take in response. Part of the changing assessment relationship in the classroom is signaled 
when teachers and students take joint responsibility for learning. In this context, teachers will 
not leave students to their own devices, but will discuss with students the evidence from which 
they derived their own feedback, how it relates to the goal and criteria, and their justifications 
for taking the action they have in mind. At the highest level of self-assessment, the teacher 
should have sufficient information from the student to encourage the student in taking the 
proposed next steps in learning and factor this information into future teaching plans.

The skills of self-assessment contribute to the development of learning dispositions, habits, 
attitudes, and identities that enable students to become lifelong learners. Today’s students will 
find themselves in a fast-paced and ever-changing world of work. Take just one example: 65% 
of the jobs that today’s entering kindergarten children will occupy have not yet been invented 
(Ross, 2016). In addition to meeting the content requirements of college- and career-ready stan-
dards, students will need workplace skills related to self-assessment, such as reflective judgment 
and decision making. Self-assessment is a vital disposition and core skill for lifelong learners 
(Dawson, 2008). Consequently, if self-assessment does not become part of the fabric of learn-
ing in the classroom, students are deprived of access to an important lifelong skill. Moreover, 
they remain reliant on teachers and may transfer this reliance on external authorities to other 
contexts later in life.
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Peer Feedback

Up to this point, the focus has centered on teacher feedback to students and students own 
self-generated feedback loops. However, another aspect of student empowerment through 
horizontal relationships in the classroom is peer feedback. Peer feedback has been defined as 
“a communication process through which learners enter into dialogues related to performance 
and standards” (Liu & Carless, 2006, p. 280). Research indicates that there are learning benefits 
of providing both high school and college students with opportunities to give and receive feed-
back (Falchikov, 2001; Liu & Carless, 2006; Miller, 2008; Topping, 2003).

Just as self-assessment needs to be taught, so too do skills in peer feedback. The models that 
teachers provide in their own feedback to students and the scaffolds they provide for the next 
step in learning will influence the quality and uptake of peer feedback, as will specific teaching 
on how to provide constructive feedback to classmates (Gielen, Peeters, Dochy, Onghena, & 
Struyven, 2010). Equally important is providing structures and time in the classroom that al-
low peers to reflect on each other’s learning with respect to goals and criteria and to make 
suggestions about improving work products or advancing learning.

In classrooms where the assessment relationship is a horizontal one, feedback from teachers, 
peers, and from individual students’ own feedback loops will be seen by everyone as “just the 
way we do business.”

A Learning Culture

Lessons that are characterized by the “spirit” of formative assessment contribute to the possi-
bilities for feedback, but the culture of the classroom is also an important enabling factor. The 
way that assessment—formative and summative—is incorporated into the learning process 
has a significant impact on classroom culture. Assessments determine both the character and 
quality of education, setting the actual on-the-ground goals for learning, and the limits of the 
learning opportunities provided (Shepard, 2013). Previously, Shepard wrote about the role of 
assessment in a learning culture in an effort to get at the “underlying fabric, linking meanings 
and classroom interaction patterns that have created a ‘testing’ culture and think instead about 
the profound shifts that would need to occur to establish a learning culture” (Shepard, 2013, 
p. xix).

Recognition of the importance of interactional patterns for student agency is founded in the 
sociocultural learning theory developed by vygotsky (1962). vygotsky viewed learning as a so-
cial process in which learners collaborate with more knowledgeable others—including teachers 
and peers. Consequently, he understood learning to be a process in which responsibility for 
outcomes is a shared one. Effective feedback from teachers, peers, and student self-assessment 
acts as a scaffold for the next step in learning, intended to move students from the edge of their 
current learning to a more advanced state.

When teachers and students work together to use information about each student’s learning 
status to advance all participants’ learning, they are forming a community of practice (Wenger, 
1998). Inherent in the idea of a community of practice is that when individuals participate in 
the community the collective practices of the community are the product of actions by its in-
dividual members. When group members mutually codetermine their collective practices in 
support of student agency, they are shaping their identities as effective learners who are inde-
pendent, self-directing, and can act as a learner among other learners (Heritage, 2013). These 
participant behaviors have implications for the workplace. Increasingly, there is a demand for 
complex communication competencies, such as interacting with people to acquire informa-
tion, understanding what the information means, and persuading others of its implications 
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for action (Levy & Murnane, 2004). These competencies need to be fostered throughout K–12 
education, and classrooms conceived of as a communities of practice can provide an effective 
context for their development.

Creating learning cultures that reflect a community of practice involves establishing routines 
and behaviors that support student participation in learning and assessment. In addition to 
learning the requisite skills for self-assessment and peer feedback, structures in the classroom 
must orient students to careful listening to peers and to understanding the value that peers 
bring to the learning context (Heritage, 2013). Other structures and routines must provide op-
portunities for self-reflection, discussion among students about their respective learning, and 
the chance to use feedback for themselves.

The competencies for deeper learning and transferable knowledge and skills that are the as-
pirations of college- and career-ready standards can be fostered through a learning culture in 
which student agency in assessment and horizontal relationships are hallmarks.

Implications for Policy, Practice, and research

There are two main implications that arise from the foregoing discussion: (1) professional 
learning for teachers and (2) federal and state education policies.

Professional Learning for Teachers

Cowie (2016) refers to the expertise that teachers need to practice high levels of formative 
assessment as connoisseurship—a level of skill that enables them to access information on stu-
dent learning, orchestrate an extraordinary number of complex judgments in the course of 
a lesson, and implement appropriate and immediate actions in response to evidence. These 
 actions, when combined with students’ willingness to engage in learning, move that learning 
forward. This orchestration stands in contrast to a much simpler version of formative assess-
ment. Teachers teach the content, and assessment is carried out at the end of a sequence of in-
struction to determine students’ level of achievement “in order to fix their failings” and target 
the next objective (Klenowski, 2009, p. 263).

Undergirding a high level of orchestration are several competencies:

1  Strong, flexible disciplinary knowledge;
2  The ability to prioritize content to focus on key learning targets;
3  An understanding of which formative assessment strategies are most effective for the sub-

ject learning at hand;
4  Knowledge of how student learning of that content develops; and
5  Understanding what the students in their specific context know and care about, as well as 

what would be the students’ priority, given what students know and care about.

These competencies are also required for teaching college- and career-ready standards with 
their emphasis on rigorous, challenging content. Without significant disciplinary knowledge 
and knowledge of how students learn in that specific discipline, teachers remain disadvantaged 
in planning learning opportunities to meet the standards.

Developing connoisseurship requires initial and ongoing professional learning for teachers.2 
However, this kind of professional learning is still in short supply. In their efforts to promote 
formative assessment, some states in the United States have explicitly included formative as-
sessment as part of a balanced assessment system with accompanying professional learning 
provided by the state (e.g., Iowa, Michigan, Maryland). A few of the obstacles to sustained 
professional learning for effective formative assessment at the district and school levels include 
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too many competing priorities that don’t focus on the real work of schools (i.e., teaching and 
learning), leaders who see themselves as managers instead of instructional leaders, and district 
policies and mandates that vitiate formative assessment efforts. And, for the most part, teacher 
education remains within the purview of faculty who can decide whether formative assessment 
is worth focusing on.

Educational Policies

In the United States, education policy at both the state and the federal level has provided little 
or no support for formative assessment. By way of illustration, it is instructive to examine the 
three references to formative assessment in the Every Student Succeeds Act (ESSA):

1  Literacy Education for All, results for the Nation
  …uses age-appropriate, valid, and reliable screening assessments, diagnostic assessments, 

formative assessment processes, and summative assessments to identify a child’s learning 
needs, to inform instruction, and to monitor the child’s progress and the effects of instruc-
tion. (Emphases added).

2  Grants for State Assessments and related Activities
  …developing or improving balanced assessment systems that include summative, interim, 

and formative assessments, including supporting local educational agencies in developing 
or improving such assessments. (Emphases added).

3  Supporting Effective Instruction
… providing training, technical assistance, and capacity building in local educational 
agencies to assist teachers, principals, or other school leaders with selecting and imple-
menting formative assessments, designing classroom-based assessments, and using data 
from such assessments to improve instruction and student academic achievement, which 
may include providing additional time for teachers to review student data and respond, as 
appropriate. (Emphases added).

The first example refers to “formative assessment processes,” but does not specify what they 
are. Furthermore, the use of these processes is unidirectional, from teacher to student, with 
no role for the student included. The next two examples squarely place formative assessment 
as a tool, an assessment event, for adult use only (i.e., not student use). Notwithstanding refer-
ences to evidence-based practices in ESSA, of which formative assessment is one, when such 
misconceptions of formative assessment are enshrined in legislation, it is hard to conceive of 
a less conducive policy environment for effective formative assessment implementation and 
sustained professional learning.

In other countries where formative assessment—including an emphasis on student agency—
has taken hold, government policy has led the way. For example, New Zealand’s Ministry of 
Education (1994) provides clear guidance about formative assessment: “Formative assessment 
is an integral part of the teaching and learning process. It is used to provide feedback [to stu-
dents] to enhance learning and to help the teacher understand students’ learning” (p. 8). More 
recently, the Ministry (2011) emphasized the “importance of building student assessment ca-
pability so that students become autonomous learners and lead their own learning” (p. 10). 
Through its Quality System Assurance Agency, the Chilean Ministry of Education has created 
policy that makes formative assessment part of a balanced assessment system and is producing 
national professional learning for teachers on formative assessment (personal communication, 
Carolina vidal Leyton).

Some US states have engaged in the same kind of policy creation and capacity building 
among their teacher population for formative assessment. However, these states largely remain 
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a minority, and much greater emphasis on policy and practice is needed to fulfill the promise 
of formative assessment and student agency in achieving college- and career-ready standards.

This chapter has affirmed the view that the fundamental practices of formative assessment 
constitute a powerful basis for the development of college- and career-ready competencies and 
the development of students as lifelong learners. In particular, the assessment practices en-
abled through the implementation of formative assessment provide a new model for the assess-
ment relationship—one in which vertical relationships are reshaped into horizontal ones and 
in which authority is transformed into collaboration. These new assessment relationships are 
prototypical of the relationships that students will encounter in college and beyond. Students’ 
exposure to, and acquisition of, the skills necessary to manage such relationships early in life 
can serve as the foundation for a lifetime of successful learning.

Notes
 1 In this chapter, the terms “formative assessment” and “AfL” are used interchangeably.
 2 Expert opinion suggests that the time taken to develop real expertise in formative assessment is 

between three and five years (Cowie et al., 2016).
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When Katie, Matt, and I first sat down to brainstorm ideas for a book prospectus on college 
and career readiness, we articulated our hopes for what another book on the topic could con-
tribute to the literature. College and career readiness had been generating substantial interest 
and enthusiasm among educators, researchers, policymakers, and the general public, but there 
were already quite a few books on the topic. How could this book be different, and what could 
we contribute to the dialogue?

We set out to produce an edited book on college and career readiness that was grounded 
in scientific research. That is, we felt the college- and career-readiness discourse could benefit 
from more systematic empirical evidence. Debates too often hinge on anecdotes or case studies 
that have not been replicated or generalized, so we wanted a volume with a balance of theory, 
research, and practice, supported by rigorous scientific research findings. It quickly became 
apparent that there were three questions the book would need to address:

1  How should we define and measure college and career readiness?
2  What are some best practices for validating college- and career-readiness performance 

levels and uses?
3  What interventions show the most promise for improving college and career readiness 

among students?

These questions dictated the structure of the book and the information conveyed within. As 
authors began to submit their chapters, themes began to emerge within each section as well 
as some themes that spanned the entire book. We will use this closing chapter to summarize 
some of those themes. We believe that in doing so, we can highlight current issues and trends 
in college- and career-readiness research as well as elucidate future directions for research and 
practice.

Part 1 Themes: Defining and Measuring College and Career readiness

Part 1 focuses on identifying the knowledge, skills, and attributes associated with college 
and career readiness as well as how those constructs are measured. As we reviewed the four 
chapters in this section, we noticed several key issues repeatedly surfacing. The major themes 
include: (1) Multidimensional definitions, (2) Improved prediction, (3) Malleability, and (4) 
Personalized feedback and improved decision-making.

Multidimensional Definitions of College and Career Readiness

Research clearly suggests that definitions of college and career readiness focusing solely on 
English language arts and mathematics do not sufficiently represent what a student needs to 
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know to be able to succeed in college and beyond. Even McCallum and Pellegrino point out 
that to fully understand one’s level of mathematics mastery, assessment of not only knowledge 
and skills but also mathematical practice and durability is essential. Conley eloquently takes 
this point further and highlights some forward-thinking models of college and career readi-
ness that take a more holistic view. Gaertner and Roberts focus their chapter on the impor-
tance of noncognitive factors and make a compelling case for why these attributes should be 
included in definitions of college and career readiness. Taking a slightly different angle, Wai, 
Worrell, and Chabris argue that general cognitive ability often does not get the attention it 
deserves in definitions of college and career readiness. That is, many definitions stipulate the 
knowledge and skills students need to succeed, but often fail to underscore the importance of 
general cognitive ability. Given the plethora of research showing a relationship between general 
cognitive ability and important outcomes later in life, ignoring such information may result in 
unrealistic expectations about future endeavors and, ultimately, poor decision-making.

It is pretty clear that current definitions of college and career readiness need to expand to 
include a broader set of knowledge, skills, abilities, and personal attributes. We still lack con-
sensus, however, on exactly which knowledge, skills, abilities, and personal attributes should 
be included. We also lack consensus on the appropriate grain size for these constructs, given 
the tradeoffs between improved measurement and limited time and instructional resources 
for new content areas. This is a topic McCallum and Pellegrino articulate with clarity. We will 
revisit the idea of a common model of college and career readiness when discussing future 
directions for research.

Improved Prediction

One benefit of including more dimensions in models of college and career readiness is better 
power to explain variance in key outcomes. If success is multidimensional, it follows that 
success predictors should be multidimensional too. All four chapters discuss the importance 
of validity evidence for informing definitions of college and career readiness. For example, 
Conley discusses the need to move from an “eligibility model,” which focuses on who will be 
admitted to college, to a “readiness model,” which focuses on who will be successful once in 
college. Though their focus is on readiness in mathematics, McCallum and Pellegrino’s point 
that it is imperative to validate assumptions about predictive validity applies to any construct 
and assessment being used for college- and career-readiness diagnoses. Likewise, one of the 
central theses of Gaertner and Roberts’s chapter is improved prediction by the inclusion of 
noncognitive traits. On this point, the research is unambiguous; noncognitive factors, like con-
scientiousness and motivation, add incremental validity to the prediction of educational and 
workplace outcomes above and beyond traditional cognitive measures. Finally, given the in-
dependent predictive power of cognitive measures, Wai et al. rightly caution against excluding 
such measures in models of college and career readiness.

In general, we have witnessed a shift in the type of evidence needed to support measures 
of college and career readiness. College- and career-readiness definitions used to rely solely 
on content claims developed by subject matter experts (SMEs). There is now a push to tie 
college- and career-readiness standards and performance levels to college success, so predic-
tive claims have become central to validity arguments. Reliability and concurrent validity are 
no longer enough; test developers must now demonstrate that a student’s performance on a 
state’s measure of college and career readiness provides a precise and accurate forecast of his 
or her likelihood of future success. In principle, predicting distal student outcomes demands 
longitudinal data, and collecting these data requires careful planning, strong partnerships, and 
ongoing monitoring.
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Malleability

Another reoccurring theme across the chapters was acknowledgment that some constructs are 
more malleable than others. Conley takes a strong stance that the feedback we give students 
should be actionable. Constructs that students can’t change (say, socioeconomic status) should 
not be included in definitions of college and career readiness. Gaertner and Roberts also give 
a good deal of attention to this topic and generally agree with Conley that by focusing on con-
structs that are most malleable, we are more likely to impact college- and career-readiness rates. 
They do argue, however, that for reasons both statistical and political, less malleable constructs 
(e.g., cognitive ability) should not be ignored; however, we may be better served by developing 
interventions that focus on areas that students can develop and improve upon. Because of the 
immutability of general cognitive ability, Wai et al. argue that it is often excluded from defi-
nitions of college and career readiness, despite its importance for determining success later in 
life. Whether or not interventions can actually boost intelligence, Wai et al. make a compelling 
case for keeping cognitive ability in definitions of college and career readiness. Wai et al. and 
Gaertner and Roberts agree: underspecified models or an omitted variable problem will bias 
regression results and could result in spurious findings. Clearly, some of the most important 
factors that predict college and career readiness may be relatively fixed. Rather than ignoring 
this concern, we would be better served using this information to develop tailored interven-
tions or deliver instruction that maximizes learning. As such, we see personalized learning as 
an area that holds significant promise.

Personalized Feedback and Improved Decision-Making

College- and career-readiness diagnoses and feedback should be personalized and nuanced, 
because personalization improves decision-making. In particular, Conley emphasizes the ben-
efits of providing feedback in terms of students’ profiles of strengths and weaknesses rather 
than focusing on single data points in isolation. Nuanced profile data can support better 
decision- making (for both students and postsecondary institutions) by spotlighting the majors 
or career pathways that fit best with students’ skills and interests. Gaertner and Roberts also 
argue that we can provide more nuanced diagnoses and more tailored interventions by consid-
ering students’ varied strengths and weaknesses, particularly when constructs are measured at 
a finer grain size. McCallum and Pellegrino make a similar case by highlighting the utility of 
learning progressions to understand exactly what content a student has and has not mastered. 
Another use of improved decision-making based on personalized feedback is choosing colleges 
based on academic fit, as Wai et al. point out. Put simply, more information— thoughtfully 
organized—begets more informed decisions. So, what stands in the way? First, we need more 
research validating new measures and multidimensional models of college and career readi-
ness by linking student performance to postsecondary (i.e., academic and workplace) outcome 
data. We also need to reconcile operational constraints, including the collection and storage of 
longitudinal student data across a multitude of constructs and feasible mechanisms for provid-
ing interactive and holistic reports.

Part 2 Themes: Validating College- and Career-readiness  
Performance Levels and Uses

Part 2 focuses on research validating the use of college- and career-readiness measures, 
standards, and benchmarks. Specifically, the first two chapters describe some common ap-
proaches for setting college- and career-readiness benchmarks and standards; the next two 
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chapters focus on the use and implications of college- and career-readiness performance levels 
for institutions of higher education and for diverse student populations; and the final chapter 
addresses the challenge of mixed messages that attend the widespread adoption of many dif-
ferent college-readiness measures. Themes identified in Part 2 include: (1) college readiness 
versus career readiness, (2) content-empirical evidence continuum, (3) equity concerns over 
misclassification, and (4) coherence of feedback.

College Readiness versus Career Readiness

Several chapters in Part 2—including McClarty, Loomis, and Pitoniak’s chapter, Camara, Allen, 
and Moore’s chapter, and Zwick’s chapter, as well as Conley’s and McCallum and Pellegrino’s 
chapters in Part 1—discuss the issue of whether college readiness and career readiness are the 
same or different. This is a persistent and fundamental consideration; before one can evaluate 
the evidence of intended interpretations and claims of readiness diagnoses, the intended in-
terpretations need to be clearly articulated. Do readiness cut scores indicate college readiness? 
Career readiness? Both? Though the term “college and career readiness” is ubiquitous, most 
college- and career-readiness benchmarks are derived based only on the relationship between 
test scores and college success. Empirical studies focused on evaluating whether college read-
iness and career readiness are the same or different are scant. Based on the handful of studies 
addressing this issue, some researchers have concluded that the terms are the same, whereas 
others argue there are meaningful differences between being college ready versus career ready. 
In sum, the jury is still out.

There are several reasons that this remains an open question. First, there is no consensus 
on the correct criteria to use to evaluate career readiness. Whereas college success is a fairly 
straightforward concept (e.g., course grades), it is not clear whether career success should be 
defined in terms of performance in career technical education courses, successful completion 
of a job training program, or on-the-job performance. Even if there were consensus on career 
success criteria, career readiness benchmarks remain elusive, given the lack of workforce out-
come data linked to traditional college- and career-readiness assessments. We obviously need 
more research before the “college versus career” debate can be settled definitively. Studies 
should evaluate not only whether the same constructs (e.g., reading, math, teamwork) are rel-
evant for college readiness and career readiness but also whether the same performance levels 
(e.g., cut scores) are appropriate for readiness in both domains.

One commonly cited barrier to progress in defining career readiness is the fact that different 
occupations require different knowledge, skills, abilities, and personal characteristics. 
Therefore, there can’t be a single definition of career readiness. However, the same difficulties 
arise when defining college readiness, as different college majors require different knowledge, 
skills, abilities, and personal characteristics. College-readiness benchmarks represent the typi-
cal level of knowledge that students need to succeed at a typical institution. A similar approach 
could be taken to define career readiness: the typical level of knowledge, skills, abilities, and 
personal characteristics to be successful at a typical job or occupation. For both college and 
career readiness, more personalized diagnoses could be provided as they relate to a student’s 
goals and aspirations. However, for monitoring readiness across students, states, and time, a 
single, general definition of readiness is a more pragmatic solution.

Content-Empirical Evidence Continuum

Both McClarty et al. and Camara et al. discuss different standard-setting approaches by high-
lighting the fact that the evidence to set college- and career-readiness performance levels 
can run the gamut from strictly content-based approaches, at one end, to strictly empirical 
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approaches, at the other. Each approach has its strengths and drawbacks, and McClarty et al. 
make a compelling case for blending them. In fact, McClarty et al. and Camara et al. both 
discuss the importance of empirical (or predictive) claims and content claims. However, 
McClarty et al. describe a process where SMEs would define both predictive and content 
claims, which could result in disagreement between the two types of claims. On the other 
hand, Camara et al. describe a process where SMEs define the predictive claims (outcome, 
success criteria, probability of success). Then, based on the empirically derived cut score, per-
formance level descriptors can be developed to indicate what students know and are able to do 
at each performance level.

Predictive claims and content claims are not necessarily at odds with each other, but it does 
seem like there should be a prespecified order to how the two types of claims are defined. 
Camara et al. describe an approach where the predictive claims are first defined, which then 
drives the performance level descriptions. Alternatively, one could first set cut scores based on 
what students should know and be able to do (content claims). Based on those cut scores, the 
likelihood that students who meet those thresholds will be successful once in college can be 
estimated. Whether one chooses to set predictive claims first or content claims first, it seems 
like this should be an iterative process, where the criteria is continually updated until the SMEs 
are satisfied with both claims. For example, SMEs may choose a content claim that results in an 
unreasonably low likelihood of success. Given the predictive evidence, they may want to revise 
their content claims to a more rigorous level, which would produce a predictive claim that a 
student has a higher likelihood of success.

Equity Concerns over Misclassification

The chapters by Barnett and Reddy and Zwick both comment on classification errors associated 
with using narrowly defined measures of college and career readiness to label students as not 
ready or in need of remediation and in particular the potential ramifications for underserved, 
minority populations. Zwick makes the point that “not ready” diagnoses may have the unin-
tended consequence of lowering both teacher and student expectations and ultimately, student 
achievement; research suggests that this effect may be larger for minority students. Both Barnett 
and Reddy and Zwick argue that classification accuracy would be improved with inclusion of 
high school grades and caution against overreliance on a single test score. Barnett and Reddy 
also discuss supplemental measures one may wish to consider for placement purposes, such as 
career interest inventories and noncognitive traits. Zwick, however, cautions against including 
noncognitive measures in college- and career-readiness diagnoses, as their use may exacer-
bate social inequality—especially if such factors are not uniformly taught at school. Camara 
et al. and McClarty et al. note the importance of examining and communicating impact data 
(i.e., projected pass rates) during the standard-setting process for this very reason.

Coherence of Feedback

Camara et al. and Mattern and Gaertner stress the importance of providing coherent feedback 
to students over time and from different sources. Camara et al. weigh different methodolo-
gies and approaches to providing students with valid “on track” forecasts in earlier grades. 
Ideally, earlier cut scores would be estimated based on data tracking students longitudinally 
from elementary school through college enrollment. In reality, cut scores usually can’t wait 
for longitudinal data to accrue, and Camara et al. describe different approaches to estimat-
ing cut scores when complete longitudinal data are not available. Mattern and Gaertner also 
stress the importance of providing coherent feedback to students and the ramifications inher-
ent in “mixed messages”—ranging from a distrust of test scores to widespread confusion in 
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trying to compare college- and career-readiness rates meaningfully over time and across states. 
Given the Every Student Succeeds Act’s commitment to decentralization, mixed messages will 
continue to threaten large-scale evaluations of educational progress without proactive coordi-
nation across research groups and educational agencies.

Part 3 Themes: Improving College and Career readiness

The third and final section of this book includes four chapters focused on college- and career- 
readiness interventions. Our decision to include research on educational interventions in a 
National Council on Measurement in Education (NCME) volume was unorthodox, but quite 
purposeful. Put simply, we are interested in not only how to define and measure college and 
career readiness but also how to improve it. The book’s final section therefore highlights 
interventions that have shown promise, and across its four chapters, four common themes 
emerge: (1) improving access, (2) implementing noncognitive interventions to improve cogni-
tive performance, (3) contextualized instruction, and (4) personal agency.

Improving Access

If the United States is ever going to reach the goal of all students graduating high school college 
and career ready, access to high-quality education must be broadened. This argument is the 
centerpiece of both the Tillery and Duckor chapter, as well as the Leahy and Landel chapter. 
In fact, Tillery and Duckor begin their chapter with statistics highlighting the disparity in 
college enrollment rates between low- and high-income students. Such inequities motivated 
development of the GEAR UP program as a way to improve college access for low-income 
students. By providing both cognitive and noncognitive services, GEAR UP has had a positive 
impact on a variety of educational outcomes, including college and career readiness. Likewise, 
Leahy and Landel discuss the importance of equal access to a high-quality education for all, 
with a particular focus on effective math course sequencing. Schools, teachers, and educational 
resources are not all created equal; however, finding ways to level the playing field so that all 
students have access to a high-quality education should be a national priority. This is not a new 
argument, but at a time when cultural and class divides have been brought into sharp relief, it 
bears repetition with emphasis.

Implementing Noncognitive Interventions to  
Improve Cognitive Performance

All four chapters in Part 3 discuss the key role of noncognitive factors for improving college 
and career readiness. Tillery and Duckor highlight some of GEAR UP’s noncognitive domains, 
such as college fit and parent engagement, in its holistic approach to preparing students for 
college. Similarly, Leahy and Landel indicate that one of the New Mathways project’s four main 
principles is intentional use of strategies—such as self-regulated learning, motivational beliefs, 
and growth mindset—to help students develop skills as learners. Heritage also notes the impor-
tance of self-regulated learning as an essential ingredient to promote academic progress within 
the framework of formative assessments. Likewise, Kroeper and Murphy stress the importance 
of noncognitive and contextual factors, such as growth mindset, social belongingness, and 
utility value, and discuss ways to improve learning through social psychological interventions. 
Perhaps contrary to conventional wisdom, this collection of chapters makes a strong case for 
developing noncognitive skills, not just because they supplement cognitive skills but also be-
cause noncognitive skill-building actually helps boost cognitive outcomes.
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Contextualized Instruction

In order to engage students in their course material, Leahy and Landel, along with Kroeper and 
Murphy, point to the benefit of students understanding the value and relevance of the curricu-
lum being delivered. Many students fail to see the connection between what they are learning 
in the classroom and the world of work. In response, Kroeper and Murphy suggest utility value 
interventions where students articulate the value of their coursework, which in turn promotes 
better performance, in particular for minority students. In a similar vein, providing more 
experiential learning opportunities to students—strengthening the link between school and 
work—would boost engagement and encourage career exploration, as noted by Conley.

Personal Agency

Academic progress depends on students taking an active role in their learning and develop-
ment; students cannot be passive players in the learning experience. Heritage discusses this 
issue in depth. In particular, to successfully implement a horizontal relationship in the class-
room where the student, the teacher, and peers all provide feedback and take an active role in 
the learning process, personal agency must be cultivated and reinforced. Leahy and Landel 
also note the ineffectiveness of (and present overreliance upon) traditional teacher-centered 
and lecture-oriented practices in the classroom, where student-centered practices are too rarely 
implemented. This is a key insight. Although the discourse on student intervention revolves 
around what we should be doing to students, it is equally important to help students take own-
ership of their own educational careers, so they know what to do for themselves to best prepare 
for a happy and prosperous future.

Future Directions for Defining and Measuring College and  
Career readiness

Based on the themes we have identified throughout the book, we next highlight areas where 
more research is needed to advance college and career readiness research and practice. The 
areas we have identified are: (1) common model of college and career readiness, (2) new con-
structs and measurement models, (3) personalized learning, and (4) personalized feedback.

Common Model of College and Career Readiness

Many different frameworks and models of college and career readiness have been put forth, 
each with its own unique features. Though none of the models are identical, there is consider-
able overlap in terms of the constructs identified as important for college and career readiness. 
To move the field and science behind college and career readiness forward, these various mod-
els need to be compared empirically in order to identify the constructs that are most important 
for college and career readiness and success and thereby drive the development of a unified 
model. This line of research should include testing whether the same model applies for col-
lege versus career readiness. Our reluctance to state a definitive conclusion may be frustrating, 
but it is appropriately conservative; we need more evidence before we can say with confidence 
whether college readiness and career readiness are the same or different.

The development and adoption of a common model is critical to effectively track and mon-
itor college- and career-readiness rates over time and across state borders, as Mattern and 
Gaertner mention. A common college- and career-readiness model must also align assidu-
ously with what is taught in school. As both Conley and McCallum and Pellegrino point out, if 
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readiness definitions are used for accountability, then it is imperative that readiness constructs 
are plainly visible in the curriculum and in the classroom.

New Constructs and Measurement Models

Depending on which constructs are ultimately included in a common model of college and 
career readiness, new assessments will need to be developed. Given the research underscor-
ing the importance of noncognitive factors for educational and workplace success, we suspect 
that many of these assessments will need to measure noncognitive constructs. This is an area 
where much work is needed. Compared to a cognitive assessment—say, an assessment of al-
gebra mastery where there are clearly correct answers—noncognitive item development is a 
bit trickier. Moreover, traditional measurement models that assume higher levels of a trait are 
best may not be appropriate for noncognitive measures. Additional measurement approaches 
should be considered.

One of the biggest hurdles facing the implementation of noncognitive assessments, partic-
ularly for high-stakes uses such as accountability, is the issue of fakability and coaching. It is 
clear that when asked if one works hard or shows up on time, the desirable answer is “Yes!” To 
combat this issue, novel item types (e.g., forced-choice formats) are currently being developed 
and researched. Along these lines, alternative assessment types such as serious games may 
address a critical need and will therefore demand an ongoing program of rigorous research.

Personalized Learning

Another area we believe holds much promise is personalized learning and formative assess-
ment. Although research indicates that students learn at different rates, K–12 education tends 
to be incompatibly rigid. Students progress through the system in yearly intervals, even though 
some are advancing to the next grade level without successfully mastering the content, while 
others learn the material well before year’s end and could benefit from more advanced content. 
Research on how to craft and deliver curriculum (1) that is tailored to the individual, (2) at 
scale, and (3) that maximizes learning could revolutionize education. When content is appro-
priate to what kids know and are able to do, deficiencies can be identified early and remedied 
before students falls too far behind. Thus, personalized learning is a potentially viable way to 
address stagnant college- and career-readiness rates, though there is a large disparity between 
personalized learning’s current and ideal states.

Personalized Feedback

In line with the Gestalt psychology principle that “the whole is other than the sum of its parts,” 
we firmly believe that taking a holistic view of student preparedness will provide insights that 
are not apparent when looking at each construct in isolation. To fully realize the potential of 
new models of college and career readiness, attention and resources should be devoted to cre-
ating formal structures to seamlessly collect and store data on individuals across a multitude 
of constructs and develop interactive and holistic reporting mechanisms that provide person-
alized and timely feedback. By personalized feedback, it is not enough to tell students how 
they are doing across a variety of constructs. They need to understand the implications of their 
strengths and weakness as they relate to future success. By providing feedback relative to a stu-
dent’s unique configuration of skills, abilities, and interests, we can offer actionable diagnoses 
that assist in decision-making, such as selecting a well-fitting college major or career pathway. 
In order to provide more personalized feedback, much more research is needed building and 
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validating statistical models focused on a variety of outcomes to better understand whether key 
readiness predictors are compensatory, conjunctive, additive, and/or interactive.

Research on college and career readiness has advanced considerably in the last couple of 
decades. The chapters in this book make that clear. The measurement field is expanding in an 
abundance of new and exciting directions, many of which hold great promise for college and 
career readiness. Our hope is that this book serves as both a useful register of where we are now 
and a provoking stimulus for future inquiry.
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