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Abstracts

The Transition towards Affordable Electricity: Tools and Methods
by Sebastian Troitzsch, Sarmad Hanif, Tobias Massier, Kai Zhang,  
Bilal A. Bhatti, Arif Ahmed and Md Jan Alam

 To decarbonize the electric energy sector, renewable energies are increasingly 
integrated into the generation mix. The main challenge, apart from the efficiency 
of renewable energy conversion, is maintaining the reliability of the electric grid, 
which is responsible for linking electric generators and consumers. To this end, the 
whole electric power system, covering generation, transmission, distribution, and 
consumption needs to be planned and operated in a cost-effective as well as reliable 
manner. The research in this domain has led to the development of tailor-made 
open-source software tools for electric grid modeling, simulation, and optimization. 
This chapter discusses the tools MATPOWER, GridLAB-D, MESMO, and URBS, 
which cater to the integration of renewable energies and other distributed energy 
resources (DERs) in the electric grid. The key features and applications for each 
tool are highlighted and compared, with a focus on district-scale electric grids, 
i.e., electric distribution systems. Furthermore, exemplary results are presented 
to emphasize suitable applications for each tool, based on a synthetic distribution 
system test case for Singapore.

Clean Energy Transition Challenge: The Contributions of Geology
by Cristina Rodrigues, Henrique Pinheiro and Manuel Lemos de Sousa

 The transition from fossil fuel-dominant energy production to so-called 
carbon-neutral sources has been identified as an important new challenge seeking 
to address climate change. Climate change, specifically global warming, is presently 
considered as being intimately related to carbon dioxide (CO2) emissions, especially 
those of an anthropogenic origin.  The issue of CO2 emissions of an anthropogenic 
origin from the combustion of fossil fuels remains rather controversial, due to the 
following main reasons: other greenhouse gases (GHGs) such as methane (CH4) 
produce a more negative environmental effect than CO2, and natural causes such 
as the sun and volcanic activities also play an important role. In addition, an 
important part of CO2 emissions is unrelated to energy production, but concerns 
other industries such as chemical and cement production. Furthermore, it should 
be stated that there still exists considerable disagreement in climate models and 



xii

scenarios used by the UN Framework Convention on Climate Change (UNFCCC). 
A workable and viable strategy towards the production of clean energy must 
include the capture and storage of CO2 as one of the main targets in the energy 
and climate binomial strategy, despite facing criticism from some environmental 
organizations. The contribution of geology is not only related to the need of carbon 
capture and storage technologies, as already admitted in the Paris Agreement, 
but also to the exploitation of mineral raw materials essential to build renewable 
energy equipments, and, ultimately, to the underground energy storage associated 
to hydrogen energy production.

Use of Storage and Renewable Electricity Generation to Reduce 
Domestic and Transport Carbon Emissions—Whole Life Energy, 
Carbon and Cost Analysis of Single Dwelling Case Study (UK)
by Vicki Stevenson

 This case study is a detached dwelling situated in South Wales, UK. It had a
3.6 kWp vertical photovoltaic (PV) system installed in 2014 and a 6.12 kWp roof-
mounted PV system installed in 2020, along with a 13.5 kWh electricity storage device, 
closely followed by an electric vehicle and charger. The impact of these interventions 
on the reduction in domestic and transport carbon emissions is considered in 
relation to energy tariffs which encourage the user to shift consumption from high-
carbon intensity generation times (generally matching peak consumption in the 
evening) to low-carbon intensity generation times (overnight). Based on the initial 
monitored data, the combination of renewable generation, energy storage and 
swapping to an electric vehicle is likely to avoid 1655.6 kg CO2 per year operational 
emissions based on the UK electricity grid carbon intensity in 2020.

Sustainable Energy Future with Materials for Solar Energy 
Collection, Conversion, and Storage
by Juvet Nche Fru, Pannan I. Kyesmen and Mmantsae Diale

 The transition to a sustainable energy future is dependent on a clean and 
efficient power supply. Solar power is the most attractive source of clean energy 
because of its abundance and numerous ways of harnessing it. Harvesting solar 
energy involves the use of a wide range of materials including metal oxides 
and halide perovskites (HaP) for conversion into hydrogen and electricity via 
photoelectrochemical (PEC) water splitting and photovoltaic technologies, 



xiii

respectively. Hematite has emerged as one of the most suitable metal oxide 
photocatalysts for solar hydrogen production due to its small bandgap (~2.0 eV) and 
stability in solution. However, the major challenges limiting the use of hematite 
in PEC water splitting include its low conductivity, poor charge separation, and 
short charge carrier lifetime. Additionally, HaP solar cells are the fastest emerging 
photovoltaic technology in terms of power conversion efficiency. However, their 
instability and toxicity of lead and solvents are major bottlenecks blocking the 
commercialization of this technology. This chapter reviews the strategies that have 
been engaged towards overcoming the limitations of using hematite and HaP for 
direct conversion of solar energy into hydrogen fuels and electricity, respectively. The 
simultaneous engagement of strategies such as nanostructuring, doping, formation 
of heterostructures, use of co-catalysts, and plasmonic enhancement effects has 
shown great promise in improving the photocatalytic water splitting capabilities of 
hematite. Vapor methods for preparing HaP have the potential for improving their 
stability and eliminate the use of toxic solvents during fabrication. More research 
will be required for the eventual commercialization of solar hydrogen production 
and photovoltaic technologies using hematite and halide perovskites, respectively.
 
Advanced Energy Management Systems and Demand-Side 
Measures for Buildings towards the Decarbonisation of Our 
Society
by Fabiano Pallonetto

 Electricity supply/demand balancing measures have traditionally been 
achieved by controlling conventional generation in response to energy demand 
variations. However, increasing renewable generation can lead to more significant 
changes on the supply side, requiring a faster balancing response from grid 
operators. Standard generation units may not have sufficient ramping capabilities 
to counter high volatility in renewable energy generation. Modern forecasting 
techniques and advanced control systems can mitigate such challenges and flexible 
demand resources and demand-side management measures. Among demand-side 
management measures, demand response has been promoted as a critical mechanism 
to increase the percentage of renewable energies in the system. The widespread 
adoption of demand response programs leads to a paradigm shift in the way 
operators manage the grid. Such changes require a bi-directional communication 
link and advanced energy management systems that monitor building consumption 
and operations. Innovations such as building home automation, diffusion of 
intelligent appliances and energy management system integration are necessary 



xiv

prerequisites to boost the power system’s efficiency while increasing the renewable 
penetration towards an affordable and clean energy supply. Combining these 
measures with energy management systems equipped with advanced artificial 
intelligence algorithms enables electricity end-users to modulate their electricity 
consumption by dynamically responding to fluctuations in the power generation 
caused by renewable. The increased capacity of the controllable load through these 
devices actively contributes to the higher penetration of renewable energy and the 
decarbonisation of our society.

Social Innovation for Energy Transition: Activation of Community 
Entrepreneurship in Inner Areas of Southern Italy
by Mariarosaria Lombardi, Maurizio Prosperi and Gerardo Fascia

 Sustainable Development Goal no. 7 of the UN 2030 Agenda refers to changing 
the route of energy production and consumption to contrast climate change. One way 
to reach this objective is to foster the development of the renewable energy sector by 
promoting community entrepreneurship in rural and remote areas endowed with 
relevant environmental resources and containing important cultural assets. The 
European Union (EU) legislative framework already formally acknowledges and 
defines specific types of community energy initiatives that can reinforce positive 
social norms and support the energy transition. However, there are some concerns 
regarding the economic feasibility and sustainability of these initiatives in difficult 
contexts, such as the case of inner areas of Southern Italy, which are affected by 
progressive abandonment and desertification, and where the recent widespread 
implementation of large-scale renewable energy plants has occurred without the 
engagement of the local community. This has led to limited social acceptance of 
new investment projects in renewable energy. In light of these premises, the aim 
of this chapter is to propose an operational approach for developing community 
entrepreneurship where the renewable energy sector will provide the financial 
flow needed to activate initiatives for the valorization of cultural assets, tourism 
initiatives and civic revitalization. In this way, the energy transition may represent 
a unique opportunity to spur economic growth in less developed regions across 
the EU, capable of exerting a multiplier effect on local development and the social 
revitalization of local communities. 
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Finnish Forest Industry and Its Role in Mitigating Global 
Environmental Changes
by Ekaterina Sermyagina, Satu Lipiäinen and Katja Kuparinen

 The forest industry is an energy-intensive sector that emits approximately 
2% of industrial fossil CO2 emissions worldwide. In Finland, the forest industry 
is a major contributor to wellbeing and has constantly worked on sustainability 
issues for several decades. The intensity of fossil fuel use has been continuously 
decreasing within the sector; however, there is still a lot of potential to contribute 
to the mitigation of environmental change. Considering the ambitious Finnish 
climate target to reach carbon-neutrality by 2035, the forest industry is aiming 
for net-zero emissions by switching fossil fuels to bio-based alternatives and 
reducing energy demand by improving energy efficiency. Modern pulp mills 
are expanding the traditional concept of pulp mills by introducing the effective 
combination of multifunctional biorefineries and energy plants. Sustainably 
sourced wood resources are used to produce not only pulp and paper products 
but also electricity and heat as well as different types of novel high-value products, 
such as biofuels, textile fibres, biocomposites, fertilizers, and various cellulose and 
lignin derivatives. Thus, the forest industry provides a platform to tackle global 
challenges and substitute greenhouse-gas-intensive materials and fossil fuels with 
renewable alternatives.

Public Transit Challenges in Sparsely Populated Countries: 
Case Study of the United States
by Warren S. Vaz

 Countries like Canada and the United States have a relatively low population 
density. Their population centers are located much further away, making nationwide 
public transit particularly challenging. As such, individuals travel predominantly 
via airplane and passenger cars. This results in an inefficient use of resources and 
pollution. These countries have some of the highest numbers of vehicles per person 
and per capita emissions in the world. Even public transit within cities is a challenge 
due to suburbs and urban sprawl. These countries have cities with relatively large 
areas and higher commute distances and times. These factors have historically 
been an impediment to widespread adoption of efficient public transit and clean 
transportation. Electric and hydrogen vehicles have yet to see significant market 
penetration in large part due to lagging infrastructure. These issues are explored in 



xvi

greater detail, including some of their socioeconomic impacts. Potential solutions 
and recent developments are also presented.

A Systematic Analysis of Bioenergy Potentials for Fuels and 
Electricity in Turkey: A Bottom-Up Modeling
by Danial Esmaeili Aliabadi, Daniela Thrän, Alberto Bezama and Bihter Avşar

 Turkey is a member of the Organization for Economic Co-operation and 
Development (OECD) that enjoys suitable geography for renewable resources and, 
simultaneously, suffers from modest domestic fossil fuel reserves. The combination 
of mentioned factors supports devising new strategies through which renewable 
resources are not only being used in the power sector but also in industries and 
transportation.  Unfortunately, bioenergy is underplayed in the past despite the 
country’s potential; nonetheless, this view is transforming rapidly. In this chapter, 
using a bottom-up optimization model, we analyze bioenergy sources in Turkey 
and offer a pathway in which renewable resources are utilized to lower future 
greenhouse gas emissions. Although Turkey is chosen as the case study, the 
outcomes and recommendations are generic; thus, they can be used by policymakers 
in other developing countries.







Preface to Transitioning to Affordable and
Clean Energy

Edwin C. Constable

In 2015, the United Nations Member States adopted ‘The 2030 Agenda for
Sustainable Development’, which provided a vision and a roadmap for a sustainable
future, bringing peace and prosperity for people and our planet. This document is
not just a utopian vision of the future but has at its core 17 Sustainable Development
Goals (SDGs), which were a call for all countries to act in a global partnership to
end poverty, improve health and education, reduce inequality, encourage economic
growth, tackle climate change, and preserve the forests and oceans.

This book is dedicated to SDG 7, which is tasked to ‘Ensure access to affordable,
reliable, sustainable and modern energy for all’. The importance of the goal is
emphasised by a few statistics identified by the United Nations. Over three-quarters
of a billion people lack access to electricity, and one-third of the World’s population
relies on dangerous and inefficient cooking systems. In particular, there is a need
to improve the efficiency of energy generation and usage and to accelerate the
development of modern renewable energy technologies and infrastructure. Of all of
the SDGs, SDG 7 is the most likely to have an immediate impact on people’s daily
lives, whether through changes in technology, transport systems, or energy tariffs.

For me, SDG 7 is also one of the most interesting goals, as it involves dialogue
and interactions between scientists, technologists, the private sector, general society,
as well as decision-, policy-, and lawmakers. I have had a long research involvement
with the development of new compounds and materials for use in photonic
applications, in particular, solar energy photoconversion using dye-sensitised solar
cells, and efficient lighting devices incorporating ionic transition metal complexes in
light-emitting diodes and light-emitting electrochemical cells. A number of years ago,
I realised that our search for proof-of-concept materials or improved efficiency was
resulting in the development of technologies that were themselves non-sustainable
and were based upon rare and expensive resources such as the platinum group metals.
This resulted in a change in emphasis within the research group to concentrate upon
the use of Earth-abundant elements with minimal ecological or biomedical impact.

This volume comprises nine chapters which emerge from many of the sectors
involved in the implementation of SDG 7. The first chapter begins in the science and
technology area; in ‘Materials Development towards a Sustainable Energy Future’,
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Diale, Fru, and Kyesmen survey the emerging materials which are attracting attention
in photovoltaic and related devices. In particular, they discuss the use of haematite,
an Earth-abundant iron-based material which does not have optimal electronic
properties, and the halide perovskites, which exhibit excellent performance but are
based on the use of environmentally hazardous materials such as lead.

This is then followed by three chapters relating to the deployment of novel
technologies and their societal impact. The first, by Aliabadi, Thrän, and Bezama, ‘A
Systematic Analysis of Bioenergy Potentials for Fuels and Electricity in Turkey: A
Bottom-Up Modelling’ examines the under-exploitation of bioenergy in the mosaic
models for energy production. This is followed by a study of the use of storage
and renewable electricity generation for reducing domestic and transport carbon
emissions by Stevenson. This real-world study is subtitled ‘Energy and Cost Analysis
of Single Dwelling Case Study (UK)’. Rodrigues and Lemos de Sousa discuss the
contribution of geology for carbon capture and storage, as well as underground
energy storage, in their chapter entitled ‘Clean Energy Transition Challenge: The
Contributions of Geology’.

One of the very important ways in which the broader society will be impacted
by, or at least made aware of, the implementation of SDG 7 is in changes to transport
systems, and this is examined by Vaz in the chapter ‘Clean Transportation and Public
Transit Challenges in Sparsely Populated Countries’.

Sermyagina, Lipiäinen, and Kuparinen examine measures currently being
considered and evaluated by the wood-related industry in Finland, which is
responsible for 2% of industrial fossil CO2 emissions worldwide, in their contribution
‘Finnish Forest Industry and Its Role in Mitigating Global Environmental Changes’.

The chapters in the last section of the book comprise the final group of
chapters, which are related to societal aspects of the energy turn. An operational
approach for developing community entrepreneurship, driven by financial flow
from the renewable energy sector, is examined by Lombardi, Prosperi, and Fascia,
in their chapter ‘Social Innovation for Energy Transition: Activation of Community
Entrepreneurship in Inner Areas of Southern Italy’. In particular, they analyse
cultural assets, tourism initiatives, and the potential for civic revitalization and
conclude that the energy transition could represent an opportunity to spur economic
growth with a multiplier effect on local communities. The final two chapters are
concerned with the systems requirements of the energy transition. Pallonetto
identifies the consequences of decarbonization strategies on the energy supply
systems as intelligent buildings become more common and recognises the need
for system-wide integration, in the chapter ‘Advanced Energy Management Systems

2



and Demand-Side Measures for the Full Decarbonisation of Our Society’. In their
chapter ‘Transition towards Affordable Electricity: Tools and Methods’, Hanif, Bhatti,
Alam, Massier, Ramachandran, Ahmad, and Zhang analyse the tools available for
modelling and evaluating district-scale electric grids and suitable applications for
specific tools are identified based upon a distribution system test case for Singapore.

Overall, this volume brings together many of the aspects with which society
will be confronted in the energy transition required by the implementation of SDG
7. I hope that this heterogeneous collection will encourage the reader to delve into
areas outside her or his area of expertise.

Basel, November 2021

© 2022 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open
access article distributed under the terms and conditions of the Creative Commons
Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).
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Part 1: Methodology and 
Analysis





The Transition towards Affordable
Electricity: Tools and Methods

Sebastian Troitzsch, Sarmad Hanif, Tobias Massier, Kai Zhang,
Bilal Ahmad Bhatti, Arif Ahmed, and Md Jan Alam

1. Introduction

In an effort to counteract climate change, the electric grid is subjected
to significant transformations, such as the integration of renewable generators,
demand-side flexibility, and new electrified transportation. These changing
paradigms highlight the importance of research into new methods and tools, which
can equip the power system stakeholders to plan and operate the electric grid
of the future. The electric grid has been divided into three major subsystems:
(1) generation, (2) transmission, and (3) distribution. For the analysis of the
electric grid, modeling each subsystem in full detail may not be feasible in terms
of complexity management and computational requirements. Instead, different
modeling methodologies and software tools exist for the analysis of each subsystem.
At the same time, the advancement of computational technology and the increasing
interdependency between different subsystems is pushing the boundaries of these
software frameworks. For example, (1) demand response techniques can activate
demand-side control of the load to match generation, (2) battery charge/discharge
can mimic both load/generator, (3) microgrids can act as small independent grid
operators, and (4) renewable energies are considered as zero-variable-cost resources,
which are highly variable and uncertain in nature.

To manage the diverse modeling requirements in this context, the research
community is continuously developing open-source software tools for electric grid
analysis. The open-source aspect allows greater control for researchers to extend
and customize modeling workflows to match the requirements of particular studies,
which ensures a broad adoption of such tools alongside the more conventional
commercial power system tools. An exemplary set of open-source tools for electric
grid analysis includes (1) OpenDSS and GridLAB-D for distribution grid analysis,
(2) GRIDAPPS-D as a platform to standardize distribution grid interoperability
with respect to modeling and data exchange, (3) TESP as a co-simulation platform
that integrates multiple open-source tools, (4) MESMO for operational optimization
of DER dispatch in the distribution grid, (5) MATPOWER for large-scale system
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integration studies, and (6) URBS for planning optimization of renewable energy
deployment in the generation mix.

This chapter examines the landscape of open-source tools for electric grid
analysis to identify the suitability and applicability of various tools for specific
problem types in this domain. As a representative set of software frameworks, the
following tools are considered: (1) MATPOWER, (2) GridLAB-D, (3) MESMO, and (4)
URBS. The first part of this chapter begins with an introduction to the requirements
of different problem types and a feature comparison of the software tools in order to
differentiate the purpose for each of the different tools. This is complemented with
a brief introduction to each of the four frameworks. Furthermore, to characterize
the requirements for test case preparation, as well as for results post-processing,
input/output specifications are compared for the four tools. In this context, the model
conversion and co-simulation platforms GridAPPS-D and TESP are introduced to
highlight possible workflows for test case preparation. In the second part of the
chapter, the key capabilities of each tool are demonstrated for a district-scale test case
based in Singapore. The test case considers a synthetic electric grid model, thermal
building demand models, EV charging models, and photovoltaic (PV) generation
potentials. The key results are discussed to highlight the core analyses that the
different software tools can support. Eventually, the discussion section serves as a
guideline for the choice of open-source tools for different electric grid modeling and
analysis tasks.

Existing reviews for open-source tools energy system modeling and
optimization, e.g., Després et al. (2015); Kriechbaum et al. (2018); Ringkjøb et al.
(2018); van Beuzekom et al. (2015), focus on providing a classification of the
tools by mathematical model types, as well as temporal, geographical, and sector
coverage. Studies in Ringkjøb et al. (2018); van Beuzekom et al. (2015) provide a
detailed comparison for a large number of tools across these dimensions. Another
study (Després et al. 2015) compares a smaller number of tools in a similar fashion.
Lastly, Kriechbaum et al. (2018) seeks to identify current challenges associated with
the available tools. In contrast to these methodical reviews, the core objective of this
chapter is to differentiate key use cases for the presented software tools and to enable
the reader to pick the best tool for their problem. The chapter points out specific
features and application examples for each tool, such that choosing the right tool
for a specific study is made easy. Since the presented tools only represent a small
fraction of the available open-source frameworks, possible alternatives for each tool
are indicated in Section 2.1.
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2. Software Frameworks

2.1. Overview and Features

Software tools for distribution system analysis typically cater to specific
problem types and stakeholders of the electric grid. Therefore, the features of
these software frameworks are driven by the requirements arising from different
problem types. To begin with, the following problem types for energy system analysis
can be generalized based on Ringkjøb et al. (2018) (Section 2.2.1) and Klemm and
Vennemann (2021) (Section 3.1):

• Operational problems, which describe the analysis of the system at an
operational timescale with the purpose of providing operation decision
support. Examples for this category are unit commitment problems, optimal
control/model predictive control problems, and market-clearing problems.
Operational problems can be cast into simulation problems and optimization
problems depending on the application. For example, market-clearing problems
would be expressed as optimization problems, whereas simulation is more
suited for studying the nominal behavior of the distribution system with regard
to a known set of control variables.

• Planning problems, which characterize design decisions for the energy system,
i.e., at a planning timescale, with the goal of providing investment decision
support. These studies can be addressed in terms of simulation-based scenario
analysis or optimal planning problems. The simulation-based approach
captures a conventional method for district-scale energy system design, whereas
optimal planning seeks to determine optimal values for the design decision
variables, e.g., component sizing and placement.

Essentially, problem type governs the temporal scale and resolution of the
mathematical model as well as the selection of decision variables. Independent of
the problem type, the solution method can be categorized into (1) simulation and
(2) optimization. Simulation or forecasting tools calculate the state variables of the
energy system based on fixed inputs for control and disturbance variables, whereas
optimization tools determine state and control variables that optimize some objective
subject to operational constraints.

The different problem types rely on casting a mathematical model for the
electric grid into the particular solution logic. Mathematical models for the electric
grid are essentially obtained by aggregating the models of its subsystems, i.e.,
generators, transmission systems, distribution systems, and DERs. To this end,
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complexity management is an important aspect of electric grid modeling in managing
model formulation effort, model parameter data requirements, and computational
limitations. In line with this, different software tools for electric analysis typically
focus on a limited subset of features. To compare the capabilities of the selected
software tools, the following features are considered in Table 1:

• Power flow simulation describes the ability to solve the nonlinear steady-state
electric power flow;

• Power flow optimization refers to the ability to solve an optimization problem
based on the electric power flow;

• Balanced AC model highlights whether steady-state properties, i.e., voltage,
branch flow, and losses, can be represented for single-phase electric grids;

• Multi-phase AC model highlights whether steady-state properties, i.e., voltage,
branch flow, and losses, can be modeled for multi-phase unbalanced electric
grids;

• Transient dynamics model describes the ability to model transient properties of
the electric grid, in addition to steady-state properties;

• Convex electric grid model denotes whether the electric grid model can be
obtained in a convex form;

• DER simulation describes the ability to simulate the system dynamics and
behavior of DERs assuming fixed control inputs;

• DER optimization describes the ability to solve an optimization problem
considering system dynamics and behavior of DERs;

• Convex DER model notes whether the DER model can be obtained in a convex
form;

• Operational problems indicate the ability to express operational problems as
outlined above;

• Planning problems denote the capability to model planning problems as
described above;

• Simulation-based solution highlights whether the tool is suited for
simulation-based analysis, in which control or decision variables are
provided as an input;

• Optimization-based solution describes the inclusion of interfaces to numerical
optimization solvers, such that optimization problems can be modeled and
solved, where decision variables are obtained as outputs from the optimal
solution;
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• Multi-period modeling refers to the ability to consider multiple time steps and
capture inter-temporal linkages during simulation/optimization.

Table 1 reviews these features for a selected set of open-source tools. For the sake
of brevity, only the following four representative software frameworks are included
in the discussions:

• MATPOWER is an open-source software tool for power system analysis in
MATLAB or GNU Octave (Zimmerman et al. 2011). It originated as a tool for
balanced AC power flow solutions but has since been extended for optimal
power flow (OPF) and optimal scheduling applications (Murillo-Sanchez
et al. 2013). Similar tools are available for other language platforms,
e.g., pandapower (Thurner et al. 2018), PYPOWER (Lincoln 2021), and
PowerModels.jl (Coffrin et al. 2018).

• GridLAB-D is a software tool that connects distribution system simulation
and DER simulation (Chassin et al. 2008). Its core capability is to coordinate
the simulation of various subsystems in an agent-based fashion, where each
subsystem model can be implemented independently. Through a modular
approach, GridLAB-D supports studies ranging from classical power flow
analysis to integrated energy market simulation with detailed models for the
behavior of individual DERs. A similar tool in this category is OpenDSS (Dugan
and McDermott 2011).

• MESMO is a Python-based framework for Multi-Energy System Modeling and
Optimization, which enables the convex optimization of district-scale energy
system operational problems. A similar feature set is provided by the software
platform OPEN (Morstyn et al. 2020).

• URBS is an open-source software tool for energy system optimization (Dorfner
et al. 2019), with a focus on capacity expansion planning and unit
commitment of DERs. The sibling project FICUS provides an extension
for modeling multi-commodity energy systems in factories (Atabay 2017).
Similar open-source frameworks are Calliope (Pfenninger and Pickering 2018),
oemof (Hilpert et al. 2018), and Temoa (Hunter et al. 2013).

11



Table 1. Differentiating components under each scenario.

Feature MATPOWER GridLAB-D MESMO URBS

Electric grid modeling

Power flow simulation X X X

Power flow optimization X X X a

Balanced AC model X X X

Multi-phase AC model X X

Transient dynamics model X

Convex electric grid model X X a

DER modeling

DER simulation X X

DER optimization X X

Convex DER model X X

Problem types and solution methods

Operational problems X X X X

Planning problems X

Simulation-based solution X X X

Optimization-based solution X X X

Multi-period modeling X b X X X

a URBS implements a simplified nodal flow balance model for the electric grid. b Requires
using the MATPOWER Optimal Scheduling Tool (MOST) extension. Source: Table by
authors.

2.2. MATPOWER

MATPOWER (Zimmerman et al. 2011) is a MATLAB package that solves the
nonlinear power flow, as well as OPF. Among other tools that are able to solve
power flow and OPF problems, MATPOWER stands out due to its computational
efficiency and extension capability, particularly in dealing with large-scale system
operation and optimization problems. Researchers across the globe have relied on
the MATPOWER extension capability to solve a broad spectrum of power system
operation and planning problems.
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For OPF problems, MATPOWER implements multiple state-of-the-art
methods including the primal-dual interior-point method (Wang et al. 2007), the
trust-region-based augmented Lagrangian method and relaxation-based convexified
OPF models. Furthermore, MATPOWER and its underlying modules are suitable for
electricity market applications. For example, MATPOWER Optimal Scheduling
Tool (MOST) (Murillo-Sanchez et al. 2013) is able to solve problems as simple
as a deterministic, single-period economic dispatch problem or as complex as a
stochastic, security-constrained, combined unit-commitment and multi-period OPF
problem with locational contingency and load-following reserve, e.g., in Cho et al.
(2019); Murillo-Sanchez et al. (2013). Further studies have adopted MATPOWER in
distribution network analysis and market applications (Hanif et al. 2019).

The basic features of MATPOWER are summarized in the following:

1. Modeling capabilities

• AC and DC single-phase electric grid models;
• Nonlinear OPF models;
• Relaxation-based convexified OPF models.

2. OPF problems types

• AC- and DC-OPFs;
• Co-optimize energy and reserves;
• Unit commitment problems;
• Stochastic and contingency-constrained OPF problems;
• Parallelizable OPF formulations.

2.3. GridLAB-D

As a mature open-source simulation tool, GridLAB-D (Chassin et al. 2008,
2014) combines traditional power flow simulation capabilities with advanced DER
modeling and control. Its event-driven solution logic is able to simulate various
interacting DERs of the electric grid, e.g., the room temperature evolution within
buildings is simulated, along with the resulting load flow in the electric grid. Apart
from its traditional simulation features, the recent new capabilities of GridLAB-D
can be summarized as follows:

• End-use models, including thermostatically coupled and non-coupled
appliances and equipment models (Pratt and Taylor 1994; Taylor et al. 2008);

• Event-driven agent-based simulation environment to allow for behavioral
decision modeling;
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• Module to simulate market-based control, e.g., retail market modeling tools,
including contract selection, business and operations simulation tools, models
of SCADA controls, and metering technologies;

• Extension to high-level languages such as MATLAB and Python through
programming interfaces;

• Possibility to run parallel power flows for large-scale system simulation.

GridLAB-D’s thermal end-use models consist of commercial and residential
end uses, implemented using the equivalent thermal parameters model (Pratt and
Taylor 1994). The innovation in these models is that they solve differential equations
of their end uses such that state changes can trigger an event for the power flow base
simulator to stop and sync with the end-use models. Currently, advanced models
such as heat pumps, resistance heating, electric hot water heaters, washer and dryers,
cooking appliances (range and microwave), electronic plugs, and lights are captured
in the model.

2.4. Multi-Energy System Modeling and Optimization (MESMO)

The Multi-Energy System Modeling and Optimization (MESMO) is a
Python-based software tool for optimal operation problems of electric and thermal
distribution grids along with distributed energy resources (DERs), such as flexible
building loads, electric vehicle (EV) chargers, distributed generators (DGs), and
energy storage systems (ESS). It implements convex modeling techniques for electric
grids, thermal grids, and DERs, along with a set of optimization-focused utilities.
Essentially, MESMO is a software framework for defining and solving numerical
optimization problems in the electric/thermal grid context, such as OPF, distributed
market clearing with network constraints, strategic offering, or multi-energy system
dispatch problems. Additionally, the tool also includes classical steady-state
nonlinear power flow models for electric and thermal grids.

The need for its development stems from the observation that
numerical-optimization-based studies of district-level energy systems often
require significant upfront implementation effort, due to domain-specific models
being implemented in different software tools. Additionally, applications such
as distribution locational marginal pricing and distributed/decentralized market
clearing further require the underlying mathematical models to be implemented in a
convex manner, which often necessitates the implementation of custom mathematical
formulations. To improve this workflow, MESMO implements interoperational
convex modeling techniques for electric grids, thermal grids, and DERs, along with a
set of optimization-focused utilities.
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MESMO is intended to complement the existing software in the domain of
district-level energy system simulation and optimization. Therefore, it combines
(1) convex multi-energy system modeling for (2) optimization-focused studies on
the operational timescale with a focus on (3) market-clearing and distribution
locational marginal price (DLMP) mechanisms. Essentially, MESMO is developed
as a software framework for defining and solving numerical optimization problems
for multi-energy system operation. It implements convex models for electric grids,
thermal grids, and DERs, along with a set of optimization-focused utilities. To this
end, the feature set of MESMO can be summarized as follows:

1. Electric grid modeling

• Obtain nodal/branch admittance matrices and incidence matrices for the
electric grid;

• Obtain steady-state power flow solution for nodal voltage/branch
flows/losses via fixed-point algorithm;

• Obtain sensitivity matrices of global/local linear approximate grid model;
• All electric grid modeling is fully enabled for unbalanced/multi-phase

grid configuration.

2. Thermal grid modeling

• Obtain nodal/branch incidence matrices and friction factors;
• Obtain thermal power flow solution for nodal head/branch

flows/pumping losses;
• Obtain sensitivity matrices of global linear approximate grid model.

3. Distributed energy resource (DER) modeling

• Obtain time series models for fixed DERs;
• Obtain state-space models for flexible DERs;
• Enable detailed flexible building modeling with the Control-Oriented

Thermal Building Model (CoBMo) (Troitzsch and Hamacher 2020).

4. Multi-energy system operation

• Obtain and solve nominal operation problems, i.e., steady-state
simulations, of electric/thermal grids with DERs, i.e., multi-energy
systems;

• Define and solve numerical optimization problems for combined optimal
operation for electric/thermal grids with DERs, i.e., multi-energy systems;
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• Obtain DLMPs for the electric/thermal grids.

Figure 1 depicts a contextual view for the software architecture of MESMO, i.e.,
a high-level overview of the most important components and the interaction between
the software system and its stakeholders, based on the C4 model (Brown 2015) for
representing software architecture.

Researcher
[Person]

System planner 
[Person]

System operator
[Person]

Decision maker
[Person]

defines

Input files
(*.csv)

[Data store]

Application programming Interface
(api)

[Module]

models
[Module]

dashboard
[Module]

plots
[Module]

problems
[Module]

data_interface
[Module]

reads

uses uses uses

uses

MESMO
[Software system]

Low-level interfaces High-level interfaces

uses uses

uses

uses

Figure 1. Software architecture of MESMO depicted as a contextual view based on
the C4 model (Brown 2015). Source: Graphic by authors.

The user interfaces can be distinguished into high-level interfaces, i.e., the
api module and the dashboard module, as well as low-level interfaces, i.e., the
models modules. To this end, the api module and models modules describe
programming interfaces, whereas the dashboard refers to a graphical user interface
(GUI). Researchers primarily interface MESMO directly through the models modules,
because they require highly granular access and modifiability of the modeled objects
for custom workflows. System planners and system operators interface MESMO
through the api module, which provides convenient access to the most common
workflows, i.e., running of planning/operation problems and producing results plots.
Decision makers interface MESMO through the GUI of the dashboard module. Note
that the dashboard module has not yet been implemented at the time of writing.
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Scenario and model data definitions are enabled through a standardized
CSV-based input file format, which is referred to in Figure 1 as “Input files (*.csv)”.
The input files are expected to be defined by researchers, system planners, and system
operators, where decision makers would rely on these actors to define appropriate
scenarios for their review.

Internally, the api module implements API functions that rely on the problem
module and plots module. The dashboard module implements the GUI framework
but relies on the plots module to generate individual plots. The problems module
implements the main workflows for setup and solution of different problem types,
for which it uses the mathematical models defined in the models modules. The
problems module also implements a standardized results object across all problem
types, which is used by the plots module. The models modules further rely on the
data_interface module to obtain the model data definitions from the input files.

MESMO has been utilized for a small number of studies focusing on
multi-energy systems modeling and operation in Kleinschmidt et al. (2021); Schelo
et al. (2021) as well as the design of market mechanisms for distribution-level energy
systems in Troitzsch et al. (2020, 2021). The initial software architecture iteration of
MESMO was developed as the Flexible Distribution Grid Demonstrator (FLEDGE)
in Troitzsch et al. (2019).

2.5. URBS

URBS is an open-source linear energy system model (Dorfner et al. 2019). It
is time-step based, with the default time-step size being 1 h. URBS sets up an
optimization problem in which the objective is the minimization of costs or emissions
in scenarios specified by the user. It is implemented in Python using Pyomo for the
formulation of the optimization problem. Various numerical optimization solvers can
be connected to URBS. The user can define various sites (e.g., countries or districts)
and specify the following input data for each site:

• Sites (e.g., countries or districts);
• Commodities (e.g., gas, coal, electricity) and their market prices;
• Processes (i.e., power generators) and their characteristics such as installed

capacity, minimum load factor, efficiency, and costs;
• Transmission and storage capacities, and costs;
• Time series of demand and intermittent generation;
• Demand-side management capacities.
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Moreover, buying and selling prices for electricity and limits for costs and
emissions can be specified, among others. Within the boundaries specified by the
user, URBS determines which generators to use and to what capacity in order to
satisfy the demand in each time step. URBS also decides whether to change the
installed capacity of the given generators within the set boundaries. The user can
also specify which outputs to be generated in the form of spreadsheets and plots. For
each scenario, the output of URBS comprises emissions; prices and costs; installed,
added, and retired capacities; transmission and storage for each site.

URBS has mostly been used for studies on transmission networks, e.g.,
in Europe (Schaber et al. 2012) or the Asia-Pacific region (Huber et al. 2015;
Ramachandran et al. 2021; Stich et al. 2014; Stich and Massier 2015). However, it has
also been used for smaller networks (Fleischhacker et al. 2019; Zwickl-Bernhard and
Auer 2021) or specific applications such as managing the integration of intermittent
sources of energy or electric vehicles (Massier et al. 2018), with some modifications.
Due to its open-source availability, URBS can easily be modified and extended.
Recently, uncertainty modeling has been integrated (Stüber and Odersky 2020), and
first efforts to combine it with life cycle assessment have been made (Ramachandran
et al. 2021).

3. Workflows for Test Case Preparation

3.1. Input/Output Specification

Inputs and outputs for different electric grid analysis software are typically
governed by the underlying mathematical model specifications that are implemented
within each tool. Therefore, each tool usually defines custom input and output
formats in line with its internal data models. In this context, inputs refer to the
technical system and problem parameters that define the test case, i.e., the subject
of the study. Outputs are the results that are obtained after a successful solution of
the simulation or optimization within the software tool. Tables 2 and 3 outline the
different input and output data items for the presented software tools.

Input definitions can be provided either as (1) file-based input in text-based
and table-based format or (2) script-based input. The file-based input is often the
default avenue, as it allows encoding the complete test case into a single data
container. At the same time, the script-based input allows for a more flexible way
of defining and modifying models during runtime. This is an important capability
for studies in which custom problem definitions or model coupling is desired. For
example, MATPOWER can be utilized to iteratively obtain power flow (PF) solutions
through continuous modification of model parameters, thereby extending beyond
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MATPOWER’s base functionality. In order to document their functionality, to allow
for benchmarking, and to serve as tutorials, most software tools provide a bundled
set of input data definitions for selected test cases. For the presented tools, the
available test cases are summarized in Table 4.

Table 2. Input specifications.

MATPOWER GridLAB-D MESMO URBS

Input MATLAB-based format Text-based format b CSV-based format a XLS-based format

El
ec

tr
ic

gr
id

pa
ra

m
et

er
s

• Nodes: Nominal
voltage.

• Lines: Node
connections,
resistance/reactance/
capacitance, rated
current limit.

• Transformers: Node
connections, phases,
ratio, angles, rated
power,
resistance/reactance
parameters.

• Nodes: Nominal
voltage, phases.

• Lines: Node
connections, phases,
resistance/ reactance/
capacitance matrices,
rated current limit.

• Transformers: Node
connections, phases,
connection scheme
(wye/delta), rated
power, resistance/
reactance parameters.

• Line and transformer
parameters are
encapsulated into line
type and transformer
type definitions.

• Nodes: Nominal
voltage, phases.

• Lines: Node
connections, phases,
resistance/reactance/
capacitance matrices,
rated current limit.

• Transformers: Node
connections, phases,
connection scheme
(wye/delta), rated
power, resistance/
reactance parameters.

• Line and transformer
parameters are
encapsulated into line
type and transformer
type definitions.

• Lines: Node
connections, efficiency,
reactance, voltage
angle, base voltage,
installed capacity, and
minimum and
maximum permitted
capacity for expansion
planning.

D
ER

pa
ra

m
et

er
s

• N.A.

• Connection: Node,
phases, connection
scheme (wye/delta),
nominal active/reactive
power.

• Fixed DERs: Dispatch
time series.

• Flexible DERs:
Equivalent thermal
parameters inputs such
as thermal resistance
and thermal
capacitance of thermal
electric loads; Battery
model parameters such
as inverter ratings,
operation strategy.

• Connection: Node,
phases, connection
scheme (wye/delta),
nominal active/reactive
power.

• Fixed DERs: Dispatch
time series.

• Flexible DERs: Detailed
state-space model
parameters, e.g.,
thermal building
parameters, battery
model parameters, EV
charger efficiencies,
generator model
parameters.

• Connection: DERs are
aggregated in the sites
they are located in.

• Time series: Fixed for
each site (demand and
intermittent supply).

• Demand-side
management: Can be
specified for each
commodity.

C
os

t
pa

ra
m

et
er

s • Operation costs: Price
value.

• Customizable cost
functions.

• Tariff type based on
customer class.

• Operation costs: Energy
price time series, price
sensitivity.

• Investment, fixed,
variable, and fuel costs
of processes, storage,
transmission, weighted
average cost of capital,
depreciation periods,
CO2 abatement costs.

a MESMO input data reference: https://purl.org/mesmo/docs/0.5.0/data_reference.html
(accessed on 25 August 2021). b Base script format is .glm, whereas additional input
files could be .txt, .csv, etc. For an introduction to input/output of GridLAB-D refer
to: http://gridlab-d.shoutwiki.com/wiki/GridLAB-D_Wiki:GridLAB-D_Tutorial_Chapter_4_-_
Data_Input_and_Output (accessed on 25 August 2021). c For more information on DER parameters
refer to: http://gridlab-d.shoutwiki.com/wiki/Residential_module_user%27s_guide (accessed
on 25 August 2021). Source: Table by authors.
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Table 3. Output specifications.

MATPOWER GridLAB-D MESMO URBS

Input CSV-based format XLS-based format

El
ec

tr
ic

gr
id

re
su

lt
s

• State variables: Nodal
voltage magnitude,
nodal voltage angles,
branch power flow,
total losses,
single-branch losses.

• State variables:
Per-phase voltage
magnitude, nodal
voltage angles, branch
power flow, total losses,
single-branch losses, and
reactive power flows.

• State variables time
series: Per-phase nodal
voltage, branch power
flow, total losses.

• Capacities: Initial and
newly installed
(processes, transmission,
storage, etc.).

• Time series of import
and export (i.e.,
transmission between
sites) of electricity.

D
ER

re
su

lt
s

• N.A.

• Temperature evolution
and dispatch time series
of thermostatically
controlled loads and
active/reactive power
injection by batteries.

• Fixed DERs: Dispatch
time series.

• Flexible DERs: Dispatch
time series, detailed
state/control variable
time series.

• Time series of electricity
generation by process
per time step, emissions
by generator per time
step, storage utilization,
demand-side
management, etc.)

C
os

tr
es

ul
ts

• System-level costs.
• DLMP values.

• Billing results of
customers with different
classes, energy costs etc.

• System-level /
DER-level operation
costs.

• DLMP time series,
decomposed into
congestion, voltage, loss,
and energy components.

• Costs: Total investment,
fixed and variable costs
of processes, storage,
transmission, fuel costs.

• Emissions: Total
emissions (CO2 and
others if specified).

Source: Table by authors.

Table 4. Included test cases.

MATPOWER a GridLAB-D b MESMO URBS

A
va

ila
bl

e
te

st
ca

se
s

• Small Transmission
System Test Cases

• Small Distribution
System Test Cases

• Synthetic Grid Test
Cases

• European System Test
Cases

• French System Test
Cases

• Small-scale
distribution system
test cases (e.g., IEEE
4-Node and IEEE
37-Node systems)

• A medium-scale test
system with
residential models to
test DER modeling
capabilities

• IEEE 8500-Node test
system

• Small-scale
distribution test cases
(e.g., IEEE 4-Node,
Singapore 6-Node)

• Medium-scale
distribution test case
(Singapore Geylang,
see Section 4)

• Multi-energy system
test case (Singapore
Tanjong Pagar)

• Fictitious three-region
example (Dorfner et al.
2019)

• The 16 states of
Germany connected to
a few other regions
(Dorfner et al. 2019)

• HVDC connection
between Australia and
Singapore (Siala 2021b)

• Mekong region (Siala
2021a)

• Southeast Asia (Siala
et al. 2021)

a Refer to Zimmerman and Murillo-Sánchez (2019) for more information for individual test
cases. b MESMO test cases are currently located in the data directory of the MESMO repository
https://purl.org/mesmo/repository (accessed on 25 August 2021). Source: Table by authors.

Outputs can similarly be obtained either as (1) file-based format or (2) runtime
objects. The former can include basic, text-based and table-based outputs, as well
as more sophisticated data visualization in image-based formats, e.g., through the
integrated plotting capabilities of MESMO and URBS. Runtime objects are data
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containers that cater to custom post-processing workflows of the user and enable
coupling with other software tools. Such workflows for software coupling are further
discussed in the context of TESP in Section 3.3.

Since each software typically defines custom data formats, the user eventually
ends up preparing dedicated pre-processing and post-processing workflows for
each tool. In order to reduce the upfront effort for test case input data preparation,
conversion between common data formats may be possible through third-party
translation tool chains, e.g., by means of GridAPPS-D, according to Section 3.2. In
the long term, input/output data are foreseen to converge towards the Common
Interface Model (CIM), i.e., the standardized format for electric grid models according
to IEC 61970/61968.

3.2. Model Conversion via GridAPPS-D

GridAPPS-D (Melton et al. 2017; Pacific Northwest National Laboratory 2021a)
is a software tool that handles model input and output conversions, which enables
utilizing multiple models to build new application workflows; see Figure 2.

Application

Standars Based (CIM etc.) Data

Tools: Power flow,
Optimization, etc.

I/O: Data models
and 

Data Interfaces

Development
utilities

Districution Simulator (GridLAB-D, OpenDSS, etc.)

Commercial
tools

Figure 2. Overview of the software architecture of GridAPPS-D. Source: Graphic
by authors, information adapted from (Melton et al. 2019).

For the test case preparation of this chapter, we utilized the Common
Information Model Hub (CIMHub) to demonstrate one of the key capabilities of
GridAPPS-D, i.e., the transformation of grid models across various data formats.
CIMHub, as shown in Figure 3, is a module of GridAPPS-D that translates power
distribution network models between different tools using the IEC 61970/61968
Common Interface Model (CIM) as a hub. CIMHub can convert models from
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commercial tools such as CYMDist to open-source research-grade tools such as
OpenDSS and GridLAB-D. The supported inputs are CYMDist, CIM XML, OpenDSS,
and Synergi Electric for distribution networks. The supported output formats are
OpenDSS, GridLAB-D, and comma-separated value (CSV) for distribution systems.
CIMHub can also be used to develop and propose extensions to the CIM standard.

CYMDIST
Synergi

OpenDSS

Feeder Models
from Utilities

CIMHub

Open source
Simulators

GridLAB-D
OpenDSS

Figure 3. Power distribution network model conversion workflow via CIMHub.
Source: Graphic by authors.

One goal of the GridAPPS-D program is to encourage CIM adoption by many
tool vendors, lowering the burden of model conversion and other costs of integration.
Details describing the overall project and the CIM transformer model can be found in
Melton et al. (2017), whereas CIM unbalanced line model and database are explained
in McDermott et al. (2018). CIMHub is open source under the Berkeley Software
Distribution (BSD) license.

3.3. Co-Simulation via TESP

With the utilities developed to bring models from CIM to common distribution
grid analysis software, a co-simulation platform can be utilized to run legacy software
in an integrated fashion (Huang et al. 2018). An example of such a co-simulation
platform is given in Figure 4, called the Transactive Energy Simulation Platform
(TESP). Summarizing the functionality of TESP briefly, various utilities are utilized to
translate the passive distribution grid into an active one by adding interactive DERs in
the GridLAB-D distribution grid model, e.g., using the feederGenerator.py (Pacific
Northwest National Laboratory 2021b). The feederGenerator.py script provides
a systematic way of changing the distribution grid passive loads to responsive
buildings, modeled using an equivalent thermal parameter approach from Taylor
et al. (2008). This is important, as this makes the distribution grid load responsive
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to the events occurring external to it, e.g., weather impacts, outages, and wholesale
market price changes.

Communication Simulateur (FNCS)

Transmission
Simulator

(MATPOWER)

Distribution
Simulator

(GridLAB-D)

Results
Database

Transactive
AgentsBuilding

Simulature
(EnergyPlus)

Figure 4. Co-Simulation via the Transactive Energy Simulation Platform (TESP).
Source: Graphic by authors, information adapted from Huang et al. (2018).

4. Test Case

4.1. Electric Grid

The synthetic electric grid model from Trpovski (2021) was used in this test
case to demonstrate the district-scale modeling capabilities of the selected tools. The
following serves as a brief overview of the methodology that was applied for the
preparation of the grid model, but the interested reader is referred to Trpovski (2021)
for more detail. An overview of the synthetic grid layout for the Geylang District
is provided in Figure 5, where 66/22 kV substations are depicted with larger nodes
and 22/0.4 kV substations with smaller nodes. Note that, although depicted as direct
connections between nodes, the grid lines are assumed to follow the street layout,
i.e., the layout laid as underground cables.
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Figure 5. Synthetic grid layout for the Geylang District in Singapore. Source:
Graphic by authors.

The synthetic grid was derived based on information for (1)
postal-code-clustered demand estimates and (2) 66/22 kV substation locations.
Since every building block in Singapore is assigned an individual postal code,
this served as a relatively detailed input for generating the 22 kV load clusters.
A power system planning approach was devised to obtain the mapping and line
layout between 66/22 kV substations and 22/0.4 kV substations, i.e., transformers at
22 kV load clusters. For the presented test case, the substation rating was assumed
to be in 100 MVA units for 66/22 kV transformers and 1 MVA units for 22/0.4 kV
transformers. This means that the minimum transformer rating for 22/0.4 kV was

24



1 MVA, and an appropriate integer value of transformers was deployed depending
on the aggregate peak load at each 22/0.4 kV substation, where maximum utilization
of 0.9, i.e., a safety factor of 1.11, was assumed for the transformer rating. The
baseload time series was homogeneously defined for all 22 kV load clusters based on
a representative load shape from the aggregate demand data for Singapore, which is
published, along with price data, by the EMC at Energy Market Company (2021).

The final test case for the Singapore Geylang District comprised 4 subnetworks
of the 22 kV distribution grid, where each subnetwork was connected to exactly
one 66/22 kV substation. The total network consisted of 391 nodes and 387 lines.
The lines of the synthetic grid were characterized by two line types, which defined
electric parameters and current-carrying capacity, as documented in Table 5. Both
line types represented underground cables, and their parameter values were based
on cable supplier information, as outlined in Trpovski (2021).

Table 5. Electric line types.

Line Type Max. Current Resistance Reactance

Type A 585 A 0.23 Ω km−1 0.325 Ω km−1

Type B 455 A 0.39 Ω km−1 0.325 Ω km−1

Source: Table by authors.

4.2. Building Models

The overview of the inputs, methods, and outputs for processing the feeder to
attach flexible DERs to the passive loads is given in Figure 6. From the provided
inputs, the stages to change the passive loads to an active one, i.e., loads that can
dynamically change response based on external (weather) and internal (temperature)
variables are shown. The workflow is as follows:

1. First, back-bone feeders with information on substations, lines, and loads were
inputted in GLM format.

2. The module used the networkx Python package to perform graph-based
capacity analysis and upgrades relevant protection equipment such as fuses,
transformers, and lines to serve the expected load. For example, transformers
can be oversized with a margin of 20%, and the circuit breaker to the air
conditioner can be rated 2 times the nominal electrical load.

3. Each load was then changed to contain ZIP load, plug loads schedules, and
thermostatically controlled load, as intended with the percentage population.
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For example, 40% thermostatically controlled load penetration would result in
convergence of only 40% load to thermodynamic models, and the rest would
be left as fixed loads with a time series, which could be modified to change
their load shape.

4. For each thermostatically controlled load, the equivalent thermal properties
parameter (Taylor et al. 2008) were randomized to represent a certain population
of devices.

•   Back-bone feeder model (GLM file)
•   Feeder primary line-to-line vottages
•   Feeder primary line-to-neutral voltages

•   Average residential building loads
•   Average commercial building loads

Taxanomy Feeder 
Process

•   Replace load with 
building models and DERs

•   Upgrade transformers 
and fuses as needed

Feeder model with
dynamic building loads

Figure 6. Building model generation workflow with feederGenerator.py. Source:
Graphic by authors, information adapted from Pacific Northwest National
Laboratory (2021b).

4.3. EV Chargers

Figure 7 highlights the main steps for the derivation of the EV charger models
for private EV charging. First, historical car park availability data was used to derive
representative vehicle inflow and outflow time series for existing car parks in the
study area through probabilistic modeling. Second, a car park charging simulation
was computed based on the representative vehicle inflow, outflow, EV penetration,
and EV/charger parameters. This served to obtain the required input time series for
the definition of fixed EV chargers and flexible EV chargers in MESMO.

EV penetration,
EV / charger
parameters

Carpark
charging

simulation

Representative
inflow / outflow

time series

Vehicle inflow
modelling

Historical carpark
availability

Fixed / flexible
charger model

time series

Figure 7. Workflow for EV charger demand modeling. Source: Graphic by authors.
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The main input data items for the synthetic EV charger demand modeling
were (1) the historical car park availability and (2) car park capacity. Both inputs
were obtained from the LTA Datamall API (Land Transport Authority 2021b), which
contains a selection of public residential, commercial, and mixed-use car parks
in Singapore, particularly at public housing developments, government-operated
general public car parks, and large-scale mixed-use developments, e.g., malls with
attached office blocks. The input data was recorded at 10 min intervals between
September 2018 and March 2020. Additional technical model parameters for EVs
and chargers are defined in Table 6. In this test case, four EV penetration scenarios
were considered: 0% (baseline scenario), 25%, 75%, and 100%.

Table 6. Electric line types.

Parameter Value Source

Private car population (Singapore) 520,000 (Land Transport Authority 2020a, 2020b)

Vehicle driving distance (Singapore), mean value 48 km d−1 (Land Transport Authority 2021a)

Vehicle driving distance (Singapore), standard deviation 16 km d−1 Assumed

EV energy consumption 170 W h km−1 (EV Database 2021)

Charger efficiency 95% Assumed

Charger power factor 0.95 Assumed

Slow charger active power 7.4 kW Assumed

Slow charger share 75% Assumed

Fast charger active power 50 kW Assumed

Fast charger share 25% Assumed

Source: Table by authors.

4.4. Photovoltaic Generators

Photovoltaic (PV) generation potentials were estimated for this test case to
demonstrate the ability of URBS for determining the cost-optimal deployment
of renewable generators. To this end, PV generators were not directly modeled,
but instead, the generation potential was estimated for each node of the electric
grid. Importantly, PV deployment was assumed only at building surfaces, as the
considered test case was based in an urban environment. Therefore, in the first
step, the horizontal building surfaces were obtained from geographical information
system (GIS) data for the building polygons in the test case area. In the second step,
the PV generation potential at individual buildings was estimated from the available
surface area and historical solar irradiation data for Singapore. Third and last, the PV
generation potential of each building was mapped to the corresponding node of the
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synthetic electric grid. Input data items for this workflow were (1) the GIS data for
building polygons and (2) the historical solar irradiation time series for Singapore.
The former was obtained from Open Street Map through the Overpass API, based on
the data in August 2021. The total installable PV capacity in the study area amounts
to 2023 MW. Half-hourly time series of solar irradiance in Singapore were used.

Costs for rooftop PV system installations in Singapore were taken from Solar
Energy Research Institute of Singapore (SERIS) (2020). For a high-efficiency system
of more than 1 MWp, a cost of ca. SGD 0.92 per W (USD 0.68 per W) was reported for
2021. For smaller systems (below 600 kWp), the reported cost was USD 0.74 per W,
and for below 300 kWp, it was USD 0.95 per W.

4.5. Other Generators and Demand

Information on electricity generation capacity by generator type in Singapore
was taken from Energy Market Authority (2020a). The installed capacity of the
different generator types is listed in Table 7. These do not include the potential PV
capacity in Geylang. Cost efficiencies of power plants in Singapore were obtained
from Lacal Arantegui et al. (2014). They are given in Table 8.

The half-hourly electricity demand of Singapore was taken from Energy Market
Authority (2020b), which is made available under the terms of the Singapore Open
Data Licence version 1.01

Table 7. Installed capacity of existing generators in Singapore.

Generator Installed Capacity (GW) Efficiency (%)

Gas (CCGT) 10.50 59

Gas (OCGT) 0.18 40

Gas (steam turbine) 2.06 38

Oil 0.49 38

Waste-to-energy 0.26 28

PV 0.17 16

Source: Table by authors, values based on Energy Market Authority (2020a).

1 https://www.ema.gov.sg/Terms_of_use.aspx (accessed on 25 August 2021).
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Table 8. Fuel prices.

Fuel Price (USD/MWh)

Gas 31

Oil 40

Waste 12

Biomass 6

Source: Table by authors, values based on Lacal Arantegui et al. (2014).

5. Results

5.1. MATPOWER

This part of the study utilizes the load flow analysis from MATPOWER to study
the impact on the electrical grid from different EV penetration levels. The result is
shown in Figure 8, where the indicators are the branch losses and voltage profile at
22 kV distribution lines in the Geylang test case. It is worth noting that the voltage
drop increases linearly to the additional peak demand from EV charging power,
whereas losses increase exponentially to the additional EV charging demand.
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Figure 8. Voltage profile and branch losses for different scenarios from
MATPOWER. Source: Graphic by authors.

5.2. GridLAB-D

Figure 9 shows the feeder load profile of the grid, which has been shown to
contain thermostatically controlled loads. For the sake of simulation, we populated
525 houses with an average 3 kW load. We can observe the capability of the
disaggregating contribution of thermostatically controlled load from the total load of
the feeder.

Furthermore, one can select one of the thermostatically controlled loads from the
population and plot its internal variables, such as temperature evolution, setpoints,
and load; see Figure 10. Note that in Figure 10, the cooling of two buildings is shown
by plotting the aggregated temperature of the room. For both buildings, note that
aggregated temperature decreases with an increase in consumption, showing the
powering of the air-conditioner and staying close to its set point.
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5.3. MESMO

For the uncontrolled charging scenario, Figure 11, in its lower portion, depicts
the cumulative distribution of substation transformer utilization in the test case
area. The upper portion of Figure 11 describes the distribution of the transformer
utilization with a box plot. The utilization level is calculated as the ratio of peak
loading to the rated loading of the transformers. Recall from Section 4.1 that 22/0.4 kV
transformers are assumed to occur in 1 MVA units. To this end, a large proportion,
i.e., as much as 85% of transformers experience between 0.1 and 0.3 utilization in the
baseline scenario (0% EVs) because load clusters can be significantly smaller than
1 MVA in the synthetic grid. In the baseline scenario, nearly 100% of substations are
loaded below 0.9, where the median utilization occurs at approx. 0.11 and the mean
utilization at approx. 0.21. With increasing EV penetration, the share of substation
transformers loaded below 0.9 falls to approx. 94% for 25% EVs and below 90% for
both 75% and 100% EVs. The median substation utilization increases to approx. 0.15
and remains constant across the higher penetration levels, since the substations with
allocated charging demand occur consistently above the median level. The mean
utilization increases proportionally to the EV penetration level, i.e., up to approx. 0.5.
Note that the plot is truncated at the utilization level 1.0 for consistency, although
higher-level EV penetration scenarios can cause significant overloading of selected
transformers due to the highly localized nature of these loads.
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Figure 12 depicts a comparison of the substation utilization for smart charging
and uncontrolled charging across the different EV penetration levels. For 25% EVs,
the smart charging increases the share of transformers loaded below 0.9 from approx.
94% to approx. 99%, and the mean utilization is decreased by approx. 0.08. For
higher penetration levels, the benefit of smart charging reduces proportionally. At
100% EVs, the share of transformers loaded below 0.9 only increases by approx. 1%,
although mean utilization decreases by approx. 0.08, i.e., similar to 25% EVs and 75%
EVs. This behavior is due to the very high peak load at local substations, i.e., even a
significant flattening of demand peaks still leads to highly overloaded substations in
the 100% EV penetration scenario.
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by authors.
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5.4. URBS

For URBS, we set up a model with the parameters defined in Sections 4.4 and 4.5.
The model consisted of the grid defined in Section 4.1 plus one additional node
representing the “rest of Singapore”, with its demand and its fossil generators. Each
of the four 66/22-kV substations was connected to this additional node since the grid
of the test case was divided into four isolated subgrids. Electricity can be transmitted
both ways between Geylang and the rest of Singapore. The transmission capacity of
the lines between the four entry points to the Geylang grid and the rest of Singapore
was set sufficiently high to allow for unrestricted power exchange, which is realistic
given the high robustness of Singapore’s grid.

In this case study, PV and electric vehicle chargers could be installed in Geylang
only. URBS could decide to increase the transmission capacity of the existing grid
lines in the Geylang network if needed. We defined four scenarios with regard to
PV and EV chargers to be deployed in Geylang, with Scenario 1 being the reference
scenario. See Table 9.

Table 9. Scenarios in URBS. Scenario 1 is the reference scenario.

Scenario PV EV Chargers

1 no no

2 yes no

3 no yes

4 yes yes

Source: Table by authors.

The reference scenario was to test the feasibility of the model, i.e., whether the
demand could be satisfied in every time step and whether the existing distribution
capacity was sufficient. The costs and emissions of the system were determined as
well.

For scenarios 2 and 4, we analyzed how much PV power and additional line
capacity URBS decided to install for different costs of PV systems ranging from
USD 0.70 per W to USD 0.85 per W. In these scenarios, all PV must be integrated.
The results are displayed as subscenarios a, b, c, and d. A typical day regarding the
solar insolation profile in Singapore with an average irradiance of 363 W m−2 during
daytime and a maximum irradiance of 815 W m−2 was chosen for the study. URBS
determines the cost-optimal solution taking into account costs of fossil generation,
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PV installations, and grid upgrades. The lower the price, the higher the installed PV
and additional installed distribution capacity.

For scenarios 3 and 4, we chose the fixed EV charging case with and EV
penetration of 100%.

In the reference scenario, no additional transmission lines were built. Hence, the
test case is feasible. The amount of installed PV and additional transmission capacity
for all other scenarios, as well as resulting cost and emission reduction, compared
with the reference scenario, are shown in Table 10. For the lowest PV price, the model
installs more than 1700 MW of the maximum possible amount of 2023 MW of PV. The
new install grid capacity is up to almost 4200 MW for the highest value of installed
PV capacity. This number does not depend significantly on the EV penetration of 0 or
100% with fixed charging. Note that in scenario 3, without PV, an additional 150 MW
of grid capacity is installed in order to supply the EV charging demand, while the
difference of installed grid capacity between cases 2 and 4 is lower than that, which
means that some of the PV power can be used directly to charge EVs.

Table 10. URBS scenarios showing installed PV capacity and additional grid
capacity for different prices of PV systems and EV penetration levels of 0 or 100%.

Scen. PV Inst. Cost EV Penetr. Inst. PV Cap. New Grid Cap. Cost. Red. Em. Red.

— (USD/W) (%) (MW) (MW) (%) (%)

1 — 0 0 0 0 0

2a 0.85 0 970 780 0.16 2.75

2b 0.80 0 1290 1820 0.30 3.62

2c 0.75 0 1580 2640 0.47 4.14

2d 0.70 0 1710 4170 0.67 4.77

3 — 100 0 150 −0.59 −0.59

4a 0.85 100 1020 870 −0.40 2.31

4b 0.80 100 1340 1900 −0.26 3.17

4c 0.75 100 1510 2690 −0.08 3.63

4d 0.70 100 1720 4060 0.12 4.22

Source: Table by authors.

Cost savings are marginal. When PV is installed, fuel costs decrease since less
power from fossil fuels is required, but investment and fixed cost of PV and new
gridlines are about as high as the savings. For scenarios 3, 4a, 4b, and 4c, a slight
cost increase can be observed. Overall CO2 emission reduction in Singapore’s power

36



generation is up to almost 5%, depending on the amount of PV installed. Due to the
additional demand caused by EVs, the emission reduction is lower in scenario 4 and
negative in scenario 3, where installation of PV is not allowed.

Figure 13 shows the demand and PV generation in Geylang for one day without
and with EV charging. The pattern under the blue demand curve depicts the demand
covered by fossil fuels. The white part is covered by PV. The pattern under the red
PV curve depicts the amount of PV exported to the rest of Singapore. For both with
and without EV charging, the curves appear similar. During the day, when power is
generated by PV, the share of demand in Geylang covered by PV is 88% without EV
charging and 88% with EV charging. EV chargers are only connected at 43 nodes,
while URBS decided to install PV at 302 nodes, such that PV supply and EV charging
demand are not necessarily matched, and installing additional grid capacity is costly.
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Figure 13. Demand (dark orange) and PV generation (light orange) in Geylang
without (left) and with (right) EV charging. The dark orange area depicts the share
of the demand that has to be supplied from Singapore’s fossil fuel power plants,
while the white area under the dark orange curve represents the amount supplied
by PV. The light orange pattern depicts the amount of solar PV that is exported
to the rest of Singapore where it replaces fossil generation. Source: Graphic by
authors.

6. Discussion

The presented results underline the key capabilities of each of the software tools.
For district-scale electric grids, these capabilities can be summarized as follows:
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• MATPOWER primarily supports the study of operational problems for the
electric grid, with capabilities for both simulation-based and optimization-based
analysis. This tool caters to the need for a highly accessible power flow
simulation tool with the convenience of scripting directly through MATLAB.
While MATPOWER is limited to balanced AC power simulations, this is often
sufficient for an initial assessment of grid hosting capabilities upon deployment
of renewable generators or additional loads, as demonstrated in Section 5.1. In
this regard, the tool is also suitable for the scenario-based study of planning
problems in the electric grid. While the MATPOWER’s focus was originally on
a single-step power flow solution, it has been extended with an ecosystem of
optimization-based and multi-period analysis, e.g., through the OPF or MOST
interfaces.

• GridLAB-D is a software framework focused on the simulation-based analysis
of operational problems for the district-scale electric grid and DERs. The tool
enables the utilization of highly detailed models for each subsystem of the
district-scale energy system. This is demonstrated in Section 5.2 in terms of
the detailed modeling of HVAC loads of the buildings in the synthetic grid.
GridLAB-D benefits from the rich ecosystem of tools for model preparation and
co-simulation, which were presented in Sections 3.2 and 3.3. Since GridLAB-D
caters mainly to simulation-based electric grid analysis, it does not directly
enable optimization-based solutions to electric grid operation problems. Yet,
an optimization-based control system can indirectly be included through
co-simulation, e.g., with TESP. To this end, GridLAB-D can serve as a testbed
for novel market frameworks, where the DER dispatch and market clearing are
implemented via TESP, and the GridLAB-D simulation acts as a digital twin for
the electric grid and DER systems.

• MESMO is a software tool that caters primarily to the optimization-based
analysis of operational problems. The tool focuses on supporting the
formulation of convex optimization problems for the operation of district-scale
electric grids and DERs. With this focus on the convex domain, the tool is well
suited for the analysis of market-clearing problems based on decomposition
techniques arising from numerical optimization. For example, MESMO directly
outputs the DLMP values for operational problems. However, due to the
focus on convex modeling, DER models in MESMO are limited to simple
state-space expressions. To this end, simulation-based analysis with MESMO is
less powerful than in GridLAB-D. Compared with MATPOWER, the scripting
interface of MESMO through Python is less mature and less stable. As presented
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in Section 5.3, MESMO is suitable for the analysis of flexibility potentials in
DERs of the electric grid, which is enabled through the highly customizable
range of DER models without requiring external model coupling. Note that
MESMO also supports the analysis of multi-energy systems, e.g., in terms of
thermal grids.

• URBS is a toolbox that is heavily focused on the optimization-based analysis of
both planning and operation problems. Hence, it is the only one of the presented
tools which directly addresses planning problems. Similar to MESMO, URBS
focuses on convex modeling of the electric grid and DERs, although the models
are significantly more simplified with a focus on capturing capacity constraints.
As presented in Section 5.4, URBS can be employed for determining the optimal
deployment of renewable generation, where emission reduction and other
objectives can be considered in addition to conventional cost minimization.

Although there is an overlap in the capabilities of the presented tools, there
is currently no comprehensive solution that covers the complete feature set for
electric grid analysis. Particularly, there is a trade-off between optimization-based
tools, which are typically restricted in modeling detail, and simulation-based tools,
which favor modeling detail over convex mathematical formulations. This highlights
the importance of clarifying the focus of electric grid studies with stakeholders
in advance to identify a specific set of features expected for the chosen software
platform.

7. Conclusion

This chapter discussed the role of open-source software frameworks in the
transition towards affordable electricity. To this end, the chapter introduced the
different problem types and requirements for electric grid analysis in the context of
studies for the integration of novel DERs, such as renewable generators, EV chargers,
flexible loads, and energy storage systems. Along with this, a representative set of
open-source tools and their feature sets were introduced and compared. This served
to identify and differentiate the key use cases for different software frameworks. The
main functionalities of each tool were demonstrated for a synthetic electric grid test
case based in Singapore. To conclude, this chapter, and Section 6 in particular, is
intended as a guideline to open-source tools for various electric grid simulation and
optimization applications.
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Clean Energy Transition Challenge: The
Contributions of Geology

Cristina Rodrigues, Henrique Pinheiro and Manuel Lemos de Sousa

1. Introduction

In order to discuss the global topic of the clean energy transition, it is essential
that strategies by world decision makers are clearly understood. International
agencies and European Union (EU) institutions have developed and implemented
significant programs, as described below. The first European strategy on climate
was developed in 1991 through the creation of the European Commission and
Climate Program. Later on, in 1997, the Kyoto Protocol was designed, the main
goal being to stabilize atmospheric concentrations of GHGs at a level that would
prevent dangerous interference with the climate system. Since then, several initiatives
have been promoted, such as the reports of the UNFCCC and the first (2000) and
second (2005) European Climate Change Programmes, which included the need
to identify the most environmentally and cost-effective policies and measures that
would allow Europe to cut its GHGs, and to apply carbon capture and storage (CCS)
technologies as part of the efforts. The agreements currently in force are as follows:

(i) In 2015, with the Paris Climate Agreement, a global political action plan was
developed to put the world on track to avoid climate change, highly supported
by the idea of keeping the increase in the global average temperature to well
below 2 ◦C (or ultimately 1.5 ◦C) above pre-industrial levels. To reach this main
goal, it was established that renewable energies should embody a higher share
of the global energy matrix, as well as nuclear energy.

(ii) In 2019, the European Green Deal was established, with one of the main targets
focusing on climate change, through actions to be developed by the EU. The
use of “green hydrogen” and carbon neutrality are seen as priorities for a clean
and circular economy.

Given the above context, one should ask how best to respond to the mentioned
political agreements whilst taking into account the actual and forecast global and
European energy demand, notwithstanding the fact that the world energy supply
is, and will continue to be, highly dependent on fossil fuels, for both technological
and economic reasons, at least in the short and medium terms. Accelerated, rapid
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innovation and invention will certainly be the catalysts in developing non-fossil fuel
alternatives to energy production, so long as they are sustainable and affordable
and can reduce the time frame for achieving the goals of clean energy and almost
neutral emissions.

Consequently, in the authors’ view, the need to implement the energy transition
strategy, meaning to shift the global energy sector from fossil fuel based to
zero-carbon energies by the second half of the 21st century, should be a main goal,
allowing for growth in the global energy demand to continue whilst addressing
climate change concerns and targets. The energy transition has to be implemented
in a conscious and coherent manner in order to achieve the clean and circular
economy concepts. This means that strong efforts in technology and policy are
required, capable of turning non-fossil fuel energy production into competitive and
sustainable economically viable sources. Therefore, analysis of the cost of climate
change mitigation versus the cost of the energy transition is a must, given the costs of
renewable energy solutions, and those of batteries and hydrogen energy (Nordhaus
2018).

If one accepts the general framework described above, and in order to
accomplish the main goal of the Paris Climate Agreement, which is to reduce CO2

emissions in order to keep the global temperature rise well below 2 ◦C (or even
1.5 ◦C), we insist that it is indispensable to use the contribution of geology in the
application of carbon capture and storage, as well as in underground energy storage
technologies, and to do so as soon as possible.

The main goal of this chapter is to discuss the energy and climate sectors, given
the need to develop a workable international strategy for a clean energy transition
by considering the contribution of geology in the application of carbon capture and
storage, as well as in underground energy storage technologies, and to do so as soon
as possible.

Energy transition is a well-known subject discussed at all climate and energy
meetings. It is also one of the most controversial topics, and therefore an almost
impossible mission in seeking to establish successful and acceptable international
economic, technical, political and social measures. To better address the energy
transition thematic, it is pertinent to highlight and to clarify several related subjects,
which are discussed in the present manuscript. This approach begins with a general
overview of the international energy and climate strategies implemented in recent
decades, and the global and European decisions focusing on the politically binding
and non-binding measures established to meet the greenhouse gas (GHG) reduction
targets are also highlighted. In the second section, the topic of climate change
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is presented, with emphasis on the need to contextualize climate change in the
geological evolution of planet Earth. The third topic addressed is the energy
transition target in order to fulfill the current global energy demand. Finally, the
role that geology can play, and will play, in the energy transition strategy is assessed,
making it clear that this ambitious target will not be reached without a strong
contribution from geology.

2. Overview on International Energy and Climate Strategies

The energy transition was recently established as one of the key solutions to
climate change mitigation, which involves shifting from a system based on fossil
fuels (oil, natural gas and coal) to one dominated by variable renewable energies.
However, the starting point in discussing the energy transition topic goes back, at
least, to 1979 with the First World Climate Conference held at Geneva (Conference of
Experts on Climate and Mankind), where climate change was recognized as a serious
problem. Rightly or wrongly, climate change is considered to be intimately related
to the increase in GHGs, of which carbon dioxide (CO2) is a constituent, despite its
relevance, for example, to agricultural production (Dayaratna et al. 2020). CO2 is
acknowledged as playing an important role in the atmospheric temperature of the
Earth, and therefore a CO2 increase can contribute to a gradual warming of the lower
atmosphere, especially at high latitudes. It is assumed that anthropogenic activity,
including the exploitation and burning of fossil fuels, deforestation and changes in
land use, has a fundamental role in the amount of CO2 increase in the atmosphere
and, consequently, in increasing GHG concentrations. The Declaration of the First
World Climate Conference established a main goal “to foresee and prevent potential
man-made changes in climate that might be adverse to the well-being of humanity”
(WMO (World Meteorological Organization) 1979, p. 3). Additionally, it was also
advised to implement efforts to reduce fossil fuels in the world energy matrix by
including nuclear and renewable energies.

In the late 1980s and early 1990s, several intergovernmental conferences focusing
on climate change occurred, in which both scientific and policy subjects were
discussed, and the ultimate conclusion reached was the need to establish a global
climate action plan.

In 1990, although established in 1988, the Intergovernmental Panel on
Climate Change (IPCC) released its First Assessment Report, which scientifically
confirmed the climate change issue, allowing governments to adapt their policy
decisions. The Second World Climate Conference, also held in 1990, established
a framework treaty on climate change, the final declaration of which did not
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specify any international targets for reducing CO2 emissions, but a number of
principles were defined that were included in the Climate Change Convention.
The Intergovernmental Negotiating Committee for a Framework Convention on
Climate Change (INC/FCCC) was approved later (December) in 1990.

Only in 1991 was the first European community strategy created on climate
change, establishing the need to limit CO2 emissions and to improve energy efficiency
as main objectives. The specific action plan was as follows:

(1) To create a directive to promote electricity from renewable energy;
(2) To promote voluntary commitments by car markets to reduce CO2 emissions

by 25%;
(3) To propose taxation of energy products.

The United Nations Framework Convention on Climate Change (UNFCCC)
was signed at Rio de Janeiro in 1992, which was established as the main international
treaty on fighting climate change, in order to prevent dangerous human-made
interference with the global climate system. A global agreement was required
to implement UNFCCC strategies; therefore, in 1995, the first Conference of the
Parties (COP1) took place in Berlin, and finally in 1997, in Kyoto (Japan), the
Kyoto Protocol, an extension of the UNFCCC, was signed. Nevertheless, the Kyoto
Protocol was only implemented in Montreal (Canada) in 2005, with the main goal to
stabilize atmospheric concentrations of GHGs at a level that will prevent dangerous
anthropogenic interference with the climate system. This was to be achieved by
cutting GHGs to 5% below 1990 levels, by the 2008–2012 period. The Kyoto Protocol
legally binds industrialized countries and economies in transition and the EU to
emission reduction targets. Targets for the first commitment period (2008–2012) of
the Kyoto Protocol covered emissions of the six main GHGs, namely CO2, methane
(CH4), nitrous oxide (N2O), hydrofluorocarbons (HFCs), perfluorocarbons (PFCs)
and sulphur hexafluoride (SF6) (Wigley 1998). It was established that the Party’s
assigned amount is the maximum amount of emissions, measured as equivalent in
CO2, that a Party could emit during a commitment period.

The COP meetings continue to take place on a regular basis with the main goal
to discuss, in detail, the rules for the implementation of the Kyoto Protocol by setting
up new funding and planning instruments for adapting and establishing an outline
for technology transfer.

As it is well known, the EU has long been committed to international efforts
to reduce climate change and felt the responsibility to set an example through the
creation of strong policies in Europe. To ensure the development of a comprehensive
package of the most environmentally effective policies and measures to reduce GHG
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emissions, the EU established the European Climate Change Programme (ECCP).
Two ECCP plans were developed in the period from 2000 to 2005. The first ECCP,
established in 2000, was responsible for examining an extensive range of policy
sectors and instruments with potential for reducing GHG emissions, by creating
several working groups, namely, energy supply, energy demand, energy efficiency in
end-use equipment and industrial processes, transport and research, among others,
but the most important and innovative one was emissions trading. Each working
group had to identify different options for reducing GHG emissions based on cost
effectiveness, seeking the promotion of energy security and air quality as a final
target. The second ECCP, launched in 2005, after four years of implementation of
the first ECCP, aimed to further identify cost-effective options for reducing GHG
emissions that would promote economic growth increase and job creation. Learning
from the first period of the ECCP, when priorities allowed identifying five main
working groups (energy supply, energy demand, transport, non-CO2 gases and
agriculture), it was possible in the second ECCP period to add new working groups,
namely, aviation, CO2 and cars, adaptation to the effects of climate change, reducing
greenhouse gas emissions from ships and carbon capture and storage. In this second
program, additional measures were taken, such as promoting the use of renewable
energies in heating applications.

As it has become clear, the 21st century has been marked by new energy and
climate challenges, in which the EU has played a leading role in identifying potential
efficient solutions, although mainly political ones. The European energy/climate
strategy has led to the development of several initiatives, namely, “Europe 2020”
(EC (European Commission) 2007a), “European Strategic Energy Technology Plan
(SET-Plan)” (EC (European Commission) 2007b), “Energy 2020: a strategy for
competitive, sustainable and secure energy” (EC (European Commission) 2010),
“The EU energy policy: engaging with partners beyond our borders” (EC (European
Commission) 2011c), “Energy Roadmap 2050” (EC (European Commission) 2011b),
“Directive on energy efficiency” (EC (European Commission) 2011a), “Guidelines
for trans-European energy infrastructure” (EC (European Commission) 2011e) and
“Smart grids: from innovation to deployment” (EC (European Commission) 2011d)
(Rodrigues et al. 2015).

During this period, in order to ensure the security of supply and competitiveness
and, at the same time, to promote decarbonization of the energy system, aiming
at reducing GHG emissions, mainly CO2, the EU identified and recommended
six European industrial initiatives for implementation: wind, solar, bioenergy,
smart grids, nuclear fission and carbon capture and storage (CCS) (EC (European
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Commission) 2007b). It was then clear that to meet the goals of the “Limiting
Global Climate Change to 2 ◦C: the way ahead for 2020 and beyond” (EC (European
Commission) 2007a) report by reducing CO2 emissions will not be possible without
geological sequestration/storage (Rodrigues et al. 2015; D’Amore and Bezzo 2017).
As a result, on 23 April 2009, the European Parliament and the European Council
unveiled Directive 2009/31/EC (Directive on Geological Storage of CO2) (EC
(European Commission) 2009), in order to define a regulatory framework for
geological sequestration/storage of CO2 regarding the conditions to deliver “storage
permits” proposed by the Kyoto Protocol (2005) whilst promoting the vision of global
environmental integration. Nevertheless, it is pertinent to mention that over the
years, COP negotiations have been quite controversial. In fact, the COP15 meeting,
in 2009 at Copenhagen, was recognized as disappointing for several reasons:

(1) It failed to set the basic targets for reducing global annual emissions of GHGs
up to 2050;

(2) It did not secure commitments from countries to meet the emissions
targets collectively;

(3) The target agreement was not binding.

It is indisputable that the first period of the Kyoto Protocol (2008–2012) failed,
due to deficiencies in the structure of the treaty, such as the time frame of the
agreement and the choice to establish a five-year commitment period which would
start ten years after being signed, the exemption of developing countries from
reduction requirements and the lack of an effective progressive emissions trading
system (Rosen 2015). It is well known that the Kyoto Protocol was condemned from
the beginning, given that it did not include the world’s largest and fastest growing
economies, for example, China, which was excluded from binding targets, and the
fact that the United States of America (USA) did not sign the agreement.

A second commitment period (2013–2020) to the Kyoto Protocol was agreed
in 2012, in the so-called Doha Amendment (UN (United Nations) 2012). This
amendment included new commitments for Annex I Parties to the Kyoto Protocol, a
revised list of GHGs which included one more GHG (nitrogen trifluoride—NF3) and
amendments to several articles of the Kyoto Protocol which needed to be updated.
During the first period of the agreement, a 5% reduction in GHGs was established,
but the second commitment period was really ambitious by establishing a reduction
in GHG emissions by a least 8% below 1990 levels. Flexible market mechanisms
were created in the second Kyoto Protocol period, which were based on a trade
of emissions permits, namely, international emissions trading, clean development
mechanisms and joint implementation by the Parties. As a matter of fact, the
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commitment period established by the second Kyoto Protocol agreement to meet
the GHG emission reduction target was rather ambitious and too short, and when
associated with the energy demand increase, it led to a new GHG emissions strategy.
In fact, the main goal became the removal of GHGs from the atmosphere, even if GHG
emissions are not reduced. In this perspective, these new mechanisms motivated
GHG abatement techniques using the most cost-effective processes, such as CCS
technologies (UN (United Nations) 2012).

The Paris Agreement, adopted at the Paris Climate Conference (COP21) in 2015,
is the first international legally binding global climate change agreement set out to
avoid dangerous climate change. This agreement was recognized as a key point
between policies and climate carbon neutrality before the end of the 21st century,
which implied reaching the following targets (UN (United Nations) 2015):

(1) To limit the increase in the global average temperature to well below 2.0 ◦C, or
even 1.5 ◦C, above pre-industrial levels;

(2) To reach the global emissions peak as soon as possible, which has already been
accomplished in Europe and North America but will, most likely, take longer
for developing countries;

(3) To undertake a rapid reduction in emissions using the best available science
knowledge to achieve an efficient balance between emissions and removals in
the second half of the 21st century;

(4) To strengthen the ability of countries to deal with the impacts of climate change,
through appropriate financial programs and new technology frameworks.

In 2019, the European Green Deal (EGD) was proposed to transform the EU
into a modern, resource-efficient and competitive economy and therefore the world’s
first carbon-neutral continent by 2050. The action plan established by the EGD
aimed to increase the efficient use of all resources by moving to a clean and circular
economy, to restore biodiversity and to cut pollution. In fact, the EGD is not a law
that will put all countries on track to achieve climate change goals, but one of its main
targets is to propose a European Climate Law to transform this political commitment
into a legal obligation through the revision of the EU Regulation (EU) 2018/1999
(EC (European Commission) 2020b). The EGD has been seen as a powerful tool to
combine efforts to reduce GHG emissions and, at the same time, to prepare Europe’s
industry for a climate-neutral economy. In this perspective, hydrogen has been
considered as a key priority for addressing both the EGD and Europe’s clean energy
transition (EC (European Commission) 2020a). The EU Hydrogen Strategy is seen as
a prevailing strategy to increase electricity production from renewable energy, and
since hydrogen does not emit CO2, it can play an important role in decarbonizing the
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industry. However, this energy scenario change will not be an easy task, given that
hydrogen energy represents a small fraction of the world energy matrix, and it is still
largely produced from fossil fuels, mainly from natural gas and coal. Consequently,
the main goal of the hydrogen strategy is to decarbonize hydrogen production and
expand its use into sectors where it can replace fossil fuels. The EU proposed an
additional program, the Digital Transformation (EU (European Union) 2021), which
seems capable of accelerating the energy transition by making power-generating
assets more efficient, through grid modernization processes that make the system
more secure and resilient, and that assist the industry in providing sustainable and
affordable power to final consumers.

Summarizing, the transition energy issue has been subjected to several
approaches in recent decades, but it is an international consensus that countries are
not doing nearly enough to transition to non-fossil fuel energy sources. Undoubtedly,
it is quite a hard task to accomplish a net zero-carbon economy by 2050, and to
keep the world temperature increase to 2 ◦C, or even 1.5 ◦C. However, it is pertinent
to state that this 2 ◦C target was a political decision, perceived by the public as a
realistically achievable and acceptable goal, but it was never clearly advocated and
recommended as a safe level of warming through a scientific assessment (Knutti
et al. 2015). Additionally, transition energy has negative implications for cohesion
and social inclusion of all countries, since several regions (Eastern and Southeastern
European countries) will be obliged to make great investments, while other countries
(Western Europe and North America) will be encouraged to reduce carbon-intensive
industries which will imply infrastructure adaptations. In conclusion, to reach
net zero emissions by 2050, the EU needs to agree and ratify a consistent climate
change strategy, with strong and rapid investments, which must be accompanied
and supported by innovation in science and technology. In fact, several studies are
in place that are focused on climate change mitigation, including understanding the
influence (if any) of solar variability on surface air temperature (Soon et al. 2015).

3. Climate Change: Is It the Problem?

As previously mentioned, climate change was identified as a serious problem
back in 1979, during the First World Climate Conference, which was globally accepted
as a result of the increase in GHG emissions. It was recognized that GHGs affected
the energy balance of the global atmosphere, ultimately leading to an overall increase
in the global average temperature.

First of all, it is pertinent to clearly understand the concept of climate change
used worldwide, and to accomplish that goal, the crucial role of two entities must
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be highlighted, namely, the UNFCCC and the IPCC. However, both entities have
different approaches to the climate change definition, and, surely, this inconsistency
in the concept is one of the main reasons for the international standoff on a climate
policy, leading to a lack of decision making regarding updating policies on climate
and energy strategies. The UNFCCC established that “climate change is directly
or indirectly attributed to human activity that alters the composition of the global
atmosphere and which is in addition to natural climate variability observed over
comparable time periods” (UN (United Nations) 1992, p. 3). The IPCC defined
climate change as any change in climate over time, whether due to natural variability
or induced by human activity (Rahman 2013).

The definition of climate change is a nontrivial and contentious exercise and,
therefore, can be understood as the most complex and controversial question in the
entire science of meteorology and climatology. In fact, several specialists (Allen 2003;
Werndl 2016) argue that there are no strict criteria to justify the use of the expression
climate change, and therefore its understanding remains unclear. As a result, the
concept of climate change is often roughly employed and, consequently, may lead to
considerable confusion regarding the existence and extent of global warming.

Undeniably, climate change means, a priori, a change in the statistical
distribution of weather patterns in the long term, which may take place over
decades (traditionally 30 years), but such changes and variations are typically
studied over significantly longer periods of time, as shown through geological
studies covering millions of years. In fact, the Earth’s climate has changed in
the course of the geological evolution, even before human activity could have
played a role in its transformation. Thus, climate change consists of temporary
changes in climatic conditions (temperature, precipitation and wind, among others),
which can encompass changes in both average conditions and changes in variability.
Since planet Earth’s climate is naturally variable in the geological time scale, the
long-term characteristics—specifically average temperatures—are controlled by the
Earth’s energy balance over time. In the last million years, the climate has naturally
shown fluctuations between warm periods and glacial ages, which are strongly
correlated with the natural Milankovitch cycles, established between 1920 and 1942
(Tarling 2010). According to Milankovitch, these oscillations are related to orbital
changes, which, in turn, are controlled by three elements: eccentricity, obliquity and
precession. These elements also have different periodicities, which affect not only the
gravitational field of the Earth’s surface but also the intensity and distribution of solar
radiation that reaches the upper atmosphere. In this context, what is understood
today as climate change, meaning changes produced by anthropogenic activities,
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is, from a geological time scale perspective, natural climate change (Figure 1). In
fact, it appears that the role of human activity in the climate change increase can be
addressed as a time scale-dependent subject (Figure 1).
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Figure 1. Historical temperature of planet Earth: (a) 44-year interval (adapted from
Augustin et al. 2004); (b) 450,000-year interval (adapted from Augustin et al. 2004);
(c) 542,000-year interval. Source: Graphics by authors, adapted from Veizer et al.
(2000), Berner and Kothavala (2001) and Moore (2019).

Herbert and Fischer (1986) and Park and Herbert (1987), by studying
paleoclimatic periodicities in a geologic time series, stated “there is overwhelming
evidence for cyclicity at about 2 cycles/m, corresponding to Milankovitch oscillations
with periods near from 100 thousand of years” (Park and Herbert 1987, p. 14,037).
This type of study will greatly improve our understanding of the role of orbital
oscillations in climate change, and, consequently, it could help in defining a time
scale which will allow measuring the components and their variability over short
periods (Schwarzacher 1993; Giraud et al. 1995; Crowley and Berner 2001; Stenni
et al. 2010).

In the present work, the concept of climate change is not addressed with the
commonly fatalistic approach, where it is considered to be promoted by GHG
emissions, these being responsible for an overall increase in the global average
temperature; rather, GHG emissions are seen to correspond to local changes
susceptible only to influencing the environment at the scale of humanity’s lifetime.
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As it stands, one pertinent question arises: why is it that CO2 is taken as
the most dangerous GHG in the atmosphere? According to the Environmental
Protection Agency (EPA), and other international entities (IPCC and UNFCCC), the
most dangerous GHGs are CO2, CH4, nitrous oxide (N2O) and fluorinated gases (e.g.,
chlorofluorocarbons, hydrochlorofluorocarbons). It is assumed that an anthropogenic
source is responsible for almost all of the increase in GHGs in the atmosphere in
recent centuries, mainly attributing CO2 and CH4 emission increases to general
activities in the fossil fuel sector, whereas those of nitrous oxide and fluorocarbons
to other human activities. Table 1 depicts some of the main characteristics of the
major GHGs, in which it is quite perceptible that CO2 is not the most dangerous
GHG, since its lifetime can be a few days when it is quickly absorbed by the ocean
surface, but some part will remain in the atmosphere for thousands of years; instead,
CH4 and N2O have a more worrying lifetime average. Therefore, CH4 plays a more
negative role in the atmosphere than CO2.

Additionally, Figure 2 shows that CH4 concentrations (between ~300 and 800
ppmv) in the atmosphere have always been higher than CO2 concentrations (between
160 and 300 ppmv)—actually, more than double. Yet, again, how are these two GHGs’
emissions closely related to anthropogenic activities? Several studies using data
going back 800,000 years in time, extracted from ice cores located at Dome C in
Antarctica (Jouzel et al. 2003; Jouzel et al. 2007; Pol et al. 2010; Kang and Larsson 2013;
Persson 2019), have shown what had been proposed by Herbert and Fischer (1986),
meaning that consistent fluctuations in CO2 and CH4 concentrations exist, and these
rising and falling CO2 and CH4 concentrations coincide with the onset of ice ages
(low CO2 and CH4) and interglacial (warm) periods (high CO2 and CH4). Indeed,
these periodic fluctuations are promoted by changes in the Earth’s orbit around the
sun, the so-called Milankovitch cycles (Figure 3).

A worrying scenario of an uncontrolled increase in CO2 emissions due to
anthropogenic activities, mainly related to the burning of fossil fuels, has been
presented by the IPCC (Intergovernmental Panel on Climate Change) (2013). Actually,
Figure 4 displays a common projection of the atmospheric CO2 concentration
measured during the last 800,000 years until the present day, showing that the last few
years are clearly marked by a strong increase in the CO2 concentration. Again, this
fatalistic approach is related to the time scale used, 800,000 years, which is negligible
from the geological scale point of view. Actually, taking into consideration Figure 1c,
the time scale (800,000 years) used in Figure 4 could be understood as a “few minutes”
from the geological scale perspective, and consequently, the approximately 4600

58



million years of planet Earth’s evolution, which is intimately connected to the warm
and cold periods identified by Milankovitch, is completely neglected.

Table 1. Major GHGs and their main characteristics.

Global Warming
PotentialGHG Major Sources

Average
Lifetime in the

Atmosphere 20 Years 100 Years

Carbon
dioxide

Burning fossil fuels (oil,
natural gas and coal), solid
waste and trees and wood
products; changes in land
use; deforestation and soil
degradation.

A few days to
thousands of

years
1 1

Methane

Production and transport
of fossil fuels; livestock
and agricultural practices,
mainly rice fields;
anaerobic decay of organic
waste in municipal solid
waste landfills.

12.4 years 84 28–36

Nitrous
oxide

Fertilizers, deforestation,
burning biomass. 121 years 264 265–298

Fluorinated
gases

Industrial processes and
commercial (aerosol
sprays, refrigerants) and
household uses, and they
do not occur naturally.

A few weeks to
thousands of

years

Varies (the
highest is
sulphur

hexafluoride
at 15,000)

Varies (the
highest is
sulphur

hexafluoride
at 23,500)

Source: Table adapted from IPCC (Intergovernmental Panel on Climate Change) (2013).

It is now pertinent to mention the concept highlighted in 2013 by the IPCC
(Intergovernmental Panel on Climate Change) (2013), “Climate Numerical Models”,
as well as “Earth System Models”, which are embodied as the modern environmental
and climate science approaches to enable a full understanding of natural systems
and their sensitivities (Haywood et al. 2019; Voosen 2021). Different sources of
uncertainties in climate change models have been reported, namely, anthropogenic
and natural factors. Among the main anthropogenic factors are radiative forcing
due to GHGs, and changes in population size and distribution, urbanization,
energy system production and consumption and land use. The natural factors
are mainly related to major volcanic eruptions, which can be responsible for the
injection of small aerosol particles into the stratosphere, and changes in the radiation

59



emitted by the sun (Giorgi 2010; Mitchell et al. 2020; Pielke 2020; Shaviv 2008).
The IPCC (Intergovernmental Panel on Climate Change) (2013) stated that the
concept of climate models is an attempt to assess the effects, risks and potential
impacts associated with anthropogenic GHG emissions, which will allow scientific
assessment of mitigation and societal adaptation strategies. Nevertheless, if the
idyllic situation of immediately stopping CO2 emissions were a reality, most of the
warming and, consequently, its climate impacts would persist for many centuries.
These irreversible changes are often misunderstood and are currently disregarded in
most climate models. The irreversibility on time scales is at least hundreds of years,
meaning that planet Earth is a multiparameter system in a dynamic equilibrium,
and implying that climate change resulting from past emissions, even in the absence
of future emissions, constitutes a global commitment for many future generations.
Additionally, acknowledging that climate change will simply persist for centuries to
millennia due to the long lifetime of CO2 in the atmosphere is a key point in decision
makers’ strategies (Knutti et al. 2015).

Another relevant subject, commonly discussed on climate change forums, is
the general rise in the sea level around the world (Figure 3). According to the
IPCC (Intergovernmental Panel on Climate Change) (2013), the long-term effects
of the global average temperature increase are responsible for the general rise in
the sea level, resulting in the inundation of low-lying coastal areas and the possible
disappearance of some island states, and the melting of glaciers, sea ice and Arctic
permafrost. Actually, as already mentioned in this work, climate change corresponds
to cyclic natural modifications, such as underwater volcanism, which significantly
contributes to the overall increase in temperature, mainly in the oceans. In this
regard, on the matter of underwater volcanism, it is worth emphasizing that a
recent and remarkable scientific study, with the credibility of MIT (Huppert et al.
2020), although already discussed by others (Johnson et al. 2018), has highlighted
what geologists empirically already knew, but that is now supported by rigorous
geophysical observations and measurements. As is well known, volcanic islands do
not last forever, and their longevity can differ significantly; for example, some islands
such as the Canary Islands located in the Atlantic Ocean are more than 20 million
years old, while the Galapagos Islands located in the Pacific Ocean have already
drowned. Recently, it has been demonstrated that the formation and longevity of
volcanic islands are intimately related to the movement of tectonic plates and their
relationship with mantle plumes (hotspots). Nevertheless, to determine the actual
age of each island, including those that have drowned, the direction and speed at
which tectonic plates are moving in relation to the swell uplift underneath need to be
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measured, as does the length of each swell, which is formed when the mantle plume
raises the seafloor. The unavoidable drowning of all volcanic islands over time is a
natural phenomenon, which depends on the tectonic plate’s speed and the size of
the mantle plumes, and therefore it is not, in any way, related to an eventual rise in
the sea level.
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(1950): (a) CO2; (b) CH4. Source: Graphics by authors, adapted from Persson 2019.
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One of the key mistakes made when dealing with climate change questions, and
consequently the cause of worldwide controversial opinions, is the consideration
that the climate change increase is due to anthropogenic sources, resulting from,
above all, the use of fossil fuels (Giorgi 2010; Pielke 2020). Even if it is true that
fossil fuel activities play a relevant role in the increase in GHG emissions and require
mitigation, it is not true that they are the only cause, nor even the most dominant one.
Be that as it may, in the second decade of the 21st century, questions related to climate
change gained a greater acceptance by private and/or public entities, specifically
as a result of the change in the definition or the perspective of the “climate change”
concept. Actually, this change consists in a paradigm shift supported by the idea that
climate change is no longer a cause of environmental degradation, but a requirement
for sustainable development.

The Paris Conference (COP21) represents the culmination of the convergence
of efforts of different players, with the main goal of reducing CO2 emissions, and
therefore limiting the global average temperature increase, which will allow meeting
the net zero GHG emissions target, in the second part of the 21st century.

4. Energy Transition and Energy Demand

In the Conference of the Parties meetings (COP22—Marrakech, COP23—Bonn,
COP24—Katowice and COP25—Madrid) held after the Paris Conference (COP21,
2015), it was emphasized that the future of climate change mitigation involves the
processes of decarbonization and energy transition. The urgent need to align the
use of fossil fuels and climate goals was also recommended because a radical energy
transition requiring a far more predominant use of renewable energies can never be
achieved in the short and medium term. With the current state of knowledge, it is
not even possible to imagine, in a sustainable (economic and technical) way, a world
energy supply exclusively from renewable sources.

The energy transition is not only related to the production of renewable energy,
with the main goal to replace fossil fuels in the world energy supply, but it is also seen
(IPCC (Intergovernmental Panel on Climate Change) 2013) as a long-term investment
opportunity that will transform the entire energy system over the next 30 years and
beyond. This means that significant investments across the entire value chain are
required, namely, in clean energy generation, transmission and distribution networks,
energy storage and electric transport infrastructure.

The EGD (EC (European Commission) 2019) is a set of policy initiatives which
combines the twin effort of reducing GHG emissions and preparing Europe’s industry
for a climate-neutral economy, to be conducted through the implementation of
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renewable energy sources. The EGD stands for a tech-driven energy revolution that
will rapidly replace all hydrocarbons, and Kovac et al. (2021) went further by assuring
that such an energy transition process is already being implemented. This unrealistic
“new energy economy” scenario is confident that the technologies of wind and solar
power and battery storage are undergoing innovative development in computing
and communication technologies, to the extent that it will dramatically reduce costs
and increase efficiency (Mills 2019). Given the intermittency of renewable energy
sources, highly dependent on weather conditions and the number of hours of day
light, energy storage has an essential role in the general energy transition framework.

In this context, the European Commission launched a new initiative entitled
“A hydrogen strategy for a climate-neutral Europe” (EC (European Commission)
2020a). Hydrogen energy is, today, seen as a key priority to achieve the EGD
and, consequently, Europe’s clean energy transition. The relevant role of the new
carbon-neutral system scenario is, evidently, related to the fact that hydrogen energy
production does not emit CO2, as it uses renewable energy sources, and that almost
no air pollution is generated when it is used. Additionally, hydrogen energy can
play a crucial role in the renewable energy storage sector, and it can be used as a
feedstock, as a fuel, as batteries and in many other industrial applications, such as in
the transport, power and building sectors.

However, how is hydrogen energy generated? Hydrogen energy is produced
through a chemical process known as electrolysis, which uses an electrical current to
separate the hydrogen from the oxygen atoms in water. There are different processes
to produce hydrogen energy which are associated with a wide range of emissions,
depending on the technology and energy source used, namely: electricity-based
hydrogen (any type of electricity source); renewable hydrogen or clean hydrogen
(renewable electricity source); fossil-based hydrogen (fossil fuel as an electricity
source); fossil-based hydrogen with carbon capture (fossil fuel as an electricity
source using carbon capture technologies); low-carbon hydrogen (any type of
electricity source associated with fossil-based hydrogen with carbon capture); and
hydrogen-derived synthetic fuels (gaseous and liquid fuels on the basis of hydrogen
and carbon) (EC (European Commission) 2020a).

Presently, hydrogen represents a small fraction of the global and EU energy
matrix, and according to IRENA (International Renewable Energy Agency) (2019),
future projections on the breakdown of renewables used in the total final energy
consumption in 2050 indicate that hydrogen energy will continue to account for only
3% (Figure 5).
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Despite this reality check, for hydrogen energy to contribute to climate neutrality,
it will need to achieve a far larger scale, and its production must be a fully
decarbonized process, meaning that hydrogen must be generated from renewable
hydrogen (clean hydrogen or green hydrogen) using electricity generated from
renewable sources. In such a process, hydrogen energy is produced without emitting
CO2 into the atmosphere, with water vapor being the only emission. The renewable
hydrogen process is quite complex, requiring the following requisites: (1) the water
used must contain salts and minerals to allow electrical conductivity, and (2) two
electrodes must be immersed in the water and connected to an electrical power
source. Ultimately, the dissociation of hydrogen and oxygen atoms will occur when
the electrodes attract ions with opposite charges.
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Figure 5. Breakdown of renewables use in total final energy consumption in 2050.
Source: Graphic by authors, adapted from Gielen et al. (2019).

However, there are unavoidable questions about the viability of clean hydrogen
relating its high production and storage costs (Figure 6), the difficulty of transport
over long distances and the energy losses during conversion processes (Bossel
et al. 2003), and, today, hydrogen energy is still largely produced from fossil fuels
(Figure 7).

65



H
yd

ro
ge

n 
pr

od
uc

tio
n 

co
st

s (
U

SD
/k

g)
8

7

6

5

4

3

2

1

0
Natural gas Natural gas

with CCUS
Coal Renewables

Figure 6. Hydrogen production costs by production source in 2018. Source: Graphic
adapted from IEA (International Energy Agency) (2019).

Fossil based production

Coal Natural gas

Oil Renewables

Renewables

4%

18%

30%

48%

96%

Figure 7. Hydrogen production by major sources. Source: Graphic by authors,
adapted from Molloy and Baronett (2019).

66



Of the four major sources used for commercial production of hydrogen, three
require fossil fuels: (1) steam methane reformation (SMR), (2) oil oxidation and
(3) coal gasification (Figure 7), and therefore emit CO2. These three processes are
referred to as gray hydrogen production. Nevertheless, if the production of hydrogen
is accompanied by CO2 capture and storage, it is then referred to as blue hydrogen
(EC (European Commission) 2020a). However, the effectiveness of CO2 capture
(maximum 90%) needs to be taken into consideration.

The fourth source is renewable electrolysis, generating so-called green hydrogen,
the only process that does not emit CO2 (Figure 8).
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Figure 8. CO2 emissions by hydrogen production process in 2019. Note: Includes
only CO2 emissions from combustion and chemical conversion. Source: Graphic by
authors, adapted from Bartlett and Krupnick (2020).

In the extremely complex and high-cost scenario of the hydrogen sector,
Germany aims for the European leadership in carbon capture and storage, and
to produce hydrogen from natural gas, and has launched a new hydrogen strategy
with a clear focus on green hydrogen production (BMWI 2020). To achieve carbon
neutrality by 2050, Germany greatly relies on the energy transition strategy, keeping
in mind that gaseous and liquid energy sources will continue to be an essential part
of Germany’s energy supply, with the expectation that hydrogen energy will play a
key role in enhancing and completing the energy transition.
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There is no doubt that, today, green hydrogen (renewable hydrogen) is not cost
competitive against fossil-based hydrogen and, in particular, fossil-based hydrogen
with carbon capture and storage, which is highly dependent on natural gas prices.
The EC (European Commission) (2020b) stated that costs for renewable hydrogen are
declining quickly and will continue to get cheaper, with the cost of the electrolysis
process having already reduced by 60% in the last ten years. Therefore, there is an
expectation that cost-competitive renewable hydrogen will eventually be achieved if
accompanied by cost-competitive renewable energy.

In this optimistic scenario, where the generation of renewable energy will
quickly become cheaper, the matter of intermittency comes to mind, as does the
imperative need for cost-effective and reliable energy storage.

Schernikau and Smith (2021) highlighted the enormous difficulties and practical
issues related to one source of renewable energy—solar photovoltaic panels. They
focused on Germany as a case study and showed that supplying Germany’s electricity
demand entirely from solar photovoltaic panels (located in Spain, the optimal region
for the production of solar energy due to the high direct normal solar irradiation),
considering several adjustment factors (peak power, backup peak, transmission loss,
winter capacity, etc.), would require a total area of approximately 35,000 km2 (7%
of Spain´s surface area) covered with solar photovoltaic panels. Such a scenario
would equate to an installed capacity of 2000 GW, which is almost three times more
than the worldwide capacity installed in 2020 (715 GW). In addition, one cannot
ignore the fact that solar photovoltaic panels last, on average, 15 years and would
require replacement every 15 years. Schernikau and Smith (2021) further estimated
that the annual silicon and silver requirements for such a scenario would require
close to 10% and 30% of the current global production capacity, respectively. This
seems to be an unrealistic and unachievable scenario which will worsen once we add
estimations of resource requirements for the production and installation of battery
backup systems. Advancing this scenario to cover about 40% (200,000 km2) of Spain
with solar photovoltaic panels in order to supply the entire European electricity
demand, as suggested by Schernikau and Smith (2021), how would all the energy
produced be stored?

In fact, the EC (European Commission) (2020b) stated that energy storage is the
key factor in promoting an increase in renewables into the global and EU energy
matrix. Battery electricity storage has been established as a vital technology in the
world’ transition to a sustainable energy system, and its worldwide acceptance is
also connected to specific advantages, namely, its fast response capability, sustained
power delivery and geographical independence (Yang et al. 2018). Despite the
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major improvements in the battery sector, it seems that selecting the battery energy
storage system sizing methodology, which is clearly dependent on the renewable
energy system used, is the biggest challenge of the entire process. Given the
difficulty for a single battery energy storage system to produce capable and reliable
renewable energy independent of electricity provided through main grids, unless
an oversized generator and storage capacities are utilized, new battery systems are
being developed. Javed et al. (2020) proposed a hybrid pumped and battery storage
(HPBS) system, in which “the battery is only used in order to meet very low energy
shortfalls considering the net power deficiency and state of charge, while pumped
hydro storage works as the main storage for high energy demand” (Javed et al. 2020,
p. 1).

On the subject of batteries, how many would be needed to store the world
renewable energy demand? The study by Schernikau and Smith (2021) was a realistic
analysis of 14 days of energy storage backup for Germany during the winter period.
For this period, Germany will require approximately 45 TWh of battery storage.
However, producing the required storage capacity from batteries using current
technology would require the full production of 900 Tesla Gigafactories, such as
the Nevada Gigafactory (Mills 2019), working at full capacity for an entire year.
Additionally, for the annual replacement of batteries, an extra output of 45 Tesla
Gigafactories, corresponding to a full production of 2.25 TWh, will be required.
To gain a general idea of what these numbers actually mean, the global battery
production in 2020 was 0.5 TWh. Another key point on batteries is the future
demand, and the rate of demand, for specific raw materials (such as lithium, copper,
cobalt, nickel, graphite, rare earths, bauxite, iron and aluminum), leading to a
dramatic increase in production, which would significantly affect the global mining
sector. The mining chain comprises several processes from prospecting to extraction,
transportation and processing, requiring significant amounts of energy. Mills (2019)
suggested that the energy equivalent of 100 barrels of oil is required to produce a
single battery that can store the equivalent of one barrel of oil. Additionally, today,
natural gas accounts for more than 70% of the energy used to produce glass required
to build solar photovoltaic planes, and if wind turbines are used to supply half the
electricity in the entire world, 2000 Mt of coal would be required to produce the
concrete and the steel needed to build the wind equipment (Mills 2020), knowing that
the annual production of coal in 2019 was approximately 8000 Mt (IEA (International
Energy Agency) 2020). Therefore, how will the clean energy system process work if
a dramatic increase in the production of raw materials is required to produce green
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energy, which in themselves have negative environmental and health impacts, with
high amounts of energy being required, which actually originates from fossil fuels?

Despite all the production issues related to battery systems, it is obvious that
the raw materials required to produce battery storage systems will soon dominate
the global production of minerals. In fact, today’s production of lithium batteries
already accounts for about 40% of all lithium and 25% of cobalt, meaning that,
in the near future, global lithium mining would have to expand by at least 500%
(Mills 2019). This analysis leads to another essential question—does planet Earth
have enough raw materials to fulfill the production of batteries that the market will
demand? The study by Schernikau and Smith (2021) clearly assists in answering
this key point, by using the Germany case study. As mentioned, a 14-day battery
storage solution for Germany would imply 45 TWh of battery storage production,
using Tesla’s newest technology, and consequently a 7000–13,000 Mt demand for raw
materials. Battery replacement would require a capacity production of 2.25 TWh,
implying a 400–700 Mt demand for raw materials. For example, 1,800,000 t of lithium
production would be needed, knowing that the 2020 global production was 230,000
t, meaning feeding Germany’s battery storage systems would require a lithium
supply which is 5.6 times greater than the current global production (Figure 9). In
the case of cobalt, another essential mineral used in the production of batteries,
225,000 t of cobalt production would be required, but the current global production
is about 120,000 t, meaning Germany’s battery storage production would demand
1.9 times more than the 2020 global production (Figure 9). To conclude on this matter,
considering the current global production of raw materials, the Germany case study
clearly demonstrates that the use of renewables, in the form of solar photovoltaic
panels and/or wind energy, is a rather unrealistic solution for Germany or for the
world—simply put, the rate of demand for raw materials, coupled with the energy
demand that goes with their extraction and processing, current technology and the
immediate environmental impact typically associated with mining and processing,
is totally impractical and unaffordable, especially given the time frame proposed by
international organizations such as the EU and the IPCC (Table 2).
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Table 2. Global reserves of most important raw materials by country.

Reserves
Country

Cobalt (kt) Lithium (kt) Nickel (kt) Graphite (kt)

Argentina 2000

Australia 1100 1500 19,000

Brazil 78 48 10,000 72,000

Canada 240 2900

Chile 7500

China 80 3200 3000 55,000

Colombia 1100

Cuba 500 5500

Democratic Republic of
the Congo 3400

Guatemala 1800

India 8000

Indonesia 4500

Madagascar 130 1600 940

Mexico 3100

New Caledonia 200 8400

Philippines 250 3100

Russia 250 7900

South Africa 30 3700

Turkey 90,000

United States of America 23 38 160

Zambia 270

Zimbabwe 23

Other countries 610 6500 960

World total 7000 14,000 80,000 230,000

Source: Table adapted from EC (European Commission) (2018).
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Figure 9. Lithium and cobalt global production from 2016 until 2022. Source:
Graphics by authors, adapted from Metso: Outotec (2021).

Ultimately, the world needs to sustain its energy supply and growth while
significantly reducing emissions, and the following question remains: how can this
be achieved when world energy consumption continues to increase as a result of
population increase, industrialization and improved quality of life?

A 30% increase in world energy consumption is expected between 2014 and
2035, mainly related to the rapid growth of emerging economies, amongst which
China and India account for half of this increase (Figure 10). Yet, an apparent
mistake is consistently made, intentionally or not: that of discussing the global
energy matrix based on the EU and/or the USA case studies, relegating the rest of
the world, its populations and, above all, its energy needs and development rights to
an obscure platform.

International policies, as well as the targets established in international treaties,
namely, the Paris Agreement, play a very powerful role in the evolution of the world
energy sector and may even cause real deviations in the evolution of the global
energy matrix. In the current energy scenario (Figure 11), it is clear that fossil fuels
will continue to play an important role in the global energy matrix. GECF (Gas
Exporting Countries Forum) (2017) still projects that approximately 75% of global
primary energy consumption will be met by fossil fuels (oil, natural gas and coal) in
the year 2040, despite a decrease of 6% being projected between 2014 and 2040. There
are expectations that a substantial increase in nuclear and renewable energies will
occur, corresponding to approximately 25% of the world energy matrix. Renewable
energies are the primary energy sources with the highest growth, from 13% in 1990
to 18% in 2040. Despite this promising renewable energy scenario, direct use of fossil
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fuels is, and is expected to remain, the dominant energy source in the modern world.
Mills (2019) suggested that in order to completely replace fossil fuels over the next 20
to 30 years, knowing that half a century was needed for global oil and gas production
to expand by 10-fold, global renewable energy production would have to increase by
at least 90-fold, and this is an unrealistic proposition even when substantial financial
efforts are involved. It is therefore quite obvious that the global energy demand will
not allow the Paris Agreement targets to be met, especially with the current energy
and climate strategies, which lack binding agreements and carbon markets, as with
those proposed in the Kyoto Protocol.
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Figure 10. World energy consumption by region. Source: Graphic by authors,
adapted from BP (British Petroleum) (2017).
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Returning to the IEA’s assumed goal to achieve net zero CO2 emissions by 2050,
we are of the view that, even with the enormous financial and technological efforts
that are continuously made, it is unlikely that total decarbonization of the energy
sector in the envisaged timespan will be achieved. In fact, full decarbonization
of the energy sector would imply an urgent and rapid deployment of available
technologies, but above all, worldwide use of technologies that are not on the
market yet. These new technologies are mainly related to battery storage systems,
hydrogen electrolyzers and direct air capture and storage systems (IEA (International
Energy Agency) 2021). As previously mentioned, there is still much to be conducted
in the implementation process of new technologies, from the availability of raw
materials to energy efficiency and cost competitiveness. For the implementation of
new technologies, three main scenarios on global CO2 emissions have been proposed
and projected, namely, business-as-usual, rapid transition and net zero (BP (British
Petroleum) 2020). Additionally, BP (British Petroleum) (2020) and IEA (International
Energy Agency) (2021) stated that the global CO2 emissions peak has already been
reached (Figure 12), mainly due to the impact of COVID-19, and they will not return
to their pre-pandemic levels. Nevertheless, it is important to keep in mind that the
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previous projections are significantly different from these new proposals; actually,
BP (British Petroleum) (2017) projected an increase in global CO2 emissions of 13%
between 2014 and 2035 (Figure 13), which is far from the targets of achieving a 30%
reduction by 2035, as proposed by the Paris Agreement.
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Figure 12. Global CO2 emission scenarios. Source: Graphic by authors, adapted
from BP (British Petroleum) (2020).
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The three CO2 emission scenarios presented by BP (British Petroleum) (2020) are
supported by differences in economies, energy policies and social preferences. One
main subject that has been discussed since the Kyoto Protocol is the establishment of
carbon prices and, consequently, the carbon market. The business-as-usual scenario
assumes carbon price increases of USD 65/t in developed countries and USD 35/t in
emerging countries by 2050. Instead, both the rapid transition and net zero scenarios
assume a substantial increase of USD 250/t in developed countries and USD 175/t
in emerging economies by 2050.

The business-as-usual scenario corresponds to the global CO2 emission
projection if government policies, technologies and social preferences continue
working in the usual way, as seen recently. In this scenario, projections address CO2

emissions above 30 Gt in 2050, showing a slight decline of 10% between 2020 and 2050,
which is far from the carbon-neutral target established by the European Commission.

The rapid transition scenario is based on a series of policy measures, led by a
significant increase in carbon prices and supported by more targeted sector-specific
measures, such as a significant shift away from traditional fossil fuels to non-fossil
fuels, led by renewable energy, in order to achieve a more diversified global energy
matrix (Figure 14). This rapid scenario projection suggests a 70% decline by 2050,
which is consistent with the Paris Agreement targets of limiting the rise in the global
average temperature to well below 2 ◦C above pre-industrial levels (Figure 12).
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Figure 14. Shares of primary energy in the rapid transition scenario. Source:
Graphic by authors, adapted from BP (British Petroleum) (2020).
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The net zero scenario assumes that the policies in the rapid transition scenario
are reinforced by significant shifts in social behaviors and preferences. Nevertheless,
this scenario believes that an accelerated energy transition cannot be achieved based
only on government policies, and that binding strategies need to be established. The
net zero scenario suggests a deep decline by over 95% in global CO2 emissions by
2050, which will allow meeting the global average temperature rise of well below
1.5 ◦C above pre-industrial levels.

At this moment, it is quite obvious that achieving a carbon-neutral energy
system by 2050 will be a challenging task, requiring enormous efforts by all
stakeholders, spanning social, economic, political and technological points of view.
From the technological perspective, besides developments in new energy systems, it
is undeniable that carbon capture and geological storage, so-called CCS technologies
and specifically carbon capture utilization and storage (CCUS) technologies, must be
included, as suggested by the Paris Agreement, as one of the potential solutions to
meet the targets of carbon neutrality by 2050.

5. Geology Contribution to an Efficient Energy Transition

The contribution of geology on the path to achieving an efficient energy
transition has different approaches. The first and inherent approach deals with
the important role that geology plays in understanding climate change in the general
context of planet Earth’s evolution, which will offer potential tools to calibrate our
future climate models. Three other major geological “contributors” are directly linked
to reducing GHG emissions in this overall energy transition framework, namely,
(1) mineral raw materials to build renewable energy equipment, (2) underground
geological structures for hydrogen storage and (3) underground geological storage
structures for CO2 abatement.

The main target of the energy transition is to shift energy production from fossil
fuels to non-fossil sources, meaning that the ultimate goal is to base the global energy
matrix on CO2-free energy sources. These CO2-free energy sources and technologies,
such as wind, solar, biomass or geothermal, require the exploration and exploitation
of mineral raw materials for their deployment, with the obvious and often seriously
detrimental consequences of the environmental impacts. Additionally, raw materials
are not only needed for the construction of renewable energy equipment, such as
solar photovoltaic panels and aeolian turbines, but also for building battery energy
storage systems, considering the variability and intermittency of renewable sources.

Another important contribution from geology is related to the need for energy
savings and efficiency, commonly associated with hydrogen energy production,
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which can be achieved by managing the heat and cold demand using underground
storage structures (Dalebrook et al. 2013). Hydrogen energy is considered
the key priority of carbon-neutral energy systems, due to its regenerative and
environmentally friendly features. Nevertheless, hydrogen energy has two major
inherent problems: its production and storage. Hydrogen energy production is
complex, and it is not a cost-competitive energy, which must be produced from
water or even hydrocarbons (Dalebrook et al. 2013). Hydrogen has a low critical
temperature of −251.15 ◦C, meaning that hydrogen is a gas at ambient temperature
and atmospheric pressure; therefore, its storage implies a reduction in an enormous
volume of hydrogen gas (Züttel 2003). Despite the significant issues in hydrogen
production, hydrogen storage in large quantities is arguably the most challenging
part of the entire hydrogen energy chain. Hydrogen storage in itself is not the main
problem, a subject already addressed by several authors in recent decades (Yartys
and Lototsky 2004; Zhou 2005; Niaz et al. 2015), and six different methods have
already been sufficiently implemented, namely, (1) high-pressure gas cylinders (up
to 800 bar), (2) liquid hydrogen in cryogenic tanks (at −252.15 ◦C), (3) adsorbed
hydrogen on materials with a large specific surface area (at −173.15 ◦C), (4) absorbed
hydrogen on interstitial sites in a host metal (at ambient pressure and temperature),
(5) chemically bonded hydrogen in covalent and ionic compounds (at ambient
pressure) or (6) oxidation of reactive metals (e.g., Li, Na, Mg, Al, Zn) with water,
and hydrogen is already stored in underground salt cavities in the UK and the
USA. Nevertheless, the hydrogen storage issue can be avoided when hydrogen
production is supported by fossil-based hydrogen processes, namely, blue and gray
hydrogen processes, usually reflecting an efficient alignment between production
and consumption, where production occurs at the site of an industrial consumer, and
usually where significant hydrogen storage is not required. The main issue is the
large-scale storage of hydrogen commonly required for green hydrogen production,
which is powered by intermittent renewable energies. For storing temporally large
volumes of renewable energy surplus, geological options probably have the lowest
cost and represent the best solution (Schoenung 2011; Heilek et al. 2016; Tarkowski
2017; Andersson and Grönkvist 2019; Karakilcik and Karakilcik 2020). Four specific
geological options have been evaluated: salt caverns, depleted oil fields, depleted
gas fields and deep saline aquifers. In fact, these geological options are commonly
used in technological processes of CO2 abatement, which will be discussed later in
this section. Figure 15 shows a scheme for hydrogen production and storage when
using 100% renewable energy sources.
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Figure 15. Renewable energy system scheme with an underground geological
hydrogen storage facility. Source: Graphic by authors, adapted from Tarkowski
(2019).

Salt caverns, which are built in underground salt domes, are the most mature
option for geological storage facilities for hydrogen (Ozarslan 2012; Lemieux et al.
2020; Liu et al. 2020). Several advantages are attributed to salt caverns, such as their
storage efficiency given that only a small fraction of the hydrogen injected is unable
to be extracted from the geological structure, their lack of contaminants and, lastly,
one of the most crucial advantages, their high-pressure operating systems, enabling a
rapid discharge when hydrogen is needed (IEA (International Energy Agency) 2019).
In this context, large-scale underground geological structures will play a crucial role
in the hydrogen energy economy as integrated power plants with grids that rely
mainly on renewable energy sources.

The last geological contribution, and perhaps the most controversial in recent
years to reduce GHG emissions, mainly CO2, is represented by CCS technologies
(Figure 16). CCS technologies (Bui et al. 2018) were well studied at the beginning
of the 21st century, resulting in several well-established geologic screening criteria
for “pure” sequestration/storage of CO2. As previously mentioned, a European
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regulatory framework for geological sequestration/storage of CO2 (Directive
2009/31/EC, Shogenova et al. 2014) was defined in 2009. Directive 2009/31/EC was
prepared for pure sequestration solutions in deep saline aquifers, and it was rapidly
understood that they could be one of the largest potential technical storage solutions
to reduce CO2 emissions (Celia et al. 2015; Khan et al. 2021), but economically
unviable, mainly due to the lack of investor-motivating measures.

CO2 Abatement: State-of-the-art
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Figure 16. Geological storage solutions for CO2 abatement. Source: Graphic by
authors, adapted from Lemos de Sousa et al. (2008).

The subject became so important that the European Commission requested
the European Academies Science Advisory Council (EASAC) to address the subject
of carbon capture and storage in Europe (EASAC (European Academies Science
Advisory Council) 2013). A similar important concern was developed by Chinese
experts (Jiang et al. 2020). It became clear that to address CCS technologies, the key
point would be to transform these technologies into an effective economic approach
(D’Amore and Bezzo 2017; Kapetaki and Scowcroft 2017; Shogenova et al. 2021).
The term “CO2 utilization” was seen as the obvious solution, which allowed for
the definition of three main categories: CCUS—hydrocarbon resource recovery,
CCUS—consumptive applications and CCU—reuse (non-consumptive) applications
(CSLF (Carbon Sequestration Leadership Forum) 2012).

In CCUS—hydrocarbon resource recovery (EOR), CO2 is used to enhance
hydrocarbon (oil and gas) production, which may partly compensate for the initial
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cost of CCS and contribute to the implementation of long-term CO2 storage in
other geological facilities, such as deep saline aquifers. The CCUS—consumptive
applications involve the formation of minerals, also designated as mineral
carbonation, which results in CO2 storage by “locking up” the carbon component
in the structure of the new mineral formed. In CCU—reuse (non-consumptive)
applications, the temporarily stored CO2 is also not directly consumed, and instead,
the CO2 is reused or used only once while generating some additional benefit.

Additionally, in 2015, the Paris Conference (COP21) highlighted that CCS is one
of the key promising technologies that can effectively contribute to reducing CO2

emissions in the power generation sector, even if CO2 utilization options are used.
Nonetheless, in this section, the main goal is to highlight the role of geological

sites in reducing CO2 emissions, and in such cases, those that allow for CO2

utilization. Therefore, considering the geological solutions for CO2 abatement that
are presented in Figure 16, four main groups can be identified, namely, (1) depleted
oil fields (CO2 enhanced oil recovery—CO2-EOR), (2) CO2 enhanced gas recovery
(CO2-EGR), (3) shale gas reservoirs (CO2 enhanced shale gas—CO2-ESG) and (4) coal
seams (CO2 enhanced coalbed methane—CO2-ECBM). There are several key criteria
for CO2 storage projects that must be reached, which are different for each of the
geological solutions but supported by the same general assessment procedures,
namely, risk assessment; monitoring, reporting and verification requirements;
reservoir simulations; accounting for the amount of CO2 that can be stored;
post-injection monitoring and site closure; economics evaluation; social context
analysis; and legal and regulatory issues (Ajayi et al. 2019; MRI (Mitsubishi Research
Institute) 2020). Certainly, the amount of CO2 that can be stored in a geological site is
one of the most important criteria in the whole key criteria list; thus, in this context,
coal seams could play a major role in the CCUS technology framework.

Coal is a porous medium reservoir characterized by a unique organic
microstructure, which allows for a CO2 storage volume that is much higher than
its pore volume capacity (Rodrigues and Sousa 2002), due to its adsorbed inherent
features. The dominant adsorption characteristics of coal mean that CO2 is mainly
stored in the internal surface area of pores, in a condensed form, which is very close
to the liquid state. Therefore, reservoirs characterized by organic microporous media
signify higher internal surface areas and, consequently, higher storage capacities
(Rodrigues et al. 2015). The main attribute that justifies coal as the better storage
site option and, at the same time, the most permanent and secure solution for CO2

storage in the medium–long term is its high organic matter content (greater than 50%
in weight) (ISO 11760 2005). Besides the CO2 storage capacity, the CO2 injectivity
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rate is also a relevant criterium to select a geological site. The low CO2 injectivity of
a coal seam, due to its low permeability (usually lower than 5 millidarcy—mD), is
undeniably an unfavorable key parameter suggesting not to use ECBM as the most
economically viable CCUS technology.

CO2-EOR projects have the largest potential of the various CO2 utilization
options, and they are the most used to date. In fact, they have been used
on a commercial scale since the 1970s, totalling more than 100 commercial and
pilot/demonstration projects (Ajayi et al. 2019). Yet, due to amazing improvements
in the shale gas sector in recent years (Soeder and Borglum 2019), it is possible
to consider CO2-ECBM as an economically viable solution for CCUS technologies.
These improvements are intimately related to horizontal drilling technologies, which
involve a special form of directional drilling, typically through a formation at a
well inclination of 90◦ from the vertical, using air hammers with rotation, and with
directional control by means of bent housing motors. The well is drilled vertically
until the reservoir’s calculated depth is reached, and then the well is drilled to turn at
an angle that is steadily increased until the well becomes parallel with the reservoir
(Jiang et al. 2017; Guo et al. 2018). The long laterals of horizontal wells increase the
reservoir–well contact, allowing for significant improvement in the reservoir’s CO2

injectivity and therefore in hydrocarbon production, which avoids the commonly
but extremely expensive multi-well drilling approach used in the past.

Over the years, CCS technologies have been applied worldwide to both CO2

pure sequestration and to CO2 utilization. Nevertheless, due to the costs involved
in the entire process, the most implemented type has been the CCUS technologies.
According to the Economic Forecasting and Policy Analysis (EPPA) model developed
by the Massachusetts Institute of Technology, which takes into account several
pre-requisites to perform the assessment of storage capacity (MRI (Mitsubishi
Research Institute) 2019), the word’s total accessible geological CO2 storage capacity
is estimated to be between 8000 and 55,500 Gt, depending on the estimation scenario.
The EPPA model includes the implementation of several CCS technologies, from CO2

pure sequestration to CO2 utilization projects. Considering the pre-requisites needed
to address an efficient assessment of a site storage capacity, eighteen regions were
selected for the model (Table 3). This model presents two distinct approaches: (1) a
lower estimation, where a storage capacity factor of 0.037 Gt of CO2 stored per 1000
km3 of the sedimentary basin is used, and (2) an upper estimation, where a storage
capacity factor of 0.26 Gt of CO2 per 1000 km3 of the sedimentary basin is used.
Therefore, this EPPA model, taking into consideration the annual global CO2 emission
projections proposed by BP (British Petroleum) (2020), which stated that the global
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CO2 peak was reached in 2020, with annual total CO2 emissions of approximately
35 Gt (Figure 12), implies that in the lower estimation scenario, the global storage
capacity will be able to store the emitted CO2 for approximately 228 years, and in the
upper estimation scenario, CO2 abatement through CCS technologies would take
place over approximately 1585 years.

CCS technologies seem to be a plausible option in the short and medium term
to reduce CO2 emissions in the industrial sector. Actually, these technologies are
currently known as the technological solution that will allow fighting for the global
climate change targets, meaning to achieve carbon neutrality by 2050, despite several
challenges related to costs, infrastructure and incentives that must be overcome.
Significant progress has been made in recent decades; in fact, one of the first CCS
projects in the USA, initiated in 1972, remains operating, in which CO2 is captured
in a fertilizer facility (Enid Fertilizer) and utilized in an EOR project (CSLF (Carbon
Sequestration Leadership Forum) 2019). However, it has been during this last decade
that the implementation of CCS projects has increased worldwide. The facility
classification system proposed by CSLF identified two major categories based on
their annual CO2 capture capacity, namely, large-scale CCS facilities (capture capacity
over 0.4 Mt/year), and pilot and demonstration CCS facilities (capture capacity less
than 0.4 Mt/year) (CSLF (Carbon Sequestration Leadership Forum) 2019). Yet, a
new CCS facility classification system was proposed by Global Status of Global
CCS Institute (2020), which, besides the general pre-requisites list (CSLF (Carbon
Sequestration Leadership Forum) 2019), is mainly supported by the commercial
return while operating parameter. Therefore, this new classification established the
following categories: (1) commercial CCS facilities, and (2) pilot and demonstrative
CCS facilities. Today, there are 65 commercial CCS facilities and 34 pilot and
demonstration CCS facilities around the world, but mainly located in North America,
Europe and Asia. From the 65 commercial CCS facilities, 26 are operating, and
they can capture and permanently store around 40 Mt of CO2 per year. In the
present scenario, it is only possible, when using CCS technologies, to provide a CO2

abatement of approximately 0.11% of the 35 Gt of current annual CO2 emissions in
the entire world.

At this stage, it is quite clear that significant improvements are required
throughout the entire energy chain in order to achieve carbon neutrality by 2050.

Gates (2021) was quite emphatic about the different approaches required for
meeting reduction targets by 2030 and net zero targets by 2050. If the world is to
go for the latter, he proposed both what can be done and what needs to be done.
One thing is absolutely essential, and that is innovation at various levels, in order to
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create and roll out breakthrough technologies that can assist in reaching the ultimate
goal by 2050. It is hoped that CCS technologies will play an essential role through
this challenge.

Table 3. EPPA global storage capacity by region.

Estimated Storage Capacity (Gt)

Region Lower Estimation
(0.037 Gt/1000 km3)

Upper Estimation
(0.26 Gt/1000 km3)

Africa 1563 10,986

Australia and New Zeland 595 4184

Dynamic Asia 119 834

Brazil 297 2087

Canada 318 2236

China 403 2830

Europe 302 2120

Indonesia 163 1144

India 99 697

Japan 8 59

Korea 3 24

Other Latin America 606 4257

Middle East 492 3454

Mexico 138 967

Other East Asia 272 1911

Other Eurasia 485 3410

Russia 1234 8673

United States of America 812 5708

Global 7910 55,581

Source: Table by authors, adapted from MRI (Mitsubishi Research Institute) (2019).

6. Conclusions

Whilst the world seeks to better understand climate science and significantly
improve on climate models, predictions and interpretations of data relevant to
so-called climate change, besides addressing the sustainability of resources, and the
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reduction in emissions, in an effort to protect the environment, factors such as energy
economics, security and cost of supply must be properly addressed at all times.

In an ever-changing world, highly dependent on hydrocarbon-based energy
sources, seeking to transition to new so-called cleaner sources, energy security
concerns are heightened and the risks for disruption increase significantly. Such a
transition needs to be as unincumbered as possible and should take into account
the energy return on energy investment (EROEI) in order for sensible measures
and policies to be put in place and succeed in delivering the end result. Current
investments significantly favor renewables, but it seems as if work is being conducted
at the expense of a major increase in additional natural resources and space, adding
to even more environmental pressures. New renewable technologies will continue
to raise the problem of waste disposal and recycling, adding further to the global
concern of pollution and waste management, with a direct impact on nature, land
and human and animal life. Under-investment in the old economy in favor of the
new economy will result in disruption to the energy supply chain, recently referred to
as the “revenge of the old economy” (Gillespie 2021), with all the economic impacts
and consequences that accompany it.

In conclusion, it is quite obvious that the energy transition system, mainly
supported by the idea of replacing fossil fuels, which are still responsible for about
80% of global primary energy in 2021, by renewable sources, is an essential step
required by the global energy sector, in order to try to meet the targets of carbon
neutrality by 2050, which is considered to be a difficult, if not impossible, task to
reach. This subject has been discussed since the 1970s and was strongly raised with
the implementation of the first Kyoto Protocol commitment, but the current global
climate scenario is far from the main target, that is, net zero emissions.

The general analysis presented in this manuscript seeks to consider the different
aspects relating to climate and to global energy demands. The energy transition must
be conducted in a gradually and consistent manner to avoid massive disruptions to
the energy and human development chains whilst seeking to ameliorate the impacts
of climate change. Evidently, innovation and new developments need to come into
play to accelerate the pace of change well beyond the impact seen from the current
suit of alternative energy sources, namely, renewables. In this approach, fossil fuels
will most likely continue to share the global energy matrix, although they will start
decreasing, but most likely not in the medium term. To achieve carbon neutrality
by 2050, a significant and intense multi-disciplinary effort in all sectors is required,
with radical changes or improvements to cause a significant reduction in fossil fuel
consumption that can only result from processes that are not available as of yet. This
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may include the likes of hydrogen, and perhaps an increased nuclear contribution
to the energy matrix, but much work is required in a very short period of time (30
years).

The contribution of geology to the energy transition phase, which forms part
of the drive to achieve the target of zero carbon by 2050, is multi-faceted. Batteries
required to store energy produced from intermittent renewable sources require
mineral raw materials. Large-scale facilities required to store large volumes of
hydrogen can be provided by geological structures, such as salt caverns, depleted oil
and gas fields and deep saline aquifers. Finally, given that a rapid energy transition
to a fossil fuel-free energy system is presently impossible, CO2 will continue to be
emitted, and the most efficient solution to reduce CO2 emissions into the atmosphere
is to apply CO2 abatement technologies, such as CCS technologies, by selecting the
best underground geological structures through a set of key criteria.
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Use of Storage and Renewable Electricity
Generation to Reduce Domestic and
Transport Carbon Emissions—Whole Life
Energy, Carbon and Cost Analysis of Single
Dwelling Case Study (UK)

Vicki Stevenson

1. Introduction

The IPCC investigated the relationship between likely atmospheric CO2 by the
year 2100 and the resulting climate change. The report found that the likelihood of
staying below a 1.5 ◦C temperature increase in the 21st century (relative to 1850–1900)
was more unlikely than likely even if atmospheric CO2 did not exceed 450 ppm CO2

by 2100 (Intergovernmental Panel on Climate Change 2014). The case for reducing
our atmospheric carbon emissions is clear.

Globally, transport and building energy use are both major causes of
CO2 emissions. Focusing on the UK, direct carbon emissions from homes
were 64 MT CO2 in 2017 (Climate Change Committee 2019a), while UK road
transport emissions were 118 MT CO2, representing a 6% increase since 1990
(Office for National Statistics 2019).

Net-zero energy buildings have been established as an aim globally, at the
European level and in the UK (World Green Building Council n.d.; European
Parliament 2010; Government Property Agency 2020). In the UK, battery storage
(including electric vehicle charging) has potential to reduce the need to upgrade local
electricity grids and enable greater deployment of renewable electricity generation.

2. Literature Review

The UK (Climate Change Committee 2019b) has acknowledged that large-scale
onshore wind, offshore wind and solar PV are now the cheapest forms of electricity
generation in the UK and expects their contribution to UK electricity to rise to 50–65%
by 2030 and potentially even higher afterwards. This will be needed to reduce the
UK grid electricity carbon intensity to 100 g CO2/kWh by 2030, then even further
to 10 g CO2/kWh by 2050. However, this level of penetration requires additional
energy storage infrastructure to (1) make best use of renewable generation, (2) ensure
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that peak demand continues to be met and (3) bring electricity system costs down.
Currently, the UK has the equivalent of 3 GW of pumped hydro storage, but only
0.4 GW of battery devices.

In the UK, the important role of storage is presented in the recent Heat and
Buildings Strategy (HM Government 2021). Previously, it was not specifically
considered, but there have been references to “enabling smart homes” and
commitments to introducing time of use tariffs and creating an opportunity
for domestic demand load shifting (HM Government 2017) which support the
implementation of domestic storage. Although battery storage is eligible for an
interest-free loan in Scotland (Home and Energy Scotland n.d.), there are currently
no nationwide domestic energy storage incentives (Zakeri et al. 2021).

2.1. Benefits and Financial Viability of Domestic Energy Storage

Recent academic analysis of domestic energy storage has focused on its benefits
to the electricity grid and its financial viability. The benefits of domestic energy
storage paired with on-site renewable energy generation include the following:

• Enables load management/load shifting (Sheha and Powell 2018);
• Peak load management (Jankowiak et al. 2020; Koskela et al. 2019;

Gardiner et al. 2020);
• Balancing grid frequency (Gardiner et al. 2020);
• Reduced grid import/export (Zakeri et al. 2021; Jankowiak et al. 2020;

Dong et al. 2020);
• Reduced consumption from the electricity grid (Jankowiak et al. 2020);
• Improves electricity self-consumption and self-sufficiency (Jankowiak et al. 2020;

Koskela et al. 2019; Gardiner et al. 2020; Dong et al. 2020).

On a community scale, storage can improve the voltage quality of the local
distribution grid and is a cheaper alternative to distribution and transmission network
expansion (Dong et al. 2020). However, domestic battery storage is commercially
unviable—this has been tested across a wide range of markets (Zakeri et al. 2021;
Sheha and Powell 2018; Gardiner et al. 2020; Dong et al. 2020). This explains why
the rate of storage with PV is still very low (Zakeri et al. 2021). Although there are
many benefits to increased domestic energy storage (Zakeri et al. 2021; Jankowiak
et al. 2020; Koskela et al. 2019; Gardiner et al. 2020; Dong et al. 2020), there is a gap in
the linkages and markets which would enable the prosumer to gain financially from
providing these benefits (Gardiner et al. 2020).
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Fewer studies are available on the environmental impact of energy storage
systems. (Üçtuğ and Azapagic 2018) analysed a system in Turkey and found that
it generates 4.7–8 times more energy than it consumes while having a 1.6–82.6-fold
lower impact than grid electricity. It has been found that community installations
require less battery capacity than individual installations (Dong et al. 2020; Mair
et al. 2021); this shows that embodied carbon of battery storage could be reduced
significantly if implemented on a larger scale than single dwellings.

2.2. Policy

California and Germany are making headway in encouraging domestic energy
storage. California offers a USD 400/kWh subsidy and a 30% tax credit—despite this,
adoption has been low until recently (Gardiner et al. 2020). Germany’s success is
attributed to subsidies and low-cost loans (Gardiner et al. 2020; Uddin et al. 2017).
Australia has little policy support, but increasing electricity prices are driving a surge
in domestic battery storage (Gardiner et al. 2020).

A range of policy options have been analysed for the UK (Zakeri et al. 2021;
Jankowiak et al. 2020; Gardiner et al. 2020). These include the following:

• Arbitrage (import electricity at a low price and export at a higher price)—This
relies on dynamic purchase and export tariffs. Although time of use tariffs
exist for purchase, domestic export tariffs are fixed. Even though this improves
the financial case for storage, it does not make it profitable unless a policy
is implemented to widen the price gap of off-peak and peak hours (Zakeri
et al. 2021). Although storage capacity needs to be retained for PV-generated
electricity (reducing arbitrage availability), this does not have an operational
cost and thus is only a disadvantage if it displaces grid electricity at a negative
purchase price.

• Peak shaving tariff—Remuneration of GBP 0.24/kWh of peak shaved would
improve profitability of battery storage and incentivise prosumers to purchase a
larger battery and operate it in a way that benefits the electricity grid (Jankowiak
et al. 2020). Enabling monetisation of a peak shaving service is also supported
by (Gardiner et al. 2020).

• Capital subsidy—A 30% capital subsidy would make storage break even
assuming a time of use tariff is used; otherwise, a 50–60% subsidy would
be required (Zakeri et al. 2021). Another analysis of subsidy found that GBP
2660 was required to support the purchase of a 4 kWh battery along with a
4 kW PV system—this is significantly more than most international programmes
(Gardiner et al. 2020).
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• Storage tariff—This could be used to reward owners for electricity discharged at
peak times. The current electric vehicle subsidy could be repositioned to only
support vehicles with vehicle-to-grid capability (Zakeri et al. 2021).

• VAT reduction to 5% for retrofit installation only has a modest impact on the
investment case (Gardiner et al. 2020).

There is a consensus that policies which monetise multiple services outperform
subsidies, and that battery owners need to be rewarded for the benefits they provide
to the electricity grid (Gardiner et al. 2020).

2.3. Research Gap

There is a lack of information and supporting data which can be used to inform
prosumers on the energy and carbon payback of their potential investment in PV
renewable energy generation and energy storage. This study addresses this by
analysing the financial, energy and carbon payback based on a single dwelling
case study.

3. Methodology

The key components to the methodology are as follows:

• Description of the case study including capital cost (Section 3.1);
• Calculation of embodied energy and carbon of the case study (Section 3.2);
• Calculation of expected energy, carbon and financial payback of the case study

before installation (Section 3.3);
• Process to analyse embodied energy, embodied carbon and financial payback

(Section 3.4).

3.1. Case Study Description

The dwelling is a split-level detached house in South Wales (UK) which was
built in 2006. In November 2013, it received an EPC rating of C (78 points), with a
recommendation that it could achieve an EPC rating of B (84 points) if 2.5 kWp of PV
was installed.

On 30 July 2014, a 3.6 kWp vertical, monocrystalline, 2-string PV array with an
SMA 3600 TL single-phase inverter and a Sunny web unit was commissioned. The
south gable façade was chosen for PV installation as plans for an attic conversion
were being considered. As the PV system was at street level, it incorporated matt
glass to reduce potential reflection nuisance to neighbours, and it was shaped to
maximise the space in the peak of the gable. These factors resulted in a higher cost
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(GBP 10,610 including 5% VAT) than that of a roof-mounted system. The system has
a PV orientation within 5◦ of south, vertical inclination and a shading factor of 95%
(due to potential shading from nearby trees in winter) and was based on the MCS
irradiance dataset of 668 kWh/kWp.

In 2019, the decision was made to purchase an electric vehicle, and thus increased
renewable generation was planned. As the vehicle was likely to be off site during the
day, energy storage was also planned.

On 28 April 2020, a Tesla Powerwall 2 AC with Gateway 2 was installed in an
attached garage. This provides 13.5 kWh of storage with a 10-year warranty for 80%
of the capacity at a cost of GBP 8040.

On 16 May 2020, a 6.12 kWp monocrystalline PV array with a Solar Edge HD
4 kW inverter and optimisers was commissioned. The west-facing roof was chosen
for PV installation as the east roof suffered from shading in the morning. Initially, a
6.8 kWp system had been specified; however, Western Power set an export limit of
5.18 kW (including the existing façade PV system) and reduced the roof PV array to
6.12 kWp despite the inclusion of the Powerwall and optimisers which could be used
to control the export. The system cost GBP 7803 including 5% VAT and warranty for
the inverter. The system has a PV orientation within 5◦ of west, 35◦ inclination and a
shading factor of 1 and was based on an irradiance dataset of 778 kWh/kWp.

The electric vehicle (EV) arrived on 11 September 2020 having been significantly
delayed by restrictions related to the COVID-19 pandemic. The vehicle cost GBP
29,710 including 20% VAT and after deducting the GBP 2500 UK government plug-in
grant. In addition, a Zappi charger was purchased to enable home charging and make
use of potential excess from the PV electricity generation. The Zappi charger cost GBP
1219 including 20% VAT and after deducting the GBP 350 UK government Electric
Vehicle Homecharge Scheme grant. The EV consumption is indicated as 270 Wh/mile
(Electric Vehicle Database n.d.) which is equivalent to 167.8 Wh/km, 5.95 km/kWh or
3.7 mile/kWh. Although the UK government considers electric vehicles as having
zero CO2 emissions for vehicle tax purposes, there will be CO2 emissions from the
electricity unless the car is entirely charged from renewable sources. Assuming the
2018 annual average electricity carbon intensity of 260.25 g CO2/kWh (Electricity Info
n.d.), this results in EV emissions of 43.9 g CO2/km. This is expected to decrease
as electricity carbon intensity reduces in line with future targets (Energy UK 2016).
The electric vehicle replaced a diesel car with published emissions of 109 g CO2/km
(Vehicle Certification Agency n.d.). However, the diesel car performance over a
10-year period proved to be 125.8 g CO2/km based on actual fuel efficiency.
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3.2. Embodied Energy and Carbon

Embodied energy and carbon data were sought for PV and storage and then
applied to the case study.

3.2.1. Photovoltaics

There is a range of embodied energy and carbon data available for renewable
energy generation and storage technologies (Reddaway 2016; Circular Ecology n.d.;
Finnegan et al. 2018; Ito et al. 2011; Kristjansdottir et al. 2016; Feng and van den Bergh
2020; Wong et al. 2016; Kurland 2019; Hausfather 2019), but the data must be treated
with care as they often relate to different materials, locations, assumed service life,
balance of system, year of analysis, functional units, analysis approach and analysis
boundaries.

Over the period 1998–2014, the embodied energy of monocrystalline (m-Si) PV
modules was found to range between 2397 and 11,673 MJ/m2, while polycrystalline
(p-Si) PV modules ranged between 2699 and 5150 MJ/m2 (Ito et al. 2011; Wong et al.
2016). The data are more stable over the period 2009–2014 and averaging these data
returns values of 3597 MJ/m2 for m-Si and 2848 MJ/m2 for p-Si. More recent data
for a fully installed PV system in Australia show values of 4185 kWh/kWp for m-Si
and 3708 kWh/kWp for p-Si (Reddaway 2016). Although polycrystalline PV (as a
byproduct) has a lower embodied energy than monocrystalline PV, it also has a lower
efficiency (13.9% vs. 14.3%) Ito et al. 2011, meaning monocrystalline PV is often
chosen for dwellings (as in this case study) because it is more space efficient.

Over the period 2011 to 2016, embodied carbon of monocrystalline (m-Si) PV was
found to range between 150 and 300 kg CO2/m2 (Finnegan et al. 2018; Ito et al. 2011;
Kristjansdottir et al. 2016). Additional 2016 data show values of 2560 kg CO2/kWp
for m-Si (Circular Ecology n.d.). Feng analysed the CO2 emissions of a range of PV
module types manufactured in China, the EU and the USA and found that the carbon
intensity of the electricity in the country was the dominating factor, resulting in EU
production having the lowest embodied carbon, followed by that of the USA and
then China (Feng and van den Bergh 2020).

Analysis of embodied energy of PV systems in Norway (Kristjansdottir et al.
2016) and Australia (Reddaway 2016) indicated that panel manufacturing accounts
for over 80% of emissions, with the next highest impact being from the inverter.

3.2.2. Lithium Batteries

In the UK, 2020 saw 108,205 battery electric vehicles sold, representing a 180%
rise on the previous year (Attwood 2021). This represents a significant increase in
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lithium-ion battery production. Already 10% of Tesla’s batteries get reused, while
60% get recycled (Forfar 2018), and stationary power storage applications are seen as
a valuable use of second-life batteries (Engel et al. 2019). Stationary power storage
requires a lower current density than EVs, meaning it can use batteries with 80–85%
of their original capacity (Pagliaro and Meneguzzo 2019). Nissan and Renault have
partnered with organisations to reuse battery packs (Engel et al. 2019), while Tesla
already has a stationary power storage product—the Powerwall.

Kurland’s analysis of energy use in lithium-ion battery production indicated
significant improvements from 2014 (163 kWh/kWhc) to 2019 (50–65 kWh/kWhc).
Key factors include the following:

• Increased scale, although this did not seem to have an impact after increasing
the size of the facilities with an annual capacity above 2 GWh;

• All electricity production in comparison to utilising steam from fossil fuels;
• For Tesla and Northvolt Ett, embodied carbon has reduced due to the use of

renewable electricity (Kurland 2019).

The importance of the grid carbon intensity was also reflected in Hausfather’s
analysis of lifecycle carbon emissions of EV batteries, which found that US- or
Europe-sourced batteries had approximately 20% lower lifecycle emissions than
Asia-sourced batteries. This was attributed to the widespread use of coal for electricity
generation in Asia (Hausfather 2019). Lifecycle carbon emissions of batteries analysed
between 2017 and 2019 ranged between 61 and 106 kg CO2/kWh, with an average of
100 kg CO2/kWh (Hausfather 2019).

3.2.3. Embodied Energy and Carbon Data Applied to Case Study

Due to embodied energy and carbon data from the literature being based on
different functional units, these are now considered in relation to the case study
elements to allow comparison. Embodied energy data are shown in Table 1, with the
calculated results for both PV systems and storage presented in kWh for comparison.
Similarly, embodied carbon data are shown in Table 2, with the calculated results
presented in kg CO2 for comparison.
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Table 1. Embodied energy data calculated for façade PV system, roof PV system
and battery.

Element/Functional Unit

PV
System—Australia

2016

PV Modules +
Inverter—Japan

2011

PV Modules
Ave

2009–2014

Tesla Battery
(Large Scale

2019)

4185 kWh/kWp 3986 MJ/m2 3597 MJ/m2 57.5 kWh/kWc

Roof PV
6.12 kWp 25,612 kWh 1 - - -

32.5 m2 - 36,664 kWh 32,514 kWh -

Roof
inverter 4 kWp - - -

façade PV 3.6 kWp 15,066 kWh 1 - - -

Tesla
Powerwall 13.5 kWh - - - 776 kWh

1 Data used in calculations. Source: Table by author, adapted from Reddaway (2016);
Ito et al. (2011); Wong et al. (2016); Kurland (2019).

Table 2. Embodied carbon data calculated for façade PV system, roof PV system
and battery.

Element/Functional Unit
UK Panels PV Modules Ave

2011–2016
Battery—Large

Scale 2019

2560 kg
CO2/kWp 225 kg CO2/m2 100 kg CO2/kWh

Roof PV
6.12 kWp 15,667 kg CO2

1 - -

32.5 m2 - 7322 kg CO2 -

Roof inverter 4 kWp - - -

façade PV 3.6 kWp 9216 kg CO2
1 - -

Tesla Powerwall 13.5 kWh - - 1350 kg CO2
1

1 Data used in calculations. Source: Table by author, adapted from Circular Ecology (n.d.);
Finnegan et al. (2018); Ito et al. (2011); Kristjansdottir et al. (2016); Hausfather (2019).

As an accurate area measurement is not available for the façade PV system, the
only embodied energy data which can be used for both case study PV arrays are from
the Australian PV system. It is acknowledged that this is possibly an underestimate
of the total embodied energy for the PV system.

The embodied carbon data, which are available for both PV arrays, are based on
UK panels and are significantly higher than the alternative data. Given the potential
assumption differences between embodied energy and carbon data, this variance was
accepted as inevitable, and the higher embodied carbon value was used for further
calculations in this paper.
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The embodied energy and carbon data for the Powerwall were considered to be
the most appropriate estimates from the data available and were used for further
calculations in this paper.

3.3. Expected Energy, Carbon and Financial Payback before Installation

Data provided before installation were used to calculate a simplified energy
carbon and financial payback.

3.3.1. Façade PV

Based on the installer information, the system was expected to produce 2295 kWh
annually. To pay back the 15,066 kWh embodied energy (Table 1) would take
6.56 years.

The carbon intensity of the UK grid electricity in 2013 (European Environment
Agency 2020) was 467 g CO2e/kWh. To pay back the 9216 kg CO2 embodied carbon
(Table 2) based on the predicted energy generation would take 8.6 years.

The PV system was registered for the UK Government Feed in Tariff (FiT) scheme.
This paid 14.9 p/kWh with an assumed 50% export qualifying for an additional
5.5 p/kWh. Based on installer information, the PV system was anticipated to make
an annual electricity cost saving of GBP 359.09, with an annual FiT contribution of
GBP 627.39 (total GBP 986 per year), leading to a payback of the GBP 10,610 cost over
10.75 years.

3.3.2. Roof PV

The system was expected to produce 4761 kWh annually. To pay back the
25,612kWh embodied energy (Table 1) would take 5.37 years.

The carbon intensity of the UK grid electricity in 2019 (European Environment
Agency 2020) was 228 g CO2e/kWh. To pay back the 15,667 kg CO2 embodied carbon
(Table 2) based on the predicted energy generation would take 14.43 years.

The PV system was assumed to save GBP 675 in electricity costs with an
additional GBP 145 in export sales, leading to a financial payback time of 9.5 years.
However, it was not cost effective to take an export tariff for the roof PV system
instead of the FiT scheme for the façade PV system, meaning the financial payback
time increased to 11.56 years.
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3.3.3. Tesla Powerwall

It is more complex to calculate the energy, carbon and financial payback for the
Tesla Powerwall as more factors are involved.

The first factor in the financial payback for the Tesla Powerwall is the electricity
tariff used. The tariffs considered were as follows:

• Bulb standard tariff (from Bulb energy statement of 30 June 2020)—14.35 p/kWh
• Bulb EV tariff (Bulb n.d.):

# 00:00–07:59 9.03 p/kWh (off peak)
# 08:00–16:59 and 20:00–23:50 13.53 p/kWh (standard)
# 17:00–18:59 30.22 p/kWh (peak)

• Octopus Go (from Octopus energy statement of 6 July 2020):

# 00:30–04:29 5.00 p/kWh (off peak)
# 04:30–00:29 14.02 p/kWh (standard)

• Octopus Agile (Energy-Stats n.d.):

# Tracking tariff which varies at half-hourly intervals depending on the
predicted combination of supply and demand, published at 17:00 the day
before use;

# Initial analysis of diurnal electricity cost trends (Figure 1) indicated that
the period 16:00–18:59 had a significantly higher tariff than the rest of the
day, with a slightly cheaper period of 01:00–04:49. Averaging costs for
these periods over the year resulted in a mean Agile tariff of:

� 16:00–18:59 23.00 p/kWh (peak)
� 19:00–15:59 7.00 p/kWh (standard)
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Figure 1. Half-hourly costs for Octopus Agile tariff 2019. Source: Graphic by author.

It was assumed that no grid electricity would be required in the period 16:00–18:59
to avoid the most expensive periods, but that the Powerwall could charge at any
other time of day. Electricity consumption was based on actual consumption data
from 1 January to 31 December 2019. Energy consumption for the planned EV was
assumed to be 42.6 kWh per week for 48 weeks (allowing 4 weeks in the year without
significant commuting). It was assumed that the EV would charge during the off-peak
period. These assumptions resulted in an assumed consumption for 2019 of:

• Peak electricity 1834.53 kWh
• Standard electricity 10,225.76 kWh
• Off-peak electricity 4708.76 kWh (2044.8 kWh for EV)

Table 3 indicates the 2019 electricity cost for the following:

• Each tariff;
• The potential saving over the Bulb standard tariff;
• The cost saving of using a Powerwall via load shifting from grid (and financial

payback in years).
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Table 3. Electricity tariff options and financial benefit for load shifting.

Tariff Octopus
Go

Octopus
Agile Bulb EV Bulb Standard

2019 electricity cost (GBP) 2017.54 1544.01 2437.75 2477.42

Saving vs. Bulb standard
(GBP) 459.88 933.42 39.68 -

Powerwall load shifting
saving (GBP) 165.47 293.52 388.74 -

Powerwall load shifting
payback (y) 48.6 27.4 20.7 -

Source: Table from author, adapted from Bulb energy statement of 30 June 2020; Bulb (n.d.);
Octopus energy statement of 6th July 2020; Energy-Stats (n.d.).

On its own, load shifting to avoid peak costs does not justify the financial cost
of a Powerwall. However, in 2019, 172.571 kWh of PV energy was exported to the
grid from the gable PV system, and with the planned installation of an additional PV
system, the likely export of PV (or throttling of generation) could be mitigated by
using the Powerwall.

The embodied energy of the Tesla Powerwall is 776 kWh (Table 1), while the
embodied carbon is 1350 kg CO2 (Table 2). Insufficient data were available to enable
calculation of energy and carbon payback at this stage.

3.4. Process to Analyse Embodied Energy, Embodied Carbon and Financial Payback of the
Case Study

Payback is calculated for each of the elements in relation to energy, carbon and
capital cost:

Energy payback (years) = Embodied Energy/Annual Energy Generation1

Carbon payback (years) = Embodied Carbon/Annual CO2 savings

Financial payback (years) = Capital Cost/Annual financial benefit

The embodied energy, embodied carbon and capital cost have already been
presented in Sections 3.1 and 3.2.

Annual energy generation was obtained through monitoring (Section 3.4.1)
up until December 2020. Beyond this, the performance was based on the period
July–December 2020 (justified in Section 4.1.2).
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Annual CO2 savings were derived from monitored energy generation and
analysis of existing UK electricity grid carbon intensity data (Section 3.4.2) and
predicted grid carbon intensity (Section 4.2.2). This includes the capability of the
Powerwall to store off-peak low-carbon electricity to use at higher carbon periods. For
the EV, the CO2 savings are based on the reduction in carbon emissions in comparison
to the diesel car it replaced (Section 4.4).

Annual financial benefit was derived from monitored energy generation and
electricity tariff, FiT and export payments (Section 4.3.1).

3.4.1. Monitoring

The monitoring options for each element of the renewable generation and
storage system are discussed in the following paragraphs, summarised in Table 4
and illustrated in Figure 2.
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logger

Solar Edge 
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Sunny
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Gable PV FiT Meter

House meter

Powerwall 2

Tesla Gateway 2
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EV Loads

House Loads

Renewable 
generation Storage HWM loggers Loads Pre-existing

Figure 2. Schematic of equipment for monitoring renewable generation and storage.
Source: Graphic by author.
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Table 4. Summary of monitoring equipment.

Monitor Data Source
Start

Date/Time
Zone

Interval Accuracy

Car
dashboard

EV efficiency
and distance
travelled 2

EV
11 September

2020
n/a

Manual -

Export meter Roof PV
generation

Wired
between

inverter and
incoming grid

16 May 2020
n/a Manual

Schedule 7:
Electricity Act

1989

FiT meter Façade PV
generation

Wired
between

inverter and
incoming grid

30 July 2014
n/a Manual

Schedule 7:
Electricity Act

1989

HWM Sarn
Solar 1

Façade PV
generation

Pulse counter
on FiT meter

19 December
2014

BST/GMT
15 min 1 pulse/Wh

HWM Sarn
Solar 2 1

Roof PV
generation

Pulse counter
on export

meter

17 May 2020
BST/GMT 15 min 1 pulse/Wh

Solaredge.com
Roof PV

generation 2
Solar Edge

inverter 16 May 2020
BST/GMT 15 min

1% var vs.
Utility bill

Grid import
Grid export

Current
clamp below
Gateway 2

Sunnyportal.com Façade PV
generation 2

Sunny
inverter

30 July 2014
BST/GMT 60 min -

Tesla app

Total PV
generation
Powerwall

import 2

Powerwall
export 2

Grid import
Grid export

Tesla
Gateway 2
and current
clamp below
Gateway 2

29 April 2020
BST/GMT 5 min 1% var vs.

Utility bill

Utility billing
data Grid import 2

House
electricity

meter

24 May–19
October 2020 30 min

Schedule 7:
Electricity Act

1989

1 Equipment loaned by HWM-Water Ltd., Wales, UK; 2 Data used for monitoring. Source:
Table by author.
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Façade PV—Energy Generation

The Feed in Tariff export meter meets the requirements of Schedule 7 of the
Electricity Act 1989; however, only manual readings can be taken from it. The Sunny
web unit transmits data directly from the inverter to Sunnyportal.com, which are
recorded at hourly intervals. Unfortunately, a data service change resulted in lost data
in 2018. The HWM “Sarn Solar” logger was installed in December 2014 and records
data at 15 min intervals. Unfortunately, this suffered some data loss in 2016 and
2017. In years with no apparent data loss, the HWM “Sarn Solar” logged electricity
generation figures 95.3–97.7% of those logged by Sunnyportal.com. Sunnyportal.com
was used as the primary source of data for the façade PV system. HWM “Sarn Solar”
was used for the periods of data loss by Sunnyportal.com.

Roof PV—Energy Generation

The export meter meets the requirements of Schedule 7 of the Electricity Act 1989;
however, only manual readings can be taken from it. Data are transmitted directly
from the inverter to monitoring.solaredge.com and recorded at 15 min intervals. The
HWM Sarn Solar 2 logger is battery operated and suffered from some data loss in
September 2020. Prior to this (17 May–31 August 2020), the HWM Sarn Solar 2 and
solaredge data were within 1% of each other. As electricity generation reduced in
October–December 2020, the discrepancy increased to 2–3%. Solaredge was used as
the primary source of data for the roof PV system.

Total PV—Energy Generation

A current clamp on cables between the utility meter and Gateway 2 transmits
data to the Tesla app, which are recorded at 5 min intervals.

Electricity Import to Site for Electricity Stored by Powerwall and EV

The utility meter meets the requirements of Schedule 7 of the Electricity Act 1989,
with half-hourly data available from 24 May 2020 until 19 October 2020. However,
no data after that date have been published.

Data from a current clamp on cables between the utility meter and Gateway 2
are available at 15 min intervals via monitoring.solaredge.com. Over the period 24
May to 19 October, solaredge and the average daily utility data were within 1% of
each other.

Data from a separate current clamp on cables between the utility meter and
Gateway 2 are available at 5 min intervals via the Tesla app. Over the period 24
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May–19 October, the Tesla app and the average daily utility data were within 1% of
each other.

Utility billing data were used as the primary source of data for electricity import
to the site. When utility billing data were not available, the Tesla data were averaged
to half-hourly intervals and used.

To Powerwall/From Powerwall—Electricity Stored by Powerwall

The electricity directed to and from the Powerwall is available at 5 min intervals
via the Tesla app.

EV Efficiency and Distance Travelled

Electric vehicle efficiency and distance travelled data were read manually from
the car dashboard at monthly intervals.

The monitoring options are summarised in Table 4, and their relationship to the
case study is illustrated in Figure 2.

Figure 2 illustrates the relationship of the monitoring equipment to the house,
renewable generation and storage infrastructure.

3.4.2. UK Electricity Grid Carbon Intensity Data

The UK electricity grid carbon intensity was required to calculate the carbon
payback. High-resolution (half-hourly) data were required for the Powerwall analysis.
There are different sources of UK grid carbon intensity data depending on the time
period and resolution required. These are explained below and presented in Tables 5
and 6 and Figure 3.

Average annual data for 1990–2019 are available from the (European Environment
Agency 2020). Data for 2014–2019 are presented in Table 5. The progress in
decarbonising the UK grid electricity is clear from these data.
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Figure 3. Monthly averaged UK grid electricity carbon intensity 2020 (half-hourly
data). Source: Graphic by author.

Table 5. Average annual carbon intensity data for UK grid: 2014–2018.

Year UK Electricity Generation g CO2e/kWh

2013 467

2014 425

2015 380

2016 294

2017 264

2018 250

2019 228

Source: Table by author, adapted from European Environment Agency (2020).

Daily carbon intensity data from 12 September 2017 (Electricity Info n.d.) can be
used to produce monthly average figures. Average monthly data since January 2018
are shown in Table 6. The average annual data for 2018 and 2019 are observed to
approximate to the annual data in Table 5. The year 2020 saw a significant drop in the
industrial and service sectors’ electricity consumption compared to previous years.
This reduced the requirement for carbon-intensive electricity generation (Department
for Business, Energy & Industrial Strategy 2021).
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Table 6. Average monthly carbon intensity data for UK grid: January 2018–March
2021.

Carbon Intensity of UK Electricity Supply g CO2/kWh
Period

2018 2019 2020 2021

January 254 281 209 191

February 293 217 176 179

March 319 197 189 185

April 228 213 168 -

May 216 210 142 -

June 238 215 172 -

July 248 223 185 -

August 219 188 204 -

September 223 178 194 -

Octorber 234 202 162 -

November 261 240 177 -

December 390 202 185 -

Annual Average 260 214 180 -

Source: Table by author, adapted from Electricity Info (n.d.).

Half-hourly UK electric grid carbon intensity was calculated. Half-hourly power
data detailing the various sources feeding the electricity grid (BMRS n.d.a.) were
multiplied by the carbon intensity for each fuel type to calculate the half-hourly
carbon emissions for the UK grid electricity. The mean carbon intensity for each
fuel type (World Nuclear Association n.d.) is illustrated in Table 7 (Gridwatch
n.d.). Finally, the half-hourly carbon emissions for the UK grid electricity were
divided by the UK energy demand (BMRS n.d.b.) to obtain the carbon intensity per
MW electricity.
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Table 7. Mean carbon intensity of fuels used in UK electricity production.

Source Tonnes CO2e/GWh

Combined cycle gas turbine 499

Nuclear 29

Biomass 45

Coal 888

Wind 26

Solar 85

Oil 733

Open cycle gas turbine 499

Hydroelectric 26

Pumped hydro 415

Interconnector (import) 273

Other 273

Source: Table by author, adapted from World Nuclear Association (n.d.).

Half-hourly data averaged for each month of 2020 are shown in Figure 3. These
data confirm that electricity consumed between approximately 00:30 and 06:00 has a
lower carbon intensity than that consumed in the rest of the day.

4. Results

The energy, carbon and financial paybacks of the façade PV system, roof
PV system, Tesla Powerwall and EV battery are considered in relation to actual
performance since purchase.

4.1. Energy Payback

4.1.1. Façade PV

Up to 31 March 2021, the façade PV system generated 12,209.1 kWh. The average
annual generation from 2015 to 2020 was 1881.9 kWh, approximately 18% lower than
predicted. The monthly yield is illustrated in Figure 4.
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Figure 4. Monthly renewable energy generation of the façade PV system since
installation in 2014. Source: Graphic by author.

Based on past energy generation trends, the façade PV system will achieve energy
payback between August 2022 and March 2023 depending on weather conditions—at
least 8 years to achieve energy payback. Even though this is slower than anticipated
based on installer data, it is well within the expected service life of the PV system.

4.1.2. Roof PV

As of 31 March 2021, the roof PV system generated 4156.6 kWh of renewable
electricity (illustrated in Figure 5). As the roof PV system was installed in May 2020,
there was not a full year of renewable generation data to analyse. Instead, the period
22 June–21 December 2020, which represents a half year between the highest sun
availability in summer to the lowest sun availability in winter, was analysed.

Referring to the renewable energy generation of the façade PV system for the
period July–December (illustrated in Figure 4), the ranking (best to worst) was
2016, 2015, 2019, 2017, 2020 and then 2018. Table 8 presents the façade PV system’s
renewable energy generation annually and for the period July–December. For the
full year, 2020 ranked third; therefore, the poor performance between July and
December can be attributed to weather conditions rather than purely to the expected
performance degradation of the façade PV system. As the July–December 2020 period

114



ranks fifth since 2015, the data can be used to predict payback, without being unduly
optimistic.
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Figure 5. Monthly renewable energy generation of the roof PV system since
installation in May 2020. NB: The star highlights that May 2020 data only represents
15 days. Source: Graphic by author.

Table 8. Renewable energy generation of façade PV system (annual and 1
2 year

from July to December).

Year kWh/year
%

Normalised
to 2015

Ranking kWh (1/2
year)

%
Normalised

to 2015
Ranking

2015 2021.57 100.0 1 883.58 100.0 2

2016 1945.47 96.2 2 904.05 102.3 1

2017 1751.35 86.6 6 845.44 95.7 4

2018 1752.78 86.7 5 739.57 83.7 6

2019 1893.87 93.7 4 864.57 97.8 3

2020 1926.39 95.3 3 803.49 90.9 5

Source: Table by author.

The roof PV system’s generation from 22 June to 21 December 2020 was
2231.2 kWh. To pay back the 25,612 kWh embodied energy of the roof PV system
would take 5.6 years. This is close to the expected figure of 5.37 years and well within
its service life.

115



4.1.3. Tesla Powerwall

The energy payback of the Tesla Powerwall is dependent on its ability to
capture renewable energy generated by the façade and roof PV systems which would
otherwise have been exported or throttled.

There was not a full year of operational data to analyse, and thus the same
half-year period as for the roof PV system was analysed. During this period,
21.44 kWh of renewable energy was captured which would otherwise have been
exported/throttled (23.26 kWh for the full installation period until 31 March 2021).
Based on this, we can assume 42.88 kWh would be captured over a year, resulting
in an energy payback in 18.1 years. Although this is beyond the warranty period,
the system may still be operating for that period of time. Energy attributed to the
Powerwall was not attributed to the roof PV system in order to avoid double counting.

4.2. Carbon Payback

4.2.1. Façade PV

The annual UK electricity grid carbon intensity was taken from Table 5 (European
Environment Agency 2020) for 2014–2017, as more detailed data could not be found
for this period. For 2018–2021, the monthly data shown in Table 6 (Electricity Info
n.d.) were used.

A total of 3.24 tonnes of CO2 emissions has been avoided by the façade PV
system since installation in 2014. The annual CO2 saving has varied from 768.2 kg
CO2e in 2015 (which combined the highest UK electricity grid carbon intensity with
the highest electricity generation) down to 342.2 kg CO2e in 2020, which had the
second highest electricity generation since installation but the lowest electricity grid
carbon intensity (as illustrated in Figure 6).

A projection of the future carbon payback based on average energy generation
thus far, in combination with an assumed linear progression of the UK grid electricity
to 100 g CO2/kWh by 2030, and then to 10 g CO2/kWh by 2050, is illustrated in
Figure 7. Following this trend, it will take until 2126 to reach a carbon payback of
9216 kg CO2. This significantly exceeds the expected service life.
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4.2.2. Roof PV

The monthly UK electricity grid carbon intensity was taken from Table 6
(Electricity Info n.d.). The CO2 emissions avoided by the roof PV system since
installation equal 0.71 tonnes CO2e.

Using the projection of the UK grid carbon intensity illustrated in Figure 7, and
assuming annual renewable energy generation by the roof PV system of 4562.4 kWh,
it will take until 2036 to reach a carbon payback of 9216 kg CO2. The carbon payback
period has been extended significantly due to sharing the CO2 saving with the Tesla
Powerwall in the first few years when the electricity carbon intensity is higher. Despite
this, the roof PV system achieves carbon payback in its expected service lifetime.

4.2.3. Tesla Powerwall

The carbon payback of the Tesla Powerwall is dependent on two elements:

1. Its ability to capture renewable energy which exceeds the current demand of
the site for use at another time;

2. Its ability to capture grid electricity with a low carbon intensity for use when
grid electricity has a higher carbon intensity (load shifting).

By the end of March 2021, 332.5 kg of CO2 emissions had been avoided by
capturing renewable energy for use at another time. However, half of this is attributed
to the roof PV system until the Powerwall’s payback is achieved (to avoid double
counting); thus, based on the half-year data, 211.85 kg of CO2 emissions will be
avoided annually. This indicates that a significant proportion of the renewable energy
generated by the roof PV system is not used immediately. After the Powerwall’s
payback is achieved, the full CO2 saving is applied to the roof PV system.

On days when significant renewable generation is expected from the façade
and roof PV systems, storage of excess renewable energy should take priority over
load shifting. However, from November to February, there is a significant drop in
excess renewable energy generation, and load shifting can be utilised instead. The
Powerwall has settings which allow it to selectively charge at off-peak times and use
the stored energy to minimise grid import at peak times. Although these settings are
based around electricity costs, the Octopus tariff’s off-peak cost period (00:30–04:30)
fits within the lower-carbon intensity period illustrated in Figure 3, while the peak
period (16:00–19:00) is associated with a higher carbon intensity (Figure 3).

The carbon saving from load shifting is based on the difference between the
average carbon intensity between 16:00 and 19:00 and the carbon intensity of the
stored energy while allowing for energy loss between storage and return (referred to
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as round-trip energy efficiency). Table 9 indicates the monthly energy storage in the
Powerwall, the resulting round-trip efficiency and the electricity source. Using the
half-year data, the average round-trip efficiency was 90.2%. The round-trip efficiency
would be lower for a Powerwall located in a colder place (e.g., outdoors).

Table 9. Energy stored in the Powerwall, round-trip efficiency and electricity source.

Date From Powerwall
(kWh)

Round-Trip Energy
Efficiency (%) Electricity Source

29 April–15 May 2020 11.6 30.1 Façade PV

16–25 May 2020 122.7 86.2 Façade PV + Roof PV

26 May–30 June 2020 492.6 91.1

Façade PV + Roof PV
+ Off-peak grid

July 2020 422.4 90.0

August 2020 405.5 88.4

September 2020 520.7 91.7

October 2020 497.1 90.3

November 2020 389.7 89.3

December 2020 418.1 89.3
Façade PV + Roof PV

+ Off-peak grid
(minimising peak rate

import)January 2021 415.9 89.1
1
2 year (22 June–21
December 2020) 2567 1 90.2 -

1 Data used for calculation. Source: Table by author.

By the end of March 2021, 157.2 kg of CO2 emissions had been avoided by load
shifting off-peak energy for use at another time. Based on the half-year data, 166.4 kg
of CO2 emissions will be avoided annually. However, care should be taken to avoid
using load shifting at periods when there is less than a 10% difference in the carbon
intensity of off-peak and peak electricity, as the carbon reduction benefit will be
outweighed by the energy loss during storage and release.

Combining both elements of carbon saving from the Powerwall results in
378.3 kg CO2e savings per year. Even allowing for the decreasing carbon intensity of
grid electricity in the future, the carbon payback of the Powerwall will be achieved
by 2025.
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4.3. Financial Payback

4.3.1. Façade PV

There are three elements contributing to the financial payback of the façade
PV system:

1. The FiT was 14.9 p/kWh at installation. Retained FiT statements show that the
rate was 15.78 p/kWh in 2018, 16.2 p/kWh in 2019 and 16.56 p/kWh in 2020. The
UK Retail Prices Index (RPI) (Office for National Statistics n.d.) was used to
determine the approximate tariff for 2015–2017.

2. The export payment—5.5 p/kWh for an assumed 50% export.
3. Saving on electricity payments. Retained electricity bills show that the rate

(excluding service charge) was as follows:

a. September 2017–April 2018 12.45 p/kWh + 5% VAT
b. May–June 2018 12.48 p/kWh + 5% VAT
c. July–October 2018 13.62 p/kWh + 5% VAT
d. October 2018–April 2020 13.63 p/kWh + 5% VAT
e. May–October 2020 13.35 p/kWh + 5% VAT

Prior to 2017, electricity rates were derived based on the Consumer Price Index
for electricity (Statista n.d.) relative to the 2017 tariff. At the time of calculation, no
evidence could be found of an anticipated increase in electricity costs, meaning the
average of 2015–2020 was used for future years.

Financial savings since installation total GBP 3719.38 (approximately GBP
598/year), and this equates to a payback period of 18 years. The expected payback
was affected by the lower than expected energy generation. The proportional
contributions are as follows: FiT 49.5%, export 8.7% and electricity cost savings 41.8%.

4.3.2. Roof PV

The only contribution to the financial payback of the roof PV system is the saving
on electricity payments. Retained electricity bills show that the rate (excluding service
charge) was 13.35 p/kWh + 5% VAT. Financial savings since installation total GBP
557.73. Based on the half-year data, the assumed annual renewable energy generation
will be 4476 kWh. Relating this to the current electricity tariff, annual savings will be
GBP 639.53; however, GBP 105.86 annually is attributed to the Powerwall, resulting
in a financial payback of GBP 7803 within 15.4 years.
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4.3.3. Tesla Powerwall

As with the carbon payback, the financial payback of the Tesla Powerwall is
dependent on two elements:

1. Its ability to capture renewable energy which exceeds the current demand of
the site for use at another time;

2. Its ability to capture grid electricity with a low cost (and carbon intensity) for
use when grid electricity has a higher cost (and carbon intensity) known as
“load shifting”.

The renewable energy element of the cost saving is shared equally between the
Powerwall and the roof PV system until the roof PV system’s payback is achieved,
whereon the full cost saving applies to the Powerwall. By the end of March 2021, a
GBP 174.00 saving had been made based on storing the roof PV system’s generation
for later use. Based on the half-year period, the annual cost saving will be GBP 211.71,
which will be equally shared between the Powerwall and the roof PV system.

The cost saving from load shifting is based on the Octopus Go tariff which has
an off-peak period (00:30–04:30). Accounting for the average 9.8% energy loss during
storage and return, the cost saving up to 31 March 2021 was GBP 192.27. Based on
the half-year period, the annual cost saving will be GBP 296.29.

Combining both elements of the cost saving from the Powerwall results in GBP
402.15 savings per year, achieving a financial payback of GBP 8040 by 2039.

4.4. Electric Vehicle

The electric vehicle has a 35.5 kWh battery which has an embodied carbon value
of 3550 kg CO2 assuming 100 kg CO2/kWh (Hausfather 2019).

The monthly distance travelled by the EV, along with average energy efficiency,
electricity consumption and carbon emissions, for the period is presented in Table 10,
along with a comparison of the carbon emissions which would have resulted from
the replaced diesel vehicle (Figure 8).
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Table 10. Electric vehicle monthly distance travelled, energy efficiency, electricity
consumption and carbon emissions.

Month Distance
(km)

Energy
Efficiency
(km/kWh)

Electricity
Consumption

(kWh)

EV Carbon
Emissions
(kg CO2) 1

Diesel Carbon
Emissions for

Same Distance
(kg CO2)

October 2020 850 4.82 176.2 28.5 92.6

November 2020 1379 4.67 295.5 52.3 150.3

December 2020 1447 4.50 321.2 59.4 157.7

January 2021 780 4.34 179.4 34.3 85.0

February 2021 943 4.50 209.4 37.5 102.8

March 2021 1337 4.83 276.9 51.2 145.7

1 Carbon emissions are based on the monthly average for the UK electricity grid. Source:
Table by author, adapted from Electricity Info (n.d.).
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Figure 8. Carbon emission comparison between electric vehicle and diesel vehicle,
plus electric vehicle efficiency. Source: Graphic by author.

Based on monthly UK electricity carbon emissions (Table 6), the EV saved 471 kg
of CO2 in six months of operation in comparison to the diesel car it replaced. On this
basis, the electric vehicle batteries will achieve carbon payback within 7.5 years.

Cost payback has not been considered as it is difficult to assess how much more
expensive the EV is than a comparable diesel car, although it is acknowledged that
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electric variants are generally more expensive than their diesel equivalents. Energy
payback is not considered as the car consumes energy.

5. Discussion

The calculated energy, carbon and financial paybacks of each part of the
renewable generation and storage system are summarized in Table 11.

Table 11. Calculated energy, carbon and financial paybacks of façade PV system,
roof PV system, Tesla Powerwall and EV battery.

Element Energy Payback (y) Carbon Payback (y) Financial Payback
(y)

Façade PV 8.0 132.0 18.0

Roof PV 5.6 16.0 15.4

Tesla Powerwall 18.1 5.0 19.0

EV Battery N/A 7.5 N/A

Source: Table by author.

5.1. Energy Payback

The energy payback of both PV systems is well within the expected service
lifetime. The energy payback of the Tesla Powerwall is more complex as its ability to
facilitate energy payback relies on the specification of the renewable generation it is
partnered with. In this case, the energy payback is 18.1 years, which is significantly
beyond the warranty period, but there is potential for the system to still be operating
in that time period. It should be considered that the captured energy would have
been higher (and energy payback shorter) if the full 6.8 kWp roof PV system had
been permitted.

5.2. Carbon Payback

The carbon payback is less certain than the energy payback because the
calculations vary depending on the future potential decarbonisation of the UK
electricity grid. The decarbonisation of the grid in recent years has had a noticeable
impact on the carbon payback of the façade PV system, which was initially expected
to achieve carbon payback within 8.6 years.

Assuming that targets to reach 100 g CO2/kWh by 2030 and then 10 g CO2/kWh
by 2050 are achieved, the roof PV system will achieve carbon payback within its
service life. However, the carbon payback of the façade PV system is much longer.
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Some people may argue that the reduced carbon intensity of the electricity grid
negates the requirement for renewable energy installation. For this reason, it needs
to be acknowledged that the decarbonisation of the electricity grid is only possible if
renewable energy generation is increased. Approximately 162 TWh of low-carbon
generation is required to meet the 100 g CO2/kWh target by 2030 while covering
the planned retiral of nuclear plants and increased electrification of transport and
heating (Evans 2020). It should also be considered that the electricity decarbonisation
contributes to reduce embodied carbon of new renewable energy generation systems.
This trend is already being observed in the decreasing embodied carbon data for
batteries (Hausfather 2019).

The carbon payback of the Tesla Powerwall benefitted from its year-round
capability to save carbon. In sunny weather, the maximum carbon saving comes
from “saving” solar energy for a higher-carbon intensity period. However, even in
low-sun conditions during the winter, it is able to powershift lower-carbon intensity
electricity generated overnight to a higher-carbon intensity period. This enables a
carbon payback of 5 years which is well within its service life.

Under the 2020 electricity grid carbon intensity, the electric vehicle battery is
likely to reach carbon payback in less than 8 years (which is the warranty period for
the EV battery). There is potential for this to be even earlier as the data analysed do
not consider the following factors:

• EV grid charging was scheduled from 00:30 to 04:30. Analysis of 2020 data (as
illustrated in Figure 3) has shown that the carbon intensity during this period is
nearly 20% lower than that during the rest of the day (202.239 g CO2 compared
to 249.975 g CO2).

• Not all of the electricity came from the electricity grid. Periods of solar PV
generation being stored directly in the car were observed in October 2020, and
February, March and April 2021. Unfortunately, the amount could not be logged
with the current equipment.

• The period analysed was during cold months which are known to adversely
affect vehicle energy efficiency.

• As decarbonisation of the electricity grid improves, the carbon emissions of the
electric vehicle will reduce further.

5.3. Financial Payback

The financial payback of the façade PV system will be reached within its service
life due to the FiT contribution. The roof PV system was a simpler installation and
will reach financial payback within its service life without any subsidy. However, the
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roof PV system can only reach financial payback in tandem with the Tesla Powerwall;
otherwise, much of the energy generated would be exported to the grid with no
benefit to the owner. This is why its financial benefit has been shared with the
Tesla Powerwall. Even with the payback contribution from the PV system, the Tesla
Powerwall will not achieve financial payback within its expected service life. This
agrees with the findings in the literature (Zakeri et al. 2021; Sheha and Powell 2018;
Gardiner et al. 2020; Dong et al. 2020).

There is an element of uncertainty in the financial payback
calculations—particularly over an extended period. There is potential for
fluctuation in electricity prices which could significantly extend or reduce the
payback period.

5.4. Behaviour

Visual displays were used to ensure that the status of solar generation and the
battery can be considered when scheduling use of appliances such as the washing
machine in order to minimise grid electricity imports.

6. Conclusions

Although the façade PV system’s financial payback was only made viable by the
FiT contribution, this subsidy had wider benefits as it transformed the UK market
and established PV as a viable renewable energy generation technology in the UK.

The energy, carbon and financial payback for simple roof-installed PV generation
covering the base load is clear.

The installation of PV generation beyond the base load can be justified as long as
suitable storage capability is also installed to reduce stress on the grid and maximise
benefit to the owner. However, this can impact on financial payback, as previously
indicated in the literature (Zakeri et al. 2021; Sheha and Powell 2018; Gardiner
et al. 2020; Dong et al. 2020). It should be noted that the main benefits of storage
installed with PV are to the electricity grid (Zakeri et al. 2021; Sheha and Powell
2018; Jankowiak et al. 2020; Koskela et al. 2019; Gardiner et al. 2020; Dong et al.
2020); however, owners of the storage are not currently rewarded for providing
these benefits. In fact, the payback of this system has been adversely affected by
the reduction in the intended PV installation from 6.8 to 6.12 kWp (as required by
Western Power). The literature has indicated that policy changes which monetise the
benefits offered by energy storage to the grid will outperform subsidies (Gardiner
et al. 2020).

125



The ability of a PV system to achieve carbon payback through its own generation
will vary depending on the solar efficiency of its installation and future electricity
grid decarbonisation. As renewable generation is contributing to decarbonisation of
the electricity grid—which, in turn, reduces the embodied carbon of the equipment
produced in future—it is important that solar-efficient installations continue.

The carbon payback of the electric vehicle battery is clear and will benefit from
future electric grid decarbonisation.

The combination of renewable generation, energy storage and swapping to an
electric vehicle is likely to avoid 1655.6 kg CO2 per year operational emissions at
the 2020 UK electric grid carbon intensity. Obviously, this is a small decrease on the
national scale, but there is potential to replicate this approach in other buildings.

This study has been limited by a relatively short monitoring period. Future
work to review the data after an extended period would be beneficial.
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1. Introduction

During the last 12 years, halide perovskites (HaP) have emerged as the
fastest-emerging third-generation solar cell material, competing well with silicon
and other thin-film technologies. The power conversion efficiency (PCE) of these
easy-to-process and low-cost solar cells has risen from 3.58% to 25.6% from
2009 to 2021 (Zheng and Pullerits 2019; Jeong et al. 2021), already exceeding
that of commercially available thin-film photovoltaics (PV) and rivaling that of
the best single-junction silicon solar cells. Moreover, HaP have a wide range
of applications including solar cells, water splitting and carbon dioxide (CO2)
reduction, light-emitting diodes, photodiodes in photodetectors, gas sensing, lasers
and solar batteries. However, instability, toxicity of lead and solvents, poor
laboratory-to-laboratory reproducibility, and scalability remain bottlenecks blocking
the commercialization of this technology. Among all these difficulties, instability and
short lifespan are the major impediments to the commercialization of HaP solar cells.
It is crucial to understand the causes of instabilities and develop strategies that will
stabilize this low-cost technology and facilitate its transfer to the market.

The production of solar hydrogen by water splitting through the PEC process
was initially demonstrated by Fujishima and Honda in 1972 (Fujishima and Honda
1972). Fujishima and Honda used titanium dioxide (TiO2) as a semiconductor
photoanode and achieved a low quantum efficiency of 0.1%. A contributing factor
to the low quantum efficiency was the inability of TiO2 to absorb photons in the
visible spectrum due to its large bandgap of 3.0 eV. The use of nitrides, chalcogenides,
metal sulfides, and metal oxides as photoelectrodes for PEC water splitting has been
explored for decades (Wang et al. 2017; Tee et al. 2017). Despite several decades spent
in search of suitable materials, no single semiconducting material has been found to
fulfill all the required performance benchmarks for efficiency, durability, and cost
(Shen et al. 2014). Metal oxides are among the most promising candidates for use
as photoanodes in PEC devices for hydrogen production. Their low cost, ease of
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preparation, lattice manipulation flexibility, and stability in the PEC environment
make them attractive (Eftekhari et al. 2017).

Popular metal oxide photoelectrodes for water splitting are TiO2 (Eidsvåg et al.
2021), α-Fe2O3 (Kyesmen et al. 2021), bismuth vanadate (BiVO4), and tungsten
trioxide (WO3) (Kafizas et al. 2017). Among these, α-Fe2O3 is a promising material
for use as a photoelectrode in PEC water splitting due to its low bandgap, availability,
low cost, non-toxicity, and stability in aqueous environments. It can absorb light in
the visible region due to its bandgap of ~2.0 eV and promises a maximum theoretical
photocurrent and solar-to-hydrogen (STH) efficiency of ~14 mA/cm2 and ~17%,
respectively (Dias et al. 2014; Murphy et al. 2006). In addition, α-Fe2O3 is the most
common crystal structure of the oxides of iron, and it is easy to process (Yilmaz
and Unal 2016). However, the efficiency of α-Fe2O3 is yet to attain the theoretically
predicted value due to its poor conductivity, high electron–hole recombination,
inefficient charge separation (Lee et al. 2014; Xi and Lange 2018), high overpotential,
and low absorption coefficient, requiring films with a thickness of over 400 nm for
sufficient photon utilization (Sivula et al. 2011). Numerous approaches have been
employed in dealing with the challenges associated with the use of α-Fe2O3 for PEC
water splitting. These strategies include nanostructuring (Ito et al. 2017), doping
(Feng et al. 2020), formation of heterostructures (Natarajan et al. 2017), the use of
co-catalysts (Eftekhari et al. 2017), plasmonic enhancement effects (Archana et al.
2015), and the use of light-harvesting bio-molecules (Ihssen et al. 2014).

In this chapter, we present the challenges of using HaP and α-Fe2O3 for the
direct conversion of solar energy into electricity and hydrogen fuels, respectively,
with a special focus on the up-to-date strategies that have been engaged towards
overcoming them. The instability of perovskite solar cells is influenced by the
Goldschmidt tolerance, chemical composition, and defects in halide perovskites.
The use of additives to achieve large grain sizes with few grain boundaries and
to passivate the surface and boundaries of HaP is effective in improving the
stability of HaP solar cells. In addition, protecting back-metal contacts from
reacting with the halide perovskites, passivation of 2D perovskites to form 2D/3D
mixed-dimensional perovskites, encapsulation of the devices/modules, and use
of MA-free perovskites as strategies for the long-term stability and lifetime of
perovskite solar cells are presented. For α-Fe2O3 films, the simultaneous engagement
of strategies such as nanostructuring, doping, formation of heterostructures, use
of co-catalysts, and plasmonic enhancement effects has shown great promise in
enhancing their photocatalytic hydrogen production. The concurrent use of multiple
strategies for the enhancement of the solar-to-hydrogen conversion (STH) efficiency
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of α-Fe2O3-based photoanodes is mostly implemented through the systematic use
of interface engineering. More research is still needed to realize the anticipated
commercialization of solar hydrogen production and photovoltaic technologies using
α-Fe2O3 and halide perovskites, respectively.

2. Developments Towards Sustainability of Perovskite Solar Cells

2.1. Stability of Perovskite Solar Cells

Perovskite solar cells/panels in operation must withstand eternal environmental
conditions including heat, moisture, oxygen, hail and external stresses such as
heat/cold cycles, light/dark cycles. Stability can be regarded as the ability to
maintain constant performance while operating under these conditions.

2.1.1. Goldschmidt’s Tolerance Factor and Intrinsic Structural Stability of 3D HaP

Three-dimensional (3D) HaP solar cells are highly efficient but very unstable.
In the AMX3 form for 3D halide perovskites, A stands for a monovalent cation
such as cesium (Cs+), methylammonium (CH3NH3

+, MA), and formamidinium
(H2NCHNH2

+, FA), M represents a divalent cation such as lead (Pb2+) and tin (Sn2+),
and X is a halide anion such as bromide (Br¯), iodide (I¯), and chloride (Cl¯). Some
3D HaP have mixtures of the different A-cations, M-cations, and/or X-anions. The
cubic perovskite crystal structure has an M-cation in the 6-fold coordination position,
enclosed by a corner-linked octahedron of X-anions, called the MX6 octahedral
framework, and A-cations in the 12-fold coordination positions, as shown in Figure 1a.
The size of the A-cation is larger than that of the M-cation, large enough to fit into the
12-fold coordinated voids of the MX6 octahedral inorganic framework, to maintain
the cubic symmetry, as shown in Figure 1b. HaP can reversibly transition between
cubic, tetragonal, and orthorhombic crystal structures at different temperatures
(Thomson 2018).

The ideal cubic symmetry of the 3D HaP structure is normally distorted in
practice. Possible distortions include M-cation displacement from its central position
and tilting of the MX6 octahedron, depending on the sizes of the A-cation and
M-cation. The degree of distortion is determined by Goldschmidt’s tolerance factor
(t), given by Equation (1),

t =
√

2 (RA + RX)

2 (RM + RX)
(1)

where RA is the ionic radius of the A-cation, RM is the ionic radius of the M-cation,
and RX is the ionic radius of the X-anion. It can also predict whether a combination of
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anions and cations will form a stable HaP structure. For the ideal cubic symmetry, the
ionic size requirement for stability is quite stringent, and the A-cation and M-cation
adjust their equilibrium bond distances to the X-anions, without distortion of the
unit cell, such that t = 1. The tolerance factor ranges from 0.8 to 1.0 for practical
HaP because the cubic symmetry is distorted slightly to accommodate a wide range
of cations and anions. For instance, the MX6 octahedron may distort by tilting to
reduce the coordination number from 12, so that a smaller sized A-cation can be
accommodated, thereby decreasing t.

A M X

(a) (b)

Figure 1. Cubic crystal structure (a) and A-Cation in 12-fold coordinated voids of
the MX6 octahedral inorganic framework (b) of HaP with general formula AMX3.
Source: Liu et al. (2015b).

2.1.2. Environmental/External Factors Responsible for the Degradation of HaP
Solar Cells

Heat, light, moisture, oxygen and electrical bias, are among the environmental
factors responsible for degradation of HaP. The action of light and heat on
methylammonium lead tri-iodide may cause the evaporation of volatile components
such as ammonia (NH3) and iodine gas (I2) (Juarez-Perez et al. 2018). As a result, the
halide perovskite is irreversibly degraded/decomposed. Light soaking of HaP can
cause negative effects such as ion migration (Zhao et al. 2017), halide segregation
(Hoke et al. 2015), and photodecomposition (Kim et al. 2018).
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2.1.3. Impact of Defects on the Stability of Perovskite Materials

The presence of defects in HaP reduces the charge carrier lifetime and impacts
stability. Defects can be located at the interface between the active layers or in the bulk
of the halide perovskites. These defects can be point (zero dimensional), line (one
dimensional), surface (two dimensional), and volume (three dimensional) defects.
Point defects in the widely studied MAPbI3 include native defects such as positive
iodine vacancies (IV

+), negative iodine vacancies (IV
−), neutral iodine vacancies (IV),

negative lead vacancies (PbV
−2), positive lead interstitials (Pbi

2+), iodide interstitials
(Ii), positive methylammonium interstitials (MAi

+), negative methylammonium
vacancy (MAV

−), and impurities such as Au interstitials (Yang et al. 2016; Sherkar
et al. 2017; Motti et al. 2019). Yang and co-workers (Yang et al. 2016) showed that
the bulk IV

+ have low formation energies, low diffusion barriers, and fast hopping
rates, making them primarily responsible for ionic conductivity in MAPbI3. They
also showed that the diffusion barrier and formation energy of gold (Au) interstitial
impurities in MAPbI3 are low, leading to possible diffusion of Au into MAPbI3

devices with biased Au/MAPbI3 interfaces. Meanwhile, defects such as PbV
−2,

Pbi
2+, and MAV

+ have very high activation energies, implying that their formation
may require very high temperatures or strong irradiation conditions to form, thus
not likely participating in the defects (Motti et al. 2019). Cation substitutions such
as MAPb and PbMA and substitution anti-sites including MAI, PbI, IMA, and IPb are
also present in MAPbI3 (Jin et al. 2020; Yang et al. 2017b). The nature of Schottky
defects and Frenkel-type defects has also been studied in HaPs. Dewinggih and
co-workers (Dewinggih et al. 2017) showed that iodine vacancy/interstitial (IV

+/IV
−)

Frenkel pair trapping centers are abundant in MAPbI3 and are annihilated under
illumination conditions which increases photoluminescence quantum efficiency. Kim
and co-workers (Kim et al. 2014) showed that the formation energies of Schottky
defects (neutral vacancy pairs) such as PbI2 and MAI in MAPbI3 are relatively low.
Fortunately, these defects are not trap states that can reduce the carrier lifetime. A
Schottky couple in HaP has very low formation energies and originates from halide
vacancy coupling with the metal vacancies (Motti et al. 2019).

Planar defects include grain boundaries (GBs), surfaces or perovskite/transport
layer interfaces, stacking faults, and twin boundaries. GBs are interfaces between
two grains in polycrystalline materials, as shown in Figure 2a. It has been shown
that degradation in HaP starts at the surface and grain boundaries (Shao et al.
2016). This is because GBs are sources of high defect densities, trap accumulation
sites, infiltration sites for water vapor, and fast pathways for ion migration due
to reduced steric hindrance (Shao et al. 2016). Grain boundaries absorb moisture
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and oxygen from the environment and cause HaP degradation (Wu et al. 2021).
The transformation of the perovskite phase to a non-perovskite phase is initiated
at boundaries which are active sites accumulating chemical species (Yun et al.
2018). GBs serve as trapping centers for charge carriers, leading to non-radiative
recombination that reduces the carrier lifetime, and also causing hysteresis in
the current–voltage characteristic (Uratani and Yamashita 2017). DeQuilettes and
co-workers (DeQuilettes et al. 2015) measured the photoluminescence intensities
and carrier lifetimes from different grains and grain boundaries of the same MAPbI3

thin film. They concluded that grain boundaries are dimmers and show the
fastest non-radiative recombination. The surfaces of HaP are also defective, as
shown in Figure 2b. They contain a large number of charged defects (Zhang et al.
2019b) including iodine vacancies (Wu et al. 2020), X-terminating surfaces with
nonstoichiometric compositions (Qiu et al. 2020), and improper bonding: (110)-X2

halide surfaces with a large number of broken bonds (Jain et al. 2019; Kong et al. 2016),
and Pb dangling bonds (Kong et al. 2016). SRH recombination at interfaces with the
transport layers is the dominant loss mechanism in perovskite solar cells (Sherkar
et al. 2017). With regard to stacking faults, they occur in crystals characterized by
a periodic sequence of atomic planes due to an interruption in the typical regular
arrangement. Song and co-workers (Song et al. 2015) showed that MAPbI3 phases
with I/Pb ratios ranging from 3.2 to 3.5 form stacked perovskite sheets with a large
amount of stacking faults, whereas thin films with I/Pb ratios ranging from 2.9
to 3.1 form the conventional 3D perovskite with few stacking faults (alpha phase).
First principle studies of the electronic properties of {111} twin boundaries in mixed
HaP containing FA, Cs, Br, and I revealed that twin boundaries in these perovskites
are nucleation sites for I-rich and Cs-rich formation, which are hole traps and can
cause electron–hole recombination, leading to a loss in Voc (Mckenna 2018). Direct
imaging using TEM has revealed twin boundaries in a MAPbI3 thin film range
from 100 to 300 nm wide with twin boundaries parallel to {112}t (Rothmann et al.
2017). By varying the anti-solvent during deposition, Tan and co-workers (Tan
et al. 2020) were able to change the defect density of the (111) twin boundary for
Cs0.05FA0.81MA0.14PbI2.55Br0.45 mixed perovskite to establish the relationship with
PCE. It has been shown that recombination centers limiting charge carrier lifetimes
in HaP are preferentially located close to the surface rather than in the bulk of the
crystal (Stewart et al. 2016).
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Figure 2. Schematic diagram showing grain boundaries (a) and surface defects
(dangling bonds) (b) in HaP. Source: Graphic by authors.

2.1.4. The Reaction of HaP with Metal Back-Electrodes

Another primary source of instability is caused by the reaction of HaP with
widely used metal electrodes when in direct or indirect contact. Gold (Au), silver
(Ag), and copper (Cu) are widely preferred as back-electrodes in perovskite solar
cells due to their high conductivity. Indirect contact occurs when the metal diffuses
through the hole and electron transport layers into the active layer of the device and
reacts with the perovskite to form insulating metal halide species or defect states
in the bulk or at the surface (Domanski et al. 2016), reducing the thermal stability
of the device (Boyd et al. 2018; Domanski et al. 2016). Halide can also diffuse out
of the active layer and make contact with the electrodes. For instance, corrosion
of a silver (Ag) electrode due to the reaction with diffused hydrogen iodide (HI),
produced during the decomposition of a MAPbI3 absorber of an encapsulated solar
cell, has been shown to speed up the degradation of MAPbI3 (Han et al. 2015). Wang
and co-workers (Wang et al. 2018) showed that MAPbI3 reacted rapidly with Ag
electrodes, and the reaction was driven by diffused iodide (I−) ions which caused
corrosion of the electrode. Gold electrodes corrode rapidly due to the aggressive
chemical interaction between gold and highly reactive iodine-containing by-products
formed in the course of perovskite decomposition under illumination with intense
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UV radiation (Shlenskaya et al. 2018). In addition, metal electrodes can diffuse into
the HaP active layer through the hole transport layer or electron transport layer,
leading to degradation of the perovskite (Ming et al. 2018; Zhao et al. 2016b). In
CH3NH3PbI3 devices with Al electrodes and the presence of moisture, Al rapidly
reduces Pb2+ to Pb0 and converts CH3NH3PbI3 to (CH3NH3)4PbI6·2H2O and then
to CH3NH3I (Zhao et al. 2016b).

Electrodes are deposited directly on perovskite in hole conduction layer-free
solar cells (Asad et al. 2019). The perovskites are deposited directly on metal
electrodes in cells without charge transport layers (Lin et al. 2017). Metal electrodes
also make direct contact with HaP in Schottky diodes, resistive switching devices,
and photodetectors. The electrodes of Schottky diodes, resistive switching devices,
and photodetectors also directly contact HaP (Li et al. 2019; Kang et al. 2019). Halide
perovskite becomes unstable when in direct contact with metal electrodes. We
have shown that methylammonium lead tri-bromide (MAPbBr3) perovskite grains
delaminate rapidly on Al-coated substrates as opposed to Au, Ag, Au-Zn, and Sn
substrates (Fru et al. 2021). The direct contact of Ag with perovskites also speeds
up their degradation, leading to a loss in organic cations (Svanström et al. 2020).
These results are important in the selection of electrodes for stable charge transport
layer-free solar cells.

2.2. HaP Panel/Module Lifetime

A sustainable transfer of the perovskite solar cell technology from the laboratory
to market requires the module/panel lifetime to be greater than 20 years. A widely
used definition of module lifetime, known as the T80 lifetime, is the time taken for
its efficiency to decrease by 20% of the initial value (He et al. 2020). The failure of
a module in photovoltaic technology is determined using the T80 lifetime. The T80

lifetime is calculated using Equation (2),

T80 =
20%

Degradrate
(2)

The median degradation rate (Degradrate) of commercially available solar
modules ranges from 0.36%/year for monocrystalline silicon to 0.96%/year for
copper indium gallium selenide (CIGS), providing T80 lifetimes of over 55.6 and 20.8
years, respectively. These degradation rates were determined from a field test with
solar modules operating under normal working conditions. However, the average
degradation rate of perovskite solar modules is 66%/year, corresponding to an
average lifetime of 0.30 years (3.6 months). These results indicate that perovskite solar

140



modules are very unstable under real operating conditions, and intensive research
is needed to commercialize the technology. The lifetime of a solar panel/module is
highly correlated with the stability of the constituent solar cells.

2.3. Improving the Stability of Perovskite Solar Cells/Panels

Various strategies have been employed to improve the stability of perovskite
solar cells. These techniques can be grouped into stable materials synthesis, additives
and passivation, alternative robust functional layers, encapsulation, and engineering
of 2D and 2D/3D mixed-dimensional perovskites.

2.3.1. Towards Compositional Stability 3D Halide Perovskite Materials

Degradation due to light and heat is mitigated by improvement in the HaP
material and interfaces of the solar cell. Careful selection of the organic cation in HaP
is necessary to prevent irreversible degradation (decomposition) under the action
of heat and light (Juarez-Perez et al. 2018). This decomposition is mainly due to
the release of volatile components in MA-containing perovskites. Thus, it has been
shown that going MA free will produce inherently stable perovskites (Turren-Cruz
et al. 2018). An alternative organic cation for 3D HaP is formamidinum (FA). The
high enthalpy and activation energy needed for its decomposition make FA more
resistant to thermal decomposition and produce more thermally stable perovskites
than MA (Juarez-Perez et al. 2019). However, FA-based perovskites lack phase
stability under humidity and thermal stress (Chen et al. 2021). Much effort is being
directed towards the stabilization of the black phase of FA-based perovskites through
additives, doping, alloying, interfacial engineering, etc. (Chen et al. 2021). The use
of a low-vapor pressure inorganic cation such as cesium (Cs) as a substitute for
high-vapor pressure MA leads to a more stable completely inorganic HaP. By mixing
the A-site cations, composition stability can also be achieved.

2.3.2. Additives and Passivation

Figure 3a,b show the schematic diagrams of defective and passivated surfaces.
Most attempts to mitigate these surface defects involve using different additives
that will either improve the film morphology by increasing the grain size to
reduce the number of grain boundaries or cause surface passivation (Zhang et al.
2016a). Passivation can be conducted by using various additives including small
molecules (Xu et al. 2016), polymers (Dunn et al. 2017), ligands (Zhang et al. 2019a),
perovskite quantum dots (Zheng et al. 2019), and 2D perovskites (Rahmany and
Etgar 2021). The effect of grain boundaries on the lifetime of charge carriers has
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been reduced by passivation of the perovskite surface with Lewis acid additives
such as 1,2-ethanedithiol (Stewart et al. 2016) and Lewis base additives (Noel et al.
2014). These studies suggested that the Lewis bases donate electrons to surface
traps, thus preventing them from capturing charge carriers, while the Lewis acids
donate protons, as shown in Figure 3b. Surface treatment by post-deposition
of a variety of Lewis bases (electron-donating molecules) and surface ligands
passivates surface defects, thereby reducing non-radiative recombination. The
presence of excess PbI2 between grain boundaries also has a passivation effect
(Chen et al. 2014). The addition of an optimum amount of potassium iodide (KI)
in triple-cation (Cs0.06FA0.79MA0.15)Pb(I0.85Br0.15)3 perovskite reduces non-radiative
losses and photoinduced halide ion migration by passivation of the perovskite
film and interfaces (Abdi-jalebi et al. 2018). This is achieved by the excess iodide
from KI compensating for any halide vacancies (trap states). At the same time,
potassium ion selectively depletes bromide from the crystal, thereby reducing
trap states that result from bromide-rich perovskites. The formation of benign
(potassium-rich, halide-sequestering species) from excess halides at the grain
boundaries and interfaces immobilizes halide ion migration. The addition of a strong
electron acceptor of 2,3,5,6-tetrafluoro7,7,8,8-tetracyanoquinodimethane (F4TCNQ)
into the perovskite functional layer fills grain boundaries, thus reducing metallic lead
defects and iodide vacancies significantly (Liu et al. 2018). Excess MAI intrinsically
passivates the surface of MAPbI3 films, leading to a reduced surface recombination
velocity and an improved total carrier lifetime (Yang et al. 2017a). Additives such
as sulfonated carbon nanotubes (Zhang et al. 2016a), Lewis bases such as urea and
thurea (Hsieh et al. 2018), and Lewis acid−base adducts (for example, the PbI2

adduct with the O-donor DMSO is excellent for improving grain size in MAPbI3

and PbI2 adducts, while the S-donor thiourea is excellent for FAPbI3) (Lee et al.
2015) mitigate defects by producing larger grains with fewer grain boundaries. The
addition of sulfonated carbon nanotubes also passivates perovskite by filling grain
boundaries (Zhang et al. 2016a). Other Lewis bases such as thiophene and pyridine
passivate the perovskite surface by donating an electron to under-coordinated Pb
atoms present in the crystal (Noel et al. 2014). Fullerenes (PCBM) deposited on
the top of the perovskite have a passivation effect which reduces photocurrent
hysteresis and the trap density (Shao et al. 2014). Fang and co-workers (Fang et al.
2020) showed that the 4-fluorophenylmethylammonium-trifluoroacetate additive
passivates both uncoordinated lead and halide ions in the mixed-cation mixed HaP
FA0.33Cs0.67Pb(I0.7Br0.3)3. This is possible because the trifluoroacetate anion binds
with the lead cation, and the 4-fluorophenylmethylammonium cations bind with the
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halide ion. This dual passivation suppressed hysteresis, halide segregation, and ion
migration, leading to an improvement in the operational lifetime of light-emitting
diodes from 1.0 to 14.0 h. Qiao and co-workers (Qiao et al. 2019) showed that alkali
metals mitigate Ii defects in two ways: by increasing their formation energy, thus
reducing their concentration, and binding strongly to them, thereby eliminating
mid-gap states that act as traps for electrons and holes, thus increasing the carrier
density and extending the carrier lifetimes significantly.

− −+ +− −− −
+ − + +

Passivated surface

Passivation
(lewis acid)

Passivation
(lewis base)

Dangling bond

Detective Surface with dangling bonds

(a) (b)

Figure 3. The schematic diagrams of defective (a) and passivated (b) surfaces.
Source: Graphic by authors.

2.3.3. Encapsulation

Encapsulation is an important method to solve instability problems, prevent
the leakage of toxic and water-soluble lead compounds to the environment, and
help the perovskite solar module to pass the hail impact test (He et al. 2020).
In addition, it prevents contact with ambient air, prevents leakage of volatile
components, and reduces moisture and heat degradation. Table 1 describes various
techniques and materials for encapsulating HaP solar cells. High-performance
encapsulation materials should be easy to process and chemically inert and have
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a low oxygen transmission rate, low water vapor transmission rate, high dielectric
constant, resistance to UV and thermal oxidation, high adhesion to perovskite
solar modules, similar coefficients of thermal expansion to perovskite solar cell
materials, and high mechanical impact strength (Griffini and Turri 2016; Aranda
et al. 2021). The techniques used for perovskite solar cells include rigid glass–glass
encapsulation, ultra-thin flexible glass sheet encapsulation, polymeric laminates,
thin-film barrier-coated webs, and thin-film encapsulation (TFE).

Table 1. Summary of encapsulation methods and materials.

Encapsulation Method Description Materials

Glass–glass encapsulation
(rigid, widely used,

straightforward, very
effective, very affordable,

incompatible with
flexible devices)

The device is sandwiched
between two rigid glass sheets

using thermo-curable adhesives
or UV-curable sealants. Edges

are sealed with sealants to
prevent ingress of oxygen

and moisture.

Examples of thermo-curable
adhesives include ethylene-vinyl
acetate (EVA) (Bush et al. 2017),
surlyn ionomer (Cheacharoen

et al. 2018), and polyisobutylene
(PIB) (Shi et al. 2017). UV-curable

adhesives include epoxy resin
(Mansour Rezaei Fumani et al.
2020; Ierides et al. 2021). Edge

sealants include butyl rubber and
PIB (Vidal et al. 2021).

Ultra-thin flexible glass
sheet encapsulation (most
recent, flexible, high cost,

effects on performance and
long-term stability,

needs investigation)

Flexible device sandwiched
between ultra-thin flexible

glass sheets.

Hermetic glass frit (Fantanas et al.
2018; Emami et al. 2020).

Polymeric laminates and
thin-film barrier-coated

webs (used for both flexible
and rigid solar cells)

Can be used as substrates in
flexible solar cells and as an

encapsulating agent on various
types of substrates.

Poly(methylmethacrylate)
(PMMA), polyethylene

terephthalate (PET),
polydimethylsiloxane (PDMS),

polyethylenenaphthalate (PEN).

Thin-film encapsulation
(TFE) (emerging and
promising, expensive,

challenging)

Direct deposition of a single
ultra thin-film flexible protective

layer on the device using
vacuum deposition methods

including physical vapor
deposition, chemical vapor

deposition, plasma-enhanced
chemical vapor deposition, and

atomic layer deposition.

Metal oxides including Al2O3,
SiOx, TiO2, and Zn2SnO4

(Aranda et al. 2021). Multilayer
stacked organic/organic layers

called dyads (Lee et al. 2018) and
ultra-thin plasma polymeric films

(Idígoras et al. 2018).

Source: Table by authors.
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2.3.4. 2D and 2D/3D Mixed-Dimensional Perovskites

Two-dimensional HaP have layered structures that are similar to the
Ruddlesden–Popper (RP) phases (Ruddlesden and Popper 1958), consisting of a
nanoplatelet (nanosheet) perovskite that is separated by large spacer cations. The
RP phase has the general formula An-1L2MnX3n+1. In this form, A is a small-size
monovalent cation (Cs+, MA+), L corresponds to a large-size aromatic or aliphatic
alkylammonium spacer cation including phenyl-ethyl ammonium (PEA+) and
butylammonium (BA+), M is a transition metal cation (such as Pb2+ and Sn2+),
X stands for a halide anion (such as I¯, Br¯, and Cl¯), and the integer n represents
the number of metal halide octahedral [MX6]4− layers between the two L-cations,
determined by careful control of the stoichiometry (Shi et al. 2018). Two-dimensional
perovskites have strong quantum confinement effects and large bandgaps (Zhang
et al. 2020). In solar cells, 2D perovskites have been applied as primary light
harvesters (Cao et al. 2015), capping layers (Chen et al. 2018), passivation layers
(Jiang et al. 2019), and 2D/3D interfacial layers (Niu et al. 2019). Two-dimensional
HaP solar cells are more stable than their 3D counterparts but less efficient. Moreover,
their hydrophobicity and moisture resistance improve device stability under high
humidity (Zheng et al. 2018).

Two-dimensional/three-dimensional mixed-dimensional perovskite solar cells
combine the stability of 2D perovskites with the excellent light-harvesting properties
of 3D perovskites to produce stable and efficient devices. When grown on 3D
perovskites to form a 2D/3D mixed-dimensional perovskite, grain boundaries and
surface charged defects are passivated to enhance stability (Wu et al. 2021). In
2017, Grancini et al. (2017) obtained a stable 10 cm × 10 cm perovskite solar cell
that maintained its 11.6% PCE for more than 10,000 h under controlled standard
conditions using a fully printable industrial process. Remarkable stability was
achieved through 2D/3D interface engineering in which the 2D layer prevented
moisture ingress.

2.3.5. Use of Stable Metal Electrodes and Very Thin Interlayers

As explained above, diffusion of the widely used Au, Al, Ag, and Cu electrodes
into the HaP active layer is one of the leading causes of instability. Very thin barrier
layers including chromium (Domanski et al. 2016), chromium oxide-chromium
(Cr2O3/Cr) (Kaltenbrunner et al. 2015), MoOx (Sanehira et al. 2016), bismuth (Bi) (Wu
et al. 2019), and amine-mediated titanium suboxide (AM-TiOx) (Back et al. 2016) have
been employed between the perovskite and hole transport layers to protect metal top
contacts from reaction with the halide perovskites. Domanski et al. (2016) showed
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that, at 70 ◦C, gold (Au) diffused through the HTL into the HaP layer. However,
the diffusion was prevented by depositing a layer of chromium (Cr) between the
HTL and the Au electrode. The Cr layer alleviated the severe degradation of the
device performance at elevated temperatures. In comparison to Au and Ag, Cu
electrodes do not diffuse into the perovskite active layer and produce more stable
perovskite solar cells (Zhao et al. 2016a). Zhao et al. demonstrated that high-PCE
Cu electrode-based solar cells with efficiency above 20% retain 98% of the initial
PCE after 816 h of storage in an ambient environment without encapsulation (Zhao
et al. 2016a). Cu and Ag do not form deep-level trap states in MAPbI3-based solar
cells (Ming et al. 2018). Additionally, the conventional noble metal electrodes are
not sustainable because of the cost, scarcity, and complexity of metal ore extraction.
To overcome these problems, carbon electrodes are gaining increased attention due
to their low cost, excellent stability, and compatibility with up-scaling techniques.
However, ultra-thin buffer layers of materials such as Cr are required between the
electrode and the charge transport layers to ensure good electrical contact (Babu et al.
2020).

3. Solar Hydrogen Production

PEC water splitting, a technology for solar hydrogen production, is an attractive
approach for numerous reasons. First, photocatalytic hydrogen production offers an
attractive route for solar energy storage. This is because hydrogen energy storage
has been considered as the most suitable means for storing excess off-peak power
where long-term storage is a priority (Benato and Stoppato 2018). In addition,
hydrogen can be easily transported via land, air, or sea, making it possible to transport
solar energy (converted to hydrogen) from one geographical location to another.
Additionally, hydrogen fuel already has a vast and established economy with
numerous applications in homes and industries. Hydrogen can be converted directly
into electricity for domestic consumption, use for the powering of automobiles, and
as fuel in the aviation industry (Glanz 2010). The numerous applications of hydrogen
make its production from solar energy more attractive considering the global need
for clean energy production for a sustainable future.

The device used for harvesting solar energy for photocatalytic hydrogen
production is often known as a PEC cell (Figure 4). The basic operation of a PEC
device has been reported by many authors (Glanz 2010; Ihssen et al. 2014). Here,
a summary of the operation of a PEC cell is explained using a device consisting of
a photoanode and a metallic counter electrode immersed in an acidic electrolyte.
Equation (3) presents an illustration of the basic operation of a PEC device for water
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splitting. First, the photoanode will absorb photons when irradiated with incident
photon energy hν and become ionized, resulting in the generation of electron–hole
pairs. If recombination does not occur, the hole (h+) becomes separated from the
electron (e−), moves to the surface of the photoanode, and oxidizes water to produce
oxygen gas and H+ ions, as shown in Equation (1). The H+ ions produced at the
surface of the photoanode are transported to the cathode. Simultaneously, the
electrons produced in the photoanode are driven to the cathode through the external
circuit where they interact with the H+ ions to produce H2 gas, as shown in Equation
(4). The chemical reaction for the decomposition of water into O2 and H2 via PEC
water splitting is summarized in Equation (5). Examples of materials that could
be used as a photoanode in PEC devices include n-type semiconductors such TiO2,
BiVO4, and α-Fe2O3.

e−

e−e−

e− Back contact

hv

H2

H2O

O2

Photoanode Pt counter 
electrode

H+

H+

e−

h+

Electrolyte

Bias

2hv + H2O O2 + H2
1
2

Figure 4. Schematic illustration of the basic operation of a PEC device. Source:
Graphic by authors.

At the photoanode : 2h+ + H2O → 1
2

O2 + 2H+ (3)

At the counter electrode: 2H+ + 2e− → H2 (4)
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Summary : hν + H2O → 1
2

O2 + H2 (5)

3.1. Hematite as Photocatalyst

Hardee and Bard were the first to use a hematite photoelectrode for water
photolysis in 1976 (Cattarin and Decker 2009). The stability of hematite in an aqueous
environment and its ability to absorb photons in the visible region are the major
properties that have continued to attract increased research into its application in PEC
water splitting. An increasing amount of research is still being channeled towards
overcoming the major challenges inhibiting the use of hematite as a photoanode in
solar hydrogen production. The main challenges are outlined in Section 1, which
include its poor conductivity, high electron–hole recombination, and inefficient
charge separation, among others. The strategies which have been developed over
the years towards overcoming the problems that have been limiting the application
of hematite-based photoanodes in solar hydrogen production are discussed in the
following section.

3.2. Strategies for Enhancing the PEC Properties of α-Fe2O3 Films

3.2.1. Nanostructuring

Nanostructuring is the fabrication of materials consisting of structural features
in the nanometer scale (Singh and Terasaki 2008). Nanostructured materials provide
flexible space for ease of fabrication, enhanced mechanical stability, confinement
effects, and a large surface area, making them suitable for photocatalytic applications
(Rani et al. 2018). The nanostructuring approach has long been employed in the
fabrication of α-Fe2O3 thin films to mitigate their poor charge transport property
without compromising their photon absorption for PEC applications. α-Fe2O3 has a
low absorption coefficient and, as a result, requires films of 400–500 nm thickness
for complete light absorption. Because of the short hole diffusion length of 2–4 nm
(Ahn et al. 2014), photogenerated charge carriers in bulk α-Fe2O3 films will likely
recombine before reaching the surface of the films to perform water oxidation, which
will result in a low photocurrent in the PEC device. Since thinner α-Fe2O3 films
are not able to absorb sufficient photons for a significant photocatalytic activity,
nanostructuring has been employed to help solve this paradox. Nanostructured
α-Fe2O3 films that can absorb sufficient photons can also offer a large interfacial
area for interaction with the electrolyte, making them suitable for promoting charge
carrier transport during photocatalytic reactions (Tamirat et al. 2016; Annamalai et al.
2016).

148



The nanostructuring approach has been widely utilized in preparing α-Fe2O3

films of different morphologies and has been shown to help promote charge
separation on the film’s surfaces where water oxidation/reduction reactions occur
during photocatalysis (Annamalai et al. 2016). Nanostructured α-Fe2O3 films
with morphologies such as nanoparticles (Souza et al. 2009), nanorods (Ito et al.
2017), nanoflowers (Tsege et al. 2016), nanocones (Li et al. 2014), nanosheets
(Peerakiatkhajohn et al. 2016), nanotubes (Kim et al. 2016a), and nanowires (Xie
et al. 2018; Grigorescu et al. 2012) have been prepared for PEC water splitting,
yielding an improved photocurrent density compared to the bulk films (Chou
et al. 2013). Figure 5 presents a schematic illustration for some of the different
morphologies of hematite films for PEC water splitting. One of the major limitations
of nanostructuring is its inability to influence the intrinsic properties of hematite
such as its low electrical conductivity of 10−14 Ω−1 cm−1 (Tamirat et al. 2016) and
charge carrier lifetime of 3–10 ps (Grave et al. 2018).
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Figure 5. Schematic illustration of different morphologies of hematite films for PEC
water splitting. Source: Graphic by authors.
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3.2.2. Doping

The introduction of impurities into a semiconductor, termed doping
(Grundmann 2010), can positively alter its intrinsic properties for PEC applications.
Doping of semiconductor materials can help to narrow their optical bandgap
and influence electrical properties, such as an increase in the charge carrier’s
concentration and mobility, thereby improving PEC performance (Yang et al. 2019).
For α-Fe2O3, elemental doping involves replacing the lattice iron with foreign atoms,
in order to influence its intrinsic properties for improved photocatalytic capability.
The intrinsic properties of α-Fe2O3 which negatively affects its efficacy in PEC devices
such as its low electrical conductivity of 10−14 Ω−1 cm−1, charge carrier concentration
on the order of 1018 cm3, electron mobility of 10−2 cm2 V−1 s−1, hole mobility of
0.0001 cm2 V−1 s−1, and charge carrier lifetime of 3–10 ps have been improved
through doping (Tamirat et al. 2016; Grave et al. 2018). Doping can significantly
cause an increase in the charge carrier concentration in hematite films which directly
improves their conductivity. Both experimental evidence (Gurudayal et al. 2014;
Mao et al. 2011) and theoretical calculations (Zhang et al. 2016b) have confirmed
the enhancement of the charge carrier concentration through doping. In addition,
enhancement of the photocatalytic capabilities of hematite through doping has also
been associated with the passivation of surface states and grain boundaries, shifting
of band edge positions, and the distortion of its crystal structure which facilitates
charge carrier hopping and transport (Grave et al. 2018).

The PEC performance of α-Fe2O3 films has been improved through doping with
n-type dopants such as Ti (Feng et al. 2020; Peng et al. 2021), Pt (Mao et al. 2011),
and Sn (Li et al. 2017), p-type dopants such as Mn2+ (Gurudayal et al. 2014), Cu2+

(Tsege et al. 2016), and Ag+ (Shen et al. 2014) [4], and non-metals such as Si (Dias et al.
2014), S (Bemana and Rashid-Nadimi 2017), and P (Zhang et al. 2015). Feng et al.
(2020) achieved an over 2-fold increment in the photocurrent density at 1.23 V vs.
RHE and a negative onset potential shift of over 200 mV for α-Fe2O3 photoanodes
through Ti doping. They attributed the improved PEC water splitting to an increase
in the charge carrier density and enhanced charge separation. Elsewhere, a 3-fold
increase in the photocurrent density was achieved for α-Fe2O3 nanorods through
p-type doping with Mn, and the onset potential shifted by 30 mV to a more negative
value. The boost in PEC water splitting was also associated with the increased charge
carrier density as well as the reduced electron–hole recombination rate in Mn-doped
α-Fe2O3 photoanodes (Gurudayal et al. 2014). In another study, a photocurrent
density of 1.42 mA/cm2 at 1.23 V vs. RHE was achieved for S-doped α-Fe2O3

nanorods, representing a 4-fold increase compared to the undoped films. The authors
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attributed the superior PEC activity to the improved charge carrier mobility of the
S-doped α-Fe2O3 films (Zhang et al. 2017).

3.2.3. Heterojunction Formation

The heterojunction architecture involves the coupling of two semiconducting
materials to improve PEC water splitting efficiency. Depending on the semiconductor
materials used to form the heterostructure (n-type or p-type), n–n, p–p, or p–n
junction structures could be formed. Heterojunction formation confers three major
contributions: enhanced visible light absorption, improved charge separation, and
increased lifetime of charge carriers (Tamirat et al. 2016). Heterojunction structures
allow for the incorporation of materials of different bandgaps, broadening the photon
absorption spectrum of the heterostructure for better photocatalysis (Mayer et al.
2012; Sharma et al. 2015; Kyesmen et al. 2021). Additionally, the formation of a
heterojunction results in the development of an internal electric field at the space
charge region between the heterostructures which helps in facilitating charge carrier
transport. This will culminate in improving charge separation and increasing the
carrier lifetime, leading to reduced electron–hole recombination and enhanced PEC
efficiency during water splitting (Bai et al. 2018; Selim et al. 2019).

The charge transport mechanism and energy band diagram of hematite-based
photoanodes during PEC water splitting can be explained using the p–n
heterojunction structure presented in Figure 6. When a heterojunction is formed
between two semiconductors, a space charge layer is created at the interface between
them. For a p–n heterojunction with a hematite-based photoanode, the valence band
(VB) and conduction band (CB) edges of the p-type semiconductor material both
need to be more negative than those of α-Fe2O3 (Afroz et al. 2018). Additionally,
the electrons from the CB of the p-type semiconductor are transferred to the
CB of α-Fe2O3 and then to the fluorine-doped tin oxide (FTO) substrate, where
they move onto the counter electrode through the back-contact to reduce H+ to
H2. The movement of photogenerated charge carriers across the heterojunction
is facilitated by the electric field formed at the interface between the composite
materials, enhancing the effective charge separation and reducing the recombination
rate of electron–hole pairs (Liu et al. 2015a). For an n–n heterojunction-structured
hematite-based photoanode, a similar operation mechanism and energy band
bending to those of the p–n junction apply. However, the semiconductor material
is required to have more negative CB and VB band positions relative to those
of hematite.
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Figure 6. The charge transport mechanism and energy band diagram of the
hematite-based p–n heterojunction structure during PEC water splitting. Source:
Graphic by authors.

Furthermore, different composite materials have been employed in improving
the PEC water splitting of α-Fe2O3. The formation of the α-Fe2O3/NiO
heterojunction structure has been reported to improve the photocurrent density
of α-Fe2O3 from 0.042 to 0.156 mA/cm2 at 0.4 V vs. AgCl. The improvement was
attributed to the enhanced charge transfer kinetics resulting from the formation of
the α-Fe2O3/NiO heterostructure (Bemana and Rashid-Nadimi 2019). Natarajan
et al. (2017) fabricated α-Fe2O3/CdS heterostructures and achieved a photocurrent
density of 0.6 mA/cm2 at 0.92 V vs. RHE and a 0.4 V negative shift in the
onset potential compared to the value recorded for pristine α-Fe2O3 films. They
attributed the enhancement in PEC water splitting to the improved photon absorption
and facilitated charge transfer kinetics also resulting from the formation of the
heterojunction structure (ibid. 2017). While different materials have been used to
form the heterojunction structure with α-Fe2O3 for PEC applications, the choice
of the composite material is important for achieving a notable improvement in
water splitting efficiency. Materials that can enhance light absorption and promote
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charge transport can play a significant role in boosting the photocurrent density of
α-Fe2O3-based heterojunction photocatalysts.

3.2.4. The Use of Co-Catalysts

One of the biggest challenges of PEC water splitting using α-Fe2O3 is the
overpotential required to drive the water oxidation reaction due to its high activation
energy barrier. The presence of a co-catalyst on photoanodes can improve PEC water
splitting by facilitating water oxidation reactions and decreasing the overpotential
and activation energy, thus shifting the onset potential to a more negative value
(Tamirat et al. 2016).

Noble metal oxides (Badia-Bou et al. 2013), amorphous phosphates (Eftekharinia
et al. 2017; Kwon et al. 2021), borates (Dang et al. 2017), and oxyhydroxides (Kim
et al. 2016b) have been used as co-catalysts on α-Fe2O3 photoanodes. α-Fe2O3 has
been modified with the iridium oxide (IrO2) co-catalyst and used as a photoanode
in PEC water splitting, yielding a photocurrent density of 200 µA/cm2 at 1.29 V
vs. RHE, while the pristine films required a positive shift of 300 mV to achieve
the same photoresponse. The IrO2 co-catalyst promoted charge separation and
acted as a storage site for photogenerated holes, leading to an improvement in
PEC water splitting achieved for modified α-Fe2O3 films (Badia-Bou et al. 2013).
Additionally, the cobalt-phosphate (Co-Pi) co-catalyst has been used to modify
α-Fe2O3 photoanodes and recorded a photocurrent density of 1.5 mA/cm2 at 1.5
V vs. RHE, plus a negative shift of 185 mV in the onset potential. The improved
performance was also attributed to the catalytic property of Co-Pi which can capture
photogenerated holes, leading to suppressed charge recombination and facilitating
water oxidation (Eftekharinia et al. 2017). Elsewhere, Kim et al. (2016b) used
ultra-thin amorphous FeOOH as a co-catalyst on an α-Fe2O3 photoanode, recording
a 2-fold increase in the photocurrent density, with an onset potential drop of about
120 mV, when applied towards PEC water splitting. The improved PEC behavior was
attributed to the enhanced water oxidation kinetics and passivation of the surface
states of the α-Fe2O3 photoanode due to the modification with the FeOOH co-catalyst
(ibid. 2016b).

3.2.5. Plasmonic Enhancement Effects

Plasmonic metal nanostructures offer a promising route for improving the
solar energy conversion efficiency of semiconductors (Li et al. 2013). Plasmonic
metals can improve the performance of photoelectrodes in PEC water splitting
via three major mechanisms. First, light scattering through localized surface
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plasmonic resonance (LSPR) absorption and re-emission can prolong the mean
photon path in metal/semiconductor composites, resulting in an increased capture
rate of incident photons. Second, hot electrons in the metal nanostructure generated
through the decay of optically excited plasmons are transferred across the Schottky
barrier to the nearby semiconductor, culminating in extra photoactivity. Finally,
when metal/semiconductor composite nanostructures have overlapping LSPRs
and energy band gaps, a large electric field enhancement occurs near the metal
nanostructure’s surface, leading to increased generation of electron–hole pairs in the
nearby semiconductor, a concept known as the plasmonic near-field effect (Fan et al.
2016; Augustynski et al. 2016).

In efforts to improve the photocurrent density of α-Fe2O3 photoanodes during
PEC water splitting, plasmonic metals such as Au (Archana et al. 2015; Shinde
et al. 2017) and Ag (Liu et al. 2015a; Kwon et al. 2016) have been widely employed,
showing great promise. Archana et al. (2015) deposited Au nanoparticles on α-Fe2O3

films and achieved a photocurrent enhancement that was three times higher than
that of the pristine films at 0.6 V vs. Ag/AgCl. The photocurrent enhancement was
attributed to a higher generation of charge carriers due to the plasmonic effects of
Au nanoparticles on the α-Fe2O3 films (ibid. 2015). Additionally, Ag nanoparticles
deposited on hydrothermally grown α-Fe2O3 nanowires produced a photocurrent
density of about 0.18 mA/cm2 at 1.23 vs. RHE when utilized as photoanodes in a
PEC cell, representing a 10-fold enhancement relative to the value obtained for the
pristine α-Fe2O3. The improvement was also associated with the surface plasmonic
effects of Ag nanoparticles on the α-Fe2O3 nanowires (Kwon et al. 2016).

3.2.6. The Use of Multiple Approaches

The simultaneous use of multiple approaches to produce a single photoelectrode
is a concept which harnesses the benefits of the different approaches to enhancing
the PEC performance of hematite to produce a synergetic effect. The concurrent
use of different approaches to produce a more efficient photocatalyst has been
exploited by researchers with some significant successes recorded. Table 2 shows
a list of hematite-based photoanodes in which multiple approaches to enhancing
PEC performance were implemented, yielding a synergetic effect and an enhanced
photocatalytic response.
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Table 2. Hematite-based photoanodes in which multiple approaches to enhancing
PEC performance were implemented.

Hematite-Based
Photoelectrode

Strategies
Engaged

Photocurrent
Density

Achieved Under
1 Sun

Photocurrent
Density Increase

Relative to That of
Pristine α-Fe2O3

Reference

Ti-doped
α-Fe2O3

Nanostructuring,
doping

2.1 mA/cm2 at
0.67 V vs.

Ag/AgCl in 1 M
NaOH electrolyte

2.8 times (Lee et al. 2014)

α-Fe2O3/Co-Pi
Nanostructuring,

co-catalyst
loading

1.5 mA/cm2 at
1.5 V vs. RHE 1

M NaOH
electrolyte

1.39 times (Eftekharinia et al.
2017)

α-Fe2O3/Au Nanostrucring,
plasmonic effects

1.0 mA/cm2 at
1.23 VRHE in 1 M
KOH electrolyte

2.86 times (Wang et al. 2015)

α-Fe2O3/NiO Nanostructing,
heterojunction

1.55 mA/cm2 at
1 V vs. RHE in

1M KOH
electrolyte

19.37 times (Rajendran et al.
2015)

α-Fe2O3/
BiVO4/

NiFe-LDH

Nanostructuring,
heterojunction,

co-catalyst

1.7 mA/cm2 at
1.8 V vs. RHE in

1 M NaOH
electrolyte

4.25 times (Bai et al. 2018)

Pt-doped
α-Fe2O3/Co-Pi

Nanostructuring,
doping,

co-catalyst

4.32 mA/cm2 at
1.23 V vs. RHE in

1 M NaOH
electrolyte

3.43 times (Kim et al. 2013)

Ti-doped
α-Fe2O3/Cu2O

Nanostructuring,
doping,

heterojunction

2.60 mA/cm2 at
0.95 V vs. SCE in

1 M NaOH
electrolyte

16.25 times (Sharma et al. 2015)

α-Fe2O3/Au/
Co-Pi

Nanostructuring,
plasmonic effects,

co-catalyst

4.68 mA/cm2 at
1.23 V vs. RHE in

1 M NaOH
electrolyte

3 times (Peerakiatkhajohn
et al. 2016)

α-Fe2O3/
Nb-doped

SnO2/Co-Pi

Nanostructuring,
heterojunction,

doping,
co-catalyst

3.16 mA/cm2 at
1.23 V vs. RHE in

. . . electrolyte
under 1 sun

not given (Yan et al. 2017)

Bai et al. (2018) in their work improved the performance of an α-Fe2O3

photoanode by combining the concepts of nanostructuring, heterojunction formation,
and the use of co-catalysts. In their work, an α-Fe2O3/BiVO4/NiFe-LDH photoanode
was fabricated and applied towards PEC water splitting. A maximum photocurrent
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density of 1.7 mA/cm2 was attained by the photoanode at 1.8 V vs. RHE, representing
1.3 and 4.25 times increases compared to the values obtained for α-Fe2O3/BiVO4

and α-Fe2O3 films at the same potential, respectively (ibid. 2018). Elsewhere, Kim
et al. (2013) prepared doped nanostructured α-Fe2O3 with the Pt dopant followed
by surface modification with a Co-Pi co-catalyst-based photoanode when applied
towards PEC water splitting. The doping of the pristine α-Fe2O3 photoanode with
Pt increased its photocurrent density by 74% to 2.19 mA/cm2 at 1.23 V vs. RHE,
which was further enhanced to 4.32 mA/cm2 at the same potential after loading
with the Co-Pi co-catalyst (ibid. 2013). In a similar approach, Peerakiatkhajohn et al.
(2016) demonstrated the synergetic effect of coating hematite nanosheets with Au
nanoparticles for a plasmonic effect, followed by loading the surface with the Co-Pi
co-catalyst, and achieved a photocurrent of 4.68 mA/cm (at 1.23 V vs. RHE), which
is one of the highest performances reported in the literature for a modified hematite
photoanode (ibid. 2016). The improved performances obtained for hematite-based
photoanodes through the use of multiple approaches were achieved by harnessing
the benefits of the different methods of boosting PEC performance via the systematic
application of interface engineering.

4. Conclusion

In this chapter, promising materials for solar energy harnessing have been
discussed with a special focus on HaP and α-Fe2O3 for direct conversion into
electricity and hydrogen fuels, respectively. Long-term stability is an important
requirement for the sustainable transfer of HaP solar cells from the laboratory to
the market. The instability of perovskite solar cells depends on the Goldschmidt
tolerance, chemical composition, and defects in halide perovskites. Other
components of the solar cell architecture including the back-metal contact and
the charge transport layers greatly contribute to the instability of the device. All
these issues are responsible for the extremely low T80 (less than 2 years) for
perovskite solar cells as opposed to the commercially available solar cells with
T80 lifetimes exceeding 20 years. Protecting metal top contacts from reacting with
halide perovskites, passivation of 2D perovskites to form 2D/3D mixed-dimensional
perovskites, encapsulation of the devices and modules, and focusing on MA-free
perovskites are credible strategies that, if well developed, will enhance the long-term
stability and lifetime of perovskite solar cells. The intrinsic properties of α-Fe2O3

films such as their poor conductivity and short carrier lifetime have continued to limit
their application for solar hydrogen production. Various strategies for improving
the durability of HaP solar cells and the efficiency of α-Fe2O3 films in photocatalytic
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hydrogen production were discussed. The use of additives to achieve large grain
sizes with few grain boundaries and to passivate the surface and boundaries of HaP
is effective in improving the stability of HaP solar cells. Meanwhile, the concurrent
use of multiple approaches such as nanostructuring, doping, the formation of
heterostructures, the use of co-catalysts, and plasmonic enhancement effects has
shown great promise in improving the photocatalytic efficiency of α-Fe2O3-based
films for solar hydrogen production. Further research is still required for the eventual
commercialization of solar hydrogen production and photovoltaic technologies using
α-Fe2O3 and HaP, respectively.
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Advanced Energy Management Systems and
Demand-Side Measures for Buildings
towards the Decarbonisation of Our Society

Fabiano Pallonetto

1. Introduction

The synchronised power system is one of the top human engineering
achievements of the twentieth century (Almassalkhi and Hiskens 2015). Throughout
the early part of the twentieth century, the number of electrified cities increased,
leading to a connected system identified as the synchronised power grid
(Hughes 1993). Since then, the power system has evolved, presenting new hurdles
for system operators, both at transmission (TSO) and distribution (DNO) level.
Environmental impact, increased penetration of renewable energies, the continued
growth in demand, and the uncertainty of fuel reserves are just a tiny part of a
set of new challenges that the power systems research community is addressing
(Nolan and O’Malley 2015). Grid reinforcement can be part of the solution to
these challenges; however, it is costly and does not always improve the system’s
robustness. Recent blackouts in Germany, Texas and Italy caused by a domino
effect of small evaluation mistakes are the empirical evidence of a more significant
research problem (Boemer et al. 2011; Gimon and Fellow 2021). Assessing these
issues requires complex modelling and extensive computational capabilities and can
lead to counterintuitive results.

In 2012, researchers at the Max Planck Institute for Dynamics and Self
Organisation in Göttingen, discovered that the power grid is affected by Braess’
paradox. This phenomenon was discovered by the German mathematician
Dietrich Braess in 1968 while undertaking studies on road network models
(Pas and Principio 1997). The definition of the paradox as stated in Braess (1968,
p. 1) is as follows:

“For each point of a road network, let there be given the number of cars
starting from it and the destination of the cars. Under these conditions,
one wishes to estimate the distribution of traffic flow. Whether one street
is preferable to another depends not only on the quality of the road but
also on the density of the flow. If every driver takes the path that looks
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most favourable to him, the resultant running times need not be minimal.
Furthermore, it is indicated by an example that an extension of the road
network may cause a redistribution of the traffic that results in longer
individual running times.”

The same principle applies to the power grid, where adding one or more
links to the power grid could degrade the overall efficiency of the system
(Witthaut and Timme 2012). The increasing energy demand, environmental concerns
and the installation of interconnected Renewable Energy Systems (RES) add
to the underlying complexity of the problem. RESs are associated with low
carbon emissions; however, for the general public, the threats caused by their
intermittent nature are underrated and not well understood (Vargas et al. 2015).
Despite these technical challenges, post-Kyoto regulations endorsed by the
European Union have established the target of full decarbonisation by 2050
(International Energy Agency 2016).

Historically, system operators owned most of the system, and they planned
the generation mix a day-ahead while tuning the daily electricity production
to compensate for unplanned generator outages or unexpected load oscillations.
High penetration of renewable energy increases the complexity of this process to
an unexplored level (Bozalakov et al. 2014). Furthermore, the increasing electricity
consumption caused by a larger adoption of low-carbon technologies in end-use
sectors represents another influencing factor on the demand side of the network. The
increasing percentage of electric vehicles and heat pumps can strain the network
capacity and ultimately lead to blackouts (Veldman et al. 2011).

Extending the control to the demand-side of the system can become part of the
solution (Cecati et al. 2011; Fuller et al. 2011; McKenna and Keane 2016; Nolan and
O’Malley 2015; Torriti et al. 2010). The adaptability of demand is not new to the
dynamics of the power grid infrastructure. These measures have been promoted in
various countries across the world to clip winter or summer peaks and defer grid
reinforcement (Paterakis et al. 2017).

Following these measures, power grids have gradually adapted to the increased
demand and are adopting a higher percentage of new renewable energy generators
such as photovoltaics and wind turbines. System operators did not embrace the
penetration of RES until it started to affect the supply/demand balance of the whole
system, altering the system frequency beyond safety thresholds (Ulbig et al. 2014). At
that point, system operators had to take into account not only the unscheduled
load demand but also the variability of power generation caused by weather
conditions (Bozalakov et al. 2014). These open challenges cannot be addressed
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within the boundaries of the existing power system (Farhangi 2010). The integration
of information technology, communications, and circuit infrastructure could lead to
disruptive technological innovations for the integration of higher penetration of RES,
increasing assets efficiency and reducing overall carbon emissions (Yan et al. 2013).

In this chapter, relevant research on the topic of the built environment, Demand
Response (DR) and optimisation algorithms for DR are critically reviewed, and the
key results and advancements in the area are contextualised. Section 2 assesses the
impact of buildings on the energy system while Section 3 introduces the concept of
demand-side management and DR, assessing the advantages and disadvantages
of automatic versus manual DR. Section 4 assesses how an energy management
systems (EMS) can be used to implement demand response strategies. Section 4.1
examines the idea of home area network (HAN) or local area network (LAN)
and how technological innovation. is changing the interaction between users and
buildings. This part discusses the effect of technological advancements in developing
interconnected appliances and communication protocols. It also focuses on the
definition and characterisation of EMS in a smart-grid scenario. This section discloses
several research gaps on the communication infrastructure between buildings and
the power grid. In this part, an extensive analysis of optimisation algorithms
for DR is presented. Section 5 analyses how advanced controllers can foster the
transition to a lower-carbon economy, reducing the energy costs and facilitating
the integration of renewable in the system. In Section 6, an overall contribution of
buildings towards the full decarbonisation is analysed. The chapter concludes with
Section 7 by identifying a path towards the decarbonisation of our society through
advanced energy management systems.

2. Buildings as a Fundamental Asset for the Decarbonisation

Generally, the building stock can be divided into residential and commercial
buildings. Census data or building surveys can be used to collect relevant information
to characterise the building stock at the country level (Mata et al. 2014). In recent
years, building energy certificates and other geographical information systems have
enriched existing databases and increased data accuracy (Võsa et al. 2021). Moreover,
some European and national projects have compiled available information for a
country or group of countries or new methodologies to certify energy rating for
buildings such as Active Building Research Programme (2013); ePANACEA (2020);
Episcope EU (2013); U-CERT (2019).

The built environment accounts at least for 40% of the total electricity
consumption (Pérez-Lombard et al. 2008). Seasonal peaks are caused by increased
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lighting, cooling or heating demands, and such profiles are also peaking
wholesale electricity prices and reduced reliability due to tight generation reserve
margins. Higher penetration of electric vehicles and heat pumps have caused
an increased demand which is being modulated by RES and the smart grid rollout
(Arteconi et al. 2013; Smith 2010). In these transitional circumstances, where the
global target of 2050 is looming closer, the motivations of massively employing
demand response programs using buildings have never been so compelling.

As illustrated in Figure 1, the European Union has a large and old building
stock that requires retrofitting and upgrading. Despite a significant variation in
the EU members’ built environment, full decarbonisation would not be possible
without a massive retrofitting plan across the EU. Furthermore, within the EU, there
is a large variance in the energy consumption required to heat or cool the buildings.
Figure 2 illustrates how more than half of the European countries have an average
consumption per square meter above the average and far from NZEB or passive
building standards.
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Figure 1. Building older than 15 years old of retrofit potential for Europe. Source:
Graphic by author, adapted from Pallonetto et al. (2022).
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Graphic by author, data from Eurostat (2020).

Among low carbon technologies worth mentioning for the built environment,
there is the heat pump. Heat pumps can reduce the energy consumption of the
building and can be installed and used in tandem with renewable energy sources
such as photovoltaic systems. Heat pumps deployment can also support the evolution
of the power system and contribute to the high penetration of renewable sources
through end-users participation in demand-response markets. Such a combination
makes heat pumps more attractive. Such an advanced technology can meet the
heat demand of the building while reducing carbon emissions by a factor of three
(Boemer et al. 2011; Eriksen et al. 2005; Paterakis et al. 2017). From the power system
perspective, innovations such as building home automation, smart grid rollout, diffusion
of intelligent appliances and EMS integration are necessary prerequisites to boost
the efficiency of the power system while increasing the RES penetration to meet the
emissions target (European Commission 2010). These features will enable electricity
end-users to modulate their electricity consumption by dynamically responding to
fluctuations in the power generation caused by RES (Mohsenian-Rad et al. 2010b;
Pedersen et al. 2017). End-users can manually or automatically alter their consumption
patterns via home automation or EMS controllers in a smart built environment. Grid
reliability and evolution in the regulations to enable DR in the electricity market are
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the primary reasons for the intense interest to develop intelligent EMS that can reduce
energy costs and dynamically adapt to grid constraints (Conka et al. 2014; Pereira and
da Silva 2017).

3. Demand-Side Measures towards the Full Decarbonisation of Our Society

DR is one of the Demand Side Measures (DSM) measures promoted as
a mechanism to increase the percentage of renewable energies in the system (Albadi
and El-Saadany 2008). It is defined as “changes in electricity use by demand-side
resources from their normal consumption patterns in response to changes in the
price of electricity or to incentive payments designed to induce lower electricity use
at times of high wholesale market prices or when system reliability is jeopardised”
(Gils 2014, p. 1).

This measure is being implemented worldwide by various TSOs through
the remuneration of DR aggregators in the electricity market. In some cases, the
aggregators were the TSOs or a related entity. Aggregators can control the energy
demand of residential and commercial buildings, representing 40% of the total
primary energy consumption.

The widespread adoption of DR programs leads to a paradigm shift in how TSOs
manage the grid. Such changes require a bi-directional communication link between
buildings and operators occurring with the smart grid rollout (Silva et al. 2012).

3.1. DR Objective and Programs

A DR signal by an aggregator or TSO, triggers the intentional reshape of
the electricity demand profile. The variation can be measured as the level of
instantaneous demand or total electricity consumption deferred. DR assets can
dynamically change the electricity demand curve, providing peak shaving, frequency
control, load shifting and forcing measures (Nolan and O’Malley 2015).

DR programs can be classified by financial schemes. DR aggregators can
remunerate DR events to end-users with Incentive Based Programs (IBP) or Price
Based Programs (PBP) (Aghamohamadi et al. 2018; Albadi and El-Saadany 2008).
The difference between PBP and IBP is that in the latter one, end users get a financial
benefit or a price reduction due to their affiliation to the scheme.

Among IBP programs, there are market-centred schemes. Market-centred DR
is for medium size users or demand response aggregators. The schemer requires
market access and equipment to connect to the TSOs communication infrastructure.
In these cases, the financial benefit for the user is correlated with the flexibility
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provided. As described in Qdr (2006), the Market-centred DR programs include the
following categories:

1. Emergency DR. These incentives are proportional to load reduction during
emergency reserve shortfalls events. When utilised, a demand reduction signal
is sent to all large users enrolled.

2. Capacity Market Program. This program is for users who can precisely estimate
a determined load reduction when system contingencies happen. The users
involved have a day-ahead notice, and if they do not answer, they are penalised.
The payment is based on the declared peak load reduction achievable by
the asset.

3. Ancillary Service Program. Operating reserve is bid in terms of curtailment
capacity. If the bid is accepted after the measure is implemented, customers are
paid the spot market price.

4. Demand Bidding (also called Buyback). In this program, consumers bid the
load reduction in the wholesale market, where a bid is accepted if it is less than
the market price.

In the PBP, the electricity price is directly correlated with the market price
(Albadi and El-Saadany 2008). The objective of these schemes is to flatten the
electricity profile to lower peak demand. Typical PBPs may encompass some or
all of the following features:

1. Time of Use Tariffs (TOU) tariffs where there are two or more time blocks such
as night, peak and off-peak electricity prices.

2. Critical Peak Price (CPP) is often utilised during high contingencies or higher
electricity usage for a few days or hours or months.

3. Extreme Day Price (EDP) is a specific subset of the CPP program. In this case,
the electricity tariff increases during a specific time of the day. During the
rest of the day, a flat tariff is used. In this case, the DR event is set for one or
more days.

4. Real Time Price (RTP), where the electricity tariff is synchronised to the market
time resolution, which typically changes every hour.

3.1.1. Lessons Learnt from DR Pilot Programs

The development and testing of demand response programs have shown
benefits and challenges yet to be addressed. China started piloting DR programs
in 1990, but energy shortages during 2003–2008 reinforced the implementation of
DR pilot projects. Since then, the established DR programs were based on TOU
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rates, Curtailable/Interruptible loads, the use of off-peak storage devices such as
heat storage boilers and ice-storage air conditioners. These programs highlighted
challenges related to human behaviour, absence of competitive electricity markets,
customers unawareness of prices and absence of recovery mechanism for users
and utility investments (Tahir et al. 2020). It should be noted that shifting from
manual load-shifting in response to network stress at predictable times of day to
dynamic programs price- or quantity-based requires additional Information and
Communication Technology (ICT) support. The uncertainties associated with human
behaviour are the main challenges in the implementation of these programs. The
RealValue project included a test bed of more than 800 households across three
different EU nations (Darby et al. 2018). Customers who were used to paying for
a service from the power system became prosumers through distributed generation,
storage and demand response. As a consequence, the connections across the
resources dynamically managed by users and the established actors such as utilities
required innovative ideas and additional user and ICT support to provide a fraction
of potential theoretical flexibility estimated (Darby 2020).

Table 1 summarises and compares the experience of different demand response
trials deployed worldwide and highlights different types of barriers, benefits and
technology enablers (Lu et al. 2020). The table shows how critical is the use
and identification of shiftable/curtailable loads coupled with storage to enable
the deployment of DR programs. Switching to automated direct load control is
complex and requires a reliable and trustworthy IT infrastructure and data exchange
mechanisms. Additional, similar works highlight the importance of user acceptance
and how occupants behaviour is the primary barrier to the success of these programs
(Anaya and Pollitt 2021).
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Table 1. Demand response measures and limitations Legend: X Support it,
(X) Partially supported.
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synchronise with
high prices periods

Dynamic pricing (X) X X High Price Dynamic Medium High High
It requires a complex

IT infrastructure,
high risk

Fixed load capping X X X Low Volume Static Low None Low
If hardware

controlled is simple
to deploy

Dynamic load capping X X X High Volume Dynamic Low None High
Can be complex and
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Source: Table by author, data from Lu et al. (2020).

3.1.2. Summary of DR Benefits

Figure 3 shows the correlation between stakeholders and DR schemes. The
benefit for end-users is typically a reduction in the electricity bill or financial
remuneration. On the other side, operators such as TSOs can increase the efficiency
of the market, reducing the volatility and the use of peak generators (Albadi and
El-Saadany 2008). Moreover, from a broad market perspective, DR programs can
reduce the electricity price increasing the capacity of the system (Aghamohamadi
et al. 2018; Braithwait and Eakin 2002). Such benefits also defer grid reinforcement,
reducing the running costs and improving the market efficiency (Paterakis et al. 2017;
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Qdr 2006). The overall reliability of the grid increases thanks to the use of DR schemes
because the dynamic demand curtailment reduces the outage and transmission strains
risks. Furthermore, reducing the contribution of peak generators and reducing the
curtailment operation caused by a surplus of RES generation (EDP Consortium 2016;
Hamidi et al. 2009) reduces the carbon emission of the system.

Benefits of Demand Response Programs

Reliability

Re
du

ce
d

O
ut

ra
ge

s

Cu
st

om
er

 
Pa

rt
ic

ip
at

io
ns

D
iv

er
si

fic
at

io
n

of
 re

ss
ou

rc
es

In
ce

nt
iv

e
Pa

ym
en

ts

Bi
ll

sa
vi

ng
s

Pr
ic

e
re

du
ct

io
n

Ca
pa

ci
ty

in
cr

ea
se

Re
du

ce
d

O
ut

ra
ge

s

Re
du

ce
d

O
ut

ra
ge

s

Re
du

ce
d

O
ut

ra
ge

s

Re
du

ce
d

O
ut

ra
ge

s

Participant Market Wide Market
Performance

Figure 3. Overview of demand response schemes for different stakeholders and
from the market perspective. Source: Graphic by author, data from Qdr (2006).

3.1.3. DR Operational Challenges

DR programs can also be classified by the level of automation. Manual DR
measures rely on human actions to reduce or increase loads or alter the demand
profile. For semi-automated DR measures, the user controls a digital system to trigger
a demand response action. When using automated DR strategies, an external signal
operates a programmed method and consequently does no human intervention is
required. However, in this case, users must always be able to override the system
(Piette et al. 2006; Rothleder and Loutan 2017).

Within the many challenges to DR schemes, a key factor is the availability of
reliable resources. In some cases the system cannot respond to the DR signal; therefore
capturing the available flexibility and capacity of the resources using flexibility metrics
and metering equipment is a fundamental requirement to implement such programs.
Additionally, the stochastic consumer behaviour could reduce the benefit of DR
schemes if not considered. The high variability of the DR resources could be smoothed
by aggregation. In fact, in Nolan and O’Malley (2015), when stochastic behaviour is
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accounted for, the aggregation of few thousand households represents a stable DR
asset. Hence, the domestic sector electricity demand has the potential to provide
services such as spinning reserves, frequency controls and Short Term Operating
Reserve (STOR). In the building sector, STOR can be exploited using automation or
increasing the energy awareness of the occupants.

4. The Role of Advanced Energy Management Systems

The smart grid is the next generation of the power system that enables a
two-way communication channel from the end-user to the TSO, with the objective
of monitoring and controlling end-user electricity demand in a power system with
high RES penetration (Farhangi 2010).

The employment of smart grid technologies will support European countries
to reach their CO2 emissions reduction target and renewable generation increase
(European Union 2017). In particular, the EU climate-neutral goal by 2050 is
ambitious; increase penetration of RES to meet annual maximum generation. To
reach the target, RES generators with their variable and uncertain electricity supply
have been connected to the grid, thus increasing the operational challenges for system
operators. The increasing wind and solar penetration impose significant technical
difficulties such as large frequency variations, which require strict voltage control.
These requirements have led to the utilisation of the smart grid for automatic DR
projects in commercial, industrial and residential buildings (O’Sullivan et al. 2014).

Automatic DR control of heating, cooling and light systems requires the presence
of one or more interconnected sensors and one or more corresponding controller
devices. The sensors are usually connected to the cloud with a HAN or LAN. A
DR controller device, called EMS, can read the sensor data and reshape the energy
demand of the building according to a price or an interrupt signal from a TSO. Some
of the systems are defined as intelligent. In this context, an intelligent appliance,
algorithm or control indicates a system that uses various artificial intelligence
computing approaches like neural networks, Bayesian network or optimisation
techniques (Antsaklis and Passino 1993).

4.1. HAN/LAN, Definition and Developments

A HAN is a dedicated data network infrastructure within buildings built for
data transfer and device communication. In the late 1990s, HANs became the emerging
gateway to connect devices to the Internet. The availability of Internet access in buildings
has boosted the diffusion of HAN systems since the early 2000s (Clements et al. 2011).
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The de facto standard for the first period of HAN development was the Ethernet and
802.11 Wi-Fi standard (Huq and Islam 2010).

In the coming decades, the rate of diffusion of HANs across buildings is set to
increase exponentially. In fact, the total number of connected devices is expected to
reach 50 billion by 2030 (Ahmed et al. 2016). A good percentage of such devices will
exchange sensor data in real-time and require low bandwidth, meaning that there
is less stress on the overall network infrastructure. The phenomenon of connecting
any device to the Internet is covered by the all-encompassing phrase the IoT (Ahmed
et al. 2016; Atzori et al. 2010).

The use IoT devices connected to the HAN to perform actions that could
reduce carbon emissions or peak power consumption has different requirements
than the standard use of HAN (Darby 2006). In fact, only a small percentage of HAN
connected devices can be classified as smart-grid enabled.

A smart-grid enabled device provides a two-way communication system to utility
companies and could be remotely controlled to increase the overall efficiency of the
power grid (Balakrishnan 2012; Bazydło and Wermiński 2018). It is necessary with
these devices to have a stable link and low bandwidth allocation (Gungor et al. 2011).
The devices affected by these changes include thermostats, HVAC systems, major
appliances, home automation systems, EMS, lighting, gas meters, water meters, and
electricity meters.

In recent years, the increased installation of local renewable energy systems
such as PV and solar panels has raised additional challenges for the HAN research
community (Liserre et al. 2010). Controlling in real time a RES at the building level
with smart-grid enabled devices increases the complexity of the problem.

Additionally, inhibitors to the adoption of HAN as part of the smart-grid
infrastructure are categorised in Eustis et al. (2007):

• Energy pricing that provides financial benefits to control energy use more
efficiently and enable consumers to reduce their costs.

• Open, flexible, secure and efficient communication protocol established and
accessible.

• Compliance of the services with consumer choice and privacy; wherein the
consumer, ultimately, is the decision-maker.

Despite a general awareness that an interconnected system can enable utilities
to more effectively balance energy demands and integrate with renewable energies
systems, the above challenges raise additional questions about the architecture of
HAN, different communication protocols (Huq and Islam 2010) and the strategy and
algorithms that can be implemented by an EMS connected to HANs.
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4.2. The Architecture of HAN in a Smart Grid Scenario

As previously noted, there is a trade-off between keeping the HAN architecture
simple and efficient versus safeguarding the privacy and security of the users. In
a smart grid scenario, it is essential to guarantee the safety of the network against
cyberattacks that could compromise the entire power grid.

The interconnection between the various devices and the HAN should consider
the bandwidth allocation and the potential vulnerabilities that each device could
expose. As illustrated in Figure 4, installing a Home Energy Gateway or EMS that
can separate the smart-grid-enabled devices from other devices could increase the
security of the system. This architecture design utilises a connected gateway as a
demilitarised zone, enhancing the security of the data transfer and controls. The
presence of an EMS or smart gateway is also mentioned in Clements et al. (2011),
where they draw a clear distinction between the two different layouts.
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Figure 4. Overview of connected devices and local renewable energies systems to a
HAN infrastructure via a home energy gateway devices. Source: Adapted from
Pallonetto et al. (2021).
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The layout in Figure 5 assumes the presence of a dedicated network with the
TSO connected to the appliances. In this example, the home gateway is a proprietary
stand-alone device. This layout keeps the data transmission physically separated
through a virtual private network. The main advantage of this configuration is
the increased data security and reliability. The dedicated network can also provide
a minimum band allocation to ensure a sufficient data throughput. The main
disadvantage of this layout is the high infrastructural cost. Hybrid designs require
less network infrastructure because the appliances are connected to the utility using a
shared network such as the Internet. In this scenario, the band allocation may represent
a challenge, and several security risks have been identified (Huq and Islam 2010).

Utility
NetworkInternet

Utility or DR 
aggregatpr

Internet
gateway

Utility
gateway

Control System

Water heater Appliances HCAV EV

Settings customer’s 
preferences

Third party Consumer Utility

Figure 5. Overview of HAN infrastructure on a dedicated network. Source: Graphic
by author, data from Pedreiras et al. (2002).

In contrast, in rural areas which lack sufficient network infrastructure, the
layout in Figure 6 represents the only viable solution for data exchange between the
HAN and TSO. Different communication protocols can also affect the layout of the
interconnection between appliances and EMS or between the EMS and TSO. The
following section examines the required band allocation, common communication
protocols and their characteristics.
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Figure 6. Overview of HAN infrastructure on a shared network. Source: Graphic
by author, data from Pedreiras et al. (2002).

4.3. Communication Protocols for HAN

Communication protocols are used for data transmission between sensors and
the HAN. During the last decade, various attempts at protocol standardisation have
been made, each with limited success (Eustis et al. 2007). Different protocols can be
categorised into three broad categories: new wires, no new wires and wireless, as
illustrated in Table 2.
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Table 2. Overview of different commercial communication protocols and evaluation
of their suitability for smart grid applications.

Technology Category Frequency Data Rate Range Power Consumption Application

Bluetooth wireless 2.4 GHz 25 MB/s 10 m Low Smart health devices, close range
communication

DASH7 wireless 433 MHz
up to 200

KB/s
1000 m wireless Low Smart cities, smart buildings, smart

transport, smart health

ZigBee wireless 2.4 GHz, 0.915 GHz,
868 MHz

250 KB/s up to 100 m wireless Low Smart homes, smart health

WiFi wireless 2.4 GHz or 5 GHz 6.75 Gb/s up to 1 km wireless Medium Smart homes, smart health, smart
buildings

3G wireless 0.85 GHz 24.8 Mb/s 1–8 km High Smart cities, smart transport, smart
industries, smart grid

4G wireless up to 2.5 GHz 800 Mb/s 1–10 km High Smart homes, smart industry, smart
grid

Ethernet wired up to 100 GHz 100 Gb/s up to 500 m Medium Smart homes, smart industry, smart
grid

Power-line no new wires up to 250 MHz 1.3 Gb/s 300 m Low
Smart homes, broadband, smart

grid

Source: Adapted from Ahmed et al. (2016).

In the new wires category, the de facto standard is ethernet (Pedreiras et al. 2002).
The ethernet protocol is widely established and reliable. This protocol allows for
greater integration with modern security mechanisms and procedures. The data
transfer performance, from 10 Mb/s to more than 100 Gb/s, is sufficient for the
throughput required. The main disadvantage of this technology is that the cable
cannot be shared among different devices, so it requires a star design with one link
for each device. Consequently, it is not extensively used in residential but mostly in
commercial buildings (Ahmed et al. 2016).

In the wireless category, there are different protocols such as Bluetooth,
ZigBee, Wifi and DASH7. A shared feature between the ZigBee, DASH7 and
Bluetooth protocols are low energy consumption. However, Bluetooth has a lower
communication range compared to ZigBee and DASH7 (Hayajneh et al. 2014). This
limited range makes it suitable for smart health devices connected with phones
or accessories paired to a central device. Although the hardware complexity of
Bluetooth is lower than ZigBee or DASH7, it is not reliable for smart buildings or
mobile devices that require longer ranges. Comparing DASH7 and ZigBee, the main
differential is the trade-off between range and data rate transmission. ZigBee has a
higher data transmission rate while it has a lower distance range.

In the no new wire category, one of the most common protocols is the
powerline. Powerline protocols allow for communication via electricity sockets
(Pavlidou et al. 2003). The disadvantages of this protocol are the limited distance
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range and the interference in the power supply, which can lead to fluctuations in the
quality of the communication.

4.4. Overview of EMS Features and Objectives

During the last few years, the research and development on EMS have
increased (Beaudin and Zareipour 2015). An EMS can be defined as a group of
technologies used to manage the energy profile of a building, reducing the overall
energy expenditure. Among these technologies, it is possible to include sensors,
smart thermostats, electronic displays and smartphone apps that increase energy
consumption awareness and offer remote or automatic control.

As suggested by Aman et al. (2013), an EMS should exhibit the following
characteristics:

1. Monitor the energy consumption. The system provides energy consumption
information at various time resolutions.

2. Disaggregation of the energy consumption. End-users can benefit from
information about the real-time impact of appliances over a period of time.

3. Data availability and accessibility. The system makes the information available
to the end-user via an interface. The interface is deployed as a physical device
or through a web or mobile portal.

4. Appliances control. The EMS should provide programmable, remote and
automatic control of devices

5. Data Integration. Integration of different types of information such as indoor
temperature, humidity, acoustics, and light; and consumer historical data.

6. Ensuring cyber-security and data privacy. The system must restrict
unauthorised access to third parties.

7. Intelligent controls and insights of data analytics. A requirement is to
trigger smart actions that optimise energy consumption, maintaining
consumer comfort.

As Paradiso et al. (2011) highlighted, EMS should perform intelligent actions
that balance energy consumption and comfort. Specific algorithm techniques such as
machine learning, data analysis or predictive control can be used. From the power
system perspective, an EMS must be used more extensively for DR or to draw up
a house profile o target energy improvement measures.

In Table 3, several studies have been examined based on some of features
suggested by Aman et al. (2013) and Paradiso et al. (2011). All the EMSs have energy
monitoring capabilities, and five have data disaggregation capabilities. The feature
absent in the studies was the possibility to control load using intelligent algorithms.
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In general, consumers are not aware of how an electrical system inside the building
works, and, due to a low electricity price, they are not motivated to use their time to
make energy-related decisions (Bartram et al. 2010). Therefore, to reach the objective
of the EMS, the algorithm must perform intelligent actions to balance consumer
comfort and energy consumption. Moreover, in a DR scenario, a smart EMS can
adjust the power consumption to reduce the cost by exploiting the price signals, such
as RTP, CPP or TOU. The action reduces the responsibility of the consumer to control
and manipulate all their appliances all the time, while also providing flexibility to
the power system for the integration of RES. The load controllability and the use of
intelligent algorithms represent a research gap in the current literature that should
be addressed.

Table 3. Features and characteristics of EMS technologies.

Evaluation
Criteria

Metering and
Analytics

Dis-Aggregation Availability Interoperability Scalability Actuators Cybersecurity Smart Controls
and Intelligence

Totu (Totu et al.
2013)

Yes No Not discussed
Yes for large scale

infrastructures
Yes Yes No Yes advanced

algorithms

PERSON (Yang
and Li 2010)

Yes (API) Yes

Decentralised at
user premise; no
web or mobile

interface

Not discussed

High scalability
Low cost and low

power
consumption

Manual remote
control of the
switches and

dimmers in the
home.

No
Context-aware

intelligent
algorithm

Bess
(Mahfuz-Ur-Rahman

et al. 2021)

Yes No Not available Yes Not available Yes No Yes, smart AI
control

WattDepot
(Brewer and

Johnson 2010)

Yes No Web based
interface

No
Open source;

freely available
not scalable as it is

No Limited No

Viridiskope (Kim
et al. 2009)

Yes (discontinued) Yes Not discussed No API present

Requires indirect
sensors; no inline

installation
requires

No No No

Mobile feedback
(Weiss et al. 2009)

Yes Yes
Interactive; readily
available feedback

on smartphone
Not discussed

Low scalability
because of the

mobile app

No No No

DEHEMS (Liu
et al. 2013)

Yes Yes
Web based UI,

real-time display
unit

No API but
possibility to have
integrated sensors,
electric supply, gas

supply line

Medium, it
requires third
party sensors

No No No

EnergyWiz
(Petkov and Foth

2011)

Yes No Mobile phone app

Integrated
historical usage

and user info from
peers

Requires mobile
app installation

No No No

Nobel
(Karnouskos 2011)

Yes Yes Mobile phone app No

Low, requires
mobile app

installation and
sensor integration

not present

No No

Yes, smart
algorithm but

requires human
interaction

Simapi (Pallonetto
et al. 2021)

Yes No Web and mobile
app

API
Yes, high
scalability

Yes No Yes

Alis (Rodgers and
Bartram 2010)

Yes No Web, smart phone
app, touch panel

Integrated API,
based on

community usage

No, requires
extensive

installation; less
affordable

Yes (limited) No No

Source: Adapted from Aman et al. (2013).
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4.5. EMS in Smart and Active Buildings

As illustrated in Figure 7, one of the key features of the smart grid is to enhance
the communication capabilities between building systems and the power grid. Such
communication includes a network infrastructure inside buildings that could monitor
and control the electric systems connected to the HAN.
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Figure 7. Example of a HAN/LAN and EMS communication in a smart grid context.
Source: Adapted from Balakrishnan (2012).

Alam et al. (2012) define a smart dwelling as the end node of the smart grid that
provides services in ambient intelligence, remote home control or home automation.
Furthermore, each dwelling or node of the smart grid has the possibility to broadcast
information about its electricity consumption profile and status. In a smart house,
the EMS adapts the house energy consumption to the overall grid requirements
without affecting the comfort of the occupants. However, to provide flexibility to
the grid and reduce carbon emissions, buildings require communication capabilities
(smart buildings) and advanced energy features. Therefore, in the last few years,
researchers have pushed for a standardisation effort to formally define and categorise
buildings with the capability of being integrated into the power system as active
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buildings. An active building is a building that can generate, store and modulate
energy to adapt to their own demand or to the needs of the local grid (Fosas et al.
2021). The massive deployment of EMS in active and smart buildings could boost
the decarbonisation both at the end-user and system level.

5. Control Algorithms for Implementing Demand Response in EMS

An EMS is defined as a system that can access information on energy
consumption and generation at the building level and can implement DR measures
to control heating and cooling systems, appliances or other devices connected
to optimise the power usage and respond to grid signals. As illustrated in
Pallonetto et al. (2020), the EMS in a DR scheme aims to different objectives:

• Reducing the overall energy consumption by increasing awareness providing
data analytics and decomposition of energy use. Additionally, the EMS can
control systems and appliances i.e., operating an HP at maximum COP, or
optimising the inverter efficiency in a PV system with an MPPT algorithm.

• Shifting energy demand. Reducing peak consumption by exploiting TES or
electric storage is a common DR measure. A signal can also trigger the measure
and so that the control can shift the load to off-peak hours.

• Forcing loads. Forcing the use of high-load systems can be facilitated by storage
and can be triggered by a DR signal during high penetration of RES in the
system or locally generated electricity/energy.

The consumption reduction method is implementable in many different ways,
whereas, the implementations for shifting and forcing is challenging. The main issue
is the lack of standard flexibility metrics and the slow adoption of domotics systems.
Additionally, time-dependent electricity tariffs provided by utilities or the market
are not necessarily aligned to end-user demand profiles, hence storage is required to
implement DR measures (Gottwalt et al. 2017).

Encoding a smart algorithm in the EMS can potentially minimise the overall
energy consumption and cost while ensuring the expected service level and
thermal comfort.

Optimisation Problems and Solution Methods

The use of control algorithms for building management systems is a recurrent
theme in the literature. (Gatsis and Giannakis 2011b; Mariano-Hernández et al. 2021;
McKenna and Keane 2016; Yoon et al. 2014). The control algorithms are characterised
by a specific objective function and a set of constraints. In a DR program, the objective
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function aims to cost or energy minimisation or welfare maximisation. Welfare is defined
as the utility profit minus the generation cost and system losses (Dong et al. 2012).

As described in Pallonetto et al. (2020), Table 4 summarised an extensive
literature on DR optimisation algorithms. Optimisation methods are reported on
the columns while rows indicate the objective functions. The control algorithms
assessed in this table have been tested to enable buildings to participate in DR
programs. Nevertheless, other perspectives for intelligent EMS can include the
market, the distribution grid and the buildings. Thus, 4 of the 38 papers assessed (3L,
7U, 20W, 36B) embed multiple optimisation strategies, such as mixed linear integer,
continuous integer and quadratic programming, to reduce power flow overloads
caused by variable renewable energy generation or load variations. In 7U and 36B,
the EMS use electric storage to provide flexibility to the power system. The paper
20W illustrates a distributed algorithm with a minimal communication overhead.
The system force loading in proportion to high uncertainty loads or generation
such as renewable. The paper 3L include specialised constraints for balancing the
distribution network. These two papers, despite the different approaches, top-down
and bottom-up, respectively, aim to maximise the welfare in a smart grid system.
One of the limitations of the control systems analysed is that none of these papers
provides a comparable optimal solution.

Table 4. Optimisation problems and solution methods in for DR in the literature
(see Table 5 for legend).
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17B
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Source: Reused from Pallonetto et al. (2020).
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Table 5. Legend for Table 4.

Position Reference Reference Algorithm

1 Behrangrad et al. (2010) A Interior point method

2 Cao et al. (2012) B Commercial software

3 Cecati et al. (2011) C Multiple-looping algorithm

4 Chang et al. (2012) D Evolutionary algorithm

5 Chen et al. (2011) E Greedy search algorithm

6 Chen et al. (2012) F Lyapunov optimisation technique

7 Choi et al. (2011) G Relaxed convex programming

8 Cui et al. (2012) H Simulated annealing

9 Zhang et al. (2011) I Lagrange–Newton method

10 Doostizadeh and Ghasemi (2012) L Sequential Quadratic Programming

11 Ferreira et al. (2012) M Benders decomposition

12 Gatsis and Giannakis (2011a) N Q-Learning algorithm

13 Gatsis and Giannakis (2011b) O Filling method

14 Gudi et al. (2012) P Co-Evolutionary PSO algorithm

15 Guo et al. (2012) Q Branch and bound method

16 Jiang and Fei (2011) R Parallel distribution computation

17 Hedegaard et al. (2017) S Signaled particle swarm optimisation

18 Alibabaei et al. (2016) T MPC (Model Predictive Control)

19 Joe-Wong et al. (2012) U Author’s software

20 Kallitsis et al. (2012) V Distributed subgradient algorithm

21 Logenthiran et al. (2012) W Iterative decentralised algorithm

22 Mohsenian-Rad et al. (2010a) Y Lagrangian dual algorithm

23 Molderink et al. (2009)

24 Soares et al. (2011)

25 Sortomme and El-Sharkawi (2012)

26 Totu et al. (2013)

27 Wang et al. (2012)

28 Xiao et al. (2010)
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Table 5. Cont.

Position Reference Reference Algorithm

29 Zhu et al. (2012)

30 Yoon et al. (2014)

31 Ma et al. (2011)

32 Cole et al. (2014)

33 Bianchini et al. (2016)

34 Kircher and Zhang (2015)

35 Schibuola et al. (2015)

36 Knudsen and Petersen (2016)

37 Park et al. (2017)

38 Alimohammadisagvand et al. (2016)

39 Pallonetto et al. (2019)

Furthermore, the analysis elicits a trade-off between optimisation at a single
building and power grid level. It is a requirement for a smart grid DR algorithm
to ensure the optimisation of the resources at an isolated building level while
contributing to the power grid stability and reduction of the environmental impact
via two-way communication to aggregators or TSOs.

This double aim can be reached if the optimisation algorithm objective function
minimises both cost and consumption. As also demonstrated (Cole et al. 2014;
Hedegaard et al. 2017) (32T, 17T), in the case of merely cost minimisation, the energy
consumption and associated emissions can increase.

As illustrated in Figure 9, the majority of the optimisation algorithms which
were analysed have a single objective function that minimises costs. Nevertheless,
various studies used a double objective function (4U, 5U, 27B, 30T). In this category,
different techniques were utilised such as heuristics, analytical solutions and game
theory. Only the heuristic controller (30T) was able to reduce the consumption by
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9.2% and the costs by 14.4%, using a threshold limit to operate the controllable loads
under RTP prices.
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Figure 8. Classification of the most common algorithm objective functions in the
literature. Source: Graphic by author, data from Pallonetto et al. (2020).

Two works (4U, 5U) used a cluster of residential buildings (10 and 60,
respectively) to assess the results of the algorithm. When tested on the test load
profiles, 5U showed a demand reduction of 13.5% and cost savings of 3.6%, while
4U used a randomly generated problem, and the approach cannot be compared with
equivalent works. The remaining two works (27B, 30T) utilised a model of a single
building to assess the benefits of the double objective function algorithm. Wang et al.
(2012) (27B) reached an overall cost savings of 9% and a load reduction of 6%.

Although these results were significant, the MPC approach outperformed
the others. Among the literature examined which aimed to minimise the cost of
the energy expenditure, the MPC systems (17T, 18T, 31T, 32T, 33T, 38U) reached
savings up to 28%. Above all, the papers analysed used a white box model such as
EnergyPlus. The literature includes both residential (17T, 18T, 31T, 32T, 38U) and
commercial buildings (33T). The predictive models used for the forecast were linear
models (38U), autoregressive statistical models (31T, 33T), reduced-order model (32T)
or grey-box model (17T) while other used machine learning algorithms (39U). It
should be also noted that none of the MPC systems used a white box as a predictive
model but as a testbed.
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In Knudsen and Petersen (2016) (38U), the authors developed an MPC with
two objective functions (emissions and electricity price). The MPC was a state-space
model which is similar to a reduced-order model (Dehkordi and Candanedo 2016).
Such an EMS reduced the carbon footprint by 5 to 10 per cent.

Moreover, as illustrated in Figure 10, of all the works analysed, the majority
of them was tested on a single residential building. However, none of the papers
mentioned any calibration of the building model despite, as illustrated in Figure 8,
the majority of the works used a BES model for testing.
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Figure 9. Classification of testing methodology in the literature. Source: Graphic
by author, data from Pallonetto et al. (2020).
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Figure 10. Software platform utilised for control algorithm. Source: Graphic by
author, data from Pallonetto et al. (2020).
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Figure 11 shows that the RTP price was used in the majority of the assessments.
The RTP price is proportional to the market price but requires a fully automated EMS
and could incur in low acceptance among end-users. Moreover, using RTP price, the
assessment of control algorithms is more complex from considering the electricity
profile perspective.
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Figure 11. Most common electricity price schemes for algorithm testing. Source:
Graphic by author, data from Pallonetto et al. (2020).

6. A Path towards the Full Decarbonisation

In the past decade, the distinction between energy efficiency measures and
DR has become less stratified (Goldman et al. 2010). High penetration of variable
RES generation and storage has widened the use of DR beyond peak hours to be
applicable throughout the day (Calvillo et al. 2017; Jiang and Low 2011). From an
end-user perspective, energy efficiency measures have been enhanced by controlling
technologies in buildings (EDP Consortium 2016) that allow the exploitation of
thermal storage and local renewable energy system as dynamic controllable load.

The effectiveness of full decarbonisation of our building stock using advanced
energy management systems is dependable on energy efficiency regulations and
policies that generally target the national building stock from an isolated (or single)
building point of view. The building retrofit measures are designed to reduce energy
consumption by deploying energy-efficient and low-carbon building technologies as
illustrated by the IEA (2013) roadmap towards 2050. These methodologies do not take
into account that the building, as a responsive leaf element of a smart grid system,
could dynamically provide flexibility, both at distribution and transmission level,
exploiting thermal and electric storage as well as deferrable loads within end-user
thermal comfort constraints. Therefore, there is a need to deploy a more holistic
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approach to designing energy efficiency regulations that recognise the building as
a dynamic energy asset. The implications of evaluating deferrable loads, storage
and end-user comfort and constraints, can provide a comprehensive assessment of
the impact of these new technologies and the influence of human behaviour on the
energy profiles of residential buildings.

Additionally, the assessment of a DR resource must be calculated based on
the quantity of energy that could be altered compared to a baseline use. The
identification of a baseline and the quantification of the flexibility as a deviation from
a baseline consumption are still open challenges in the research community (Jazaeri
et al. 2016; Mathieu et al. 2011; Wijaya et al. 2014). The temporal quantification
of available DR resources is a critical research need to enable DR at a household
level (Gils 2014; Herter et al. 2007; Hurtado et al. 2017; McKenna and Keane
2016). The use of high-resolution simulation models defined as digital twins for
commercial and residential buildings, embedding occupancy, consumer behaviour
profiles and comfort constraints, is a new research frontier that could lead to a better
understanding of the benefit of DR measures and the impact of large scale trials on
the power system.

From an integration perspective, the implementation process of control
algorithms that ensure occupant thermal comfort while increasing the energy
flexibility of the system by providing DR capabilities is a critical research need
for the smart grid rollout (CER 2011; Farhangi 2010; Gottwalt et al. 2017; Nolan and
O’Malley 2015). Although in the research community, the design of new algorithms
for DR optimisation is a subject undergoing intense study, new machine learning
techniques and technology advancements need to be assessed as suitable for the
development of intelligent residential controllers.

The contribution of the built environment is paramount for the full
decarbonisation of our society. Five different perspectives have been the narrative
threads of this chapter:

• Energy perspective: the implications of evaluating retrofit measures,
load shifting, storage and end-user comfort and constraints provided a
comprehensive assessment of the impact of new technologies as well as the
influence of human behaviour on the energy profiles for buildings. The
methodology for an energy perspective assessment was further applied to
the evaluation of control algorithms for estimating the impact of EMS and RES
at a building level upon the energy consumption and profiles.

• End-user perspective: evaluating the research findings for the benefit of
end-users in terms of reduction of energy expenditure, adherence to thermal
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comfort constraints and accessibility to energy data is an essential instrument
for new technology adoption. The end-user perspective also concerns the
transferability of the technology benefit across all the building categories.

• Utility perspective: where the evaluation of the results of the research benefits
the utility in terms of reducing the system contingencies caused by the
penetration of RES via demand-side measures and improving the predictability
of building electricity demand is a fundamental criterion for the deployment
of these new technologies. The utility perspective concerns the reliability,
resilience and stability of the power grid with the objective of improving the
overall efficiency hence leading to a generation cost reduction.

• Integration perspective: where the interaction between buildings, electromobility
and their control system, the end-user, utilities and a bi-directional communication
infrastructure defined within the smart grid needs to be evaluated from the point
of view of the accessibility, interoperability, availability and controllability of
the assets. The integration side of the research also allows the convergence of
objectives for both the utility and the end-user.

• Environmental perspective: through an online data-driven assessment of the
carbon emissions associated with the electricity consumption of the building
at system and building level can increase awareness and drive the change.
The implications of the retrofit measures and the use of control algorithms on
the carbon footprint of the building are of interest to policy-makers and local
government authorities.

7. Conclusions

Besides demand-side management and the installation of advanced energy
management systems, several future lines of intervention are critical towards the
full decarbonisation of the built environment: monitoring equipment, IoT data
collection infrastructures, user engagement, distributed energy generation, storage
and energy efficiency management measures. Data gathering and sensors installation
can provide useful insights into the occupancy profile patterns of the building. They
could also help to locate areas where the temperature constraints need to be precisely
defined because of ongoing activities at low metabolic rates or areas where the
setpoints can be dynamic. Sensor installations and data collection can also support
a more accurate calibration of digital twins and therefore provide insight even on
fine-tuned energy efficiency measures such as detailed multi-zone air ventilation
rate and thermostatic set points. Occupants and buildings users are at the core of
the transition to a low carbon economy. They can be empowered as smart energy
users of the building. A smart energy user should not only consume energy but also
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be a conscious actor in energy savings, building energy policy and even in future
energy measures either as an individual or as part of an energy community. Smart
energy users are well aware of the consequences of their choices and way of life
for energy consumption and the environment. Smart energy users are also actors
in climate policy not only with their individual and collective decisions but also
by creating awareness among fellow users and organising community events and
movements to accelerate the transition to a post-carbon world. To facilitate user
empowerment, the energy manager could support the engagement with screens and
dynamic visualisation of the building energy consumption. Interactive screens with
carbon emissions, zone energy performances, temperature and weather indicators
can also facilitate gamification among users and promote a virtuous cycle where
individuals gain awareness and lead energy efficiency measures. Another line of
action is the installation of renewable energy generators and storage. Different
technologies such as photovoltaic, solar thermal systems, heat pumps or biomass
cogenerator (CHP) can represent viable solutions for further reducing the emissions
of buildings. A biomass cogenerator can provide both electricity and thermal energy,
making buildings a central element of a green circular ecosystem. Additionally, a
CHP can contribute to heating and cooling loads through a trigeneration system.
Other options to consider are power purchase agreements with wind and solar farms
or heat recovery systems from nearby processing plants. Electric and thermal storage
are the main enabler of all these technologies and can support the mass deployment of
advanced DR programs. It should also be noted that the electrification of the mobility
sector will allow a capillary diffusion of EVs. The latest charging technologies
for EV batteries support a bidirectional electricity transfer with the grid (V2G).
Therefore, EVs batteries can also provide distributed electricity storage to further
support the increased penetration of renewable energies in the power system if the
flexibility of these devices can be dynamically controlled and dispatched. Energy
efficiency and management are at the heart of the decarbonisation process. The
current work has highlighted several measures for reducing the energy consumption
of the building and the provision of energy system services. However, the suggested
line of actions can be further developed to depict a comprehensive roadmap for the
full decarbonisation of the built environment. For instance, multi-zone thermostatic
set points or zone air ventilation controllers can contribute to adapting the energy
demand to the current occupancy profile of the building. Areas of the building that
are not used or with a reduced occupancy profile can have a dynamic schedule.
Additionally, a digital twin can be used to further design an innovative insulation
layer with advanced materials such as phase change materials and similar. These
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lines of intervention coupled with advanced energy management systems and
demand-side measures will allow reaching the ambitious emission target for 2050
and beyond reducing the overall impact of climate changes.

Funding: SFI Grant Number for NexSys is 21/SPP/3756.

Data Availability Statement: The data that support the findings of this study are available
from the corresponding author, F.P., upon reasonable request.

Acknowledgments: This work was conducted in the Innovation Value Institute Institute
within the Sustainability Cluster and the School of Business in the National University of
Ireland, Maynooth (NUIM) in collaboration with the Energy Institute at the University College
Dublin, Ireland. This publication has emanated from research conducted with the financial
support of Science Foundation Ireland under Grant Number 21/SPP/3756.

Conflicts of Interest: The author declare no conflict of interest.

References

Active Building Research Programme. 2013. The Active Building Centre Research Programme.
Available online: https://abc-rp.com/ (accessed on 25 October 2021).

Aghamohamadi, Mehrdad, Mohammad Ebrahim Hajiabadi, and Mahdi Samadi. 2018.
A novel approach to multi energy system operation in response to dr programs;
an application to incentive-based and time-based schemes. Energy 156: 534–47.
doi:10.1016/j.energy.2018.05.034.

Ahmed, Ejaz, Ibrar Yaqoob, Abdullah Gani, Muhammad Imran, and Mohsen Guizani. 2016.
Internet-of-things-based smart environments: State of the art, taxonomy, and open research
challenges. IEEE Wireless Communications 23: 10–16. doi:10.1109/MWC.2016.7721736.

Alam, Muhammad Raisul, Mamun Bin Ibne Reaz, and Mohd Alauddin Mohd Ali. 2012. A review
of smart homes—Past, present, and future. IEEE Transactions on Systems, Man, and Cybernetics,
Part C (Applications and Reviews) 42: 1190–203. doi:10.1109/TSMCC.2012.2189204.

Albadi, Mohamed H., and Ehab. F. El-Saadany. 2008. A summary of demand response in electricity
markets. Electric Power Systems Research 78: 1989–996. doi:10.1016/j.epsr.2008.04.002.

Alibabaei, Nima, Alan S. Fung, and Kaamran Raahemifar. 2016. Development of Matlab-TRNSYS
co-simulator for applying predictive strategy planning models on residential house HVAC
system. Energy and Buildings 128: 81–98. doi:10.1016/j.enbuild.2016.05.084.

Alimohammadisagvand, Behrang, Juha Jokisalo, Simo Kilpeläinen, Mubbashir Ali, and Kai
Sirén. 2016. Cost-optimal thermal energy storage system for a residential building
with heat pump heating and demand response control. Applied Energy 174: 275–87.
doi:10.1016/j.apenergy.2016.04.013.

Almassalkhi, Mads R., and Ian A. Hiskens. 2015. Model-Predictive Cascade Mitigation in Electric
Power Systems With Storage and Renewables—Part I: Theory and Implementation. IEEE
Transactions on Power Systems 30: 67–77. doi:10.1109/TPWRS.2014.2320982.

202

https://abc-rp.com/
https://doi.org/https://doi.org/10.1016/j.energy.2018.05.034
https://doi.org/10.1109/MWC.2016.7721736
https://ieeexplore.ieee.org/document/6177682
https://doi.org/10.1016/j.epsr.2008.04.002
https://doi.org/https://doi.org/10.1016/j.enbuild.2016.05.084
https://doi.org/https://doi.org/10.1016/j.apenergy.2016.04.013
https://doi.org/10.1109/TPWRS.2014.2320982


Aman, Saima, Yogesh Simmhan, and Viktor K. Prasanna. 2013. Energy management
systems: State of the art and emerging trends. IEEE Communications Magazine 51: 114–19.
doi:10.1109/MCOM.2013.6400447.

Anaya, Karim L., and Michael G. Pollitt. 2021. How to Procure Flexibility Services within the
Electricity Distribution System: Lessons from an International Review of Innovation Projects.
Energies 14: 4475. doi:10.3390/en14154475.

Antsaklis, Panos J., and Kevin M. Passino. 1993. An Introduction to Intelligent and Autonomous
Control. Dordrecht: Kluwer Academic Publishers.

Arteconi, Alessia, Neil J. Hewitt, and Fabio Polonara. 2013. Domestic demand-side management
(DSM): Role of heat pumps and thermal energy storage (TES) systems. Applied Thermal
Engineering 51: 155–65. doi:10.1016/j.applthermaleng.2012.09.023.

Atzori, Luigi, Antonio Iera, and Giacomo Morabito. 2010. The Internet of Things: A survey.
Computer Networks 54: 2787–805. doi:10.1016/j.comnet.2010.05.010.

Balakrishnan, Meera. 2012. Smart Energy Solutions for Home Area Networks and
Grid-End Applications. Available online: https://www.nxp.com/docs/en/brochure/
PWRARBYNDBITSSES.pdf (accessed on 6 April 2022).

Bartram, Lyn, Johnny Rodgers, and Kevin Muise. 2010. Chasing the Negawatt:
Visualization for Sustainable Living. IEEE Computer Graphics and Applications 30: 8–14.
doi:10.1109/MCG.2010.50.
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Social Innovation for Energy Transition:
Activation of Community Entrepreneurship
in Inner Areas of Southern Italy

Mariarosaria Lombardi, Maurizio Prosperi and Gerardo Fascia

1. Introduction

The current reliance on fossil fuels is unsustainable and harmful to the planet,
being the main cause of climate change. It is well known that the use of renewable
energy sources is one of the actions to pursue the energy transition towards
zero-carbon fuels, capable of reducing the emission of greenhouse gases (GHGs),
which are listed amongst the main causes of climate change.

In this context, inner areas, characterized by constant demographic decline and
population aging, could play an important role in adopting measures of mitigation
of and adaptation to climate change. Meanwhile, they could also benefit from
this opportunity, through which they could valorize important and unique cultural
assets and relevant environmental resources. The idea is to foster new forms of
community entrepreneurship, based on collective renewable energy actions involving
citizens in the energy system, as “renewable energy communities” or “citizen energy
communities” (EU 2018). This basically means adopting a social innovation approach,
capable of promoting a democracy process for ensuring environmental and economic
benefits to the whole community.

This is particularly true for inner areas of Southern Italy, which have experienced
widespread implementation of large-scale renewable energy plants without the
engagement of the local community in the planning processes. This has led to limited
acceptance of new investment projects in renewable energy by the citizens.

In light of these premises, the aim of this chapter is to propose an operational
approach for developing community entrepreneurship in inner areas, where the
financial resources obtained from the production, distribution and consumption of
green energy are locally reinvested to valorize the cultural and natural resources,
activating a comprehensive process of social and economic revitalization.
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2. Political Pathway for Energy Transition at International, European and Italian
Levels

Nowadays, access to energy represents one of the most central challenges and
opportunities the world has to tackle for ensuring employment, mitigation of climate
change and food production.

Thus, by the second half of this century, it is necessary to move towards a more
affordable and clean global energy system (i.e., from fossil-based to zero-carbon
systems) (SDG Tracker 2021). This implies the start of the energy transition process,
which requires public support through adequate policy frameworks and financial
instruments.

Hennicke et al. (2019) claimed that “the energy transition resembles an
inter-generational contract in which the current generation pre-finances a gradual
replacement of the entire fossil and nuclear energy system in the 21st century
with energy efficiency, energy saving and renewable energies, and organizes
the implementation processes in order to protect children, grandchildren, future
generations and developing countries and its people from the risks of a non-renewable
energy system” (ibid., p. 4). It is an enormous challenge, which requires the active
involvement and commitment of various levels of governance, from the supranational
ones (i.e., UN, EU) to the lower levels (i.e., national, regional and local), which have
to include all individuals and the territorial communities. Some important political
initiatives have been launched in this direction. Figure 1 shows the overall framework
linking the global, European and Italian levels.

The 2030 Agenda, developed by the United Nations (UN) in 2015, represents
a universal action plan. It defines 17 Sustainable Development Goals (SDGs) and
169 targets as strategies “to achieve a better and more sustainable future for all”
(UN—United Nations 2021).

Among them, SDG 7, Affordable and Clean Energy, emphasizes the importance
of changing the route of energy production and consumption for contrasting climate
change. Specifically, this implies the following: achievement of universal access to
modern energy; increase in the global percentage of renewable energy; doubling the
improvement in energy efficiency; promotion of access, technology and investments
in clean energy; and expanding and upgrading energy services for developing
countries. These are the five targets defined by the UN taking into account that 13%
of the global population does not have access to modern electricity, that 3 billion
people depend on wood, coal, charcoal or animal waste for cooking and heating and
that energy is the main factor responsible for climate change, accounting for around
60% of total GHG emissions (IEA et al. 2019).
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Figure 1. Main political initiatives for energy transition. Source: Graphic by authors,
2021.

In order to implement the UN 2030 Agenda, in 2019, the European Commission
(EC) issued a plan called the Green Deal, a new growth strategy with the overarching
aim of making Europe climate-neutral by 2050, through the deep decarbonization of
all sectors of the economy (EC 2019). The approach consists of nine core policies that
will bring tangible progress in the areas of the SDGs. Among them, “clean energy”
specifically aims at decarbonizing the EU’s energy system. Indeed, over 75% of the
EU’s GHG emissions come from the production and use of energy in the various
economic sectors.

To reach this goal, some priorities have been identified, such as the increase
in energy efficiency and use of renewable sources (RES). Regarding the latter, the
strategy stresses the necessity of the transition from today’s energy system to an
integrated one largely based on RES. As specified in the impact assessment for the
Climate Target Plan for a 55% GHG reduction, the 2030 share of renewables must
reach 38–40% (EC 2020), compared with the 1990 levels. The first strategy aims at
developing an integrated energy system based on multiple energy carriers, such as
electricity, heat, cold, gas, solid and liquid fuels, infrastructure and end use sectors,
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such as buildings, transport or industry (EC 2020). The second strategy aims at a
technology shift towards hydrogen, which refers to the production of hydrogen from
RES and a subsequent deployment at a large scale through large-scale plants, above
all large wind and solar plants (EC 2020).

Regarding the energy efficiency priority, particular attention is paid to buildings,
taking into account that about 75% of the building stock is not energy-efficient, yet
almost 85–95% of today’s buildings will still be in use in 2050. Additionally, buildings
are responsible for about 40% of the EU’s total energy consumption, and for 36% of
its GHG emissions from energy. Therefore, the renovation wave strategy has been
launched for doubling the annual energy renovation rates in the next ten years both
for public and private buildings (EC 2020).

Certainly, the implementation of the New Green Deal will be an important
incentive to revitalize the European economy that has ended up in a deep recession
following the pandemic crisis of COVID-19. This is why there is a profound link
between the Next Generation EU-NGEU (known as the European Recovery Plan
adopted in February 2021 following COVID-19) and the New Green Deal. In
fact, it represents a temporary financial mechanism, for the period 2021–2026, to
support reforms and investments promoted by member states, aimed at making
European countries more sustainable, resilient and prepared for the challenges and
opportunities of the ecological and digital transition (EU 2021). Indeed, among the
six main pillars of the NGEU, one is dedicated to the green transition. In this regard,
the president of the EC clarified that 37% of these funds will be allocated to green
policies (i.e., expenditure related to climate change) in compliance with the systemic
approach of the SDGs.

Specifically, the European Commission approved the Italian plan in June 2021
(Camera dei Deputati 2021). It identified six missions, among which the second one
is related to the Green Revolution and Ecological Transition, aimed at improving the
sustainability and resilience of the economic system, as well as ensuring a fair and
inclusive environmental transition. It represents 31% of the total budget of the plan.
This mission is structured in four components, in line with the European Green Deal,
where two out of four are dedicated to the energy transition: (i) energy transition
and sustainable mobility; and (ii) energy efficiency and building renovation.

Specifically, the first one is the component with the highest budget, equal
to EUR 23.7 billion (40% of the total), and covers five lines of action: increase
in the RES share in the system (biomethane, agrophotovoltaic, RES for energy
communities, innovative RES plants, etc.); strengthening and digitalization of network
infrastructure; promotion of the production, distribution and end uses of hydrogen;
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developing more sustainable local transport; and developing international leadership
at the industrial and research levels, as well as in the main transition supply chains.

Regarding the second component, with a budget of EUR 15.36 billion (29% of the
total), there are three lines of action: energy efficiency of public buildings (schools);
energy efficiency and seismicity of public and private residential constructions; and
district heating systems (Governo Italiano 2021).

This new framework may represent a unique opportunity for the inner areas,
as it may promote investments which are compatible with the potentials of rural
regions and that local communities may activate. For instance, the renovation of
public buildings or the realization of small-size energy systems may be the types
of initiatives which can be easily carried out by the local community, by using the
territorial resources and know-how and generating positive spillovers on the whole
economic system.

3. Characteristics and Strategies of Inner Areas

The rapid economic growth from an economy based on agriculture towards
the industrial sector, which occurred after World War II, has paved the way for a
progressive migration of people from rural to urban areas. This rapid transformation
has occurred due to better job opportunities, but also due to better opportunities to
improve the quality of life, which could be captured by young and (relatively) most
educated people.

This process occurred at different speeds across the EU territory and is still
ongoing in rural areas, especially in those regions which are more isolated from
urban areas and industrial settlements. In particular, local communities located in
inner and mountainous areas are still dramatically shrinking, and there seems to
be a lack of an effective strategy to contrast this phenomenon of depopulation and
desertification with specific intervention policies. These areas are characterized by
relevant distances from the main service centers (education, health and mobility).
Specifically, in Southern Italy, they cover about 70% of the territory, underlining the
importance to plan efficient policies and strategies.

The most important drivers of depopulation of rural areas have been widely
investigated in the past (Zelinsky 1971). Among them, it is worth mentioning the
transition from agricultural jobs (available in rural areas) to more appealing jobs of
secondary and tertiary sectors (available in urban areas), which are socially more
attractive, are well remunerated and offer some opportunities for career advancement.
In addition, another important issue is related to the higher attractiveness of urban

221



areas, due to a higher availability of public goods and services (i.e., education,
transportation, access to information).

Despite the fact that the declining importance of rural areas with respect to
urban areas is a typical phenomenon commonly occurring in all countries, it is worth
noting that the complete abandonment of rural areas is not desirable, as it may cause
several problems for the whole society.

The recognition of several functions of rural areas dates back to the 1990s,
with the Buckwell report (Buckwell 1997), arguing the importance of a substantial
Common Agricultural Policy (CAP) reform aimed at rural development incentives
and environmental and cultural landscape payments. The basic principle was
that, beside agricultural goods, rural areas would also produce stable semi-natural
eco-system services, which are greatly valued by the public. This was the basic idea
of the European Model of Agriculture (Swinbank 1999).

After two decades of policy interventions, addressed at supporting rural
development with agricultural policies (i.e., CAP) and regional policies, there still
remains a gap between rural and urban areas, probably due to the failure of the
classic top-down approach, where developing projects do not require the active
involvement of local communities. The problem arises when exogenous models (e.g.,
the establishment of an industrial settlement) are introduced in a socio- economic
context which is not suitable for enhancing its correct and sustainable functioning
and, furthermore, for generating positive externalities and spillovers, with positive
rebound effects on the whole territorial system. The lack of active participation
of local communities has caused high costs for the whole society. In fact, the
territory will mainly provide the basic resources for the industrial operations (e.g.,
natural resources, labor), while the value added will be mainly transferred elsewhere
(Hubbard and Gorton 2011). The impact on the livelihood of the local economy will
be negligible, and there will be only limited chances for the emancipation of the rural
communities.

On the contrary, the novel approach adopted since the 1990s by the EU, by
means of the bottom-up approach, with the LEADER programs, has introduced
the concept that local communities are key players in maintaining a full connection
between needs, resources and economic and social activities and represent the “social
fabric” paving the way for long-term sustainable development (Shucksmith 2000).

In fact, the local community detains the property rights of local resources and
embeds tacit knowledge, that is, information, skills and abilities which are needed to
valorize low-value and highly heterogeneous local resources (e.g., different types
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of biomass), according to development projects, which will preserve the territorial
integrity.

Regarding the energy transition from fossil-based to zero-carbon systems, such as
hydropower, wind power, solar radiation, geothermal and biomass, the involvement
and active participation of the local community are crucial for several reasons.
First, local resources are available at a low cost (e.g., labor, land). Second, the
revenues generated with the new activities may activate the creation of new business
opportunities and generate a multiplier effect and the revitalization of the local
economy. Third, the extended redistributive effect of the project will facilitate the
social acceptance of innovative initiatives, especially in the case of renewable energy,
as rural communities do not urgently need the creation of additional sources of
energy, while fearing the possible negative impacts on the environment and public
health (Prosperi et al. 2019).

The well-known theoretical approach of total economic value is useful to grasp
the relevance of the active involvement of the local community in the energy transition
process, as it provides the basic understanding of different values which can be
attributed to an economic good. This approach, widely used for the identification
of different values of resources, goods and services (Adamowicz 1995; Perman et al.
2003), will help us to understand that the involvement of the local community may
extend the value of renewable energy from the direct use value (i.e., revenue collected
from the sale of energy) to many other categories of values. In short, the transition
towards renewable energy systems, occurring with the engagement of the local
community, will generate a multidimensional combination of impacts (Figure 2).

Direct Use
Value

Indirect Use
Value

Existence
Value

Option
Value

Bequest
Value

Non-use ValueUse Value

TOTAL ECONOMIC VALUE

Figure 2. Conceptualization of total economic value. Source: Graphic by authors,
2021.
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The total economic value of renewable energy can be conceived as the result of
two categories of values: the use value, which is directly related to the generation of
renewable energy, and the non-use value, which is more related to the wellbeing of
local citizens.

The direct use value is quite self-evident, as it refers to the value of sales for the
energy produced, to different types of consumers (i.e., households, public structures,
industrial plants, commercial resellers).

The indirect use value may refer to the “greening effect” consequent to the
reduction in carbon emissions and the impact that it may have on the reputation of
the local community. Despite the fact that the local community may have a weak
perception regarding to this type of value, it may be highly appreciated especially by
the urban society, which is more sensitive towards global environmental problems.

The option value may refer to the strengthening of social ties and relationships
(i.e., social capital), which provides the pre-condition for the development of further
initiatives. Regarding the second group of values, they arise from the shared social
dimensions (i.e., ethical and moral values) within the local community. The existence
value refers to the higher level of wellbeing, which may be reached by a community
when it proves it can undertake a global societal challenge (i.e., a rural community is
able to achieve targets of renewable energy production and GHG reduction). The
bequest value refers to the social preference towards innovative goods and services,
which will (possibly) be beneficial to the future generations.

4. Community Entrepreneurship: The Italian Experience between Expectations
and Disillusionment

The experience of community enterprise in Italy dates back to the 1960s, when
its development spontaneously started from some bottom-up movements. A relevant
example of an attempt to reinforce the local identity hindered by the massive
depopulation of rural areas is the case of the small hamlet of Monticchiello (province
of Siena, in Tuscany), where since 1967, theatrical performances have been held
during the summer time to represent the changes affecting the local community over
time (Andrews and Rosa 2005). The continuous confrontation among the community
members paved the way to cooperative actions for facing common problems and
new challenges.

Community enterprises have been developed in marginalized communities,
characterized by large distances from lively urban settlements and profitable markets,
and deprived of public services and infrastructure. The typical trends affecting these
communities are aging, depopulation, economic stagnation, job insecurity, low income
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levels, incapacity to valorize available resources, deterioration of infrastructure and
ecosystems and degradation and loss of natural resources caused by abandonment
(e.g., farmland, forests, water streams and reservoirs). In addition, the investment
of big energy companies has worsened the situation by causing serious impacts on
the landscape and loss of farmland due to the installation of large-scale wind and
photovoltaic plants.

Commonly, these problems are typical of inner rural and mountainous areas,
but they also occur in some urban areas and suburbs in less developed regions, such
as the case of Southern Italy (Confcooperative—Confederazione Cooperative Italiane
2018a).

In these situations, the key driver triggering the emergence of a community
initiative is represented by the marginality and the vulnerability of the territory.
Another relevant driver is represented by the existence of a system of mutual
relationships among individuals, organizations, the environment and cultural ties
within the same territory. Consequently, the so-called “virtual communities” are not
taken into account, as they refer to occasional and weak relationships established
within the context of the global community, as in the case of experiences referring
to a shared and collaborative economy (MISE e Invitalia—Ministero dello Sviluppo
Economico e Invitalia 2016). According to Mori (2015), the link with a specific territory
is the basic requirement characterizing community initiatives.

Another requisite of community enterprise generation relies on the unmet needs,
difficulties or problems faced by the local community, which may arise from the
changes occurring over time. For instance, in recent decades, in order to pursue the
enhancement of the efficiency of national public expenditure, several public services
have been deactivated in rural areas and relocated in urban areas. Similarly, the
depopulation of rural areas caused the closure of small and traditional firms and
shops, with unavoidable consequences on the availability of job opportunities for
local people, or, in some cases, the loss of symbolic social aggregation places
(e.g., the closure of the last bakery shop or the largest manufacturing plant)
(Confcooperative—Confederazione Cooperative Italiane 2018). Certainly, along
with the closure of economic activities, the disappearance of other social institutions
(e.g., civic association, political groups, sport clubs, parish) which play an important
role for the aggregation of individuals and families may also occur.

The reaction against these difficulties requires the identification of strategies
based on the valorization of idle local resources (material and immaterial common
goods), that is, resources that are not used for any purpose, or resources that are
inefficiently and unprofitably used. Furthermore, a system of strategic partnerships
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and social networks within the local community, and also with external agents,
is the basic premise to activate an innovation process. A spontaneous process of
revitalization of the local community cannot be expected, but, on the contrary, a
promoting group of actors (i.e., a clique) may actively and deliberately pursue a
transformation path, leading to the engagement of the community members in the
definition of the vision and the mission of the community enterprise. The role of
local public institutions is highly relevant, as they may endorse the initiative and they
may also provide some asset to favor the establishment of the enterprise. In addition,
local institutions may activate some public tendering regarding the provision of
essential services, which will contribute to the business consolidation of the enterprise
(Confcooperative—Confederazione Cooperative Italiane 2018).

The most relevant type of community enterprise diffused in Italy is the
“cooperative of the community”, whose diffusion has been moderately increased
since the beginning of the 2000s. In fact, several Italian regional governments have
enacted some specific regulations in order to promote its diffusion and strengthening.
For instance, the Apulia region was among the first Italian regions enacting a
specific regulation in this matter in (Bollettino Ufficiale della Regione Puglia n. 66
del 26/05/2014). However, at present, a national legislation is still missing, and,
consequently, it is difficult to adequately monitor the diffusion process.

The cooperative of community seems a promising approach to address the
development of marginal areas (Mastronardi et al. 2020). In fact, it can be conceived
as a bottom-up initiative through which it is possible to boost social innovation, with
the main purpose of satisfying local unmet needs, and to overcome the limitation
of public interventions. In fact, the current public policy seems to be ineffective in
addressing the problems of less favored areas. Similarly, it cannot be expected that
the private sector, while pursuing market competitiveness and the maximization of
profits, may always perform better than the public sector.

It appears that the expectations towards the cooperative of community are
excessively optimistic. At present, there are still too limited successful cases
confirming the adequacy of the model to face the development problems of regions
lagging behind. Furthermore, there is still a literature gap regarding the lessons to
be learned, in terms of possible solutions applied in different contexts (Bodini et al.
2016). In this regard, the adoption of evaluation tools would be desirable in order
to perform economic assessment and social accountability of different initiatives,
similar to what is occurring in the non-profit sector (i.e., the third sector) (Ministero
del Lavoro e delle Politiche Sociali 2019). The evaluation exercises would be useful
to verify the effects of the cooperation in the local context in which they operate.
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The main features of the cooperative of community, which are included in the
current legislation, are the following:

• It is an enterprise able to use idle and common resources, and to offer a steady
and continuous provision of goods and services mainly to the local community;

• The membership is open, according to inclusive and democratic criteria;
• The cooperative is well rooted in the community, as its objective is the

amelioration of the quality of life of the local community, conceived as the
social group of the residents of a certain territory and people sharing values,
culture and identity enshrined within a place, monuments, interests, resources
and projects;

• The cooperative must guarantee that the provision of goods and services is
accessible by the whole community (Bodini et al. 2016).

Despite the great expectations for the cooperative of the community, the Italian
experience has not always been positive. The most frequent causes of failure are
related to the incapacity of the management group in identifying an adequate business
model through which to pursue the financial sustainability of the company, in order
to guarantee the provision of goods and services to the local community. In fact,
in several cases, the revenue of the cooperative mostly relies on public subsidies
and contracts for public procurements, which are uncertain and discontinuous,
as they derive from the political process. In addition, when the cooperative is too
concentrated on public support, it lacks the capacity to adapt to the market conditions,
and the emergence of economic inefficiencies. In other words, the cooperative, instead
of acting as a firm, will gradually become similar to a public institution. Therefore,
successful cases demonstrate that cooperatives have pursued financial sustainability
through business diversification, including the market opportunities existing outside
the local community (i.e., provision of goods and services to customers not belonging
to the community) (MISE e Invitalia—Ministero dello Sviluppo Economico e Invitalia
2016).

Another strategy relies on the consolidation of a core business capable of
ensuring a constant revenue stream through which to finance the general economic
activity of the cooperative and provide either the ability to establish some investments
(i.e., training of personnel, elaboration of new projects) or offset the temporal lag
existing between the cost anticipation and the collection of payments (i.e., cash flow
stabilization). For instance, almost all Italian cooperatives of community are involved
in rural tourism activities, which are highly seasonal, or the organization of cultural
activities and services, which are precarious and unprofitable but are still highly
beneficial for the local community, in order to reinforce the cohesion among the
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population, and to create the conditions for the economic development of the territory.
This is the reason why Italian cooperative communities rarely report successful
stories. However, there are some instances of successful stories such as the case of
the cooperative of Melpignano (in the Apulia region), which has been considered a
best practice. In fact, it has been focused on the core business of energy production
from renewable sources and represents an exemplary case for sustainability and
profitability.

In this context, the energy transition towards renewable energy represents a very
important opportunity which could be captured by rural communities, as they may
be able to use local resources (e.g., agricultural and forest biomass, solar energy) with
relatively small investments, but facing a constant and reliable demand, capable of
generating a considerable amount of revenue flow. In this way, the energy transition
will boost community entrepreneurship, will generate a positive impact on the local
economy and will (indirectly) support the social wellbeing of the community.

A Cooperative of Community for Energy Transition: Bovino Municipality Case Study

The orientation of global policy makers to favor and support, through specific
strategies, the energy transition towards more sustainable and accessible production
systems may represent an important development opportunity for the communities
of the inner areas of Southern Italy. Very soon, they will have to choose either
to be protagonists of these changes, exploiting the opportunities offered by this
paradigm shift in the energy sector, or to continue in passively suffering the effects.
In the past, the populations of these territories have, indeed, been subjected to the
consequences of energy policies at the national level without being able to participate
in the decision-making processes which have defined and implemented these policies.
Consequently, the realization of renewable energy plants (both photovoltaic and
wind) by large industrial companies, as well as modifying the landscape aspect and
compromising the naturalistic profile of these territories, was experienced by local
populations as an exploitation of resources. Actually, the resulting benefits belonged
to few people, and there was not an adequate refreshment system for mitigating the
suffering. Thus, there was a rising natural distrust of local communities towards
any attempt to address the energy issue, also in terms of local development. This is
reminiscent of the importance of the local communities’ social acceptance. This is a
relevant determinant of the development of renewable energy systems because its
absence can cause delays or even the abandonment of innovative projects. In other
words, community engagement and the democracy of the energy policy processes at
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the local level have to be favored above all in this transition phase, learning by past
mistakes (Prosperi et al. 2019).

In this section, the authors describe the experience of the Generative
Communities project, funded by the local government of the Apulia region, in
Southern Italy, under the public call Cooperative of Community 2018. This call aimed
at supporting the establishment of new community-type entrepreneurial realities. The
initiative, promoted by the CRESCO training department of Confcooperative Foggia1,
in partnership with the municipality of Bovino and two local non-profit organizations,
concerned the creation of a participatory path in favor of the population of a small
inner area community (Bovino) to achieve the basic requirements needed for the
establishment of a local “cooperative of community” that would be, at the same time,
an energy community for self-production and local distribution of renewable energy
(see the EU Directive 2018/2001).

Bovino is a mountain municipality in the province of Foggia (Apulia region) with
a population of 3256 inhabitants, included in the inner areas of the “Monti Dauni”.
Indeed, it is located 37 km northwest of the provincial capital Foggia (Figure 3).

Similar to most municipalities located in mountainous areas, Bovino has shown
a constant decline in the number of residents in the last twenty years, overall equaling
20% (Istat 2020). Its main economic sectors are agriculture and services (commercial
activities and professional firms) (IPRES 2016). All these factors denote the existence
of territorial problems related to the marginalization of the area from the main lines
of development with consequent phenomena of de-anthropization, economic decline
and strong social hardship, as reported in Figure 4.

In this context, the model proposed by the authors, as reported in the
Generative Communities project, aims at contributing to the improvement in the local
socio-economic situation by reactivating the “local” economy, essentially leveraging
latent territorial capital and the offer of some services to the resident population. The
main development assets are based on the energy sector and cultural heritage.

The value proposition is to transform the endurance of the local community,
meant as a passive adaptation to conditioning coming from outside the reference
community context (selective market outcomes, consequences of administrative
reorganization, etc.), into resilience, that is, a proactive attitude of catching
opportunities, essentially by leveraging the territorial capital. The main impact,

1 Representative body of cooperatives in the province of Foggia.
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expected at the local level, is mainly concerned with the empowerment and capacity
building of the local community and the organizations involved.

The participatory approach consisted of the following steps:

a. Public forum, open to the whole community, to favor the engagement of
citizens;

b. Focus groups with representatives of different stakeholders, to focus on the
main strategic orientation of the cooperative of community;

c. Expert committee, in order to analyze and perform a screening of proposals
emerging from the focus groups, by considering the capacity and the resource
endowment (project tailoring).

Province of Foggia

Municipality of BovinoApulia region

Figure 3. Location of the municipality of Bovino. Source: Graphic by authors, 2021.
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Figure 4. Typical issues of a rural marginalized area such as Bovino. Source:
Graphic by authors, 2021.

The technical committee examined and selected the proposals coming from the
participatory process for formulating some valid operational areas, which, coherently
with the identified strategies, were suitable for the local context. This last phase
represents the novelty of this process.

The project, which started in September 2019, has been structured in six phases,
as reported in Table 1.

It is worth noting that the feasibility study, based on the energy balance, is
a very important document for the whole sustainability of the cooperative. The
drafting of the feasibility plan, relating to the investment in the energy sector, has
been completed thanks to the information provided by the energy balance of the
municipality and the suggestions derived from the thematic round tables.

From the experience acquired from this case study, it is possible to underline
how this specific participatory approach has changed the general attitude of the
community.

During the focus groups, some interesting results emerged from the participants’
dialogues (30 informed individuals). In general, they expressed a strong distrust
towards renewable energy plants managed by multinational companies. The
main reason for this mistrust and opposition is due to the imbalance between
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the exploitation of local resources (mainly the landscape and farmland) and the
economic compensation granted to the communities.

Table 1. Synthesis of the activities undertaken during the project.

Phase Technique People Involved

Participatory design
Forum, focus groups,

technical committee (7
experts)

50 people attending the
forum; 30 people

participating in focus
groups

Identification of a
promoting group

Self-selection spontaneously
occurred during the public

events
15 people

Balance of competences of
the cooperative founders

Evaluation of competences,
skills and experiences,
operated by the expert
committee (2 members)

15 people

Training course Lectures and study trip to
other rural areas (100 hours) 13 people

Feasibility study based on
the energy balance

Study performed by the
expert committee (4 experts) -

Dissemination of results Open conference 50 people

Source: Table by authors, 2021.

On the contrary, at the end of the Generative Communities project, there was
a radical change in attitude. In fact, during the final conference (through the open
debate with 50 participants), it emerged that the acceptability of the renewable energy
plants would significantly increase if there were more economic benefits for the
community or if they are involved in the plants’ management.

This change may be explained as follows: the ways in which citizens are
effectively involved in the planning process; transparency and circulation of
information; the development of the empowerment of organizations and individuals.
In fact, with reference to the last aspect, the initiative has contributed to increasing
the ability to influence and activate change through a process of participation,
empowerment and awareness. Furthermore, it has facilitated a process of capacity
building, that is, the construction of individual and collective skills, as well as
the strengthening of the social cohesion of the community, which is also an
intergenerational key.
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Consequently, the proposed and implemented methodology can represent
a useful tool to facilitate the energy transition in inner areas in terms of local
development, overcoming the distrust of local communities, which, in this context,
can assume the role of the driver of innovation and change.

5. Concluding Remarks

The energy transition is a technological change based on the shift from fossil to
renewable sources, which may represent a unique opportunity for the development
of marginalized rural areas and may generate multiple benefits for local communities.
In fact, rural areas are endowed with abundant idle resources that are suitable for
generating renewable energy, such as residual biomass from agriculture, agro-industry
and forestry, and locations for the siting of geothermal, wind and solar energy plants.
The operations needed for energy conversion may revitalize the local economy, by
creating new job opportunities and by generating new sources of income.

The energy transition may be pursued according to two different approaches,
that is, the typical top-down approach, where the investments are exogenous and the
local community is marginally involved in the decision making, and the bottom-up
approach, where the local community is engaged during all stages of the project
development.

In this chapter, several arguments supporting the advantages arising from
pursuing the bottom-up approach and, in particular, the formation of community
enterprises were presented. First, the engagement of the local community may ease
the social acceptance of new investments, leading to a reduction in transaction costs
arising from opportunistic behavior, asymmetric information and idiosyncrasy. In
fact, the local community, having a better understanding and knowledge of the local
resources and having skills, know-how and capabilities to use them in more efficient
and effective ways, may find low-cost and sustainable solutions. Second, the members
of the local community may become, through community entrepreneurship, active
actors of the energy generation, distribution and consumption processes, enabling
them to revitalize their local economy and be able to consolidate a core business
capable of ensuring a constant revenue stream, through which they can finance some
precarious and seasonal activities and services which, though financially unprofitable,
may be highly beneficial for the local community, in order to reinforce the cohesion
among the population, and to create the conditions for the economic development of
the territory.

The lesson learned from the study case of the municipality of Bovino is that
the engagement of the local community in the energy transition process is not
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spontaneous, and that many efforts are needed in order to activate the public debate
and to let citizens find their own solutions. Unfortunately, in the context of escalating
social, environmental and economic challenges, business as usual, based on the
top-down approach, and the introduction of exogenous industrial and business
models are not suitable for pursuing a viable long-term development strategy. In
addition, after several programming cycles occurred in the past, there is a risk of
disillusionment and “community burn-out”, leading to a diffused and generalized
social opposition towards new development projects, which are worsening the
already poor conditions of inner areas.
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Finnish Forest Industry and Its Role in
Mitigating Global Environmental Changes

Ekaterina Sermyagina, Satu Lipiäinen and Katja Kuparinen

1. Introduction

Climate change is currently one of the greatest global threats. Mitigating global
warming requires a significant reduction in greenhouse gas (GHG) emissions either
by reducing emission sources or enhancing the sinks to remove these gases from
the atmosphere. To succeed, long-term structural changes are needed for different
sectors, thus creating more balanced and sustainable patterns of energy supply and
demand. The forest industry is an energy-intensive sector that emits approximately
2% of industrial fossil carbon dioxide emissions worldwide. Considering the high
share of biofuels already used within this sector, the forest industry may shortly
become a significant user of bio-based carbon capture technologies. The possibility
to implement these technologies can transform pulp and paper mills into negative
CO2 emitters. Moreover, the forest industry can also contribute to GHG emission
mitigation outside the mill gates by producing biomass-derived heat, electricity and
liquid biofuels, and by providing wood-based products, such as packaging materials,
textiles and chemicals, which will substitute the fossil-based alternatives.

The global forest industry has managed to decrease its dependence on fossil
fuels as a result of energy efficiency improvement, fuel switching and structural
changes, and thus its fossil CO2 emissions have decreased substantially in the 21st
century (International Energy Agency 2020). However, the paper demand is expected
to increase from the current 400 Mt/a to 750–900 Mt/a by 2050, and thus there is
a huge need to develop towards more sustainable operation in order to avoid an
increase in CO2 emissions. Therefore, more understanding of the possibilities of the
forest sector is essentially required. In Europe, the forest sector has ambitious targets
to contribute to the mitigation of GHG emissions (CEPI 2011). The sector aims to
emission reduction from the 1990 level of 60 MtCO2/a to 12 MtCO2/a in 2050 with
an increasingly significant role of generated wood-based materials in substitution
of fossil materials in different applications. This book chapter considers the forest
industry’s possibilities to contribute to the mitigation of environmental change using
Finland as a target country. The Finnish Forest Industries have recently presented
a roadmap towards low-carbon operation (Finnish Forest Industries 2020a). The
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roadmap takes into account CO2 reduction from increased annual forest growth,
increased production of bio-based materials and reduction in fossil fuel use in
industrial processes, transportation and off-site production of energy. However, there
is a lack of academic studies that discuss extensively the CO2 mitigation possibilities
of the forest sector.

Finland is an important producer of pulp, paper, and sawn wood. Besides these
traditional goods, Finnish mills are generating a range of innovative wood-based
products that will be discussed in this study. Even though the Finnish forest industry
is an important energy producer on a national level, it has currently only 13% of fossil
fuels in its fuel mix, and therefore fossil CO2 emissions are already relatively low.
The previous reports, however, claim that the Finnish forest industry can become
fossil-free by 2035. Finland’s government confirmed the National Energy and Climate
Strategy for 2030, which should help to achieve a long-term goal of a carbon-free
society and keep the stable course for reach 80−95% reduction in GHG emissions
from the level of 1990 by 2050 (Ministry of Employment and the Economy 2014).
Finland is among the world leaders in the utilization of renewable energy sources,
especially bioenergy. The substantial forest resources, developed forest industry
and the well-established forest infrastructure mean that wood-based bioenergy has
a significant place within the renewable energy sector in Finland. According to
Statistics Finland (2020a), the total consumption of energy in Finland amounted to
1362 petajoules (PJ) in 2019 with 38% covered by renewables. Figure 1 provides a
historical trend on the total energy consumption from 1970 to 2019 (ibid.). The shift
from fossil fuels towards renewable alternatives continues in different spheres, with
a significantly increasing increased share of the latter ones in total consumption from
the 2010s.

The energy-transition tendencies and general development in the Finnish pulp
and paper sector have been analysed in a few recent papers. The efficiency of the
Finnish pulp and paper industry has been evaluated and compared to the EU average
level (Koreneff et al. 2019). The results of this study showed that while the production
efficiency is on a high level, the dominancy of kraft pulp production leads to the
notably higher energy intensity of the production process. Lipiäinen et al. (2022)
have evaluated the main steps towards decarbonization in Finnish and Swedish
pulp and paper industries, highlighting the essential steps performed there to reduce
fossil CO2 emissions and at the same time maintain competitiveness on a high level.
While previous works limited their scope to the pulp and paper sector, the current
study aims to help in better understanding of the general picture and provides the
most updated knowledge on the situation with forest industry in Finland: structure,
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characteristics, fuel consumption and GHG emissions. In addition, we identify
important research directions to facilitate the transition towards a sustainable future.
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Figure 1. Total energy consumption in 1970–2019 in Finland. Source: Graphic by
authors based on data from Statistics Finland (2020a).

2. Methods

2.1. Data Gathering

Data were gathered from several sources to evaluate both the current state
and the development of the Finnish forest sector. The main sources for energy
consumption, production and emissions were Finnish Forest Industries and Statistics
Finland databases (Finnish Forest Industries 2020b; Statistics Finland 2020c). During
the study, a large number of previous studies were reviewed and the Finnish forest
sector’s possibilities to participate in mitigation of climate change were evaluated.
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Moreover, the emerging forest industry projects, such as the production of new
bioproducts in Finland, have been identified and introduced.

2.2. Energy Efficiency Index Method

Energy efficiency development in the Finnish forest industry was studied using
the energy efficiency index method. The method was applied in the previous
study for assessing energy efficiency development in the pulp and paper industry
(Lipiäinen et al. 2022). The present work follows the same method and uses the same
reference-specific energy consumption values.

3. Finnish Forest Industry

The forest industry is a globally important industrial sector. Several wood-based
products, such as paper, paperboard and sawn wood participate in people’s everyday
life. The forest industry can be divided into the chemical forest industry that produces
mainly pulp and paper, and the mechanical one that focuses on producing sawn
wood and wood-based panels. The global forest industry produced 188 Mt of wood
pulp, 409 Mt of paper, 493 Mm3 of sawn wood and 408 Mm3 of wood-based panels
in 2018 (Food and Agriculture Organization of the United Nations 2019).

In 2019, Finland produced 30%, 11% and 7% of European pulp, paper and board,
and sawn wood, respectively (CEPI 2019; Food and Agriculture Organization of the
United Nations 2019). 73% of produced pulp was kraft (sulphate) pulp. The rest
consists of mechanical, chemi-mechanical, and semi-chemical pulp. Within paper
production, the major shares had printing and writing papers (47%), and packaging
materials (45%). A minor amount of newsprint and hygiene papers were produced.
The Finnish forest industry has been recently going through a structural change
(Kähkönen et al. 2019). The development of information technology has led to a
decrease in the consumption of printing and writing papers (Johnston 2016), whereas
the demand for packaging materials has increased globally (Hetemäki et al. 2013).
The changes in the production volumes between 1990 and 2019 are presented in
Table 1. Production of newsprint, printing and writing papers has declined and
several mills have been closed, while substantial growth in volumes of chemical
pulp, packaging materials and sawn wood has taken place. The role of new products,
such as chemicals, biofuels, and energy, is increasing, and forest industry companies
are looking for new product opportunities, which will be discussed later.
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Table 1. Production volumes in the Finnish forest industry.

Grade 1990 2019 Change

Domestic wood usage [Mm3] 44 61 +38%

Imported wood usage [Mm3] 6 10 +66%

Chemical pulp [Mt] 5.16 8.72 +69%

Mechanical pulp [Mt] 3.73 3.28 −12%

Newsprint [Mt] 1.43 0.27 −81%

Printing and writing paper [Mt] 4.68 4.60 −2%

Packaging materials [Mt] 2.32 4.44 +91%

Household and sanitary papers [Mt] 0.16 0.20 +22%

Other paper and paperboard [Mt] 0.37 0.20 −46%

Sawn wood [Mm3] 7.50 11.39 +52%

Wood-based panels [Mm3] 1.34 1.29 −4%

Source: Data from Food and Agriculture Organization of the United Nations (2020) and
Nature Resource Institute (LUKE) (2020).

The forest industry, especially the pulp and paper industry (PPI), is an
energy-intensive sector. The PPI is the fourth largest industrial energy user and
globally it consumed 7 EJ of energy in 2018 (International Energy Agency 2018). The
share of biofuels was 48%, which is 18% higher than at the beginning of the 2000s.
Energy demand per ton of produced paper has decreased substantially, and fuel
switching together with increased efficiency has led to lower fossil CO2 intensity. In
Finland, the manufacturing of forest industry products is by far the largest industrial
energy consumer, which accounts for more than half of total industrial energy use:
316.8 PJ in 2019 (Statistics Finland 2020b). The forest industry is also a significant
energy producer: it can cover a major share of its heat demand and about half of
its electricity demand. This highlights the importance of efficiency improvement
and cost-efficient reduction in GHG emissions along with the promotion of clean
and sustainable technologies for this energy-intensive sector. The characteristics of
energy use and emissions in the Finnish forest industry are presented in Table 2.
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Table 2. Energy and emissions in the Finnish forest industry in 2019.

Energy and Emissions Finnish Forest Industry Share in Total Domestic
Values

Electricity consumption 19.3 TWh/a 22.4%

Electricity production 10.1 TWh/a 1 15.3%

Energy consumption 316.8 PJ/a 23.3%

Dominant energy sources Biomass 87%, NG 5% 2 -

Fossil CO2 emissions 2.7 Mt/a 2 5.1%

NOx 17.5 kt/a 10.9%

S 1.7 kt/a 10.9%

1 2016 electricity production used due to lack of data. 2 Include only on-site fuel use. NG =
natural gas. Source: Data from Finnish Forest Industries (2020b) and Statistics Finland (2020c).

4. Climate Change Mitigation Opportunities in the Forest Industry

Climate change mitigation requires both reducing GHG emissions and
enhancing carbon sinks. There is no single solution to solve the problem of climate
change, but a wide range of solutions is needed, some of which are more mature
than others. The forest industry has a significant role in promoting these in Finland.
Sustainable forest management enables not only the efficient utilization of forest
resources but also their increase thus enhancing the role of forests as carbon sinks.
Many changes and challenges have already transformed the forest industry in
Finland in recent years and there should be more developments to come to adapt
to the rapidly changing global situation. Modern pulp mills are expanding the
traditional concept of pulp mills by introducing the combination of multifunctional
biorefineries and energy plants that utilize wood resources to produce not only pulp
but also energy as well as new high-value products from side-streams and residues.

Previous studies have estimated the contribution of the forest sector to
mitigation of climate change by direct or indirect CO2 emission reduction (e.g.,
Finnish and Swedish roadmaps). Based on the results from the previous studies, the
main possibilities for the forest industry are addressed in the present work:

• Direct CO2 emissions reduction;
• Green energy production
• Bio-based materials.

The present study does not consider forest management but assumes that wood
used by the forest industry is sustainably harvested.
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4.1. CO2 Emissions and the Reduction Possibilities

The Finnish forest industry emitted 2.7 Mt of fossil and about 22 Mt of biogenic
CO2 in 2019 (Finnish Forest Industries 2020b). The mechanical forest industry is a
minor energy user and CO2 emitter in comparison to the chemical forest industry. A
large part of CO2 produced in a pulp and paper mill comes from biomass combustion
and can be considered carbon-neutral when the wood is from a sustainable origin.
The fossil CO2 emissions from the PPI are energy-related, which makes their
reduction easier compared with for example the cement industry, since it does not
require direct process modifications. The lime kilns also produce process-related CO2

emissions, but they are largely biogenic. The fossil CO2 emissions have decreased
by 44% over the last 20 years (1999–2019) (Figure 2). Emissions per ton of product
decreased by 37% from 194 to 122 kgCO2/ton. The industrial strike in 2005 and
the economic crisis around 2009 decreased absolute emissions strongly due to a
significant drop in production volume. During those crises, emissions per ton of
product did not change significantly. The reforms in energy taxation around 2003 and
2011 have most probably contributed to the drops in emissions. The European Union
(EU) introduced Emission Trading System (ETS) in 2005. It may have affected the
fossil CO2 emissions, but it has been argued that ETS has had only a limited effect on
the PPI due to excess emission allowances (Gulbrandsen and Stenqvist 2013). After a
period of steady emission levels between 2012 and 2016, the emissions have been
declining again. The emissions are expected to continue to decline in the future as the
Finnish forest industry is aiming towards net-zero emissions. A recently published
report argues that nearly zero emissions can be achieved in 2035 (Pöyry 2020).

The primary means to reduce CO2 emissions of the PPI are switching to
low-carbon fuels, electrification, and energy efficiency improvement. Carbon capture
and storage (CCS) technologies that initially had been aimed mainly at the power
sector, have significant potential in the PPI. In Finland, the role of the forest industry
in mitigating environmental change and meeting the national carbon neutrality target
by 2035 is not limited to emissions reduction in the mills (Lipiäinen and Vakkilainen
2021). The PPI supplies green electricity to the grid and produces other renewable
energy carriers. Moreover, it has been evaluated that products of the Finnish forest
industry can annually mitigate 16.6 Mt of CO2 emissions (Finnish Forest Industries
2020b). However, forests are a significant carbon sink, and therefore they must be
managed sustainably to achieve emission reductions.
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Figure 2. Trends in fossil CO2 emissions in the Finnish pulp and paper industry.
Source: Graphic by authors based on data from Finnish Forest Industries (2020b).

4.1.1. Fuel Switching

The largest part of fossil-based CO2 emission savings is expected to come
from replacing the current use of fossil fuels with renewables (Moya and Pavel
2018; Metsäteollisuus ry 2020). The forest industry typically meets a large share
of its energy demand by its own production. A modern stand-alone pulp mill can
even surpass its heat and electricity demand by combusting wood residues (IRENA
et al. 2018). Black liquor, a side-stream from kraft pulping, is the most important
biofuel in the PPI. Mills combust it in the recovery boilers, and many mills have an
additional power boiler for combusting wood residues. The boilers supply steam
for the processes and for turbines to generate electricity. In the modern stand-alone
pulp mills, fossil fuel consumption can be limited to start-ups, shutdowns, and other
exceptional situations, but many mills still combust fossil fuels in the lime kilns,
mainly natural gas or oil (Kuparinen et al. 2019). Stand-alone paper mills and some
integrated pulp and paper mills cannot meet their energy demand by combusting
their own residues. These mills either combust fossil fuels or purchase energy. Many
kraft pulp mills produce an excess of electricity that is typically sold but can be
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also used for hydrogen or e-fuels generation. However, the role of electrification is
estimated to be minor in the emission reduction within the Finnish forest industry,
mainly it is expected to substitute for natural gas use.

Biomass has been an important fuel in the Finnish forest industry for a long
time, but the fuel mix includes also natural gas, oil, coal, and peat (Figure 3). In
1990, the share of biofuels was 64%, natural gas covered 15%, and oil, coal, and peat
stand for approximately 7% each. In 2019, the share of biofuels had increased to
87%, and the shares of natural gas, peat, oil, and coal were decreased to 6%, 3%,
2% and 1%, respectively. Peat is a specific fuel in Finland that is typically co-fired
with biomass in power boilers. The recent political decisions in Finland promote
the replacement of coal and peat by biomass. Increased volumes of chemical pulp
have increased the use of biofuels, but many mills have also actively looked for
solutions to decrease the use of fossil fuels. Currently, biomass has been seen as the
most potential alternative for fossil fuels in the Finnish forest industry, and other
renewables have not played a large role. The possibility to use wind power for
covering paper mills’ energy demand has been recently realized with a long-term
Wind Power Purchase agreement of Finnish company UPM with German wind park
development company (wpd) (UPM Communication Papers 2020). This agreement
will enable the decrease in CO2 emissions by 200,000 tonnes annually starting from
2022 and help to achieve the company’s ambitious 65% CO2 emission reduction
target by 2030. In addition, UPM is utilizing hydropower sources and upgrading the
performance of the existing hydropower plants (UPM Energy 2021).

The lime kilns are the primary fossil fuel users in chemical pulp production.
CO2 is produced from both the combustion and the actual lime regeneration reaction
during the calcining process. The CO2 from the reaction originates mainly from wood
and is thus biogenic. The lime kiln process requires stable combustion conditions
and easily controllable hot-end temperature. Consequently, fuel characteristics and
quality should be consistent (Isaksson 2007). In addition to fossil fuels, alternative
fuels such as methanol, tall oil, strong odorous gases, tall oil pitch, hydrogen, and
turpentine are often co-fired in the lime kilns. Technically, it is also possible to utilize
existing side-streams to substitute for fossil fuels there (Kuparinen and Vakkilainen
2017). However, biomass fuels typically have lower adiabatic flame temperature and
lower energy content than fossil oil or natural gas. Therefore, higher firing rates are
required to maintain the kiln capacity in the case of biomass supply. Another problem
is that the impurities that originated from the solid biomass tend to accumulate in
such a closed cycle process. These non-process elements can cause, e.g., corrosion and
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ring formation in the kiln and decrease the lime quality. The use of alternative fuels
can thus lead to increased use of make-up lime and should be evaluated thoughtfully.
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Figure 3. Development of fuels use in the Finnish forest industry. Source: Graphic
by authors based on data from Finnish Forest Industries (2020b).

4.1.2. Energy Efficiency Improvement

Improvement of energy efficiency has played a notable role in the reduction
in CO2 emissions so far (European Commission 2018). Efficient reduction in heat
losses, recovery of process heat and process optimization offer further possibilities for
emissions reduction but require other concurrent actions to achieve the climate goals.
The Best Available Technologies (BAT) reference document (European Commission
2015) presents state-of-the-art technologies. Energy efficiency is however not a
straightforward concept. It is often measured by specific energy consumption (SEC),
i.e., the energy consumed for the production of a unit of product. However, a
change in SEC may result for example from increased utilization rate instead of
improvements in energy efficiency. The forest industry is a heterogeneous sector
with a diverse product portfolio and highly energy intensive production processes.
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No uniform practice on collecting process information exists. The collection of
reliable process information is necessary for efficiency improvement. While in
general, the increased energy efficiency leads to a decrease in CO2 emissions, an
energy-efficient mill is not necessarily CO2 efficient due to different products, process
alternatives, and mill configurations. Stenqvist and Åhman (2016) noticed that the
benchmark-based emission allowance allocation of the EU ETS does not result in
the best performance in a heterogeneous sector like the PPI due to, e.g., lack of
benchmark curves and biased reference values.

Energy efficiency within the forest industry can be improved by new
technologies but also new modes of operation. Energy audits, motivated and
competent employees, and process monitoring and control advance energy efficiency
(Vakkilainen and Kivistö 2014). Finland has a long history of energy auditing, and
both mandatory and voluntary energy auditing schemes are carried out to measure
energy consumption and identify energy-saving opportunities (Ministry of Economic
Affairs and Employment of Finland 2021). The Finnish know-how on energy audits
has also been relied upon in other countries building their own audit schemes (Motiva
Ltd. 2019). Enhanced process integration typically improves energy efficiency. The
pulp and paper production processes result in secondary heat streams, whose further
utilization would improve the total efficiency. The ongoing transformation from
traditional pulp and paper mills to modern multi-product biorefineries offers a
possibility to utilize these in the production of advanced bioproducts. Another viable
option is improved drying techniques that help to reduce emissions from one of the
most energy-intensive process stages.

The Finnish forest industry has been historically an energy-efficient operator
(Fracaro et al. 2012). Finnish pulp and paper production is already rather efficient,
despite the need for heating due to the cold climate. Compared to the EU average,
the Finnish mills are large, efficient, and modern (Koreneff et al. 2019). Nevertheless,
it is still possible to increase efficiency. The development of the forest industry’s
efficiency is presented in Figure 4. Between 2002 and 2019, primary energy efficiency
and electricity efficiency improved 1.4% and 1.2% per year, respectively. The strike
in 2005 and the economic crisis around 2009 decreased the efficiency because several
mills were operating only part of their capacity. Several factors, such as closures of
old mills, start-ups of new mills, technology development and increase in energy
prices, have contributed to the efficiency improvement (Kähkönen et al. 2019).
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Figure 4. Trends in energy efficiency in the Finnish forest industry. Source: Graphic
by authors based on data from Statistics Finland (2020c), Food and Agriculture
Organization of the United Nations (2019) and Finnish Forest Industries (2020b).

4.1.3. Carbon Capture Technologies

When the target is net-zero or even negative emissions, carbon capture,
utilization, and storage (CCUS) technologies have to be included in the palette. CCUS
has a remarkable role in many decarbonizing scenarios, especially in the ones that
include fossil fuels in the energy mix also in the future (European Commission 2018).
Bioenergy with carbon capture and storage or utilization (BECCS/U) is one of the
key negative emission technologies. The pulp and paper industry, being a significant
bioenergy producer, has a unique possibility for the implementation of BECCS/U.
The global technical capture potential from kraft pulp mills has been estimated at
approximately 137 MtCO2/a (Kuparinen et al. 2019). One of the primary concerns
regarding large-scale utilization of BECCS/U is increased land use since BECCS/U
is often seen as promoting additional use of biomass for energy. Large existing
pulp and paper units however offer the possibility to implement BECCS/U without
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additional biomass harvesting. The main weaknesses of BECCS/U currently are the
lack of experience and political support. Public acceptance and uncertainties on the
long-term behaviour of the stored carbon have also hindered their implementation
in the EU (European Commission 2018). Besides, carbon capture processes require
heat and electricity. Therefore, their integration into a mill affects the mill’s energy
balance and total CO2 emissions.

The primary CO2 sources in the PPI are the combustion processes, namely the
recovery boilers, the power boilers, and the lime kilns. The minor CO2 sources
include, e.g., non-condensable gas destruction and biosludge treatment to produce
biogas in some mills. The magnitude of the recovery process is often not fully
appreciated. In 2016, the global sulphate pulp production was 137 Mt (FAO 2017).
Consequently, more than 1300 Mt of weak black liquor was processed in recovery
boilers globally and 206 Mt of black liquor dry solids were combusted to produce
about 1.8 EJ of energy (Tran and Vakkilainen 2008). According to (International
Energy Agency 2018), it makes black liquor the fifth most important fuel in the
world after coal, oil, natural gas, and gasoline, and the most used biofuel globally.
Therefore, the recovery boilers alone offer a notable possibility for BECCS/U.

The capture of biogenic CO2 from the pulp and paper mill processes is a
little-studied subject so far (Leeson et al. 2017). Recent publications (IEAGHG
2016; Kuparinen et al. 2019) have however indicated the technical feasibility of
BECCS/U within the pulp mills. Several technologies including pre-combustion,
post-combustion and oxy-combustion methods can be applied to pulp and paper
mills. Many of these are in the development stage. The most studied capture method
is the monoethanolamine (MEA) process (Onarheim et al. 2017; Leeson et al. 2017).
The commercial MEA process is a post-combustion method and thus can be easily
applied to existing mills. Based on earlier estimates, the cost of CO2 avoided in pulp
mills ranges between 20 and 92 EUR/tCO2 depending on the chosen processes and
mill characteristics (Fuss et al. 2018; IEAGHG 2016).

CO2 is typically seen as emission or waste; its value as a raw material for
carbon-based products has not been recognized until recently. CO2 conversion
technologies include biotechnical and chemical or catalytic processes, a few of which
have been commercialized so far (Lehtonen et al. 2019). The value of captured CO2

as a raw material can be a push for cost-effective carbon capture. It has a wide
range of potential utilization routes in industrial and chemical applications, where it
currently comes mostly from fossil sources. CCU processes enable CO2 recycling and
therefore reduction in the CO2 in the atmosphere. Net negative CO2 emissions can
be reached only if at least part of the captured CO2 is stored or utilized in a process
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that permanently removes it from the atmosphere. Using it for fuel production, for
instance, delays the release and enables the indirect reduction in the atmosphere, if
the fuel is used to substitute for traditional fossil fuels.

The possibilities to utilize CO2 in the PPI depend on mill-specific details.
Currently, the chemical forest industry utilizes CO2, e.g., for pH control and in brown
stock washing. Instead of purchase, it can be captured from the mills (Ruostemaa
2018). Carbon capture from lime kiln flue gases and subsequent use as calcium
carbonate paper filler (precipitated calcium carbonate, PCC) is a well-known and
widely applied technology (Hirsch et al. 2013). In 2005, Teir et al. (2005) estimated that
the potential to eliminate CO2 emissions considering only the PCC used in the PPI in
Finland would be 200 kt/a. Apart from this, softwood pulp mill typically produces
tall oil as a by-product. Raw soap is separated from black liquor and converted to
crude tall oil by acidulation, typically using sulfuric acid. Part of the acid, up to 50%,
can be replaced by CO2. Tall oil can be further converted to renewable fuels and used
to substitute for fossil alternatives. Another relevant alternative is lignin separation
from black liquor using sulfuric acid, which can be also replaced by CO2: 150–250
kgCO2/tlignin.

The reduction in direct CO2 emissions by fuel switching and energy efficiency
improvement can avoid up to 2.5 MtCO2 of emissions, which correspond to 5%
of the Finnish total fossil CO2 emissions. Moreover, capturing biogenic CO2 has a
significant potential to provide extended climate benefits.

4.2. Green Energy

Wood-derived energy made up 74% of total renewable energy in Finland in
2019 with the largest share covered by black liquor combustion (47.2 TWh) (Natural
Resources Institute 2019). According to the Natural Resources Institute (2019), solid
wood fuels used at power and heating plants accounted for 39.5 TWh, the small-scale
combustion of wood comprised 16.8 TWh and other wood fuels covered 2.1 TWh
in 2019. Wood energy resources for energy generation are typically used in highly
efficient district heating (DH) systems and combined heat and power (CHP) plants
(Alakangas et al. 2018). Several examples of biomass-fired CHP plants in Finland are
given in Table 3. All presented plants rely mainly on woody biomass with a minor
share of energy peat in consumption.
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Table 3. Biomass-fired CHP plants in Finland.

Power
Station Location Electricity Heat Fuel Reference

Alholmens
Kraft power

plant
Jakobstad 265 MW

60 MW DH
100 MW

process heat

forest residues
peat

Alholmens
Kraft (2020)

Vaasa power
plant Vaasa 230 MW 175 MW DH wood and peat

coal
Vaskiluodon
Voima (2017)

Keljonlahti
power plant Jyväskylä 130 MW 260 MW DH wood

peat Alva (2020)

Kaukaan
Voima power

plant
Lappeenranta 125 MW

110 MW DH
152 MW

process heat

forest residues
energy wood

peat

Kaukaan Voima
Oy (2019)

Seinäjoki
power plant Seinäjoki 120 MW 100 MW DH

forest chip
swood residues
recycled wood

peat

Vaskiluodon
Voima (2017)

Most of the bioenergy in Finland is produced in pulp and paper mills. The
modern pulp and paper mills and sawmills operate with an integrated approach
by using the residuals and by-products producing heat and power, biofuels and
biomaterials (Kuparinen et al. 2019). Figure 5 presents some alternative technologies
to produce biofuels or bioenergy by conversion of kraft pulp mill side streams.
Many of these technologies are already used in Finnish mills and some, such as the
production of synthetic hydrocarbons, are new possibilities.

Pulp and paper mills generate large amounts of sludges during wastewater
treatment, which can be converted to renewable energy streams. Due to their high
water content and poor dewaterability, pulp and paper mill sludges are extremely
problematic streams, which are generally incinerated with low efficiency (Hagelqvist
2013). Anaerobic digestion is a noteworthy alternative to convert sludge into valuable
commodities, i.e., biogas (mainly methane) and digestate (Bakraoui et al. 2019a,
2019b). Numerous studies have shown that most pulp and paper mill effluents
can be to some extent anaerobically treated (Meyer and Edwards 2014; Bayr 2014).
Hydrothermal carbonization (HTC) is another promising path to treat sludge, which
has been actively studied at a laboratory scale (Saha et al. 2019; Areeprasert et al.
2015; Mäkelä et al. 2016). HTC converts sludge into hydrochar with upgraded
properties that can be then combusted more effectively. World’s first OxyPower
HTC biofuel plant for sludge recycling is recently built by C-Green Technology in
Heinola, Finland (C-Green Technology AB 2019). The facility will recycle 16,000
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tons of biosludge annually at Stora Enso’s fluting paper mill to reduce annual CO2

emissions by 2500 tons.

ElectricityFlue gasBlack liquorSludge

HTC CO2 capture

SynthesisGasificationTorrefactionPulverizing

Pelletizing

Solid fuel

Heat Electricity Biofuels

UpgradingCombustion

Pretreatment processes - Screening, drying, chipping

Liquid fuel Gaseous fuel

Drying

Woodhandling
residue : Bark, fines

Anaerobic
digestion

Lignin
extraction

Tail oil
recovery

Fast
pyrolysis

Water 
electrolysis

Figure 5. Alternative technologies for bioenergy and biofuel production by the
usage of kraft pulp mill side streams. Source: Graphic by authors.

The most widely proposed utilization for captured CO2 is the production of
synthetic hydrocarbons from H2 and CO2 (Lehtonen et al. 2019). These hydrocarbons
represent possible substitutes for fossil fuels in energy generation. Currently, H2

is mostly produced from fossil fuels, usually, natural gas, using a steam reforming
process, but renewable H2 can be produced via electrolysis. Synthetic hydrocarbons
produced from H2 and CO2 can be considered carbon neutral if H2 is produced using
renewable electricity and CO2 originates from biomass or direct air capture. E-fuels
and advanced biofuels have the significant benefit of being suitable for conventional
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engines and the traditional distribution infrastructure. Pulp mills offer an attractive
option for integration of these processes due to their own production of renewable
electricity, availability of biogenic CO2, and abundant secondary heat streams.

Some examples of emerging technologies that may change the PPI in the future:

• Black liquor gasification is a promising technology to increase self-generation
capabilities in the PPI. The process aims to replace the recovery boiler and
produce energy, chemicals and fuels (Naqvi et al. 2010; Consonni et al. 2009).
Despite of some technical difficulties, this technology can possibly provide
significant investment returns along with energy and environmental benefits
(Consonni et al. 2009; Bajpai 2016).

• Hydrogen production. The conversion of mill’s streams to hydrogen-rich gases
is actively studied recently. Supercritical water gasification (SWG) of black liquor
is an innovative method to produce H2-rich gases (Cao et al. 2020; Casademont
et al. 2020; Özdenkçi et al. 2019, 2020). SWG is a potentially cost-effective way
to improve pulp mill profitability (Özdenkçi et al. 2019). The applicability of
SWG towards sludges was also intensively studied. This is a promising way to
produce high-quality fuels like methane, H2 and heavy oils (Zhang et al. 2010;
Rönnlund et al. 2011).

Increased production of green electricity can contribute to grid decarbonization,
and thus reduce CO2 emissions from electricity generation. The new biofuels
generated by the forest industry can play an important role in the decarbonization of
other sectors. Some sectors are considered challenging or even impossible to electrify,
and consequently, renewable fuels present a viable solution for their emission
reduction. Decreasing the fossil fuel dependency in the heavy road, marine and
air transport, for instance, most probably requires large amounts of bio-based and
synthetic fuels.

4.3. Bio-Based Materials

Wood-derived materials are actively used in various applications, such as
the production of paper, packaging, cosmetics, construction materials, composite
and textile products. New innovative products are being constantly developed
alongside the traditional ones in response to global challenges. Using wood
to substitute intensive materials and fossil fuels can provide significant climate
benefits (Leskinen et al. 2018). In addition, bio-based materials have a major role
in climate change mitigation through temporary carbon storage (Jørgensen et al.
2015). Nowadays, besides the range of the standard products, such as pulp, tall oil,
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bark, turpentine, electricity and process steam, the forest industry mills can offer
additional bioproducts such as textile fibres, biocomposites, fertilizers, biofuels and
various cellulose- and lignin-derivatives. Finnish companies are actively expanding
their product portfolio to new value chains thus allowing the Finnish forest industry
to be successfully transformed into a bioproduct industry (Ministry of Economic
Affairs and Employment 2017). One good example is Metsä Fibre bioproduct mill
in Äänekoski, Finland (Metsä Group 2018). This unique mill is based on traditional
kraft pulping technology and produces typical pulp mill products as well as a range
of other commodities, such as product gas from bark gasification, sulphuric acid
from odorous gases, biogas, biopellets from sludge digestion and biocomposites.
The mill is highly self-sufficient in terms of electricity, producing 2.4 times more
electricity than needed for mill operation.

The development of novel biomaterials from wood and produced with a reduced
carbon footprint contributes significantly to the sustainable approach and brings
higher flexibility to the forest industry. The most promising wood-based products
for emerging markets are discussed in the following:

• Biochemicals and biofuels: Wood-based chemicals are considered as one of
the main possibilities to compensate for the decline in revenues of PPI from
reduced demand for graphic papers (Ignatius 2019). The main route is producing
acids and alcohols by fermenting monomeric sugars from sawdust and chips
(Hurmekoski et al. 2018). Biochemicals can be used for biofuels production, the
need of which is expected to increase towards 2030 (Hurmekoski et al. 2018).
The Finnish Parliament has approved a law that sets a gradually increasing
30% biofuels target for 2030. The tall oil-based technology route to generate
renewable diesel seems effective and economically competitive (Heuser et al.
2013; UPM 2021b). The world’s first UPM biorefinery in Lappeenranta, Finland
uses the hy)drotreatment technology to produce UPM BioVerno diesel and
naphtha from crude tall oil. The BioVerno diesel shows superior fuel properties
in comparison with regular diesel and first-generation ester-type diesel fuel
(Heuser et al. 2013).

• Biocomposites: A combination of biomass-derived fibres (mostly based on
natural cellulosic fibers) with either virgin or recycled polymers offers a valuable
alternative to oil-based plastics. Lignin-reinforced bioplastics have recently
gained attention worldwide (Yang et al. 2019; Thakur et al. 2014). Finnish
company Woodio has recently developed the world’s first 100% waterproof
wood composite of wood chips and resin-based adhesives that has a wide range
of possible applications (Woodio 2021).
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• Bio-based textiles: Dissolving wood pulp is a sustainable replacement for
cotton and synthetic fibres in the textile and clothing industries, and its global
production is increasing steadily (Kallio 2021). New textile wood-based fibre
production technologies to manufacturing such materials as viscose and lyocell
are actively investigated and applied. Innovation company Metsä Spring is
launching a demo phase project in Äänekoski, Finland to produce the textile
fibre Kuura®, which is produced by a novel direct-dissolution method (Metsä
Group 2021). The carbamate, BioCelSol and Ioncell-F are sustainable and safe
cellulose dissolution technologies recently developed in Finland (VTT 2017).

• Lignin-based materials: The majority of lignin is consumed as a fuel on-site, and
only about 5% of lignin is currently utilized for the production of value-added
products (Dessbesell et al. 2017). At the same time, lignin has potential for
numerous applications: as a precursor for carbon fibers (Souto et al. 2018;
Mainka et al. 2015), resins and adhesives (Cheng et al. 2011) and within different
other applications (Kienberger 2019). Stora Enso’s Sunila pulp mill, Finland is
the largest integrated kraft lignin extraction plant in the world (50,000 tonnes of
extracted lignin annually) (Stora Enso 2020). The new pilot plant to use lignin
for manufacturing a graphite replacement for energy storage applications is
currently under construction there.

• Nanocellulose: Cellulose nanomaterials possess a range of promising properties
that enable their utilization in diverse applications, including packaging,
filtering, biomedical applications, energy and electronics, construction and
so forth (Lin and Dufresne 2014; Dhali et al. 2021). Stora Enso runs the
world’s largest micro-fibrillated cellulose (MFC) production facility at Imatra,
Finland (Stora Enso 2019). MFC is used to produce an MFC-enhanced liquid
packaging board New Natura™, which has extra strength and low weight.
Another Finnish company, UPM, is implementing a novel method to produce
wood-based cellulose nanofibril hydrogel GrowDex® for 3D cell culturing
and other biomedical applications (UPM 2016). UPM is also producing
a nanocellulose-based wound dressing FibDex® that provides an optimal
environment for wound healing (UPM 2021a).

• Hemicellulose products: Hemicelluloses are generally burned along with lignin
in the kraft pulp mills; however, the cost-effective extraction method would
enable their more efficient utilization. Water solubility, biodegradability and
amorphous structure make hemicellulose a promising precursor for high-value
applications. It can be used as an environmentally friendly and inexpensive
emulsifier to stabilize food, cosmetic and pharmaceutical products (Carvalheiro
et al. 2008). Also, it can be hydrolyzed to produce biofuels and chemicals
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(Hurmekoski et al. 2018). CH-Bioforce, a Finnish start-up company, has
developed a method of biomass fractionation, which can be used to extract
effectively biomass components (Bioforce 2020).

In addition to the aforementioned products, other concepts are being actively
developed, such as advanced materials (porous cellulosic materials, coatings, films,
foams), fertilizers and earthwork materials (Fabbri et al. 2018). Novel products bring
additional flexibility to the mills, however, the production of new commodities may
be significantly constrained by the availability of by-product flows within the mills
(Hurmekoski et al. 2018).

The forest industry has significant potential to participate in the substitution of
fossil-based materials in various sectors, and thus it plays a major role in creating
and developing bioeconomy. The products of the Finnish forest industry already
provide substantial climate benefits, but it is expected that the benefits will expand
even more in the future (Finnish Forest Industries 2020a).

5. Conclusions

Climate change increases the significance of forest energy. The circular economy
goals outlined globally, and within the EU, include improvements in material and
energy efficiency, a realization of industrial symbiosis potential and a significant
increase in the use of residues and wastes as valuable raw materials. Combining
different technologies and using the potential of wood resources to the highest extent
can boost energy and economic efficiency by providing fuel flexibility along with a
wide range of products generated with a reduced carbon footprint.

Sustainability and life cycle thinking play a major role in the development
of a circular economy in the forest sector in Finland. Finnish forest industry
companies are constantly improving their energy efficiency and decreasing their
dependency on fossil sources. The structural changes affecting the forest industry
sector bring simultaneously new opportunities through novel outputs. The use of
the best available techniques, tighter emissions regulations and emission-related
costs are enabling a more effective transition of the forest industry towards
effective biorefineries. Modern Finnish pulp and paper mills and sawmills operate
with an integrated approach by utilizing the process residuals for producing
renewable heat, power, and bioproducts. Among the most promising wood-derived
products are biofuels, textile fibres, biocomposites, fertilizers, various cellulose- and
lignin-derivatives. Carbon capture technologies have a remarkable potential within
the PPI. While producing a significant amount of bioenergy, pulp and paper mills
integrated with CO2 capture technologies can become major sources of negative
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CO2 emissions. At the same time, as long as the political environment for bioenergy
carbon capture is uncertain, the future potential is extremely challenging to evaluate.

The climate benefit from forest industry products in Finland has been estimated
to be currently 16.6 MtCO2, and it is expected to increase in the future. Many of the
new bioproducts are in an early stage of development and thus further studies are
needed to bring them to the markets. Replacement of fossil fuels used and efficiency
improvement in the Finnish pulp and paper mills can lead to roughly 2.5 MtCO2

emission reduction, which corresponds to approximately 5% of the domestic CO2

emissions. An increase in demand for biomass sources might be the major challenge
in the replacement of fossil fuels. While the role of forests as a carbon sink was out of
the scope of this study, it is worth noting that the improved forest management can
substantially enhance carbon removal from the atmosphere. As the aforementioned
examples show, the possibilities of the forest industry to contribute to the mitigation
of environmental changes evaluated on the Finnish example are certainly impressive.
However, further studies are needed to enhance understanding of climate benefits
of different solutions and to release the potential of the forest sector by overcoming
technical, economic and political barriers.
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Public Transit Challenges in Sparsely
Populated Countries: Case Study of the
United States

Warren S. Vaz

1. Introduction

Transportation has long been recognized both as a critical pillar of developed
societies and a major contributor to pollution. Transportation is critical for access to
food and other resources, employment, communication, and, thus, providing access
to transportation is key to eliminating discrimination and socioeconomic barriers
that limit several marginalized populations (Dostál and Adamec 2011). According to
a 2020 report by the U.S. Environmental Protection Agency, transportation globally
accounts for about 28% of CO2 emissions (US EPA 2020). Thus, transportation today
provides salient benefits to society, but also exacts a cost in terms of health and impact
on the environment. With the global population continuing to grow and several
large countries like Brazil, China, India, Indonesia, and most of Africa continuing to
develop, the demand for transportation is only projected to increase.

To meet this growth in the most sustainable way possible, the answer must be
clean transportation. The poster child is the electric vehicle (EV) powered by clean
energy (e.g., solar, wind). An alternative is the hydrogen fuel cell vehicle powered by
green hydrogen, which is hydrogen generated by electrolysis using clean electricity.
These technologies also tend to be more efficient, from an energy standpoint, than
conventional vehicles. For example, consider the 2020 versions of the Tesla Model
3 and the Toyota Camry, two passenger sedans of comparable size (~1550 kg). The
fuel efficiency of the electric Tesla is about 5.7 km/kWh. For the Toyota, it is about
1.3 km/kWh, when the energy content of gasoline is factored in. Another way to
consider efficiency is considering the efficiency of moving cargo or people. For
example, the same Toyota can transport at most five passengers, but typically closer
to 1–2. Thus, its efficiency would be about 0.4–0.8 kWh/km/passenger. For a
typical mass transit bus that can transport 40 passengers, this efficiency is about
0.13 kWh/km/passenger, assuming the bus is full. Thus, the conclusion here is that
mass transit is a critical piece in the transition towards a clean and sustainable future.
Ideally, this mass transit would be fueled by clean energy sources, but even using
conventional sources would result in a reduction in emissions (Yuan et al. 2019).
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The focus in this chapter is on passengers, but a similar argument can be posited
for goods or cargo. This chapter focuses on public transit challenges in sparsely
populated countries. The case study of the United States is used to demonstrate how
and why the historical factors that shape a country’s policies are critical to planning
any future improvements. Accordingly, some suggestions for the future of public
transit policy are presented, together with a selection of recent projects and upcoming
projects taking shape.

2. Sparsely Populated Countries

While mass transit may be an effective way to handle the increasing need
for transportation in the most efficient manner, this would require a significant
investment in infrastructure. Individual vehicles only require a road network. Transit
buses also require bus stops, depots, drivers, transit schedules, coordinators, etc., not
to mention the huge initial cost of the actual buses. Rail is more efficient, but even
more capital intensive. Governments or private industry are willing to invest in these
projects if there is an economic case. Additionally, this typically is a function of the
population: the larger the target market, the larger the expected revenue. However, if
the population density is too low, then there are additional challenges. Short, efficient
trips become impossible and an expansive infrastructure leads to a prohibitive
upfront investment. Compounding these factors are areas that house historically
poor populations. While these populations have the greatest dependency on cheap
transportation and would benefit the most, such areas are the least likely to see
significant public investment as they are typically underrepresented in government
and policymaking. On the other end of the spectrum are affluent areas. There is a
strong correlation between vehicle ownership and per capita gross domestic product
(GDP) (IRF 2013). Similarly, one would expect a strong correlation between per capita
emissions and per capita GDP. However, other factors might be worth considering.

Figure 1 shows five indicators for 28 countries, which account for about
two-thirds of the total global population as well as about two-thirds of the total
global GDP (PPP or purchasing power parity). For each of these, the per capita
emissions are plotted in relation to the population, population density (per square
kilometer), GDP (PPP), GDP per capita, and percentage of urbanization. A trendline
for the plot is also shown. Indeed, it can be concluded, based on the R2-values
obtained, that the GDP per capita has the strongest correlation to emissions. The
next most important factor is urbanization, or the fraction of the population that
lives in cities compared to rural areas. Another interesting trend is in the population
density plot. It can be observed that countries with very low population densities
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tend to produce far more emissions than those with high population densities. Taken
together, the data point to the conclusion that the biggest polluters are countries
with a high per capita GDP and urbanization, but low population density. Such
countries also have high levels of vehicle ownership. All these factors contribute
to high emissions per capita. In addition, it is argued here that such countries face
significant challenges to adopting or expanding mass transit. To demonstrate this,
the case of North America is examined, particularly focusing on the United States.
The countries are highly developed and very rich in natural resources. They have
a lot in common, including being sparsely populated and relatively isolated, both
internally and externally.
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North America has three countries: Canada, Mexico, and the United States.
These countries have a similar history and share many common characteristics. All
three are relatively young, ranging from 1776 (United States) to 1867 (Canada). These
countries were inhabited by various Native American civilizations, then settled by
Europeans, who also brought several enslaved peoples to the continent. By the
middle of the 19th century, slavery had been abolished in all three countries and each
one experienced waves of immigration from various parts of the globe continuing to
this day. This has only added to, and in many ways catalyzed, the natural population
and industrial growth that is virtually unprecedented in history.

Table 1 shows statistics for various economic and transportation categories
for Canada, the United States, and Mexico. There are some commonalities, like
the degree of urbanization. However, Canada and the United States have more in
common with each other than Mexico. Canada and the United States are considerably
wealthier than Mexico. Part of the reason is because both countries are huge: second
and fourth, by area. The United States is also third in the world by population, but its
population density is still about half that of Mexico. Even if only the contiguous 48
states are considered, the population density only changes from 33.6 to 40 per sq. km.
With wealth comes a higher standard of living and energy consumption, resulting
in greater emissions. The United States and Canada emit about four times more
than Mexico. The per capita vehicle ownership is similar. Even though the degree of
urbanization is about the same, a closer look at the distribution is instructive. The
top 100 combined statistical areas (CSA) account for 81% and 66% for Canada and
the United States, respectively, compared to just 45% for Mexico. Summing the total
for all cities above 100,000 residents, they account for 74% and 85%, respectively,
compared to just 48% for Mexico. This leads to the conclusion that populations in
Canada and the United States are much more concentrated than in Mexico. Part of
this can be due to the presence of huge suburbs around a major city.

While Canada and the United States have a lot in common, this chapter will
focus on the United States for several reasons. The United States has almost nine
times the population, over 12 times the GDP, and is seen as a global leader and
influencer in the world and has been that way since World War II. Furthermore, the
United States has a history of invention and innovation in several critical sectors,
including transportation: railways, automobiles, including mass production, road
infrastructure, traffic laws, etc., aircraft, rockets, and more. Countries have looked to
it for benchmarks and manufacturing standards and lessons learned and technologies
discovered have often translated to international markets. Thus, if the United States
were to, for example, stop manufacturing internal combustion vehicles and fully
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switch to electric vehicles, that would put significant pressure on other countries to
follow suit considering how huge a market space is controlled by the United States.
Finally, the United States is also one of the largest consumer markets in the world in
several sectors such as automobiles, electricity, petroleum, etc. Changes here would
have a much greater impact than virtually any other country.

Table 1. Various economic and transportation statistics for North
American countries.

Country Canada United States Mexico

Area (million sq. km) 9.984 9.833 1.973

Population (millions) 38.01 328.24 126.01

Population density (per sq. km) 3.92 33.6 61.0

Population of top 100 CSAs
(fraction of total) 0.81 0.66 0.45

Population of >100K cities
(fraction of total) 0.74 0.85 0.48

GDP (nominal, trillion US
dollars) 1.6 20.807 1.322

GDP (per capita, US dollars) 42,080 63,051 10,405

Emissions (per capita, metric
tons of CO2) 16.3 16.1 3.8

Urbanization (%) 81.6 82.7 80.7

Vehicle ownership (per 1000
people) 685 838 297

Source: Table by author, data from (IMF 2020; UN 2019; Statistics Canada 2016;
US Census Bureau 2019; INEGI 2010; IOMVM 2013).

3. History of the United States: An Overview

The United States declared its independence from colonial rule in 1776. In
its early years, it was not universally recognized as a nation for several years.
Several established nations still viewed it as a potential colonial acquisition. Most
importantly, the entire territory of the first 13 colonies was east of the Appalachian
Mountains, north of Florida—about 11% of its extent today. Gradually, several
territories were acquired, organized, and formalized as states. This included
territories east of the Mississippi, then the entire Mississippi River basic (Louisiana
Purchase), the Oregon Territory, Florida and the Republic of Texas, and Spanish
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Territories all the way to the Pacific Ocean. Much later came the additions of Alaska
and Hawaii. There were numerous smaller changes to the territory of the United
States, but these were predominately outside the contiguous or lower 48 states—in
the Caribbean and Pacific.

From the earliest colonial days, settlers engaged in importing slaves from Africa.
From the 17th century up to the American Civil War that ended in 1865, millions of
slaves worked predominantly in the Southern states on large cash crop plantations
(cotton, tobacco, sugar, etc.). By contrast, the economy of the Northern states was
predominantly predicated on agriculture and industry. Innovations in manufacturing
and transportation technology—such as the steam engine—propelled the rise of
factories and factory workers with several Northern states abolishing slavery in their
territories. Southern fears over the abolishment of slavery in the Union led to the
Civil War, which culminated in the permanent abolishment of slavery in the United
States in 1863 and the defeat of the Confederacy of Southern States in 1865.

After the war, the conditions in the South degenerated for virtually the entire
population. Black Americans were now free and full citizens of the Union. However,
their White counterparts, some of whom were their former slaveowners, rejected
all attempts of the federal government to integrate free slaves into society, even
requiring military invention in certain cases. Simultaneously, unable to profit from
free slave labor, several White landowners, including women, had to work the land
themselves—a hardship not previously endured. Those in power engaged in various
tactics to restrict the rights of Blacks, keep a stranglehold on political power, restrict
their access to education, land ownership, etc. They set up various mechanisms that
ensured a system very similar to the slave-owner system before the war, known as
sharecropping. The Jim Crow Era in the South ensured segregation on the basis
of race.

Meanwhile, the new territories in the West continued to grow and develop at the
expense of the native population, who were continually pushed further west. Initially,
the Indian Territory was west of the 13 colonies, then moved to the Missouri Territory,
and finally reduced to the area of the modern State of Oklahoma. On the back of the
railroad and steam locomotive, American industry grew prodigiously. Total track
length progressed from about 60,000 miles (96,000 km) to about 160,000 miles (100,000
km) in the 1890s with the completion of the Transcontinental Railroad. This figure
peaked during World War 1 (254,000 miles) and is about 140,000 miles today (Stover
1999). Some of the most iconic and enduring American companies were founded
during the latter half of the 19th century and the early 20th century: Standard Oil
(later Marathon, ExxonMobil, BP, and Chevron), General Electric, AT&T, Emerson
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Electric, Carnegie Steel (later U.S. Steel), Ford, General Motors, etc. The vast majority
of these were headquartered and had most of their operations in Northern States.

After World War I, there was a period of booming economic growth in the
country. The transportation section grew with major innovations in aviation,
automobile technology, rail (e.g., diesel locomotive), and shipping. Then, came
the Great Depression followed by the New Deal, a series of major economic and
infrastructure reforms aimed to lift the country out of the Depression. World
War II continued to drive the growth of the massive American industrial complex
accompanied by a surge in population, the “baby boom”. The Interstate System that
was signed into law during the war made road travel easier than ever. Simultaneously,
little progress towards equity was happening in the American South. Multiple
incidents of racial violence, voter suppression, the rise of the Ku Klux Klan, lynching,
segregation, etc. made it virtually impossible for Blacks to gain political power
or good jobs or education or even improve their lives in any tangible way. This
prompted a mass exodus of millions of Black families from the South to the North
and West. Coupled with continued immigration, several cities like Philadelphia,
Detroit, Chicago, Cleveland, Baltimore, and New York City saw a huge increase
in their population and a change in their demographics. This lasted roughly from
1916 to 1970. On the other hand, after World War II, thousands of veterans left the
cold harsh winters of the North and migrated to the Sun Belt states. Cities like Los
Angeles, San Diego, Las Vegas, Dallas, Houston, and Phoenix grew significantly.

3.1. Urban Sprawl

During this period of urbanization, a pattern began to emerge: the gradual move
of large populations from city centers to small satellite towns and communities within
close proximity, commonly called the suburban development or suburbs. Spurred by
legislation like the Federal Home Loan Bank Act of 1932 and the National Housing
Act of 1934 along with contributions from the Veterans Administration, families were
able to buy homes in newly developed areas outside cities. No longer did they need
to live in cramped, densely packed apartments in crowded, polluted, and noisy city
centers. The United States transitioned from a primary economy (natural resources)
to a secondary one (manufacturing). To travel to these well-paying jobs in the cities,
workers bought increasingly affordable cars, one of the most important products of
this new economy. The total number of miles of paved road continued to increase,
especially between cities.

Thus, what happed was that the traditional city centers absorbed the majority of
the Black and immigrant population, while most of the middle-class White residents
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flocked to the suburbs. Under the National Housing Act, the Federal Housing
Authority (FHA) created several guidelines and minimum standards for new housing
developments. Unfortunately, it also strongly promoted racial segregation in its
guidelines. The design of suburbs focused on car-friendly, wide streets and left out
pedestrians. Instead of grid plans, curved and dead-end or cul-de-sac designs were
adopted. These were designed to slow cars down, limit traffic through streets, but
also ensure that cars were necessary to get around. The FHA rated any designs
submitted within these guidelines as “good plans” and the rest as “bad plans”,
making it riskier for developers to pursue. Suburbs grew, their design made walking
and public transit inefficient, and existing public transit systems in the city centers
fell out of favor and became neglected. Their use was associated with being of the
poor class. The people who depended on these systems the most had little power to
influence their improvement.

Even if Black families wanted to move out of the city centers, ‘redlining’ made
it impossible for them to secure affordable housing. This was the practice by
government agencies of systematically denying goods or services to particular groups
by a number of tactics ranging from selectively raising interest rates or prices to
placing strict criteria on specific goods and services. The Fair Housing Act of 1968 put
a gradual end to this practice, but the intervening decades had done their damage.
Whole generations of minority populations, such as Blacks, were unable to afford
homes or had to buy homes in less desirable or segregated neighborhoods. For
most middle- and low-income families, home ownership is the surest way to build
wealth. For those unable to do so, renting is the only option and does not result in
any increase in equity. Similarly, minorities were also denied access to education and
political power with suppression of voting. It was only after the Civil Rights Acts
of the 1960s that some of these practices slowly began to decrease. Still, the country
is recovering from these effects to this day. Some studies show that segregation in
some cases, such as the workplace, is worsening (Hall et al. 2019).

Figure 2 shows the urban sprawl for two major cities: Dallas, Texas located in the
southern United States and Detroit, Michigan located in the northern United States.
The figures show not only growth of population within the city center itself (Dallas
County for Dallas and Wayne County for Detroit), but the surrounding counties as
well. Some of these experienced triple-digit growth rates. The average home in the
United States grew in size from 1500 sq. ft. in the 1970s to over 2,000 sq. ft. nowadays
(Friedman and Krawitz 2001). Interestingly, the average lot size has continued to
decrease as pressure for suburban housing continues to increase.
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3.2. Public Transit Challenges

Therefore, the United States arrived at the situation in which it is today:
declining urban centers surrounded by sprawling suburban development. The
coronavirus pandemic of 2020 has only continued to accelerate a general move
out of major cities as companies allow employees to work from home. This has
shaped transportation policy and consumer trends. According to the Bureau of
Transportation Statistics, 76% of employees who commute to work do so in a
passenger vehicle alone, whereas only 5% use public transit (US DOT 2020). Similarly,
total public transit ridership has continued to trend down in recent years, reaching
a peak in 2014. Part of this has been attributed to the rise in ride-hailing and
vehicle-sharing apps. Average commute time has gone from under 22 minutes
in 1980 to a peak of 27 minutes in 2018. Passenger vehicles continue to become bigger
and more expensive. For example, the number of midsize sedans sold in 2020 was
about 50% of what it was in 2012. Sport utility vehicles (SUV) made up 47.4% of all
sales in 2019 and that is expected to rise to 78%. Expectedly, the average transaction
price of a new vehicle continues to trend upwards, reaching about USD 39 thousand
in 2020, up from USD 35.5 thousand in 2016. In 1960, about 80% of households had
one car or less. In 2019, it was only about 40%. As for local travel, defined as trips of
50 miles or less, there were 3140 average person-trips per household in 2017. Of those,
329 were walking, 2592 were by passenger vehicle, and only 80 by public transit.
As for the totality of domestic travel, between 2010 and 2018, air travel, passenger
vehicle travel, and public transit increased—though the increase in public transit was
only about 2%. Inter-city rail saw a slight decrease. When looking at passenger-miles
traveled in 2018, inter-city rail and public transit combined were 62 times lower than
passenger vehicles.

The above statistics provide sufficient evidence on the preference of personal
passenger vehicles over more efficient public transport. Personal vehicles are less
environmentally friendly and more expensive than using public transit. However,
they offer more convenience and flexibility. Given the lack of demand, there is a
very weak economic incentive to improve existing public transit infrastructure. The
people who rely on it the most typically have the least political power or financial
capital to do so. This leads to a vicious cycle of further neglect and depredation.
Transportation has been identified as one of the critical factors in helping people
to escape poverty (Department for Transport 1997). The transformative Interstate
System was a huge boom to the country’s economy. However, in several cases, poor
communities were displaced and bypassed by the new highways. Transportation
is also the second biggest expense for the average family. Thus, minorities and
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immigrants continue to have reduced access to transportation options. This only
worsens the inequity within society.

The United States has led the world in innovation in several key
transportation-related technologies. However, implementation of the next generation
of clean mass transit projects is severely lacking. There are plenty of demonstrations
and projects to prove the efficacy of technologies that are viewed skeptically by the
public in this country (Bamwesigye and Hlavackova 2019; Behrendt 2019; Fialová
et al. 2021; Freudendal-Pedersen et al. 2019; Łukaszkiewicz et al. 2021). Of course,
with transportation, proper land use is another critical issue in United States. There
are several recent studies and analyses on smart and sustainable land use (Al-Thani
et al. 2018; Hammad et al. 2019; Tobey et al. 2019) that can inspire policymakers in
the United States as well.

Another important thing to keep in mind is that, like Canada and Mexico, the
United States has a federal government with strong state governments. Critical
sectors like education and transportation are funded and regulated by all levels of
government. Most importantly, there is no federal transit authority that operates one
bus or rail network for the entire country. This includes Amtrak, which provides
inter-city rail service in the United States. It receives funding through a combination
of state and federal subsidies, but is a for-profit organization. This makes it very
difficult to improve existing transit services or invest in the development of new
projects, whether by government or private industry. Approvals, cooperation, and
shared resources need to come from multiple agencies and governing bodies, and this
often becomes the prohibiting factor. For example, any bus service across multiple
states would have to abide by emissions regulations, safety regulations, disability
services, etc. in each state. Further, minimum pay, employee benefits, levels of
funding from each state authority involved, etc. would all serve to complicate
the project.

Arguably the biggest challenge to implementing widescale public transit in the
United States is geography or population distribution across its geography, which can
be understood with Figure 3. It shows the locations of all the CSAs with a population
greater than 200,000 in both Canada and the United States. The marker size is scaled,
the smallest being about 200,000 and the largest being about 8.4 million. Almost
the entire population of Canada lives within 100 miles of the Canada–United States
border. For this reason, a lot of companies and services operate across the border.
Examples are sports leagues, companies, particularly in the Seattle–Vancouver,
Detroit–Windsor, and Toronto–Buffalo areas, and service by Amtrak railway. The
Quebec City–Windsor corridor, which includes Ottawa, Montreal, and Toronto, has a
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population of about 18 million, nearly half of Canada. The Great Lakes region has
about 55.5 million people and the Northeast corridor (Boston to Richmond, Virginia)
has about 52 million people. Other notable megalopolises include the California
(north and south) region (38 million) and the Texas Triangle–Gulf Coast region (33
million). All these regions are clearly visible in Figure 3. Given this distribution and
considering that these megalopolises are hundreds and thousands of miles apart, it
is not easy to create a nationwide public transit system like the Eurozone. Americans
prefer the flexibility of air travel and road trips to travel between major cities and
everywhere in between. Unfortunately, both these forms are the worst emitters of
greenhouse gases.

United States Canada

Figure 3. CSAs with population over 200,000 in Canada and the United
States—marker size scaled from 200,000 to 8,400,000. Source: Graphic by author,
data from (Statistics Canada 2016; US Census Bureau 2019).
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4. Potential Solutions

4.1. Sustainable Transportation: A Multiobjective Approach

Despite the challenges described, climate change appears to be the extreme
coercion driving promising new projects. This section briefly introduces a
multi-objective approach to selecting sustainable transportation options. The ideal
public transit system would satisfy multiple objectives:

- Accommodate multiple passengers;
- Efficient, use the least amount of fuel to cover the most distance;
- Safe;
- Affordable;
- Level of service;
- Low maintenance and operating costs;
- Low initial capital requirement;
- Technologically feasible;
- Sustainable, environmentally friendly.

Of course, there are other considerations; these are just examples. Note that
some of these are ‘cooperating’, meaning improving one also improves another.
Using a more efficient powertrain contributes to being sustainable. Other objectives
are ‘conflicting’, meaning improving one worsens another. Having a high level
of service typically means a more expensive system due to having a larger fleet
or perhaps longer travel times due to frequent stops. In classical multi-objective
optimization, it is desirable to optimize conflicting objectives to produce a series of
optimal solutions. This technique can be extended to the choice of public transit type
in order to demonstrate how such a technique might be adopted in such cases.

Table 2 shows some key transit metrics for the most common types: buses
and trains. Electric buses are also shown along with conventional diesel buses. As
for trains, the two most widely used categories are shown: rapid transit rail and
commuter or inter-city rail. The operating cost refers to how expensive it is to operate
the vehicle. The capital refers to the upfront cost to purchase one additional vehicle
for an existing transit system. Speed and trip time are average or typical values. The
efficiency is the amount of energy consumed per passenger-mile. The cost refers to
the price the customer pays per passenger-mile. Note that, given the complexity in
determining the values in Table 1, a lot of assumptions are made by the reporting
agency. Ranges are provided wherever appropriate. Thus, these should be taken as
representative values only for comparison. However, by comparing the numbers
directly, an informed decision can be made.
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Table 2. Various economic and transportation statistics for North
American countries.

Mode

Objective
Bus Electric Bus Rapid Transit

Rail
Commuter/

Inter-City Rail

Operating cost
(USD/vehicle
revenue hour)

166.51 41 312.09 562.96

Capital (million
USD) 1.1 1.7 30.4 30.4

Speed (mph) 9 9 16 40

Trip time (min) 22–45 22–45 47 47–120

Efficiency
(kWh/passenger-mile) 3319 1107 3228 1688

Cost (USD/unlinked
passenger-mile) 1.31 1.31 0.92 0.51

Source: Table by author, data from (US DOT 2010, 2018, 2020).

When multiple conflicting objectives are in play, improving one often worsens
another. Thus, it may be difficult for a customer or a transit authority to choose one
mode over another. A graphical representation of the decision-making criteria is
shown in Figure 4. Only three modes of transportation are shown. More can be
added as needed. Only two objectives are plotted: average trip cost to the passenger
and the average emissions per passenger-mile. It is desirable to minimize both these
objectives, so values of zero and zero would be ideal. However, this is not practical.
However, whichever mode can approach this point would be the closest to ideal.
Accordingly, it is clear that trains are the best mode, having the lowest cost and
emissions. Personal passenger cars are the worst. Note that electric buses could
prove to be the best if powered by clean, renewable energy. For Figure 4, it was
assumed that the electricity was the average grid mix for the United States. Even so,
the choice between electric buses and conventional buses is clear: the former have
lower emissions and lower average trip costs. This methodology can be extended to
an arbitrary number of objectives and “solutions” (modes of transportation).
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Figure 4. Emissions versus trip costs for common modes of transportation.

Figure 4. Emissions versus trip costs for common modes of transportation. Source:
Graphic by author, data from Table 2.

4.2. Transportation Policy

In the United States, only about 17% of the total cost of public transit projects
(capital only) are funded by the Federal government (Mallett 2021). The rest comes
from state and local governments and, in some cases, private investors. The Federal
Public Transportation Program has gradually increased its funding from 2011 ($10
billion) to 2018 ($13 billion). For 2020 and 2021, the COVID-19 relief package
provided an additional $39 billion in total. As climate change and its effects, both
immediate and long term, come into sharper focus, federal and state governments
are increasing funds allocated to public transit projects. These are geared to reduce
carbon emissions. They also increase access to transportation across the different
segments of population, increasing equity. This, too, has moved into the spotlight
during the social unrest in the United States during the COVID-19 pandemic.

The next section presents some of the largest upcoming public projects in
the United States. However, none of these are interstate projects and there are
few inter-city projects in the works. Consider that, between 2010 and 2019, the
United States added 1203 miles (1936 km) of transit compared to 21,950 miles (35,318
km) of new highway and arterial roadway (US DOT 2019). This is emblematic of
transportation trends in the United States. Given the trends in oil prices, consumer
vehicle purchases, and the complicated nature of funding and politics in the country,
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passenger vehicles and planes will continue to dominate long-distance and even
local travel.

For cross-country or even interstate transit, the country’s geography and
population distribution will continue to pose a significant challenge. This is also
true for Canada. In the short term, the best bet would be for the United States to
improve domestic transit infrastructure and electrify its fleet. The reason China has
about 99% of the world’s electric buses and over 500,000 charging stations is because
electric vehicles are part of the transportation policy at a national level. The United
States has not prioritized electrification in the same way. The current administration
has emphasized electrification of the federal fleet, a good way to lead by example.
This means conversion or replacement of some 645,000 vehicles, comparable to the
annual emissions of countries like Haiti or DR Congo. Once the federal government
takes the lead, state and local governments would follow. Consumers are already
adopting electric vehicles, with several automakers planning for all-electric fleets as
early as 2035.

However, this is only one piece of the puzzle. The other piece is public transit.
Cities and suburbs in the United States are not pedestrian-friendly. Transit maps
are oriented to facilitate travel from the suburbs to the city centers. There is little
interconnectedness between suburbs and neighborhoods. This makes it very difficult
for people to use the transit system outside of work or trips to the city. This means
that owning at least one personal vehicle is virtually a requirement for living in and
around major cities. In rural communities, the vast majority of the land area of the
United States, personal vehicles are the only way to travel. Future transit projects
need to address this disparity or shortcoming to reduce the dependence on personal
vehicles. This is reflected in places like New York City. In the borough of Manhattan,
22% of households have at least one vehicle compared to the nationwide rate of 838
per 1000 residents.

The final facet of sustainable transportation for sparse countries is land use. Infill
development is the rededication of vacant parcels or plots of land within large urban
spaces. City planners need to focus on transit-oriented development. City blocks
and spaces need to be designed around the concept of the “15-minute-city”. This is
the idea where the majority of daily needs are located within a 15-minute walk. This
includes mass transit. Rather than removing housing from work, new developments
should integrate housing with businesses and office spaces. Furthermore, developers
need to ensure that new development has sufficient variety to serve the needs of
young, single professionals, small families, and also the retired community.
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4.3. Current and Future Projects

The following are some of the largest public transit projects that are being
undertaken or are soon to be undertaken.

1. Heavy rail and subway—this project was completed in the San Francisco Bay
area in 2020, the largest public infrastructure project undertaken in Santa Clara
County. Its project cost was USD 2.4 billion and added 10 miles to the existing
coverage. It is set to link San Jose and Santa Clara, two neighboring cities. This
project required the cooperation of multiple transit authorities, such as the
Bay Area Rapid Transit and the Santa Clara Valley Transit Authority. Issues
pertaining to platform configuration and additional training for operators using
ramped tunnels had to be overcome during the project.

2. Light rail—the cities of Boston, Los Angeles, San Diego, and Seattle have light
rail projects totaling USD 8.5 billion opening in 2021. These projects account
for over 28 miles of light rail. COVID has impacted all these projects, as can be
expected. Even outside the pandemic, some of these projects faced technical
challenges, cost overruns, issues with contractors and unions, etc. All of these
have been delayed in coming online. This is the nature of such mass transit
multi-billion-dollar projects.

3. Electric bus—Indianapolis’ Bus Rapid Transit system has a planned extension,
the Purple Line, under construction and slated to open in 2022 or 2023. This
would double the existing capacity of the Red Line. The 15-mile extension
is expected to cost USD 155 million. The entire transit system is electric,
specifically using the BYD K11 electric bus. The fate of the project is a
bit uncertain—including future extensions. This is because of legislation
introduced that challenges the financial obligations of the county and the
operator, IndyGo (Indianapolis Public Transportation Corporation).

4. Hyperloop—this refers to the proposed mode of passenger transportation
where a high-speed train travels in a sealed tube at vacuum or very low
pressure. This low air resistance allows the train to travel at very high speeds
very efficiently, making it competitive with air travel over distances under 1,500
km in terms of travel time. White papers have proposed a project along the Los
Angeles–San Francisco corridor with an estimated cost of USD 6 billion. Virgin
Hyperloop conducted its first human passenger trial at a speed of 172 km/h at
its test site in Las Vegas. SpaceX built a one-km track in Hawthorne, California.
This technology has the potential to be a true interstate transit system. Various
countries are also investigating this new transportation technology. In the
United States, significant political and economic challenges would need to be
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overcome to make this idea a reality. In California, for instance, the California
High-Speed Rail Authority is already working on its first project, slated to
open in 2029, costing upwards of USD 64 billion for Phase I. It would be very
difficult to justify a second similar project. It must be noted that in the United
States, while there is technically high-speed rail, only about 34 miles of track
actually allow trains to reach up to 150 mph (241 km/h) for only 34 mi (55 km)
of the 457 mi (735 km) track.

5. Closing Remarks

The future of clean transportation and public transit in the United States is far
from decided. While the United States has been a leader and innovator in several
areas, it severely lags in this one. It need not be stated that this is because of its unique
history and particular circumstances. This chapter examines the complex history and
multitude of factors quite briefly and with a focus on trying to understand the state
of affairs from an engineering and technological standpoint. Public transit and urban
sprawl are far from the only public interest items shaped by the country’s history.
Additionally, it would be overly simplistic to assert that what was presented herein
were the only factors. Indeed, the influence of geopolitics, the progress of technology,
political and economic cycles, public opinion, etc. all have left their mark on the
United States.

Thus, it is not prudent to generalize the lessons learned here to other regions
with similar characteristics. It is not sufficient to just consider the statistics, but also
the history and societal factors. Consider neighboring Canada: despite the vast
similarities, it has a considerably different climate. Its history was also shaped
differently, having been largely influenced by its relationship with the United
Kingdom. Recent developments, such as the effect of heat waves and wildfires
and the discovery of thousands of Indigenous children buried in unmarked graves,
will, no doubt, have an effect going forward. Perhaps this is the key takeaway from
the foregoing chapter: when applying policy to populations, one must do so in
consultation with the population while being respectful of their history and culture.
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A Systematic Analysis of Bioenergy
Potentials for Fuels and Electricity in Turkey:
A Bottom-Up Modeling

Danial Esmaeili Aliabadi, Daniela Thrän, Alberto Bezama and Bihter Avşar

1. Introduction

1.1. Global Warming: A Thread Ahead

For decades, scientists have been warning about the negative consequences
of climate change on society. In late 2015, as the public demand from authorities
grew, a considerable majority of countries decided to boost their actions to restrict
a global-mean temperature rise to 1.5 ◦C above pre-industrial levels. This ambitious
target in the Paris Agreement was designed to be achieved through countries’
contributions (i.e., nationally determined contributions). Unlike the Kyoto Protocol,
which expired in 2012, the Paris Agreement differentiates countries’ responsibilities
by distinguishing “developed” countries from “developing” countries. Although
this approach enables developing countries to improve their future contributions,
relying on self-imposed contributions may result in countries declining to make
ambitious targets (Pauw et al. 2019). That is why some countries have requested
to be recognized as a member of non-Annex I countries (UNFCCC 2018), while
others find targets not bold enough. For instance, the European Union (EU) has
further propelled the actions of members in the “Green Deal” by committing to slash
emissions by half from 1990 levels, by 2030 (European Commission 2019). The United
States also rejoined the Paris climate agreement after leaving it for a short interval in
the previous administration (Pedaliu 2020).

Many solutions have been proposed to slow down, and eventually stop, global
warming, among which are decarbonizing societies using renewable resources and
demand response management. Moving toward a bio-based economy is one of the
proposed solutions that promise a cleaner production of energy for various sectors
such as industries and transportation. This is particularly important since most
efforts in the past were solely focused on the power sector. As stated by experts and
policymakers around the world, the underlined targets in the Paris Agreement are
difficult to reach if we rely on renewable electricity alone (FSR 2019). This stems
from the fact that emissions from energy-intensive industries (such as iron and
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steel, and cement), as well as the transport sector, comprise a considerable share of
the total greenhouse gas (GHG) emissions every year. These hard-to-abate sectors
require storable energy sources with high energy density (Friedmann et al. 2019). For
overcoming this challenge, currently, there are several technological concepts under
development (e.g., all-electric commercial jets).

1.2. Gas-Power Network

According to the World Energy Outlook, which is published by the International
Energy Agency (IEA), natural gas is expected to play a significant role in the global
energy landscape in the future by replacing coal (IEA 2020b). Using gas-fired peaker
power plants, natural gas can also hedge against the intermittency of renewable
sources such as solar and wind (United Nations 2020). In fact, the EU believes that any
cost-optimal solutions to achieve a near-zero carbon energy system by the mid-century
should consider a “dual” gas-power network (Bowden 2019). Yet, combusting fossil
natural gas is destructive for the environment, even though it pollutes less than coal
and crude oil; therefore, in long-term solutions, natural gas should be replaced with
other renewable alternatives.

Methane (CH4) production from biological origins (bio-CH4) and (green)
hydrogen (H2) can be suitable substitutes for natural gas. Due to their similar
compositions, bio-CH4 is easier to implement than H2, since it does not require huge
investments in infrastructures. Indeed, existing natural gas facilities for storage
and transportation can also be used for bio-CH4 (Matschoss et al. 2020). Thus,
through investment grants and tax incentives, many countries invest heavily in
the decarbonization of the gas sector using bio-CH4 (Brémond et al. 2020). While
bio-CH4 can partially fulfill the energy demand, we should also prevent fugitive CH4

emissions in various sectors, as the detrimental impact of CH4 on the climate is much
higher than carbon dioxide (CO2). As a matter of fact, the sixth assessment report of
the Intergovernmental Panel on Climate Change (IPCC) emphasizes that methane
emissions are responsible for 0.5 ◦C of warming to date (IPCC 2021, Figure SPM.2).

1.3. Turkey’s Current Status

Turkey is a developing country and a member of the Organization for Economic
Co-operation and Development (OECD), which is growing to be an influential player
in West Asia and southeastern Europe. Current Turkey’s energy consumption per
capita falls short when compared with other OECD peer countries, although this is
expected to change (Difiglio et al. 2020). Turkey is investing heavily in the energy
sector to support its rapidly growing economy. Unfortunately, Turkey’s domestic
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reserves are not adequate to fulfill its demands; thus, the nation has to rely on oil and
natural gas imports from neighboring countries such as Russia, Iraq, Azerbaijan, and
Iran (Esmaeili Aliabadi 2020). Owing to imported fossil fuels, Turkey’s energy trade
deficit is soaring to a massive amount, with natural gas being the second important
cause after crude oil and petroleum products (Erkoyun et al. 2020).

In order to ameliorate the trade deficit and achieve supply security, Turkey is
diversifying its energy generation portfolio by investing in domestic renewable
resources under law No. 6094, including bioenergy. The Turkish government
introduced technology-specific feed-in tariffs (FITs), the so-called renewable energy
resources support mechanism (YEKDEM, by its Turkish acronym). According to
YEKDEM, the government is obligated to purchase the generated power for a decade
with fixed prices from the renewable facilities that are commissioned prior to July
2021 (EMRA 2005; IEA 2021). As appeared in Table 1, this support mechanism also
provides incentives to local energy technologies.

Table 1. Technology-specific feed-in tariffs according to the renewable energy
resources support mechanism (YEKDEM).

Technology Base Incentive (US ¢/kWh) Local Equipment (US ¢/kWh) Total (US ¢/kWh)

Concentrated solar power 13.3 9.2 22.5

Solar photovoltaics 13.3 6.7 20

Biomass and waste 13.3 5.6 18.9

Geothermal 10.5 2.7 13.2

Wind 7.3 3.7 11

Hydro 7.3 2.3 9.6

Source: Table by authors, data from EMRA Law No. 5346 (EMRA 2005).

The YEKDEM scheme caused a boom in the deployment of clean energy
technologies such as wind and solar; however, as depicted in Figure 1, bioenergy did
not receive the same attention (Esmaeili Aliabadi 2019). As of January 2021, the total
installed capacities of solar power plants are more than six times of biogas, biomass,
and waste heat power plants combined.

Despite the low utilization of biogas as a fuel source for electric power production,
which is not on par with other renewable resources, Turkey’s biogas production
potential is estimated to be over 221 PJ per year in 2016 (Daniel-Gromke et al. 2016).
The biogas production efficiency is a function of both biological matter properties (e.g.,
lignocellulose content) and the production parameters (e.g., technology). In Turkey,
firewood, as the classic biomass fuel, attracts more attention for energy production, as
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it is convenient to process and have a high production rate; however, other biomass
sources such as agricultural residues including hazelnut shell, tea waste, and wheat
straw have been utilized to meet the energy demand. Maltsoglou et al. (2016) provide
regional assessments for the availability and potential of agricultural residues for heat
and power production in Turkey. Preparing an up-to-date regional plan for bioenergy
is vital since there is no silver bullet that can solve the energy issue in every province.
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Figure 1. Breakdown of installed capacity by renewable technologies from 2014 to
2020. Source: Graphic by authors.

In the transport sector, biodiesel and bioethanol production is again supported
by law. From 2018, Turkey’s energy market regulatory authority made it compulsory
to blend a minimum of 0.5% biodiesel in diesel oil (Tiryakioglu 2017). In 2014, Turkey
increased the percentage of bioethanol blended with gasoline to 3% from the initial
value of 2% in 2013. Thus far, bioethanol is produced in Turkey almost entirely from
sugar beet, corn, and barley (AGWeek 2011; Ozdingis and Kocar 2018). Producing
bioethanol fuel from limited energy crops can be disrupted frequently in the long
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term, as it competes with the food and medical supply chains. For example, due to
the high demand for disinfectants amid the pandemic, bioethanol production for
gasoline was suspended in 2020 (Erkul 2020).

Supporting biofuels is not limited to Turkey. In Germany, similar policies are in
place since 2015 through a GHG-based quota, which requests fuel suppliers to mix
biofuels with conventional fuels such that the resulting mixture achieves a specific
(i.e., 6% in 2020) GHG mitigation (Meisel et al. 2020).

While Turkey is facing unique challenges, it shares a common ground with other
developing countries; hence, successful practices can be adopted by the rest of the
world. To this end, we calculated Turkey’s sectoral GHG emissions until 2040, using
a bottom-up technology-oriented energy model. Analyzing the collected information,
we propose strategies to curtail GHG emissions by promoting bioenergy production
and consumption.

2. Materials and Methods

2.1. Energy Systems Modeling

In order to model intertwined energy systems, there are two fundamental
modeling perspectives: the top-down macroeconomic approach and the bottom-up
engineering approach. Both of these approaches have their own advantages and
disadvantages: for instance, top-down models assume an unalterable world, whereas
bottom-up models account for technological breakthroughs over time. Bottom-up
models serve as the practical method to estimate energy trends in mid- and long
term (Esmaeili Aliabadi et al. 2021).

In order to evaluate the total GHG emissions at the country level, the whole
energy system should be considered, with all components and their interactions.
To this end, a bottom-up technology-rich optimization model based on TIMES1

(Loulou et al. 2005) has been developed, in which parallel technologies compete to
satisfy end-use demand with minimum costs and within the frame of financial,
environmental, and technological constraints. As illustrated in Figure 2, the
developed model creates a complex network of processes, in which commodities are
being acquired (imported or extracted), transformed (through conversion processes),

1 TIMES is the acronym for The Integrated MARKAL-EFOM (MARKet ALlocation-Energy Flow
Optimization Model) System. The TIMES source code can be acquired from https://github.com/
etsap-TIMES/TIMES_model (accessed on 21 September 2021).
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and transferred to be used by others. The results determine the optimal technology
mix for each demand service until 2040, using 1200 processes, 181 commodities, and
over 50 thousand data values.

In the proposed model, years are divided into eight time slices distinguishing
day and night in each season. Hourly available datasets, such as electricity demand,
wind speed, precipitation, and solar irradiation in each region, are transformed to be
in accordance with the specified setting.

While the developed model consists of a single region (i.e., Turkey), it respects
the regional characteristics of its elements. For instance, the availability factor of
wind farms considers the local wind speed and employed technologies.

Considering the technical properties, we assigned emission factors (EFs) to
processes for various gases (CO2, CH4, and N2O). To assess the potency of GHGs in
trapping heat, experts employ a relative measure called global warming potential,
by which the greenhouse effects of GHGs are compared with those of CO2 as the
reference gas. We used coefficients mentioned in Gillenwater et al. (2002, Table 2) to
calculate the total annual CO2-equivalent emissions.
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Figure 2. Magnifying a section of the reference energy system. In the magnified
section of the network, one can see the exploitable geothermal energy is redirected
to individual geothermal power plants, which illustrates the level of details in
processes. Interested readers are invited to zoom into the digital version of this
figure for the details. Source: Graphic by authors.
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2.2. Scenarios

For this study, we devised two scenarios: (1) the current policy (CP) scenario, in
which established regulations and available technologies were taken into account,
and (2) the pro-bioenergy (Pro-Bio) scenario, in which bioenergy was used intensely
for producing liquid fuels and electricity.

In the pro-bioenergy scenario, we assumed that YEKDEM (or the replacing
mechanism) continues supporting bioenergy (IEA 2021) and that an aggressive
approach is adopted to produce biofuels in the transport sector. We adopted
technology descriptions of the BioENergy OPTimization (BENOPT) model (Millinger
2020; Millinger et al. 2021) for technologies that convert crops and biomass residues to
liquid biofuels, heat, and electricity. Specifically speaking, under the Pro-Bio scenario,
methane emissions from dairy and non-dairy cattle and fugitive emissions from
natural gas reserves were redirected to power and heat sectors. Furthermore, waste
cooking oil was purchased and transformed into biodiesel using two technologies:

• Hydro treating vegetable or waste cooking oil;
• Producing fatty-acid methyl ester via transesterification of cooking oil.

Due to an active tourist sector in Turkey, centralized management of waste oil is
possible to a great extent via unions2. Turkey’s government can further support this
policy using tax incentives. Nonetheless, producing biodiesel from waste cooking
oil is limited to consumption in the country. To relax this constraint, oil (i.e., lipid)
production from microalgae is assumed to become economically viable in the future.

To achieve commercial-scale production of algae-based biodiesel, scientists and
engineers should overcome many techno-economic challenges such as enhancing
lipid production and designing an efficient dewatering method. In order to enhance
lipid production, biologists are genetically engineering microalgal strains using
state-of-the-art technologies such as CRISPR-cas9, which can decrease the cost
of biodiesel downstream (Lü et al. 2011; Ng et al. 2017; Radakovits et al. 2010).
Furthermore, open pond systems for microalgae cultivation are prone to parasites
and invasive species; therefore, scientists need to investigate gene editing strategies to
increase microalgae strain’s tolerance against a/biotic stressors. The current problem
with oil production from microalgae is dewatering, which is energy intensive.

2 In Turkey, the alternative energy and biodiesel manufacturers union (ALBIYOBIR by its Turkish
acronym) is a major association that collects waste cooking oil for biodiesel production.
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Researchers are investigating energy efficient dewatering methods that can be
combined with the lipid extraction step (Ghasemi Naghdi et al. 2016).

By enhancing the technology and increasing yield, we can make microalgae
an attractive alternative to produce oil on a commercial scale. Under the Pro-Bio
scenario, we assumed a higher cost for producing energy from microalgae than
waste cooking oil that drops rapidly over time due to the learning effect. All in all,
we introduced five new technologies that produce heat and electricity from biogas,
biomethane, and vegetable oil. Furthermore, we added four new technologies to
produce bioethanol and biodiesel from lignocellulose, sugar beet, microalgae, and
waste cooking oil.

Finally, no upper bound was set for the GHG emissions under the Pro-Bio and
CP scenarios. Table 2 summarizes the differences between the two scenarios.

Table 2. Differentiating components under each scenario.

Component Type Current Policy Scenario Pro-Bio Scenario

Fugitive gases Technology Release into atmosphere Utilized for heat production

Technologies Technology Available technologies Adopted from BENOPT

YEKDEM Policy Ends at 2021 Continues until 2040

Blending bioethanol
with gasoline

Policy increasing the blending ratio
to about 8% by 2040

increasing the blending ratio to
about 20% by 2040

Blending biodiesel
with diesel

Policy increasing the blending ratio
to 0.7% by 2040

increasing the blending ratio to
20% by 2040

Source: Table by authors.

It is noteworthy to mention that the results of the presented model in this
manuscript should not be compared with Difiglio et al. (2020), as the presented
model was modified thoroughly to include only publicly available information
and datasets.

3. Results

3.1. Current Policy Scenario

The total GHG emissions (CO2-equivalent) from each sector under the CP
scenario are illustrated in Figure 3a. Due to the massive deployment of solar
photovoltaics and wind turbines, the GHG emission intensity of the power sector
is expected to decrease from ∼490 g CO2-eq./kWh, in 2020, to 252 g CO2-eq./kWh,
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in 2040. This declining trend results in dropping GHG emissions from the electric
power sector despite higher electricity demand.

As one can see from Figure 3b, the total GHG emissions of Turkey (including
non-energy sectors such as agriculture and chemical industries) are steadily rising.
The color bars in Figure 3b are adopted from the Climate Action Tracker website3.
The colors represent different ranges in the selected years. The emission abatement
strategies within these ranges are likely to cause global warming mentioned in two
ends of that particular color if all countries follow similar approaches.
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Figure 3. (a) Sectoral GHG emissions (expressed in Mt CO2-eq.) from 2014 until
2040; (b) comparing the total GHG emissions with the Paris climate agreement. The
solid line shows the historical emissions, and the dashed line displays the projected
emissions. Source: Graphic by authors.

According to our calculations, the existing GHG abatement strategies in Turkey
are highly insufficient. Although the current trend is above an acceptable level, it
is below Turkey’s intended nationally determined contribution, which was 929 Mt
CO2-eq. in 2030 (Republic of Turkey 2015).

3 Please see https://climateactiontracker.org/countries/turkey/ (accessed on 20 September 2021).
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Further investigation in Figure 4a shows that methane, which can be used as
a fuel source, comprises a considerable amount of emissions. By exploiting emitted
CH4, we can prevent polluting the atmosphere with a gas multiple times stronger
than CO2 in trapping heat, and simultaneously, combust less of imported (and
relatively expensive) natural gas. Among various CH4 emission sources in Figure 4b,
the agriculture and mining sectors contribute between 69% and 91% of the total CH4

emissions from 2014 to 2040. It is estimated that Turkey holds 679 billion cubic meters
of shale gas reserves in the Thrace region and southeastern Anatolia4. Extracting
these resources as planned, with similar EFs as the current technology, can emit
a considerable amount of CH4 into the atmosphere. Among other sources of bio-CH4

emissions in the agriculture sector, dairy and non-dairy cattle can be counted as
big-ticket items.
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Figure 4. (a) Total GHG emissions by type (expressed in Mt CO2-eq.) from 2014
until 2040; (b) methane emissions from various sectors. Source: Graphic by authors.

4 Please see https://politicstoday.org/what-is-turkeys-shale-gas-potential/ (accessed on 20 September
2021).
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In the transportation sector, vehicle ownership growth leads to higher fuel
consumption. Subsequently, there are intentions to increase the blending ratio of
bioethanol and biodiesel. Increasing the blending ratio of bioethanol to about 8%
and biodiesel to 0.7% by 2040 can double these biofuels consumptions (15.7 PJ)5. To
increase the blending ratios, while not competing with food crops, it is required to
adopt better production technologies such as second-generation bioethanol.

In rural areas, biomass is still being exploited for residential space heating, water
heating, and cooking. However, we expect biomass consumption to decline, driven
by electrification and gasification in the residential sector.

3.2. Pro-Bio Scenario

According to our calculations in Figure 5a, the total GHG emissions of Turkey
can reach 570 Mt in 2040. Under the Pro-Bio scenario, Turkey can produce
approximately 250 PJ biodiesel and bioethanol per annum by 2040, using waste
cooking oil, microalgae, lignocellulosic biomass, and food crops (see Figure 5c).

In the power sector, the installed capacity of biomass-based power plants can
raise to 11 GW by 2040, of which combined heat and power using waste cooking
oil would play a significant role (see Figure 5b). Subsequently, the GHG emission
intensity in the power sector would drop to 226 g CO2-eq./kWh in 2040.

Finally, as illustrated in Figure 5d, the biomass consumption in the building
sector in 2040 is negligible (∼48 PJ), which paves the way for better management
of forests. As reported by the IEA (2020a) and Schimschar et al. (2016), biomass
consumption share in buildings for space heating is decreasing, owing to better
standards, and electrification and gasification of the residential sector, especially in
rural areas.

5 Producing biodiesel over 0.7% ratio is difficult to achieve when waste cooking oil is solely considered.
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Figure 5. (a) The total GHG emissions under the CP and Pro-Bio scenarios; (b) the
total installed capacity of power plants based on biogas, biomethane, biomass, and
waste oil; (c) bioethanol and biodiesel consumption in the transportation sector;
(d) the energy flow from biomass, wastes, and biofuels (PJ) in Turkey’s energy
system under the Pro-Bio scenario in 2040. Source: Graphic by authors.

4. Discussion

In this chapter, we assessed the effect of introducing biogas and biofuels more
actively in Turkey’s energy system till 2040. In the CP scenario, the contribution
of biofuels to the transport sector is 275.4 PJ from 2014 till 2040, which displaces
about 7.3 Mt of diesel and gasoline and avoids emitting 20.64 Mt CO2-eq. into the
atmosphere. However, by assuming higher biofuel blending ratios in the Pro-Bio
scenario, an extra 153 Mt CO2-eq. GHG emissions can be avoided within the same
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time frame. This is equivalent to not purchasing 57 Mt of petroleum products, which,
by itself, can improve Turkey’s trade deficit.

To provide the additional biofuels, a wider range of technical options should be
considered. For this reason, preparing a strategic plan to develop bioenergy in each
region respecting their ecological characteristics (ecotype) is crucial. In short-term
solutions, agricultural residues produced on a provincial scale can play a significant
role, as they entail fairly low costs and great accessibility. For instance, Turkey is
one of the major hazelnut producers, and hazelnut is the most important tree nut
crop for the country’s economy; hence, the Turkish hazelnut cultivar’s genome has
recently been sequenced to unravel the critical properties for crop improvement
(Avşar and Esmaeili Aliabadi 2017; Lucas et al. 2021). Most hazelnut production
in Turkey occurs in Ordu, Samsun, and Giresun near the Black Sea Coast. The
centralized production of hazelnut in these neighboring provinces provides a unique
opportunity to exploit hazelnut wastes and shells as the main agricultural wastes
for biogas production (Şenol 2019). Simultaneously, endemic terrestrial plants, such
as Origanum Sp. Tekin-2017 (Cilgin 2020), should be evaluated to analyze their
applications in biodiesel production.

Utilizing aquatic plant-like organisms, such as microalgae, can also be seen
as a viable alternative to produce oil for biodiesel production. According to our
calculations, the total surface area of all reservoirs behind hydroelectric power plants
is above 4451 km2. When the lakes are included, the total surface area of these
waterbodies surpasses 8000 km2. This potential can be utilized to cultivate microalgae
for fuel production. Assuming a 45 tFM yield per hectare and year, Turkey can
produce over 83.53 PJ of energy by exploiting 50% of this potential. Hence, achieving
500 PJ in 2040, which is required by the Pro-Bio scenario, might be infeasible without
considering coastlines (e.g., the Black Sea and the Mediterranean Sea). To this end,
investing in offshore technologies similar to the Offshore Membrane Enclosures for
Growing Algae (OMEGA) project (Colen 2014; Wiley 2013) seems inevitable, which
requires solving many techno-economic challenges to tap into this potential.

As the market diffusion of intermittent renewable resources (e.g., solar and
wind) increases, and coal-burning power plants become less attractive for investors,
independent system operators will have to be prepared to cope with the power
balancing issue in real time. Flexible biogas-burning power plants can be viewed
as a green alternative to gas-fired peaker plants to produce power on demand.
Managing biogas optimally can complement the advantages of other renewable
resources (Dotzauer et al. 2019; Lauer and Thrän 2018). Considering the technology
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mix, the produced power in the Pro-Bio scenario from biogas and vegetable cooking
oil can prevent emitting 241.53 Mt CO2-eq. until 2040.

5. Conclusions

In this chapter, a TIMES-based model was employed to compare the impact of
higher bioenergy consumption in Turkey on greenhouse gas emissions via contrasting
scenarios: the current policy and pro-bioenergy. According to the results, Turkey
needs to invest in novel technologies to resolve the competition between biofuels
and other critical supply chains (e.g., for food and medical applications), as the
currently used waste cooking oil and sugar beet are hardly enough to support
notable consumption levels. Furthermore, flexible biogas-based power plants should
be supported using FITs as a green alternative to gas-fired peaker plants to hedge
against volatilities caused by intermittent renewable sources. By so doing, power
systems will be enabled to invest more in harnessing energy from solar and wind.
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Abbreviations

The following abbreviations are used in this manuscript:

ALBIYOBIR The alternative energy and biodiesel manufacturers union

BENOPT BioENergy OPTimization model

CAS9 CRISPR-Associated Protein 9

CRISPER Clustered Regularly Interspaced Short Palindromic Repeats

CP Current Policy scenario

EF Emission Factor

EFOM The Energy Flow Optimization Model

EU The European Union

FIT Feed-in tariff
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GHG Greenhouse gas

IEA International Energy Agency

IPCC Intergovernmental Panel on Climate Change

km Kilometer

kWh Kilowatt hour

MARKAL Market allocation

Mt Million tonne

OECD Organization for Economic Co-operation and Development

OMEGA Offshore membrane enclosures for growing algae

PJ Petajoule

Pro-Bio Pro-Bioenergy scenario

tFM Tonne of Fresh Matter

TIMES The Integrated MARKAL-EFOM System

US The United States of America
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