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Introduction



The Need for AI Ethics in Higher 
Education 

Abraham Kuuku Sam and Philipp Olbrich 

1 Artificial Intelligence as a Socio-Technical System 

Business leaders, policymakers and technologists regularly portray Artificial Intelli-
gence (AI) as an easy way to make sense of an increasingly complex world. Unsur-
prisingly, AI plays a central role in strategy papers, TED talks and speeches about 
the future of mobility, revolutions in healthcare, or scientific innovation (Bhardwaj 
2018; Cornet et al. 2017). In this often techno-optimistic narrative, AI is harmless. By 
remaining largely in the abstract, it is possible to keep the misconception alive that 
AI is merely a technical tool, albeit a powerful one, to address a myriad of challenges 
from digital transformation to global inequality to climate change. 

This changes drastically when AI moves from concept to application. The devel-
opment of AI applications is embedded in its social structure. That means that the 
norms, values, knowledge, and attitudes of developers influence how the AI applica-
tion is designed and how it works. They become an inherent part of the application 
itself and can lead to undesirable consequences due to biased data or algorithmic 
designs. This raises serious concerns when AI is used for hiring employees, offering 
loans or even in criminal proceedings and makes decisions based on biased data 
about gender, ethnicity or age. For example, the facial recognition software of leading 
US-American companies has been shown to better work for faces with white and 
male characteristics (Lohr 2018). Arguably quite similar to the group of people that 
developed the respective algorithms (Guynn 2019). 

At the same time, AI is not used in a social vacuum. Instead, the applications 
serve a particular purpose in the real world. Keeping with the same example, if facial 
recognition is used in public CCTV or to identify suspects in criminal investigations 
it creates various problems (Chandran 2022). If the AI system actually works, it 
facilitates public surveillance of citizens with implications for their right to privacy,
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right to dissent and protest. In the more likely case that it does not work flawlessly 
all the time, individuals might be accused of crimes or other violations they are not 
involved in. 

In the application settings, it becomes clear that AI is not merely a tool but a 
socio-technical system. One cannot clearly separate the technology from its social 
setting it is developed and used in—they are mutually dependent, they influence each 
other (see e.g., Acuto and Curtis 2014; Latour 2005). From this follow two impor-
tant conclusions for the relevance of AI ethics: First, AI is no harmless tool that will 
solve problems of crime, health and climate change. The application of AI is driven 
by its developers, users, regulators, businesses and political decision-makers. They 
constitute the social context. This is where ethics come in as important guiding prin-
ciples that define why, how and when an AI system such as facial recognition is used. 
Second, the development of AI technologies is not pre-determined but is contingent 
on their social context. They are the result of political and financial decisions as well 
as the individual developers who write the code. Consequently, it is not only the 
framework conditions that decide if AI is developed responsibly but also who writes 
the code. Essentially, then, it also becomes an ethical question if the diversity found 
in society is also found in the development teams of AI. 

Acknowledging the socio-technical nature of AI does not mean ignoring the fact 
that responsible AI indeed offers a range of opportunities for human development 
and can help to achieve the Sustainable Development Goals (SDGs) (Vinuesa et al. 
2020). For example, AI applications are trained with large datasets to automatically 
recognize and translate the language. Voice technologies allow people who cannot 
read and write very well to interact with digital technologies. In both cases, AI 
systems make access to information more inclusive and facilitate social, political 
and economic participation. In other instances, AI-powered apps can support small-
holder farmers to identify plant diseases and take countermeasures early on. This 
does not only contribute to better yields but might also avoid the excessive use of 
herbicides. However, the responsible development and use of AI is the foundation 
to realize the opportunities it has to offer. 

Overall, if AI is understood as a socio-technical system, ethics are relevant for 
both how AI is developed as well as how it is used. In turn, that means the world 
is neither doomed nor saved by the virtue of the power of Artificial Intelligence. 
However, policy-makers, businesses, civil society and, of course, AI developers are 
empowered to use AI ethically. They are empowered to use AI for good. As a result, 
they have a particular responsibility to promote the ethical development and use of 
AI.
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2  From AI Ethics to Practice  

In light of this responsibility, it is consequential to tackle the challenge of teaching 
AI ethics to upcoming AI practitioners and decision-makers in Africa and beyond. 
For doing so, this book analyzes the present and future states of AI ethics education 
in local Computer Science programs. It shares relevant best practices for in-class 
teaching, develops answers to ongoing organizational challenges and reflects on the 
practical implications of different theoretical approaches to AI ethics. 

AI ethics can be described as “a set of values, principles, and techniques that 
employ widely accepted standards of right and wrong to guide moral conduct in the 
development and use of AI technologies” (Leslie 2019, p. 3). In this sense, the merit 
of AI ethics is twofold in that they encourage developers to harness the power of AI 
to effect positive change while it also helps them to navigate the risks (Chaturvedi 
et al. 2021). 

At first, much of the global debate on AI ethics has remained rather abstract and 
high-level. In May 2019, the member countries of the Organization for Economic 
Cooperation and Development (OECD) adopted the so-called OECD Principles on 
Artificial Intelligence (OECD 2019). This counts among the first international agree-
ments on the topic and commit signatories to ensure that AI serves the people and 
the planet and that it needs to respect the rule of law, human rights and democratic 
values. At the same time, the principles remain rather general which leaves room 
for interpretation on principles such as transparency of AI systems, accountability, 
security and safety. The vagueness and non-binding nature of the OECD principles 
have made them quite compatible, too, so that various non-OECD members have 
endorsed them as well as the G20 (OECD 2019; G20  2019). The United Nations 
Educational, Scientific and Cultural Organization (UNESCO) has concluded a global 
and more inclusive approach to AI ethics. In November 2021, the General Conference 
of UNESCO adopted the Recommendation on the Ethics of Artificial Intelligence 
(UNESCO 2021). It is the first globally accepted instrument that formulates joint 
values and principles. On top of that, the Recommendation defines policy actions 
that make suggestions on how to implement the agreed-upon values. This more 
action-oriented approach can also be found in the AI for Africa Blueprint that was 
developed by the Smart Africa Alliance under the leadership of the South African 
Government (Smart Africa 2021; N.B. the FAIR Forward project was involved in 
the development of the blueprint). The blueprint is the result of a multi-stakeholder 
process involving governments, the private sector and civil society. Among other 
things, it outlines concrete recommendations on how to create policies for respon-
sible AI development across Africa. In early 2022, the OECD also followed up on 
their AI Principles and released a framework for classifying AI systems that should 
enable policy-makers to assess the opportunities and risks of AI applications (OECD 
2022).
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In doing so, the UNESCO Recommendation, the OECD framework and the Smart 
Africa AI Blueprint have already shown the way that AI ethics only become influen-
tial in action, i.e. when they are implemented. The question then is how to translate AI 
ethics into practice so that values and rights such as privacy, fairness and security are 
already part of the development process. In addition to the recommendations aimed 
at policy-makers, there are efforts to bring AI ethics into practice that put developers 
at the centre. On a more general note, there are approaches such as the Principles for 
Digital Development that outline nine overarching guidelines on how to apply digital 
technologies for sustainable development (Digital Principles n.d.). For instance, it 
requires project teams to design with the user to develop solutions, including AI, that 
effectively meets user needs. Moreover, it recommends using open-source software 
and open data to encourage more collaboration and avoid duplication of efforts. 

More specific to AI are products such as the Handbook on Data Protection and 
Privacy for Developers of Artificial Intelligence (AI) in India (Chaturvedi et al. 2021; 
N.B. the FAIR Forward project was involved in the development of the blueprint). 
The handbook is the result of multiple discussions with AI start-ups, developers 
and practitioners. Following the development cycle of AI from data collection to 
data processing to roll-out, concrete prompts to encourage the developer to think 
through the ethical requirements of the AI application. In doing so, the handbook 
turns abstract principles such as transparency into concrete questions including “[a]re 
you aware of the source of data used for training?” or “[i]s there a mechanism for 
users and beneficiaries to raise a ticket for AI decisions?” (Chaturvedi et al. 2021, 
p. 16). While certainly not perfect, this approach serves to reduce uncertainty about 
the interpretation and meaning of abstract concepts. Instead, it allows AI developers 
and small startups who are not backed by a legal team to focus more of their time and 
resources on technical innovation. Quite practically, they can go through a prepared 
checklist during the development process and preempt ethical problems. 

Moving on, the target group of AI ethics in computer science programs at insti-
tutions of higher education changes again. It does not so much comprise of policy-
makers or AI startups but it begins slightly earlier with future AI practitioners. In 
many cases, university students are the AI developers of tomorrow. One fundamental 
way forward is equipping future AI developers with the know-how on AI ethics at 
an early stage in their education. That is why this book tackles the challenge of inte-
grating concerns related to AI ethics into higher education curriculums in Africa and 
beyond. For in doing so, it analyzes the present and future states of AI ethics educa-
tion in African Computer Science and Engineering programs. The authors share 
relevant best practices and use-cases for teaching, develop answers to ongoing orga-
nizational challenges and reflect on the practical implications of different theoretical 
approaches to AI ethics. As such, they offer useful starting points for educators, 
administrators and students in the field of AI in Africa and beyond. In doing so, the 
book does not only raise awareness of the risks of AI but offers practical tools for 
how to address them in university contexts.



The Need for AI Ethics in Higher Education 7

3 Diversity of Perspective on AI Ethics in Global Higher 
Education 

Following this introduction, the remainder of the book is divided into three parts. The 
subsequent section discusses the theoretical underpinnings of AI ethics in practice. 
In doing so, it frames the more practice-oriented contributions by outlining concep-
tually different approaches to how AI ethics can be understood and taught. This 
is followed by three chapters on best practices and current challenges in AI ethics 
education. Among other things, the authors offer practice-oriented research as well 
as anecdotal reflections on how AI ethics are and can be taught at African universi-
ties. The book then concludes with a chapter outlining what needs to happen so that 
Computer Science education responsibly addresses the risks of AI while seizing the 
opportunities it holds for economic and social development. 

In the opening chapter of the theoretical section of the book, Emmanuel R. Goffi 
reflects on the origins of AI ethics. Given the dominance of Western thought, espe-
cially continental philosophy, he proposes a more inclusive perspective that leads to 
a cross-cultural approach to AI ethics. As AI can be conceived as a socio-technical 
system, the local context becomes relevant in both development and application. 
Consequently, teachers of AI ethics should embrace the variety of cultures and 
thought from Africa and beyond to account for the relevance of the local context. 
Ugochi A. Okengwu builds on this and reinforces the relevance of including African 
perspectives in the formulation of global AI ethics. Putting this into practice, she 
reviews different ethical frameworks that are applied to AI, e.g. the OECD AI 
Principles, to derive suggestions for practicing AI ethics in Africa. 

Joyce Nakatumba-Nabende, Conrad Suuna and Engineer Bainomugisha kick off 
the second part of the book on present practices and challenges in AI ethics educa-
tion. They empirically describe three approaches of teaching AI ethics at African 
universities including full course programs, AI research labs and the project-based 
application of AI. Drawing on practical experience, they outline concrete recom-
mendations for how AI ethics can be best integrated into teaching emphasizing the 
relevance of including local African perspectives and use cases. Why and how the 
process of introducing AI ethics into Computer Science curricula can be challenging 
is discussed by Laeticia N. Onyejegbu. Following an analysis of the institutional 
setup using Nigeria as a case study, she presents suggestions on how AI ethics can 
play a more relevant role in teaching through including it in existing benchmarking 
standards as well as through creating stand-alone courses. Patrick McSharry takes the 
reader from the intricacies of education policies into the classroom. Acknowledging 
the real-life impact and risks of AI solutions, he demonstrates the value of case 
studies in teaching AI ethics. He argues that case studies help illustrate the impact 
of insufficient risk awareness, the dangers of privacy risks, lack of transparency and 
biases in data. Instructively, McSharry shares some case studies and accompanying 
questions that can be used by fellow educators in teaching AI ethics.
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In the final chapter, Gadosey Pius Kwao, Deborah Dormah Kanubala and Belona 
Sonna build on the findings of the preceding chapters including the current state of 
AI ethics education at African educational institutions. They conclude with a set 
of priority measures that should be implemented to instill a sense of responsibility 
in future AI practitioners. Among other things, they suggest that general ethical 
principles as in the UNESCO AI Recommendation are a good starting point but they 
need to be adapted to the respective contexts to promote responsible AI development. 

4 Conclusion 

Certainly, AI ethics is such a broad topic that any book would be unable to cover it 
exhaustively. While many concepts, approaches and perspective on AI ethics have 
found their way into the book, it was not possible to deep-dive into specific ethical 
principles such as privacy, data protection and security nor to discuss the implications 
of legislative frameworks and certification of AI products. Future research could, for 
example, examine the diverse understanding of individual ethical principles such 
as transparency from different perspectives and explore regional, social and polit-
ical differences. Furthermore, there is the continuous question of what role ethical 
concerns play in decisions of direct investment and public funding of AI research 
and how can they more effectively promote a responsible AI agenda. 

Nevertheless, the different contributions in the book offer a multi-disciplinary 
and global perspective on the topic of AI ethics and touch upon three shared salient 
themes. First, AI ethics are not static in terms of both place and time. That means 
for establishing a global set of ethical AI principles it is not only necessary but 
rewarding to include the diversity of perspectives from all over the world. As of 
now, there is an imbalance that favors the perspective of the Global North. However, 
AI ethics are unlikely to become commonly accepted if the policy-makers, busi-
nesses and practitioners who develop, use and procure AI solutions are not involved. 
Moreover, AI ethics keep changing and evolving. Inclusive approaches such as the 
consultation processes of the UNESCO AI Recommendation or the Smart Africa AI 
Blueprint are laudable. But they will not be definitive because of changing techno-
logical possibilities and norms. A regular multi-stakeholder format would be able 
to address this and debate and adapt AI ethics based on practical experience. The 
Global Partnership on AI (GPAI) is one format that has the potential to grow into 
such an inclusive forum if it chooses to do so. Second, institutions of higher educa-
tion play an important role in shaping AI practitioners who are aware of the risks 
and ethical dimensions of AI development. This is true for relevant programs such as 
Computer Science but also related fields given that AI is a cross-sectional technology. 
Already today AI ethics permeate all sectors and levels in that it becomes a topic 
for international government negotiations, business organizations and individual AI 
developers. Third, the teaching of AI ethics needs practical application elements. As 
the authors have shown ethics are a complex field of study that is intertwined with 
diverse traditions of thought and local context. They offer concrete recommendations
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on how to make AI ethics matter. In addition to institutional changes, they propose 
to use real-world examples and case studies in the classroom to illustrate ethical 
dilemmas and discuss and discover new ways to mitigate risks. Taken together, the 
authors add to diversifying the global debate on AI ethics and offer valuable advice 
to fellow lecturers, students and policy-makers alike. 
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Teaching Ethics Applied to AI 
from a Cultural Standpoint: What 
African “AI Ethics” for Africa? 

Emmanuel R. Goffi 

Ethics applied to Artificial Intelligence (AI), improperly called AI ethics, is mainly 
addressed through a Western perspective focusing on continental philosophy. As a 
result, discussions on ethics applied to AI are shaped by the West. Consequently, 
the majority of AI ethical regulations are set in the West, by the West (Jobin et al. 
2019). In the realm of ethics applied to AI some areas of the world are almost totally 
absent from the debate, Africa being the most illustrative case. Yet, diversity which 
makes the richness of our world should be translated into a cross-cultural approach 
of ethics applied to AI. As Séverine Kodjo-Grandvaux (2011) wrote it, “thinking 
African philosophy could lead the Western thinker to question his own philosophy 
and to take a self-reflexive look at his legacy”. 

Much greater diversity in how we approach ethics applied to AI is urgently 
required to represent the world’s plurality of perspectives. In that sense, a culture-
grounded study of ethics and its applications to AI should irrigate any teaching 
pertaining to the subject. 

Short of a wider analysis on ethics applied to AI, we are taking the risk to fall 
into the trap of some kind of ethical tyranny coming from the West (Goffi 2021b) 
and ignoring the variety of thoughts that could be used in a global debate. 

As Alassane Ndaw (2011) rightly asserted it, “being a philosopher in Africa 
is about understanding that there cannot be a monopoly on philosophy”. Teaching 
diversity is a way to break this monopoly and give African philosophies and wisdoms 
the place they deserve in the ethical assessment of AI. 

There is an African saying stating that “the sage is the one who perceives a river 
from the top of the trees”. From the top of Western philosophical convictions, it be 
worth having a closer look at the river of African ethical thoughts.
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Representing 16% of humanity with a huge demographic potential, Africa cannot 
be ignored. The continent must have a say in the debate on ethics applied to AI. But, in 
order to enter the debate, the need for education in this specific and promising field is 
more than ever striking. Africa should not be given a seat at the table: it should bring its 
own seat and table. In other words, the continent needs to develop its own perspectives 
and then participate to the global debate. Thus, it will establish standards relevant 
to its specificities, and inform the rest of the world about divergent perspectives on 
ethics applied to AI. Doing so it could shape the debate on a global governance of AI 
and its ethical dimension, instead of enduring the Western universalist perspective. 

The debate on ethics applied to AI can only be enriched with new perspectives 
stemming from the richness and diversity of the African continent. This open mind-
edness is all the more important as it would open new fields of reflections fed by 
mindsets and cultures. It would also undoubtedly open new perspectives that could 
help in establishing a fair AI governance that would be grounded in the respect 
of cultural diversity instead of being imposed by the West based on the disputable 
assumption of the existence of universal values. 

This chapter, aims at opening a debate on the significance of cultures in the ethical 
assessment of AI, stressing the role Africa could play in the field. We will first go 
through a general overview of the existing normative tools, showing that they are 
mostly produced by Western countries. We will then have a critical look at the African 
awakening in the field of AI. We will finish by stressing the pressing need for much 
more African perspectives and initiatives in the field of ethics applied to AI, and by 
asserting the fundamental importance of education to train future African leaders in 
ethics applied to AI. 

1 The Global North Versus the Global South: History 
Repeating? 

It has become a truism to assert that AI is everywhere, even if it is not exactly true. 
It is becoming a truism to say that ethics is everywhere as well when it comes to 
AI. Short of legal tools, ethics appeared as a normative consolation solution to frame 
and regulate the development and use of AI systems (AIS). Yet, regulation through 
ethics is not enough. First, it is not supported by sanctions decided by a normative 
body or an official regulatory system. Second, ethics is a poorly defined notion that 
can be subject to many interpretations. Third, a direct consequence of the previous, 
is that it is too flexible a notion to be applied evenly and efficiently. 

Nonetheless, this flexibility and ill-defined character are assets for stakeholders 
that do not want to be formally constrained by legal rules (Fjeld et al. 2015; Greene 
et al. 2019). In other words, ethics is the easy way to set standards without setting 
coercing rules, to regulate AI avoiding legally binding instruments. 

Then, doors are open for norm entrepreneurs to start a “moral crusade” (Becker 
1963) using norms as a tool to gain power and to protect specific interests. This race
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for normative power, well-illustrated by the European Union’s efforts to impose rules 
applied to AI to the rest of the world, has led to the multiplication of codes of ethics 
and other ethical regulations applied to AI (Goffi et al. 2021; Goffi and Momcilovic 
2021). 

Yet, those crusaders are drowning the field of AI under hundreds of codes of ethics 
supposed to regulate its development and use. Doing so they are multiplying sources 
of norms making them unreadable and then ineffective. Thus, the number of ethical 
guidelines related to AI has grown in a concerning way these past four years or so. 

A quick look at the state of the art suffices to notice the pre-eminence of the West 
in providing ethical norms. The number of codes pertaining to ethical standards in 
the field of AI has literally exploded in the past five years or so. Depending on the 
sources and methods, figures go from around a hundred (Dynamics of Principles 
Toolbox of the AI Ethics Lab; Council of Europe Digital Policies Framework) to 
more than a thousand normative documents (Jobin et al. 2019). The vast majority 
of which were established by Western countries (North America and Europe), by 
private companies and political bodies (Fjeld et al. 2015; Jobin et al. 2019). 

Consequently, one can easily infer that there is a strong probability that existing 
codes of ethics applied to AI are set in a way that they support Western vested interests 
(Zeng et al. 2018; Hagendorf 2020). It can also be deduced that the norms established 
as a result are based on Western concerns presented as universal. The need for privacy 
would be an interesting if not enlightening case study showing that this need is not 
universally shared, and that privacy is not understood the same way worldwide. For 
example, “Ubuntu emphasizes transparency to group members, rather than individual 
privacy” (Dorine van Norren 2020). Consequently, there might be some legitimate 
doubts regarding the universal relevance and impact of these codes. 

To counter these doubts, the only way is to embrace diversity, to accept that even 
if we ontologically share a universal belonging to the world, we might differ in 
our ethical views and appraisals. Then, each culture should be entitled to have its 
own code of ethics applied to AI, built on its own concerns, and protecting its own 
interests. 

Yet, many parts of the world are excluded, explicitly or implicitly, from the debate 
on ethics applied to AI. For instance, China, which represents 20% of the world 
population and is aiming at being the leader in AI by 2040, is barely present in the 
debate on ethics applied to AI. India, with its 1.36 billion inhabitants is almost totally 
absent. Latin America is struggling to carve out a niche for itself in the field. The 
Middle East is slowly emerging trying to be heard in the Western ethical noise. Not 
to mention Russia. 

What about Africa then? As the study by Jobin et al. mentioned it, Africa is “not 
represented independently from international or supranational organizations”, which 
makes AI ethical regulations problematic for many reasons. First, these regulations 
might address Western concerns much more than African ones. Second, they might 
mostly protect Western interests and barely African ones. Third, without Africa being 
fully engaged in the debate, skills and knowledge will remain on the Western side 
and Africa’s influence will remain limited. One can argue that since Africa is present 
in international fora, it demonstrates it is involved in the AI ethical regulation debate.
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However, the play of diplomatic talks, the competitive geopolitical environment, and 
the interests at stake (Thibout 2019; Goffi  2020b), along with conformism that is at 
play among diplomats, do not allow to assert that African peoples’ voices are either 
heard, or even correctly represented. 

At the end of the day, while widely praised, diversity and its implications in 
the field of ethics seem to be denied in the field of AI. Ethical reflections are thus 
conducted like if the West had a monopoly over what is acceptable and what is 
not. Interestingly even the fact that some viewpoints are not mainstream is deemed 
unacceptable from this stance. In other words, we in the West act as if we were 
legitimate to judge upon the level of acceptability of ethical stances. 

The question remains open: can diversity regarding ethical perspectives be denied 
in the name of a quest for universal standards? Making a choice between relativism 
and the acknowledgment that all ethical standpoints are equal and universalism and 
its tyrannical, not to say colonial, potential is cornelian. A third option might be 
interesting: the recognition of the importance of the respect we owe to particularisms 
stemming from cultural diversity. Thus, we could find a middle way between the 
excesses of both relativism and universalism, and thus avoid a new “Western cultural 
hegemony” (Elmandjra 1995) conveyed in a technological Trojan horse. 

Africa could be the herald of such a balanced approach based on mutual listening 
and respect for cultural features. 

2 The “Awakening” of Africa 

Looking closer we can perceive some slight changes. Indeed, some countries in 
Africa have perfectly understood the importance of both AI and the need to be part 
of the AI race. 

AI related technologies are slowly spreading throughout the continent. In the 
financial sector, for instance, young African companies are using mobile phone plat-
forms relying on AI to provide consumers with bank services. Also, in agriculture 
where mobile phones are used to monitor crops growing and livestock farming, or 
like in Uganda, to model crops diseases. Furthermore, Africa “has seen the highest 
rate of increase in internet use and connectivity in the world over the last two decades” 
(Hafez 2020), and the potential for further improvement is indisputable with projects 
such as the Digital Moonshot Initiative aiming at digitally enabling the whole conti-
nent by 2030, or the African Union’s Digital Transformation Agenda aspiring to 
allow businesses and individuals to access the Internet for free by 2030. 

Nonetheless, it is essential to remember that the spreading of technology is quite 
uneven in Africa (Hu et al. 2019; UNESCO 2021), with for instance, an internet 
penetration ranging “from 55% in southern Africa to 12% in the central region of the 
continent” or mobile subscriptions representing “149% of the population in southern 
Africa and 102% in northern Africa but only 50% in central Africa” (Dannouni et al. 
2020). There is a lot of work ahead to fix this digital divide, but AI remains a top
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priority for many countries in Africa (Asmal et al. 2020), the dynamics is there and 
so are the resources, even if still insufficient. 

This uneven pervasiveness of AI must also be put in a wider context of profound 
cultural diversity on the continent (Gwagwa et al. 2020). It is thus important to 
stress that Africa is not one homogenous mass. It is multiple. It is a huge mosaic 
of ethnic cultures made of 48 mainland and 6 islands countries and some 3,000 
tribes, speaking between 1,500 and 2,000 languages, and representing about 16% of 
the world population. The African continent is no more uniform than Europe, the 
Western world, the Middle East, or Latin America. Then one must bear in mind that 
talking about Africa as a single entity can be misleading. 

This diversity is both a drawback and an asset in Africa’s journey towards AI 
ethical regulations. A drawback first since it means that compromises must be found 
to allow Africa to speak in unison, if all stakeholders are ever willing to. Obviously, 
such a goal does not go without difficulties. The very relevance of having one voice 
for the whole continent is as much disputable as the universalist design of the West. 
However, if the European Union, despite its internal divergences, is able to reach a 
middle ground on the subject, one might be optimistic that Africa could succeed as 
well (Gwagwa et al. 2021; UNESCO 2021). 

In Africa, countries such as Kenya, Tunisia, South Africa, Ghana, or Uganda 
are already working to develop data protection and ethics strategies. The critical 
question now is: Which ethical approaches are relevant in the context of the diversity 
the African continent is made of? It is obvious that South African expectations 
regarding AI (Schoeman et al. 2017) and potential regulations (UNESCO 2021) may  
not be the same as Nigeria’s ones, that Morocco’s ambitions may differ from those 
of Kenya, not to mention their disparate respective capacities to develop standards. 
When it comes to AI ethical regulations, it is then fundamental to go beyond the bad 
habit to consider Africa as a whole, and to take into consideration its diversity and 
particularisms. Navigating between different wisdoms such as Ubuntu or animism, 
several religions and syncretism, various traditions, diverse identities stemming from 
numerous historical backgrounds, Africa is a patchwork of cultures that do not fit 
into arbitrary categories or even established borders. Adding geopolitical and political 
considerations, would definitely make a unified ethics difficult to delineate. 

However, despite all foreseeable difficulties, the continent should consider setting 
its own AI ethical regulations and monitoring bodies specifically focusing on its 
diversity which also makes its richness. The future of AI in Africa should be African, 
benefiting a population which is expected to double in the next three decades. 

Yet, AI ethical standards and discussion are still set in the West as if Africa was 
unable to identify its own specific needs, define its own solutions, and build its own 
ethical framework. Africa has a lot to bring to the debate on ethics applied to AI 
opening doors to new perspectives stemming from its own experiences and philo-
sophical traditions. Enriched by its exceptional spiritual diversity made of traditional 
Religions of the Book, wisdom such as Ubuntu and animism and its syncretic prac-
tices, African peoples have the power to help us to take a fresh look at ethics applied to
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AI. An African perspective on ethics applied to AI would not only shake our convic-
tion and open a new path towards AI ethical regulations, but it would also offer the 
continent normative tools fitting its very needs for the benefit of its population. 

AI is not developing at the same pace in Africa as in the global North. It is 
undeniable that initiatives, such as the Responsible AI Network—frica, have been 
launched to bring Africa back in the AI race. Still, there is some work ahead if the 
African continent wants to take a role in AI at large, and in ethics applied to AI 
specifically. 

One of the biggest challenges will be then to develop a native perspective on ethics 
applied to AI. This will not be an easy task. However, it is an essential one. Cultures, 
histories, religions, political systems, identities, geopolitical considerations, tech-
nological advancement, and financial interests are among some of the hurdles that 
Africa will have to go over to set its own ethical regulations. Africa will actually 
have to deal with the same difficulties to build common ethical norms than ones the 
rest of the world is currently experiencing, internal competitions and vested interests 
coming first. 

As Gwagwa (2019) stresses, “despite the clear need to understand how AI affects 
people around the world, a truly global perspective remains a critical blind spot in 
the ethics conversation.” Though, freeing from the universalist Western approach 
on ethics applied to AI seems difficult. Calling for inclusion of Africa in the debate 
instead of calling Africa to establish its own strategy on local grounds, is illustrative 
of this tendency to leave the lead to the West and to request others to join the band-
wagon. Thus, while underlining the global ethical perspective blind spot, Gwagwa 
writes that “[e]thical AI requires the application of universal human values and inter-
national standards”, adding that “[h]owever, it also needs to take into account Africa’s 
historical peculiarities.” 

Africa needs more than ever to free itself from the Western universalist tropism to 
focus on its peoples’ needs and ethical stances. Calling at the same time for universal 
normative standards, and for the respect of particularisms will inevitably lead to dead 
ends and slow down Africa’s journey towards AI and its potential benefits. 

The perceptible awakening of Africa in the field of AI needs to be nuanced. If 
there are some positive signs showing that the continent is aware of the importance 
and of the potential of AI, Africa is still lagging and Western viewpoints are still 
pervading, especially when it comes to establishing ethical norms. Africa needs to 
move from a passenger side to a driver side strategy if the continent wants to become 
a leader in the field. 

“The race for digital advantage in Africa” (Dannouni et al. 2020) can only be 
won by trained people. Not only should people be trained to run the race, but they 
also need to be trained running on a specific ground for a specific type of race. In 
other words, when it comes to AI education, Africa should teach people to run the 
normative race based on cultural grounds.
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3 The Importance of Africa’s Native Perspective 

A native perspective on ethics applied to AI is thus necessary to unleash the full 
potential of the continent. 

In 2021 the UNESCO released the results of its Artificial intelligence needs assess-
ment survey in Africa, stressing the “significant human resource gap in addressing 
the ethical implications of AI in the surveyed countries” and highlighting concerns 
regarding the safeguard of cultural heritage and the implication of AI for cultural 
diversity. Interestingly, the impact on cultural diversity of norms almost exclusively 
set by Western countries (Jobin et al. 2019) is barely addressed by scholars and 
commentators. 

Culture here is key. Culture is the product of “the collective programming of 
the mind”, lying on specific values and leading to appropriate behaviors (Hofstede 
2001). As such cultures are the vehicle for common ideas and shared perceptions. 
They model communities and provide them with the necessary cement to build a 
society. They also provide members of the community with a sense of belonging, 
a structure within which individuals will build their identities and roles, which will 
in turn give birth to particular “expectations and meanings” that will “form a set of 
standards that guide behavior” (Burke and Stets 2000). As such, culture is an essential 
component of societies worth being protected. When it comes to AI ethical standards, 
if we agree that these standards are the product of culture, we might assume that they 
will differ from one cultural community to another. This diversity and the range of 
particularisms it covers need to be defended against any attempt to impose standards, 
legal and/or ethical, from the outgroups. Cultural diversity and particularisms must be 
fully considered and integrated into the debate on ethics applied to AI (Goffi 2021a, 
b). More than just an option, it must be seen as a “matter of survival” (Elmandjra 
1995). 

Incidentally, the fundamental value of cultural diversity is clearly and loudly stated 
in the Universal Declaration of Human Rights (art. 22) and the Universal Declaration 
on Cultural Diversity (art. 4), of the United Nations Educational, Scientific and 
Cultural Organization adopted in 2001. The United Nations Charter, furthermore, 
calls for international co-operation in the cultural field (art. 13) and for “international 
cultural and educational cooperation” (art. 55), “with due respect for the culture” of 
the peoples (art. 73). 

Aside from “culture”, keywords here are “cooperation” and “respect”. Respectful 
cooperation in the field of ethics applied to AI cannot go through mere inclusion 
of the African continent into an existing debate of which limits have been mainly 
set by Western countries. A call for inclusion presupposes exclusion and can even 
lead to more exclusion. By setting standards without listening to African voices, 
“the Global North may lead the social inclusion discourse and take decisions on 
how African civil society should be included” (Gwagwa 2019). Such a situation 
would eventually lead to the denial of Africa’s right to make its own way towards 
its own AI ethical regulations, excluding de facto the continent from the debate. On 
the other hand, it must be recognized that African actors need to develop their own
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perspective as independently as possible from Western influences. Thus, instead of 
assessing “the extent to which Africa has been included in the AI ethics discussions 
to date” (Gwagwa 2019), it is worth assessing what Africa’s peoples are and what 
native solutions might be offered. 

Africa should from now on consider developing standards fitting its needs and its 
cultures. This will be possible if and only if education on native ethical perspectives 
is developed at all levels from initial to continuing education. 

So far, Africa has been following, sometimes from afar, the discussion on ethics 
applied to AI. Most of the initiatives that are launched in the field of AI in Africa 
are actually initiated by Western institutions or under the auspices of international 
organizations such as the UNESCO, where the play of diplomacy and the level of 
conformism does not allow the expression of grass roots’ viewpoints. 

African trailblazers in ethics applied to AI will then emerge from the youngest 
generation that will be educated on the subject from their respective cultural stand-
points. This is exactly the claim made by the UNESCO’s Director-General when 
she asserts that “we must empower young people by providing them with the skills 
they need for life in the twenty-first century” and eventually “to ensure that Africa 
fully participates in transformations related to AI, not only as a beneficiary but also 
upstream, contributing directly to its development” (Azoulay n.d.). 

Yet, behind good intentions bad methods can be found, and even if the UNESCO 
aims at being “a universal forum where everyone’s voice is heard and respected” 
(Azoulay n.d.) it does not mean that everyone’s voice is actually heard and respected. 

Indeed, Azoulay (n.d.), while calling for an international dialogue, also states that 
ethics applied to AI is a global issue and that “reflection on it must take place at the 
global level so as to avoid a ‘pick-and-choose’ approach to ethics”. The problem with 
such a statement is that it closes doors to particularisms trying to merge diverse and 
intricate perspectives into one single stance. The very ethical question here would be 
to know why “a ‘pick-and-choose’ approach to ethics”, which refers to the idea that 
each actor should be entitled to take whatever it considers as relevant to its specific 
case, should be avoided. Then the very fact that ethics applied to AI is a global issue 
is misleading for in many places around the world, it is not even a subject either 
because it is not culturally necessary (for instance in culture where ethics is based on 
religious beliefs that cannot be questioned by regular people), or because technology 
is not seen as problematic, or even because technology is not accessible. 

So, questions remain open: on what ethical ground can we assert that ‘pick-
and-choose’ ethics are less acceptable than global ethics? Isn’t respect for diversity, 
including ethical diversity, a value for the UNESCO? Is relativism more unacceptable 
ethically than universal hegemony? 

As philosopher Effa (2015), writing on animism, puts it, “Africa has still a lot to tell 
us. Since she went through the great ordeal, she is in some ways enlightened (initiée)”. 
The very first thing Africa could offer to the world is a unique perspective, maybe 
more pragmatic, on ethics applied to AI. Developing its own ethical perspective, 
Africa could participate to the setting of a global governance system that would take 
into account the specificities of the continent.
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As an illustration, Gwagwa (2019) relevantly stresses, that “governments of the 
Global North, with some exceptions, mostly approach the ownership and protection 
of data simply from a personal privacy angle, without considering the economic value 
of processed and redacted data, whilst those in the Global South are only beginning 
to see such datasets as a valuable collective informational resource”. Africa might 
initiate a debate on what privacy really means for African people since “[a]n African 
approach to privacy and protection is not about personal data, but collective rights” 
(Romanoff and Hidalgo-Sanchis 2019). Then it should evaluate the importance of 
privacy compared to the expected economic gains related to the use of data potentially 
seeing them as a “promising resource” (Goffi 2020a) in the struggle between multina-
tional companies and African actors (Dannouni et al. 2020). The ethical perspective 
might be then quite different and so would be standards. 

As a consequence, “[f]uture regulatory frameworks should not merely be imported 
from the West as policy transfer but engaged with and adapted to the African context” 
(Gwagwa 2019) and interests. 

What is needed now in Africa, is a huge education program providing peoples 
with the relevant tools to make their own opinion on what they need and how they 
want to reach their goals within a specific cultural ethical framework. Equipped with 
such skills, African peoples will be able to not be included into an existing debate, 
but to initiate new debates and thus have a real influence at the global level on the 
future of AI and its normative frame. 

Eventually, education at large, and critical thinking specifically, is the key that 
will open the door to autonomous reflections on ethics applied to AI in Africa and 
allow the continent to develop and use AI for Africans in an ethically acceptable and 
unbiased way. 

4 Education: A Necessary Tool for Africa’s Influence 
in Ethics Applied to AI 

Following Swiss psychologist Jean (1990, 1952, 1997), Piaget and Inhelder (1969) 
works on cognitive development, and Russian psychologist Vygotsky (1978, 1986) 
writings on the impact of social interactions on cognition and behaviour, social 
constructivists have demonstrated the importance of culture in the shaping of ideas. 
If Piaget’s and Vygotsky’s research focused on children, they can nonetheless be 
extended to adults whose perceptions of the world are influenced by their experiences 
and consequently by their early education. 

Then social constructivism has been extensively used in the field of educa-
tion explaining how learners are constructing their knowledge based on experi-
ences. Stating that reality is a social construction (Berger and Luckmann 1966), 
constructivists offer a method to understand how this reality is built. 

Two elements seem essential to stress regarding ethics applied to AI from an 
African perspective. First, according to social constructivism, education is the vehicle
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for the construction of both morality and the reality of the world. Second, language 
plays a critical role in spreading ideas and thus shaping perceptions. 

If we agree with Durkheim (1925) that education, including moral education, and 
language are both intrinsically linked to culture, this leads us to postulate that any 
fair ethical appraisal of AI should stem from a specific education and language, in 
other words from a specific cultural standpoint. 

Consequently, education based on local cultural standards is essential to the 
protection of culture. Conversely, any education based on outgroups cultural stan-
dards could lead to some kind of weakening if not disappearance of a specific 
culture. As Durkheim asserted it “[w]henever two peoples, two groups of individuals 
belonging to different levels of culture, are brought into continuous contact with each 
other, certain feelings will develop which will make the group which has or believes 
itself to have the higher culture tend to do violence to the other group” (Durkheim 
1925). Even if Durkheim deducted this law from the specific case of corporal punish-
ment in school settings, it is still relevant considering that the denial of cultural partic-
ularism can be likened to a form of psychological violence, sometimes, as History 
as unfortunately shown, leading to physical violence. 

Yet, as stated in the UNESCO’s Universal Declaration on Cultural Diversity, “[t]he 
defence of cultural diversity is an ethical imperative, inseparable from respect for 
human dignity” (art. 4), and “due respect for the culture” of the peoples is a legal 
requirement enshrined in the United Nations Charter. 

Therefore, adopting ethical rules applicable to AI set by Western countries seems 
not only irrelevant regarding respect for cultural diversity, but it also seems potentially 
dangerous for African people. Yet, the tendency is still to ask for help in terms of 
setting standards (UNESCO 2021). 

5 Facing the Turning Point: Towards Conformism 
or Towards Autonomy 

Two alternatives lie before Africa today. On the one hand, the continent can keep on 
calling for inclusion into the existing debate framed by Western actors and adopting 
pre-established normative instruments and reflections trying to adjust them to its 
needs. Doing so, Africa would recognize the influence of other cultures on its own 
ones, and thus accept the potential risks for its cultures. Falling into “moral realism” 
(Piaget 1997), i.e. the idea that rules define what is right and what is wrong and that 
“[a]ny act that shows obedience to a rule (…) is good; any act that does not conform 
to rules is bad”, would lead to the mere application of Western standards to African 
situations, with the risk that these standards would not benefit Africa’s peoples. 

On the other hand, Africa could start working on a native “construction of reality” 
grounded on its own experiences and needs. It would then free itself from the Western 
moral tutelage. This second option is by far the most relevant if African countries
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want to fully benefit from the godsend of AI and be competitive at the international 
level. 

Then the very first step would be to educate people in Africa in a way that would 
empower them with the sufficient knowledge and skills to take charge of their own 
fortune. Such an education should be built upon a constructivist approach consid-
ering, first, that knowledge is the product of experiences rooted in specific contexts 
and of social processes and interactions, second, that it results from language use, 
itself integrated in a cultural setting. 

Teaching should not be reduced to mere spreading of existing knowledge. It 
should challenge learners, give them a voice, support them in making their own 
theories, building their own perceptions. It should also be contextualized in order 
to offer students with a full understanding of the context in which ethics applied to 
AI is implemented. Passive learning, consisting in waiting for the West to provide 
knowledge, must yield priority to active learning empowering learners with necessary 
skills to construct native meanings through active engagement with their cultural 
environment. Putting down learners’ roots in a community sharing values and ideas 
will provide them with a sense of belonging, with a role and identity (Burke and Stets 
2000), and help them to acquire meaning “in a system of social behavior” (Vygotsky 
1978). 

The above-mentioned need for educational shift perfectly aligns with the survey 
released by the UNESCO (2021), stressing that 84 percent of responding African 
countries consider that “updating education, skills and training systems to strengthen 
human and institutional capacities for the development and use of AI” is important. 

Educational strategies must be developed in Africa to avoid “moral crusaders” 
(Becker 1963) to impact local cultures. Once again, the UNESCO’s (2021) survey 
stresses that “[t]he implications of AI for cultural diversity is important for 20 coun-
tries, of which ten consider the issue to be urgent” but does not mention potential 
risks associated with the imposition of non-African moral standards to the continent 
and the need for native reflections on ethics applied to AI. 

Africa has a unique opportunity to make its own journey towards AI and its 
ethical framework. What it needs is to develop a “theory of experience” rooted in its 
own settings to move “forward to ever greater utilization of scientific method in the 
development of the possibilities of growing, expanding experience” (Dewey 1938). 

As Honebein (1996) summarized it, such a strategy should aim at reaching 
several pedagogical goals, among which embedding “learning in realistic and rele-
vant contexts” and grounding it “problems within the noise and complexity that 
surrounds them”. 

Education in Africa should be aimed at solving African problems through African 
reflections based on African cultural perspectives and identified needs. Any attempts 
to adjust Western standards to the African situation is a risky bet. Ethics applied to 
AI is no exception. It is all the more relevant that ethics is based on values that are 
themselves grounded into culture.
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6 Conclusion 

The wideness of the world barely falls in with the narrowness of our mind-
sets. Education is a way to open our mind to diversity and to listen to particular 
perspectives. 

Clearly, AI has an enormous potential to generate wealth in Africa. However, 
framing this potential within ethical standards set by non-African stakeholders may 
hinder the expected benefits of AI for the continent. Undoubtedly, Africa as a tessel-
lated area will face internal struggles around vested interests related to AI foreseeable 
godsends. Yet, it might be easier and more relevant to find a compromise, even if 
unperfect, on AI ethical norms between African actors than to import existing frame-
works that would not fit Africa’s needs and would potentially jeopardize its expected 
benefits. So far, the West is leading the normative debate on AI shaping its outlines and 
slowly imposing its perspective without due consideration of the cultural diversity 
of ethical stances. 

Africa needs to shift to many native educational strategies aiming at empowering 
its people and providing them with all necessary skills and tools to be competitive 
in the international AI race. 

Things are evolving at a slow pace in Africa. Even if the continent is perfectly 
aware of the benefits it could withdraw from AI, it is still lagging waiting for inclusion 
into the ethical debate. Short of a native perspective, African countries are relying 
on existing codes and normative documents established by non-African countries. 
Adopting standards set in a different cultural environment might be dangerous for it 
would give room to cultural influence that might endanger African cultures. 
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Practical Implications of Different 
Theoretical Approaches to AI Ethics 

Ugochi A. Okengwu 

Ethics are moral principles that govern a person’s behaviour or the conduct of 
an activity. As a practical example, one ethical principle is to deal with all of us 
with respect. Philosophers have debated that ethics for plenty centuries and there 
are numerous famous concepts, perhaps one of the most well-known being Kant’s 
express imperative act as you may like every other humans to behave towards all 
different humans (From Kant’s 1785 ebook ‘Ground work of the metaphysics of 
morals’). 

Different Artificial Intelligence (AI) ethics standards, guidelines and strategies 
have been formulated round the world to assist remedy the rising issues of Artificial 
Intelligence structures in our society, like OECD (Organisation for Economic Co-
operation and Development), AI4People’ Ethical Frameworks, The Beijing AI Prin-
ciples. Application of responsible AI in finance, area exploration, superior produc-
tion, transportation, electricity improvement, Agriculture and health is a crucial 
aspect of growing AI systems. 

We have noticed the effect of automation on “blue and white-collar” jobs, but as 
computer systems turn out to be very complex and useful, more jobs and positions are 
made obsolete. The effect of AI and robotics in Africa will lead to inequality; there 
will be a large quantity of unemployable humans and breakdowns in the social order 
(Smith and Anderson 2014). The most important question around AI is inequality, 
which isn’t normally covered within the debate in AI ethics. It’s an ethical problem, 
however, it’s mostly an issue of politics ‘who benefits from AI’ (Stilgoe 2020). It 
has been observed that lack of government engagement to date has been a hindrance 
and encouraging African governments to take a proactive approach to AI policy. 

In reality, possible dangers emerge from the AI race narrative, in addition to a 
really competitive race to develop AI systems for technological superiority (Cave and 
ÓhÉigeartaigh 2018). In drafting these legal guidelines, African regulators should 
learn from International best practices, which include warding off burdensome
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requirements which could foreclose the benefits of AI and position African busi-
nesses at a disadvantage. Ethical techniques should remove bureaucracy that will 
mitigate and intervene in the long standing societal biases, mainly on the grounds 
of protected characteristics such as race and culture. Developing African-Centric AI 
models, the use of information sourced from Africa will make it easy for practical 
implementation of theoretical AI ethics in Africa, although UNESCO survey results 
shows that African countries like Congo, Sao Tome and Principe, Zimbabwe have 
developed ethical guidelines for AI but a general and harmonized approach is neces-
sary to protect individuals and collective privacy rights in the cross border of AI 
data. 

1 Ethics in Artificial Intelligence 

There ought to be ideas that govern the discovery and design of Artificial intelligence 
agents. AI is defined as developing machines that could assume, learn and react like 
human (Siau and Wang 2020). We will similarly broaden the definition to describe 
machines that do things that could normally require human intelligence—things 
consisting of speech recognition, visible perception, and choice making (Siau and 
Wang 2020). The conduct of the scientists inventing these machines and the machines 
themselves can also have moral issues. In a recent managed study, researchers 
reviewed those moral recommendations function as a foundation for ethical decision-
making for software program engineers (McNamara et al. 2018). There is poor prac-
tice of AI systems in compliance with the implementation of ethical guidelines, 
although there are some AI ethics frameworks formulated from different parts of the 
world today, namely. 

1.1 OECD (Organisation for Economic Co-operation 
and Development) 

This AI ethics framework recommended five complementary values-based principles 
for the responsible stewardship of trustworthy AI, which includes that AI should drive 
inclusive growth, sustainable development and wellbeing; AI systems development 
should consider rule of law, human rights, democratic values and diversity, appro-
priate safeguards; AI system outcomes should be transparent and properly disclosed 
to the users; Safety and security should be incorporated during the development 
plan of AI systems, finally organisations and individuals developing, deploying AI 
systems should be accountable to the outcome of the AI systems.
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1.2 AI4People’ Ethical Frameworks 

This Artificial Intelligence ethics guidelines is about Human organisation and over-
sight which include monitoring, schooling, human-machine interfaces and external 
control of automobile data; Technical robustness and safety—together with resilience 
to assault and security, fall back plan and regular safety, accuracy and reliability; 
privacy and data governance together with respect for privacy, transparency & 
communication, and access to facts; Transparency as a key mechanism to compre-
hend all other requirements; Diversity, non-discrimination and equity which includes 
the avoidance of unfair bias, accountable balancing and accessibility; Societal 
and environmental wellness—including sustainability and environmental friendli-
ness and social effect; Accountability—which includes audit ability, measures of 
transparency, reporting of poor effect. 

1.3 The Beijing AI Principles 

The creation of Artificial Intelligence (AI) worries the future of the entire society, all 
humankind, and the environment. The ideas are proposed right here as an initiative 
for the research, development, use, and governance and long-term planning of AI, 
calling for its healthy improvement to assist the development of a network of common 
destiny, and the belief of useful AI for humankind and nature. The improvement of AI 
have to do nicely to all mankind and conform to human values like privacy, dignity, 
freedom, autonomy, and rights, the developers or researchers of AI systems ought to 
be responsible for the outcome of their merchandise and additionally endeavour to 
control the activities of the AI systems to divert risk. There ought to be a reflection 
of diversity and inclusiveness when constructing an open AI machine. Additionally, 
customers of AI systems have to be taken into consideration so that they need to 
gain knowledge of how to use the AI systems wisely and have enough information 
on how the AI system affects their rights and interests. Governance of AI ought to 
look at Optimizing employment; concordance and cooperation need to be actively 
increase so one can express the philosophy of “optimizing philosophy”, and long-
term planning to encourage Artificial general Intelligence. 

Having looked at globally present AI ethics frameworks like OECD (Organiza-
tion for Economic Co-operation and Development), AI4People’ ethical Frameworks, 
The Beijing AI principles, it’s far clearly beneficial for African countries to form a 
unifying AI ethics framework for AI implementation to facilitate the practice of AI 
ethics in Africa.
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2 Suggestions for Practicing AI Ethics in Africa 

Practice of AI Ethics that is created with African context in Africa will definitely 
cause independent and complete representation of human beings from different kinds 
of ethnic agencies, as AI permeates our lives in Africa. Africa is a continent made 
up of nations with unique cultures and values. There is need to bear in mind the 
peculiarity of Africa when designing or developing AI Ethics for practice in Africa. 
The increasing adoption of AI faces certain challenges and constraints, AI and the 
associated strategies of machine learning, deep Learning, Data science, and so forth 
is based on getting access to massive quantities of facts that may help train and 
develop new systems. The variety and value of facts will decide what model will 
analyze, if the records is western way culture inclined, it will affect the outcome of 
the system. This imbalance carries dangers, in particular wherein the moral norms and 
values designed into those technologies collide with those of the African groups in 
which they’re deployed. AI ethics which are applicable inside the context of African 
Continents are unique to African nations. This can be achieved through engaging in 
the following activities. 

2.1 Defining African Values and Align AI with Such Values 

Any AI project implementation should be preceded by values and risk assessment. In 
doing so, they should choose and contextualize only the good parts of global initia-
tives that accord with African own ethical values and cultural contexts. What ethics 
means to Africa may be different to other regions, for instance, African cultures, 
despite the diversity, have certain commonalities that include Ubuntu which encom-
passes a collective approach to life, sentimental and religious values and beliefs that 
include the desire for collective good outcomes while being conscious of evil, as 
well as a belief in life after death values, may not accord with or may even collide 
with African interests in the context of AI. African beliefs and values consideration, 
determine the type of AI that is created. 

2.2 Protecting Data Privacy and Privacy Rights in Cross 
Border Data Flows 

AI affects the privacy of individuals especially through big data: long term records 
that can be kept on any one who produces storable data. Digital records can be 
searched using algorithms for pattern recognition meaning that we have lost the 
default assumption of anonymity by obscurity (Selinger and Hartzog 2017). Any one 
of us can be identified by facial recognition software or data mining of our shopping 
or social media habits (Pasquale 2015). AI has been making such massive progress



Practical Implications of Different Theoretical Approaches to AI Ethics 31

for several years precisely because of the large amounts of (personal) data available. 
Those data are collected by privacy-invasive social media platforms, Smartphone 
apps, as well as Internet of Things devices with their countless sensors. In the near 
future, vision-based drones, robots and wearable cameras may expand this surveil-
lance to rural locations and one’s home, places of worship, and places where privacy is 
considered sacrosanct, such as bathrooms and changing rooms. As the applications of 
robots and wearable cameras expand into our homes and begin to capture and record 
all aspects of daily living. We begin to approach a world in which all, even bystanders 
are being constantly observed by various cameras wherever they go (Wagner 2018). 
Presently, Africa is adopting AI at the stage of implementation when data is more 
important than the technology itself. African countries have already been working 
on data issues and facing data protection challenges in the process while some are in 
the process of coming up with a legal framework. We can conclude that the current 
AI boom coincides with the emergence of a post-privacy society. Collective rights 
of peoples and communities must be protected in addition to personal privacy. This 
can be achieved through the Harmonisation of Data and AI frameworks in Africa. 

2.3 Ensuring Quality of Data and Removing Biases 

Building AI systems, most often requires people to manage and clean up data to 
instruct the training algorithms with huge training data sets, the question is the socio-
demographic source of this data determines how the AI model will behave. The 
inventor or developer of an AI has great potential to determine its use and reach 
(Conn 2018), suggesting a need for inventors to consider the wider impacts of their 
creation. AI machines use algorithms (a set of sequential rules to be followed in 
problem-solving) created by humans, so if the creator has any inherent biases or 
is judgmental in some way, those biases can be built into the machine. Imagine a 
machine used to predict criminal behaviour that includes the creator’s bias against a 
particular race. That wouldn’t be fair or neutral, Systematic bias may arise as a result 
of the data used to train systems or as a result of values held by system developers and 
users. Researchers have found that automated advertisement tools are more likely 
to distribute adverts for well-paid jobs to men than women (Datta et al. 2015). AI 
that is biased against particular groups within society can have far-reaching effects. 
Its use in law enforcement or national security, for example, could result in some 
demographics being unfairly imprisoned or detained. If AI is used to screen people 
for job applications or university admissions it could result in entire sections of 
society being disadvantaged. Using AI to perform credit checks could result in some 
individuals being unfairly refused loans, making it difficult for them to escape a cycle 
of poverty. However addressing the gender biases, culture biases and race biases in 
the development and use of AI systems will ensure Al ethics with African context, 
will be implemented in Africa.
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2.4 Introducing Safeguards to Balance AI Opportunities 
and Risks 

AI offers opportunities mostly in the following areas: research and innovation; smart 
automation in core areas such as health e.g. disease diagnostics such as malaria and 
TB test automation and smart involvement and participation, clerical roles, agricul-
ture which employs 70% of Africa’s labor, energy, and tourism. AI also presents 
opportunities for efficient public sector decisions and resource allocation especially 
in social protection schemes, business analytics through increased data intelligence. 
One way of programming AI systems is reinforcement learning where improved 
performance is reinforced with a virtual reward. If we consider a system to be 
suffering when its reward functions give it negative input, therefore once we consider 
machines as entities that can perceive, feel and act, it is no huge leap to ponder their 
legal status. In practicing AI Ethics in Africa, AI machines should not be seen as 
moral agency or seen as persons. 

2.5 Fair and Socially Responsible AI 

AI should be both fair and inclusive; taking the continent’s nuances into account. This 
can be achieved through Use of open data sets for benchmarking fairness. The use of 
open data sets with safeguards offers benefits for benchmarking fairness among other 
purposes. Ethically built and used AI could help promote equality and fairness, but 
poor or malicious design risks exacerbating existing social problems in new ways. 
Bryson (2019) argues that giving robots moral agency could in itself be construed as 
an immoral action, as it would be unethical to artefacts in a situation of competition 
with us. Fair and socially responsible AI needs to include and embody African values. 

2.6 Engaging Local Communities 

The ethics of community creation goes over and above the legal requirements to 
include awareness-raising as a public dimension of policy: understanding the peculiar 
needs of the people, working that is based on dialogue with communities making 
sure they are included in the research, public engagement during which they can 
inform the experts of their unique needs, and not exploiting them or simply ticking 
the boxes as required by the law.
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2.7 Social Inclusion of Africa in the Fourth Industrial 
Revolution 

While AI has the potential to help solve many of humanity’s most pressing problems, 
for example by creating a world that is less sick, less hungry, more productive, 
better educated, and better prepared to thwart the effects of climate change, evidence 
suggests that this promise comes with an escalating global risk of entrenched and 
amplified social inequality. The uncertainty of AI and some of its negative impact is 
most likely to be felt in the Global South, especially Africa who may be excluded 
on both social, economic, and various grounds. 

3 African-Context—AI Ethics Framework 

African Artificial Intelligence should follow these guidelines.

• Governments in Africa should include AI ethics practice in the government 
policies.

• Awareness index of AI ethics in Africa should be upgraded to a high level. To 
ensure AI can benefit all and create the most societal value, stakeholders need to 
have open conversations about the ethical dimensions of this technology and take 
appropriate actions.

• African values and morals should be considered when building AI systems 
because Africans have regard for privacy, especially sex life. So, it is against 
African values and morals to use sexbots which is one of the products of AI.

• Africans live communally, so local communities should be engaged while building 
AI systems that will be used by Africans.

• Africa AI products should not be available only to a particular set of people due 
to digital divide, lack of social amenities and communication facilities, this can 
be resolved by ensuring more investment in technology. 

4 Conclusion 

In Africa, AI can help with some of the region’s most pervasive problems: from 
reducing poverty and improving education, to delivering healthcare and eradicating 
diseases, addressing sustainability challenges, the growing demand for food from 
fast-growing population to advancing inclusion in societies. AI offers vast oppor-
tunities in the area of health, transportation; education, agriculture, etc. The ethical 
implementation of AI faces some challenges like digital terminologies used differ-
ently in different continents, countries, and communities which could be expressed 
due to diversity in culture and way of life.. The digital divide, which is the gap
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between individuals, households, businesses and geographic areas at different socio-
economic levels with regard to both their opportunities to access information and 
communication technologies (ICTs) and to their use of the Internet for a wide variety 
of activities, is also a major issue in Africa, which hinders the use of digital services 
like AI. As a first step in dealing with these challenges, African stakeholders should 
work together to ensure AI applications are developed by teams with diverse demo-
graphic, gender, ethnic, and socio-economic backgrounds. This is important to avoid 
cognitive bias. AI innovation will be key to solving many of these challenges as 
long as it integrates consideration of ethical implications of systems that they build. 
It’s also true that the risks of AI cause human misunderstanding and overreliance 
on AI systems, as they also have limitations in the systems themselves. Therefore, 
developers must always strive to fully and effectively communicate with users and 
regulators to ensure adequate understanding of the technology, its use, and the risks 
associated with it. 
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AI Ethics in Higher Education: Research 
Experiences from Practical Development 
and Deployment of AI Systems 

Joyce Nakatumba-Nabende, Conrad Suuna, and Engineer Bainomugisha 

1 Introduction 

Artificial Intelligence (AI) offers tangible benefits in several application domains 
like disease diagnosis in health (Muyama et al. 2021; Mahmood et al. 2021), crop 
disease diagnosis in agriculture (Brahimi et al. 2017; Owomugisha and Mwebaze 
2016; Mbelwa et al. 2021) transport and infrastructure (Floyd 2020), environmental 
monitoring (Coker et al. 2021), and natural language processing (Sefara et al. 2021; 
Adelani et al. 2021; Nabende et al. 2021; Kabiito and Nakatumba-Nabende 2021). 
Increasing access to large datasets, improvements in AI models, and accessibility 
to computational resources have led to growth in the area of AI and particularly 
machine learning (ML). The growing use of machine learning, in turn, has led to 
discussions and concerns around ethical aspects. One central ethical concern is about 
the data used for training machine learning models. For example, an AI-judged beauty 
context showed that it was biased in the selection of its winners because the model 
was trained on data that had involved individuals with light-skin tones compared to 
darker skin tones (Pearson 2016). When an ML algorithm is trained on a dataset 
that has underlying biases, it can make poor predictions on the underrepresented 
population. Moreover, if algorithms trained on biased data sets are adapted and used 
in real-life settings they can exacerbate the discrepancies observed in the data (Liu 
et al. 2019). Therefore, ethical aspects must be taken into consideration at all stages 
of building and deploying AI systems.
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In African Universities, three approaches are being taken to grow the AI and 
data science education and research ecosystem. This has been through the establish-
ment of AI-related data science degree programs (Butcher et al. 2021), setting up AI 
research labs and centers of excellence, and implementation of practical AI projects. 
The growing potential of AI has resulted in the establishment of new or strengthening 
existing university programs in the areas of machine learning, artificial intelligence, 
bioinformatics, and data science. This is expected to enhance the development of 
local capacities in AI and data science across the continent. The research labs have 
been set up within universities and they use AI and machine learning to solve multi-
disciplinary and practical challenges across several domains in Africa (Makerere 
Artificial Intelligence Lab 2021; Research Groups—Wits University 2021; Home |  
CAIR, 2021; Ciira Wa Maina’s Homepage 2021; Data Science for Social Impact 
Research Group—Home 2021). The research labs enable the implementation of 
practical AI case studies. This provides opportunities for the integration of AI ethics 
and responsible AI approaches into the educational space. In this paper, we follow 
these approaches to build a case on the integration of ethical AI around research, 
innovation, and capacity building. An ethical AI ecosystem should be spearheaded 
by educators and researchers within the higher institutions of learning. The education 
sector at universities has the potential to influence students who eventually interact 
with data collection, model development, and eventual AI system deployment. This 
is also referred to as the data-to-impact pipeline that is necessary for creating AI 
solutions and systems (Nakatumba-Nabende 2021). The research labs help to bridge 
the current gap around the integration of AI ethics in education from a practical 
research perspective. 

In a recent survey by UNESCO, one of the main recommendations for capacity 
building in organisations to address ethical challenges was to develop educational 
programs that include AI ethics across different levels in educational institutions 
development in Africa (Sibal and Neupane n.d.). To fill this gap, this paper presents 
results from selected universities in Africa to understand the state of AI ethics in 
graduate programs and experiences in the practical AI systems implemented by AI 
research labs at these universities. Specifically, we address two research questions: 

RQ1: What is the state of AI ethics in computer science programs at African 
Universities? 
RQ2: What are AI ethics issues, lessons, and best practices arising from the 
practical AI systems implemented by the AI research labs on the continent? 

Our results show that AI ethics is embedded in traditional courses such as research 
methods, although specific AI ethics courses are also emerging. There is a growing 
trend of the establishment of AI degree programs and research labs in African higher 
educational institutions. AI labs are playing a pivotal role in developing relevant 
curricula and content to support AI ethics research and training. Research work in 
AI ethics is minimal across the institutions and this is attributed to the growing 
capacity specifically in the AI ethics field. 

The rest of the chapter is structured as follows. In Sect. 2, we detail the topic of 
AI, AI ethics, the state of AI education, and research in Africa. Section 3 describes
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the research methodology that we used. Section 4 discusses the results and Sect. 5 
concludes the paper. 

2 Background 

2.1 Ethical Artificial Intelligence 

AI technologies are being encountered in several areas of our day-to-day life (Yu et al. 
2018). The term AI is frequently used to classify systems that possess characteristics 
such as learning from experience, discovering meaning, and have the ability to reason 
(Builtin 2021). Ethical AI speaks to a moral compass that enables people to make 
ethical decisions during the development and deployment of AI models. This area is 
now a major focus around the design, development and deployment of AI systems. 

There has been growth in the formulation of guidelines, frameworks, consultations 
around ethical AI from several stakeholders including academia, non-governmental 
organizations, industry, governments, and international bodies. The Montréal Decla-
ration for Responsible Development of Artificial Intelligence was drafted from an 
academic perspective and was formed out of a forum on the socially responsible 
development of AI (Universite de Montreal 2018). Several companies in the industry 
have also come up with their specific AI ethical principles, for example, Deepmind 
Ethics and Society Principles (DeepMind 2021), Microsoft AI Principles (Microsoft 
2021), and Google AI principles (Google 2021), OECD’s Recommendation of the 
Council on Artificial Intelligence (OECD 2021), and AI4People ethical framework 
(Floridi et al. 2018). As digitalisation is on the increase on the African continent, a 
number of African countries are also coming with data protection and privacy acts. 
Work in AI ethics is also fostered by conferences for example the ACM Conference on 
Fairness, Accountability, and Transparency (FAccT) that brings together academics 
and industry to discuss issues around AI fairness, accountability, and transparency. 
The idea is that we can be able to consider these existing AI ethical frameworks as 
a basis and use them as a baseline to highlight what applies to the African context. 

2.2 AI Ethics Education 

Several studies by academia, government, and industry have emphasized the need for 
developing ethical AI education among key players in the AI ecosystem including, 
developers, government agencies, users, NGOs, and industry (Taylor and Deb 2021; 
Raji et al. 2021). AI ethics education should be an important component of AI educa-
tion at universities if we are to produce ethically responsible AI practitioners. As 
highlighted in (Raji et al. 2021), how AI ethics is taught is a reflection on how AI prac-
titioners are trained and it shows how academia speaks to practice. This implies that



42 J. Nakatumba-Nabende et al.

the delivery of AI ethics education at universities is important to ensure it does what 
it is supposed to do. The suitability of African universities as platforms to address AI 
ethics education is underwritten by their unique position as conveners, trainers, and 
mentors of youthful talent, which is more amenable to transformation into future AI 
developers and decision-makers. Universities are also well networked with govern-
ments and private industry, which provide pathways for applied engagement of AI 
trainees and easier policy uptake of research products. 

As shown in Fig. 1, AI ethics education in African universities can be approached 
from two perspectives. The first approach is through curriculum design and formal 
instruction in AI ethics where the focus can also draw heavily on existing AI ethical 
frameworks, guidelines, and principles. Secondly, the formal instruction of AI ethics 
should be approached from AI research labs’ perspectives. These are research labs 
that are undertaking multidisciplinary AI research projects and they provide practical 
examples of approaches to AI ethics (Raji et al. 2021). The research labs present an 
opportunity to emphasize the documentation of the implementation of practical AI 
local case studies and practical experiences of AI ethics in the African continent. 
This is because the research labs can also act as a reference and inform AI ethics 
education. AI research labs should be multidisciplinary and provide a collaborative 
approach across several disciplines that are critical for interdisciplinary thinking 
(Kim 2019). This introduces the experience that is required for example through 
the use of real-world image datasets, for example in healthcare that can greatly 
foster students to think about aspects of informed consent, privacy, confidentiality, 
safety, transparency, bias, legal issues even before the AI model development process 
(Borenstein and Howard 2021; Rigby 2019; Katznelson and Gerke 2021). 

Attempts have been made to combine experiences from practical AI projects into 
the teaching of AI programs for example through a technical curriculum (Williams

Fig. 1 Key ingredients of AI ethics education in African universities 
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et al. 2020; Burton et al. 2017). However, this is not sufficient and we propose that 
AI ethics education should be incorporated within the entire AI curriculum that 
all computer science university students have to follow. This should be done in a 
case study-based approach as templates for students to practically think about and 
experience the AI ethical aspects (Burton et al. 2017). 

3 Methodology 

The study aims to understand how AI research labs and practical research projects are 
informing AI ethics teaching and education in African Universities. In this section, 
we describe the methodology and processes used to answer the research questions 
(RQ1 and RQ2) and derive the results presented in this paper. We employ a blend of 
expert interviews and case study analysis of the research labs. We received feedback 
from experts and faculty from 12 Universities and 6 African countries based on a 
survey in Appendix One. The country distribution includes East Africa (Uganda, 
Kenya, and Tanzania), Southern Africa (South Africa), and Western Africa (Nigeria 
and Senegal). Figure 2 shows the distribution of the countries selected representing 
three African regions.

The respondents included senior faculty, research lab heads, and researchers. 
A survey was developed to gather feedback from universities and research labs. 
Institutions include Busitema University, Meru University of Science and Tech-
nology, Makerere University, Dedan Kimathi University of Technology, Mbarara 
University of Science and Technology, Central University of Technology—Free 
State, Muhimbili University, University Alioune Diop of Bambey, Jaramogi Oginga 
Odinga University of Science and Technology, Nelson Mandela African Institu-
tion of Science and Technology, Federal University Oye Ekiti and the University of 
Port-Harcourt. 

The survey questionnaire consisted of closed and open questions and covered 
two categories of AI ethics education and research. The respondents were identi-
fied through the analysis of institutions that have participated actively in the Africa 
data science communities such as Data Science Africa (DSA) (Data Science Africa 
2021) since its inception in 2013 as well as emerging in-country networks such as the 
DSA Ugandan chapter (DSA Uganda 2021). The survey was complemented by the 
authors’ knowledge and experience accumulated over the years from designing AI 
curriculum and involvement in undergraduate and graduate education, implemen-
tation and deployment of practical AI systems in Africa, supervision of graduate 
research and leadership of Computer Science departments and AI research labs. We 
undertook a document review and analysis of the work carried out in the research 
labs in the educational institutions and selected case studies of practical implemen-
tation of AI systems in the research labs. The case studies considered as part of this 
research are summarised in Table 1.
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Fig. 2 Country distribution of the selected Universities and AI research labs

We analyzed the data from the universities and research labs to derive and form 
the common themes. The themes were categorised and assigned to the two research 
questions i.e.: 

RQ1: What is the state of AI ethics in computer science programs at African 
Universities? and 
RQ2: What are AI ethics issues, lessons, and best practices arising from the 
practical AI systems implemented by the AI research labs on the continent?
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Table 1 Mapping of the case studies considered for AI ethics at African Universities 

Case study at AI research labs and Universities What the case study represents 

Makerere AI Lab—mCrops projecta Practical project implementation of AI for 
building crop disease diagnosis models for 
agriculture in Uganda (Owomugisha and 
Mwebaze 2016) 

Makerere AI Lab—AirQo projectb Practical implementation of AI for 
environment monitoring, modeling, and 
analysis in Uganda (Coker et al. 2021) 

Makerere AI Lab—rCrops projectc Practical implementation of AI for building 
speech recognition models based on radio 
streams in Uganda (Akera et al. 2019) 

Dedan Kimathi University of Technology Practical implementation of the use of the 
internet of things (IoT) for water quality 
monitoring (Mokua et al. 2021) 

Marconi Machine Learning Labd Practical project implementation of building AI 
for cervical cancer diagnosis in Uganda and AI 
systems for passion fruit disease identification 
(Katumba et al. 2020) 

Makerere AI Lab—Ocula projecte Practical project implementation of building AI 
for microscopy diseases: malaria, tuberculosis, 
and intestinal worms in Uganda (Muyama et al. 
2021; Quinn et al. 2016) 

Nelson Mandela African Institute of Science 
and Technology 

Practical project implementation of building AI 
for poultry diseases diagnostics and 
bioinformatics methods for small and 
medium-scale poultry farmers in Tanzania 
(Mbelwa et al. 2021) 

Muhimbili Universityf Adopting Ada (an artificial intelligence 
AI-system) to support medical decision making 
during the process of diagnosis in Tanzania 

a mCrops project. http://34.242.164.142/mcrops/ 
b AirQo. https://airqo.africa 
c https://air.ug/projects/#thumb9 
d https://ml.netlabsug.org 
e https://air.ug/microscopy/ 
f https://drp.muhas.ac.tz/Research

4 Results and Discussion 

In this section, we present results from the analysis and provide a discussion of the 
lessons and emerging issues to help inform academicians and researchers of AI ethics 
at African institutions of higher learning. Table 2 provides a summary of the lessons 
and emerging issues from the analysis. Lessons L1-4 are the lessons and issues that 
emerged from the AI ethics education from the selected African universities, while

http://34.242.164.142/mcrops/
https://airqo.africa
https://air.ug/projects/#thumb9
https://ml.netlabsug.org
https://air.ug/microscopy/
https://drp.muhas.ac.tz/Research
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Table 2 Lessons and emerging issues of teaching AI Ethics in higher education in Africa 

Theme Lessons and emerging issues 

AI ethics education in African Universities L1: AI ethics is embedded in traditional 
research methods, although specific courses are 
emerging 

L2: AI ethics is offered across undergraduate 
and postgraduate levels at the University 

L3: There is the use of global AI ethics 
frameworks with some glocalisation 

L4: Institutional AI ethics local capacity is still 
developing 

Role of AI research labs and practical projects 
in AI ethics education at African Universities 

L5: African Universities are establishing AI 
labs 

L6: Minimal AI ethics-specific research themes 

L7: AI labs are providing relevant content for 
curricula and serve as a vehicle for experiential 
learning for AI ethics 

L8: AI labs are playing a critical role in 
promoting AI ethics research and training 

L5-8 presents the results on how AI research labs and practical project implemen-
tations are shaping the landscape of teaching AI ethics in University programs as 
well as graduate research. AI ethics in education is an emerging topic, therefore, 
these lessons are not necessarily conclusive. Moreover, the teaching of AI ethics is 
also dependent on changing policy and regulatory landscape at national and internal 
levels. For example, African governments are formulating policies, strategies, and 
regulations that could have implications on the priority of AI ethics in education and 
practice, for example, the Data Protection and Privacy Act exists in Uganda (The 
Data Protection and Privacy Act 2019) and Kenya (The Data Protection Act 2019). 

4.1 AI Ethics Education in African Universities 

Under this theme, we set out to answer the research question “RQ1: What is the state 
of AI ethics in computer science programs at African Universities?” to understand 
the level of awareness of AI ethics among University degree programs, approaches 
that are employed by African Universities to teach AI ethics at Universities and 
any emerging issues. AI as a field where AI ethics fall is still developing across the 
selected African institutions. There are emerging AI-specific courses in about half of 
the institutions surveyed. Makerere University in Uganda has revised its Master’s in 
Computer Science programme to include a specialised track on AI and Data Science 
(Department of Computer Science 2021).
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We found that AI ethics is embedded in traditional research methods courses, 
although specific short courses and modules are emerging (L1), other institutions 
are in the process of revising their curricula and integrating AI ethics courses. From 
the selected institutions 40% of the respondents indicated that AI ethics is embedded 
in research methods courses, while in other cases teaching of AI ethics is considered 
as modules in AI and machine learning courses such as Machine Learning, Artificial 
Intelligence, Data Mining, and Data Processing. Designing curricula to accommodate 
various courses is often challenging and therefore the approach of blending ethics 
across is sometimes considered an optimal approach given its cross-cutting nature. 
Teaching and delivery of AI ethics courses are largely theoretical with minimal prac-
tical class projects. Topics covered include algorithmic bias and fairness, gender, 
explainability, security and privacy, and data ownership and protection. In some 
institutions, standard curricula are complemented by specialised modules, profes-
sional courses, reading clubs, institutional research ethics committees, seminars, and 
conferences. For example, past editions of the Data Science Africa workshop, whose 
audience is largely African University students and faculty, have featured talks and 
panel discussions on Ethics in AI with topics on ethical challenges in health, security 
aspects for data engineering. Moreover, Makerere University has developed Open 
AI Training modules with a specialized topic on the identification and elimination 
of biases in AI training data.1 

AI ethics is offered across undergraduate and postgraduate levels in the Univer-
sity (L2) with the majority of the institutions teaching AI ethics at the Bachelor’s 
degree level, followed by the Master’s programs, and professional short courses 
and modules. Institutional AI ethics local capacity is still developing (L4) at many  
African universities, with only a few faculty involved in AI research in general and 
minimal graduate research in AI ethics (20%). This suggests that AI ethics is consid-
ered as a crosscutting concern than a standalone research topic or theme for research. 
There is the use of global AI Ethics Frameworks with some glocalisation (L3), for 
teaching and implementation of practical AI research projects. Faculty reported the 
use of several global AI ethical frameworks as discussed in Sect. 2, for example, AI 
Now Reports, Microsoft AI principles, DeepMind Ethics and Society Principles, etc. 
The use of AI ethical frameworks during AI project development and deployment 
was low at 10% of the respondents. This suggests a lack of awareness of global AI 
ethics frameworks or limited capacity in considering ethical issues. In the future, 
it would be interesting to undertake a detailed review of the fit of global AI ethical 
frameworks for the AI projects in the African context and to explore any glocalisation 
opportunities therein.

1 https://github.com/AI-Lab-Makerere/courses-on-open-and-unbiasedAI-training-data. 

https://github.com/AI-Lab-Makerere/courses-on-open-and-unbiasedAI-training-data


48 J. Nakatumba-Nabende et al.

4.2 Role of AI Research Labs and Practical Projects in AI 
Ethics Education at African Universities 

Here we present the emerging lessons and issues under the research question “What 
are AI ethics issues, lessons and best practices arising from the practical AI systems 
implemented by the AI research labs on the continent?”. The purpose of this research 
question was to find out the role of research labs in AI ethics education and research 
in African universities and any emerging ethical issues from the implementation 
of the practical AI projects in the African context. African Universities are estab-
lishing AI labs and centers to propel AI research and education on the continent 
(L5), with 68% confirming the existence of an AI research lab at their institu-
tion. The major application domains of focus for the research labs include Health 
(75%), Agriculture (50%), and Environment (42%) indicating the priority of African 
institutions to undertake AI research that addresses key development challenges 
facing the continent (Fig. 3). These themes are consistent with those identified in 
previous studies on the role of AI on social impact in emerging economies (Tomašev 
et al. 2020). The major technical sub-themes across the selected African institutions 
and countries include Computer Vision, Machine Learning, Artificial Intelligence, 
Robotics, Natural Language Processing, Mobile Computing, the Internet-of-Things, 
and Human-Computer Interaction. There are minimal AI ethics-specific research 
themes in the AI research labs (L6) and graduate research in AI ethics is still in its 
infancy. In some institutions, AI research labs are establishing sub-groups focussing 
on AI ethics. However, AI in graduate research is still low with only 20% of the faculty 
surveyed indicating that their research labs have graduate students researching in the 
area of AI ethics. No single institution reported an AI ethics research paper. This 
finding shows a gap in raising the profile of AI ethics research. Some institutions 
attributed this to the lack of funding and lack of local capacity to research in the area. 

Fig. 3 Major focus areas and application domains of AI research labs
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Table 3 AI ethics issues identified in practical projects implemented by the AI labs 

Research focus AI ethical considerations 

AI in health Informed consent, privacy, confidentiality, safety, transparency, 
bias, explainability, algorithmic fairness, explicability 

AI in agriculture Transparency, inclusion, security, privacy, accuracy, data 
ownership, explainability, explicability 

Natural language processing Bias (gender, racial), exclusion, discrimination, diversity, 
algorithmic fairness, transparency, explicability 

AI in environment Security and data privacy, economic and political harm, misuse, 
algorithmic fairness and biases, accuracy, explainability 

Despite the minimal AI ethics research topics, AI research labs are providing 
relevant content for AI ethics curricula and serving as an essential vehicle for experi-
ential learning (L7). Development and delivery of AI ethics curricula on the African 
continent can be at risk of replicating content taught elsewhere without much consid-
eration of the relevance and fit to the unique AI ethics issues for the continent. AI 
research labs are involved in the implementation of AI projects and can use that 
experience to enrich AI ethics curricula with real-world examples from the devel-
opment and deployment of AI systems. Take, for example, the AI lab at Makerere 
University first started a specialised track in Computer Vision in 2009 and recently 
leveraged the practical experience in developing and deploying local AI systems to 
improve the curricula and develop relevant content. Further, AI labs are critical in 
contributing to relevant graduate education and research in AI ethics (L8). African in 
general lacks sufficient local case studies to support the training of AI ethics and AI 
topics. Therefore documentation of AI ethics arising from local AI practical projects 
that are being implemented at the labs is critical in the quality of AI ethics teaching 
and delivery. Table 3 shows an overview of the AI ethical issues derived from the 
example practical projects implemented by the AI research labs. 

The institutions surveyed employ different approaches to complement AI training 
and research including research seminars especially for graduate students, mentor-
ship, practical AI ethics research topics, internships, and student job opportunities. 
Although AI labs reported having experienced AI ethics issues in research project 
implementation, the documentation of the issues arising from the practice is still 
lacking. This potential area for future work is a step towards developing AI ethics 
education and research in Africa. 

5 Conclusion, Limitations, and Recommendations 

This paper presents the state of AI ethics in education at African Universities and 
the critical role AI research labs play to support AI ethics teaching and education. 
Although the number of use cases and universities is limited, we hope that the results 
of this study are important in providing a framework for the use of AI research
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carried out in enhancing the teaching of AI ethics in other African universities. 
The field of AI ethics and in general AI and machine learning are emerging across 
African Universities. The AI research labs can help to demystify the potential and 
applicability of AI and machine learning in the African setting, thereby leading to 
increased interest in the field for students, staff, and the industry. Previously the lack 
of local AI and machine learning projects led to the perception that AI and machine 
learning are only applicable to developed countries and teaching of topics such as 
AI ethics was largely theoretical. This is also applicable to the teaching of AI ethics 
without local examples that students and staff can connect with. We recommend 
that African Universities undertake the following steps to improve the teaching of 
AI ethics (1) Development of AI ethics training programs, curricula, courses, and 
relevant content informed by practical local experiences from AI research labs. (2) 
Documentation of AI ethical issues in local case studies practical projects and making 
these accessible to students and faculty (3) Undertaking AI ethics-specific research 
in the research labs as means to grow local capacity. (4) Glocalisation of the existing 
AI ethics frameworks and using the resulting customised frameworks in teaching and 
research project implementation. These should be applicable to the arising aspects 
of ethical AI within the African context. 
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Appendix 1: Survey Questions 

1. Your Name 
2. Email Address 
3. Country of residence 
4. University/Institution 
5. Does your institution offer any specific courses on AI ethics?

• Yes
• No 

6. Under what courses are AI ethics taught in your institution (e.g., Machine 
Learning, Artificial Intelligence, Data Science, Research Methods)? 

7. At what level are the AI ethics courses offered in your institution?

• Bachelors
• Masters
• Ph.D.
• Short courses
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8. How are AI ethical issues being delivered in teaching at your institution?

• Theoretical classes
• Practical class projects
• Other… 

9. What other ways is AI ethics taught/delivered in your institution (if any)? 
10. What guidelines/frameworks are being used for teaching AI ethics in your 

institution? 
11. Do you have any graduate students undertaking ethics in AI as a research 

topic/focus?

• Yes
• No 

12. What example research topics are being undertaken by the student(s)? 
13. If AI ethics is not being taught to students, what effort is being made to make 

students aware of AI ethics? 
14. What efforts are being put in place, through teachings/ practices to build local 

capacity in AI ethics? 
15. Does your institution have AI or ML Research labs?

• Yes
• No 

16. Is AI ethics one of the research focus areas in your institutional labs?

• Yes
• No 

17. What is the research focus/application domain of AI labs in your institution?

• Health
• Agriculture
• Robotics
• Environment
• Natural Language Processing
• Mobile Computing
• Human-Computer Interaction
• Computer Vision
• Machine Learning
• Artificial Intelligence
• Cognitive Learning
• Other… 

18. How is the research focus/work being done in your institutional lab used to 
strengthen the teaching and delivery of AI ethical courses? 

19. Describe any AI ethics issues that you have experienced in your research project 
implementation.
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20. How are AI ethical issues being addressed in the research or in the practical 
development of the AI applications at your institution? 

21. How many people are involved in the different AI research areas at your 
institutional labs?

• Below 30
• 30–60
• Above 60 

22. Do you use any AI ethics guidelines/frameworks during system development 
and deployment in your institutional labs?

• Yes
• No 

23. Please specify any frameworks, if any, being used in the development and 
deployment of the systems. 

24. Are there any ethical issues that emerge from the AI systems being developed 
in the institutional labs?

• Yes
• No 

25. How are they handled? 
26. Do you have any published works in AI ethics?

• Yes
• No 

27. Provide links to the published work. 
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Challenges of Integrating AI Ethics 
into Higher Education Curricula in West 
Africa: Nigerian Universities Narrative 

Laeticia N. Onyejegbu 

Artificial intelligence (AI) is becoming more pervasive and intriguing. This is because 
AI is improving our lives by doing much of the difficult work for us, such as driving 
our automobiles, performing medical tasks, accounting tasks, and a variety of other 
tasks. It can also acquire new knowledge. It is a non-human machine that can be used 
to achieve a difficult goal. Although AI has demonstrable benefits, the collection, 
use, and misuse of data required to train and feed AI, as well as the algorithm itself, 
may expose people to risks they are not aware of (Borenstein and Howard 2021). 
This calls for the need to build next generation of AI technologies that can make a 
difference by integrating Ethics in AI. In 2018, the world became really concerned 
about AI ethics, and that was not because suddenly across borders, across sectors, 
we became enlightened. It is because for any good AI ethics research, the source and 
the quality of data used is very important and should be adequate. There are issues of 
social media, the world is under threat, algorithms may reinforce discrimination and 
even amplify it. Important questions are being raised since the machine is aiming at 
replacing humans, could artificial intelligence be harmful to humanity? In response 
to these issues, more institutions started to focus on AI Ethics. Africa will not be 
left out. This calls for the need to integrate AI ethics into higher education curricula 
in Africa. AI Ethics will help to build a human-centric approach, where tomorrow’s 
challenges and citizens’ aspirations are considered. We also believe that it will help 
to safeguard humanity. 

Despite warnings from people like Elon Musk about the existential risk AI tech-
nology poses to humanity (Vincent 2017), the reality is that it is a useful tool, even in 
education but it needs human control. AI does not have awareness of itself, nor does it 
have something called “empathy” which is the fundament of ethics. Despite the clear 
need to understand how AI affects people around the world, a truly global perspective 
remains a critical blind spot in the ethics conversation. The United Nations, national
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legislators and industrial bodies in developed countries are asking these questions 
and are already acting to protect their constituents from some potentially negative 
effects of AI, such as algorithmic discrimination and voter manipulation (Gwagwa 
2019). 

1 AI  Ethics  

Over the past few years, various measures and initiatives have been put in place to 
promote ethical development and use of AI technology. But currently, ‘ethics’ is 
not being used for artificial intelligence the way it ought to. An AI system will do 
whatever task it has been ordered to do even if these tasks are unethical, illegal, 
or lead to adverse outcomes. Ethics is simply defined as “doing the right thing 
at the intersection of technology innovation and accepted social values” (O’Brien 
2020). It is about behaviour and about ways of thinking, especially in situations 
where the choice made can affect the dignity and wellbeing of others. AI Ethics is 
about integrating ethical constructs into how organizations develop new technologies. 
Ethics is not only important in technology (and especially AI), but it should be the 
foundation of any innovation. 

AI will radically transform and disrupt the world, but right ethical choices for 
AI can make it a force of good for humanity. Until governments, business sector 
and academics start thinking about bringing codes of ethics into the AI discussion 
there is no anchor for the AI disruption. There is a need for setting up global AI 
ethics standards. Codes of ethics for expert bodies have broader national or global 
context. An international regulatory model is essential for the responsible design, 
development and deployment of AI (Hashmi 2019). 

Figure 1 shows AI Ethics principles which is the framework needed to build ethical 
AI. 

Fig. 1 AI Ethics: Framework of building ethical AI. Source https://www.researchgate.net/profile/ 
Keng-Siau-of-building-ethical-AI.ppm

https://www.researchgate.net/profile/Keng-Siau-of-building-ethical-AI.ppm
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Ethics of AI studies the ethical principles, rules, guidelines, policies, and regula-
tions that are related to AI. Ethical AI is an AI that performs and behaves ethically. 
One must recognize and understand the potential ethical and moral issues that may be 
caused by AI to formulate the necessary ethical principles, rules, guidelines, policies, 
and regulations for AI (i.e., Ethics of AI). With the appropriate Ethics of AI, one can 
then build AI that exhibits ethical behaviour (i.e., Ethical AI) (Siau and Wang 2020). 

Figure 1 establishes the framework for AI ethics listing the factors or principles 
that needs to be considered in defining the ethics of AI in order to build ethical AI. 
They include transparency, data security and privacy, autonomy, intentionality and 
responsibility, Human bias, accountability, ethical standards, human rights laws, 
automation and job replacement, accessibility, democracy, and civil right. Even 
though defining the ethics of AI is multifaceted and convoluted, putting the ethics of 
AI into practice to build ethical AI is not easy. Ethical sensitivity training is required 
to make good ethical decisions. In theory, AI should be able to recognize ethical 
issues. If AI can make decisions, how can it be designed and developed for it to be 
sensitive to ethical issues? Long-term and sustained efforts are needed. Nonetheless, 
understanding and realizing the importance of developing ethical AI and starting to 
work on it step by step are positive steps forward. Many institutions, such as Google, 
IBM, Accenture, Microsoft, and Atomium-EISMD, have started working on building 
ethical principles to guide the development of AI. Ethical AI should do no harm to 
humans (Siau and Wang 2020). 

Therefore, to ensure AI remains human-centric, companies developing or using 
AI should promote ethical debates that lead to codes of conduct based on principles 
that will safely guide humanity. 

2 Importance of Ethics in AI Courses 

AI does not have awareness of itself, nor does it have something called “empathy” 
which is the fundamental of ethics. It could be developed with good intentions, but 
still, draft into something less morally approved. So, ethics is not only important in 
technology (and especially AI), but it should be the foundation of any innovation 
(Hoes 2019). 

The growing presence of AI calls for its political, economic, and social consid-
eration and, most importantly, ethical implications. It is therefore crucial to lay the 
groundwork to avoid situations in which machines make decisions that affect indi-
viduals in the future, such as creating biases that single out or exclude individuals 
based on race or gender. Failure to adopt ethical frameworks to address issues that 
may arise in terms of personal data collection and processing can damage a business’ 
reputation and cause direct and possibly irreparable harm to consumers. 

Recognition of the need for ethics education in computer science, information 
technology, engineering and other related disciplines goes back at least a hundred 
years, but it has only been since the 1990s that expectations for ethics education 
have been adopted by accreditation bodies (Furey and Martin 2018). It also raises the
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need for real and honest dialogue about how we build and adopt these technologies 
responsibly. 

AI Ethics is not currently a course in computer science, engineering, informa-
tion technology departments in Nigeria federal and state Universities. What all the 
Universities in Nigeria has in its Benchmark Minimum Academic Standard (BMAS), 
is AI BMAS. For example, in University of Port Harcourt, AI is not a stand-alone 
program, but it is a core course, for computer science, and electrical/electronic engi-
neering undergraduate students. The same applies to the graduate (MSc and PhD) 
computer science and electrical/electronic students. It is not an elective course nor a 
stand-alone programme. It is a core course. 

There is a deep concern about the increasing wide-reaching societal impact of AI 
approaches. This calls for the academia, to create ethical awareness while teaching 
AI. They should educate students and the workforce whose jobs are evolving with 
AI, on how human checks and balances can be enforced on AI machines. 

AI systems should be developed and used according to the following rules: respect 
for human autonomy, prevention of harm, fairness, and explicability. The attention 
is paid to certain social groups: children, disabled people, and other groups at risk of 
exclusion. AI may be beneficial, but it comes with risks that are sometimes difficult 
to predict and identify. This calls for the need to integrate ethics into AI course. 
For instructors, there is need to develop curriculum that not only prepares students 
to be artificial intelligence practitioners, but also to understand the moral, ethical, 
and philosophical impacts that artificial intelligence will have on society. To avoid 
running the risk of not being ethical, AI technology must be build based on ethics 
and every outcome of the algorithms used for implementing it, should be understood. 

Figure 2 shows a diagrammatic representation of what Ethics in AI means. 
From Fig. 2, it is important to include ethics in AI course because it will eliminate 

or reduce bias, provide trust, the system developed will be transparent. It can be 
explained and interpreted, it will protect human privacy, and it will be built and used 
with ethical purpose in mind.

Fig. 2 Ethics in AI. Source https://img2.helpnetsecurity.com/posts2019/ethics-ai.jpg 

https://img2.helpnetsecurity.com/posts2019/ethics-ai.jpg
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3 The Need to Integrate AI Ethics into Higher Education 
Curricula 

It is vital that there is open, informed dialogue and transparency about the ethical 
quandaries of AI and education if trust is to be developed in the technology. The 
teaching profession has a long history of leading public discussion and providing 
accessible explanations on complex issues which affect students and their families 
and of grappling with issues of fairness, ethics, duty of care, and accountability 
in schooling. This makes the teaching profession well equipped, to both use AI 
technology for good and to ask critical questions regarding when and how machines 
should guide student learning and decision processes within educational settings, 
and whose values should be imbued into AI-powered systems (Southgate 2018). 

The goal of teaching ethical theory is to better equip students to understand ethical 
problems by exposing them to multiple modes of thinking and reasoning. This is best 
accomplished by helping them understand the powers and limits of each approach, 
rather than trying to demonstrate the superiority of one approach over the other. 

Teaching ethics in AI classes is important since AI technologies and their appli-
cations raise ethical issues, it makes sense to devote one or more lectures of an 
introductory AI class (or even a whole course) to them. Students should think about 
the ethical issues that AI technologies and systems raise, they should learn about 
ethical theories that provide frameworks that enable them to think about the ethical 
issues and apply their knowledge to one or more case studies, both to describe what 
is happening in them and to think about possible solutions to the ethical problems 
they pose. AI Ethics is a rich topic that should support a full-semester course. As 
such there is need to integrate AI Ethics as part of computer science and engineering 
university programs (Eleanor et al. 2020). To effectively integrate AI Ethics into 
higher education curricula in West Africa, requires collaboration between universi-
ties across countries and research institutes. Responsible AI networks in West Africa 
should be encouraged. 

An on-line survey was conducted by the researcher, to find out if universities offer 
AI ethics as a program. Figure 3 presents the feedback of some selected universities 
in Africa that offer AI ethics as a program. From the figure, 88.5% of the selected 
universities, do not offer AI ethics as a program, while 11.5% offer AI ethics as a 
program.

4 AI Ethics for Africa’s Development 

Despite the global nature of the ethical implications of artificial intelligence, attention 
has focused primarily on the US and the EU, with growing awareness of China, 
especially its increasing AI capabilities, its impact on the Global South and the 
global geopolitical order. Despite the clear need to understand how AI affects people 
around the world, a truly global perspective remains a critical blind spot in the
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Fig. 3 The percentage of institution in some West Africa and African countries that offer AI ethics 
as a program

ethics conversation. The United Nations, national legislators and industrial bodies 
in developed countries are asking these questions and are already acting to protect 
their constituents from some potentially negative effects of AI, such as: algorithmic 
discrimination and voter manipulation. 

Is Africa included in the processes of the emerging global AI ethics initiatives, 
including the nascent ones in Africa? And are issues that are relevant to Africa being 
addressed in such initiatives? (Gwagwa 2019). 

West African higher institutions are playing a critical role in growing the AI eco-
systems through AI and data science programmes, research labs and AI centres of 
excellence. These efforts are expected to lead harnessing AI full potential in the 
economic development of Africa. Although AI holds high potential for the African 
continent, it also carries along risks and harms that must be considered to achieve 
responsible and sustainable AI for development. Universities have a critical role in 
shaping the landscape of AI ethics in Africa. AI ethics can be described as “a set 
of values, principles, and techniques that employ widely accepted standards of right 
and wrong to guide moral conduct in the development and use of AI technologies” 
(Eleanor et al. 2020). 

Figure 4 shows a conceptual framework that can provide a solid foundation to 
address the way socially responsible intelligent AI systems are build. This approach 
aims to form a set of standards as an ethical blueprint that developers and customers 
will make use of. For example, ethical laid down laws should be followed; what is 
AI forbidden to do, is human life rights been considered, and in making regulations 
is the right AI tools been used (Girard 2020).

Figure 5 shows the graphical feedback of the online survey conducted by the 
researcher on, the challenges of integrating AI ethics into higher institutions curricula 
in Africa, from selected African countries. Responses were gotten from some AI 
experts from different universities while conducting the online survey for this work. 
From Fig. 5, there are 17 feedbacks from the universities in Nigeria, two from
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Fig. 4 AI ethics by design. Source Girard (2020)

Fig. 5 Survey report from some African countries 

Cameroon, one from Ghana, one from Namibia, two from Senegal, one from South 
Africa, and one from Uganda. 

5 Challenges of Integrating AI Ethics into Higher 
Education Curricula 

There are challenges associated with integrating AI ethics into higher education 
curricula in Nigeria. The main challenge is that the regulatory body, Nigeria Univer-
sities Commission (NUC) has not made it mandatory for higher institutions to include 
it into the curriculum. Other known challenges include long protocols and processes 
that must be followed during program approvals/accreditations by NUC at the univer-
sities, universities must follow the approved BMAS. New programs/departments, 
curriculum must be approved by NUC after which it must go through the university 
highest decision body (The senate) for final approval. Lack of enough experts in AI 
ethics field and having the right tools to work with. Not having access to AI ethics
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courses and, getting lecturers to include it in their lecture material since it is not 
in the approved curriculum. Lack of an AI code of ethics, and existing documents 
regulating AI ethics, may hinder the development of new applications for intelligent 
devices in the future (Słoniec and Kaczorowska 2020). 

There are challenges of lack of well-equipped AI laboratories and hubs in the 
universities with the necessary technical tools for data collection. 

6 Solution to Challenges of Integrating AI Ethics 
into Higher Education Curricula in West Africa 

Figure 6 shows the process involved in accreditation of all programs in Nigeria 
universities. NUC accreditation for all higher institutions in Nigeria is done every 
five years. Programs undergo accreditation and can only function if they obtain full 
accreditation after following the protocols and rules laid down by NUC. Higher 
institutions must use the BMAS from NUC. 

Nigeria universities being the case study in this work, already has AI BMAS in 
its curricula. To integrate AI ethics into Nigerian universities curriculum, potential 
efforts should be made by NUC (who happens to be the major stakeholder in Nige-
rian higher institutions), to make it mandatory for higher institutions to include AI 
ethics into the curriculum, for its complete integration and implementation which

Fig. 6 NUC course integration/accreditation process 
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is expected to be practical driven. AI ethics awareness should be created at higher 
institutions focusing on technology, governance, and legal aspects. Stand-alone AI 
Ethics program/department should be made mandatory for all higher institutions. 

Experts should be engaged who understand how to evaluate the impact of these 
systems on our society, particularly in terms of learning how to work effectively with 
AI systems and harness them for good. These experts should train the trainer on how 
to integrate ethics into AI curriculum and use AI ethics tools and stick to the existing 
ethics and standards of developing AI ethics systems. 

Government should equip higher institutions with the necessary technical tools, 
AI laboratories, and modern books to expertly navigate AI ethical challenges. For 
good AI research, AI Hubs should be established. 

Nigerian Universities and Africa Universities in general needs more of this Hubs 
from the government, private industry, professional organizations, and tech compa-
nies, to solve local problems in Nigeria and in Africa in general. Government should 
develop, and implement AI ethics standards and regulations, extend governance plat-
forms by including AI stakeholders, academia, and practitioners in the governance 
bodies. They should develop and implement policies and guidelines that will help 
to build a strong data foundation that is fair and of good quality. There is a need to 
develop and implement ethical and regulatory frameworks along with sustainable 
mechanisms to unlock the availability and value of data to maximize the use of AI 
while limiting possible harms (Romanoff and Hidalgo-Sanchis 2019). 

AI Ethics education should be made more accessible to everyone through E-
learning. Integrating AI Ethics into the West African Universities’ curricula will 
help to examine the most pressing ethical issues related to AI. 

7 Conclusion 

AI Ethics could potentially offer benefits to lecturers, researchers, and students in the 
form of personalized learning and pedagogical agents designed to deliver appropriate 
and sequenced content and feedback to learners. However, AI is still in a relatively 
early stage of development for education and there is much work to be done around 
the ethical and legal frameworks that can ensure that the technology is used for good 
and not harm, and that transparent processes are in place to ensure accountability 
at classroom, University community, and University systems levels. Academia’s, 
University leaders and policymakers should be engaged with developments in AI 
ethics for education and the society, to empower students and researchers in the 
present and for future change.



66 L. N. Onyejegbu

References 

Borenstein, J., and A. Howard. 2021. Emerging challenges in AI and the need for AI ethics education. 
AI and Ethics 1 (1): 61–65. https://doi.org/10.1007/s43681-020-00002-7. 

Eleanor, B., F. Jasmin, R., Nicola, Jenner, R. Larbey, E., Weitkamp, and A. Winfield. 2020. The 
Ethics of Artificial Intelligence: Issues and Initiatives. European Parliamentary Research Service. 

Furey, H., and F. Martin. 2018. AI Education Matters: A Modular Approach to AI Ethics Education. 
AI Matters 4 (4): 13–15. https://doi.org/10.1145/3299758.3299764. 

Girard, E. 2020. Digital Vision: Ethics. 36. https://atos.net/wp-content/uploads/2020/04/atos-dig 
ital-vision-ethics-opinion-paper.pdf. 

Gwagwa, A. 2019. Recommendations on the Inclusion Sub-Saharan Africa in Global AI Ethics. 
Research ICT Africa. RANITP Policy Brief 2. https://researchictafrica.net/wp/wp-content/upl 
oads/2020/11/. 

Hoes, F. 2019. The Importance of Ethics in Artificial Intelligence. https://towardsdatascience.com/ 
the-importance-of-ethics-in-artificial-intelligence-16af073dedf8. 

Hashmi, A. 2019. AI Ethics: The Next Big Thing in Government, 24. 
O’Brien, J. 2020. Digital Ethics in Higher Education: 2020, 29. https://er.educause.edu/-/media/ 
files/articles/2020/5/er20_2103.pdf. 

Romanoff, M., and P. Hidalgo-Sanchis. 2019. Building Ethical AI Approaches in the African Context 
UN Global Pulse. https://www.unglobalpulse.org/2019/08/ethical-ai-approaches-in-the-african-
context/. 

Siau, K., and W. Wang. 2020. Artificial Intelligence (AI) Ethics: Ethics of AI and Ethical AI. Journal 
of Database Management 31 (2): 73–87. https://doi.org/10.4018/JDM.2020040105. 

Słoniec, J., and A. Kaczorowska. 2020. On in Artificial Intelligence, 44–60. https://www.researchg 
ate.net/publication/349311663. 

Southgate, E., K., Blackmore, S., Pieschl, S., Grimes, J., McGuire, and K. Smithers. 2018. Short 
Read: Artificial Intelligence and School Education. University of Newcastle. https://creativec 
ommons.org/licenses/by/4.0/. 

Vincent, J. 2017. Elon Musk Says We Need to Regulate AI Before it Becomes a Danger to Humanity— 
The Verge. The  Verge.  https://www.theverge.com/2017/7/17/15980954/elon-musk-ai-regulation-
existential-threat. 

Open Access This chapter is licensed under the terms of the Creative Commons Attribution 4.0 
International License (http://creativecommons.org/licenses/by/4.0/), which permits use, sharing, 
adaptation, distribution and reproduction in any medium or format, as long as you give appropriate 
credit to the original author(s) and the source, provide a link to the Creative Commons license and 
indicate if changes were made. 

The images or other third party material in this chapter are included in the chapter’s Creative 
Commons license, unless indicated otherwise in a credit line to the material. If material is not 
included in the chapter’s Creative Commons license and your intended use is not permitted by 
statutory regulation or exceeds the permitted use, you will need to obtain permission directly from 
the copyright holder.

https://doi.org/10.1007/s43681-020-00002-7
https://doi.org/10.1145/3299758.3299764
https://atos.net/wp-content/uploads/2020/04/atos-digital-vision-ethics-opinion-paper.pdf
https://atos.net/wp-content/uploads/2020/04/atos-digital-vision-ethics-opinion-paper.pdf
https://researchictafrica.net/wp/wp-content/uploads/2020/11/
https://researchictafrica.net/wp/wp-content/uploads/2020/11/
https://towardsdatascience.com/the-importance-of-ethics-in-artificial-intelligence-16af073dedf8
https://towardsdatascience.com/the-importance-of-ethics-in-artificial-intelligence-16af073dedf8
https://er.educause.edu/-/media/files/articles/2020/5/er20_2103.pdf
https://er.educause.edu/-/media/files/articles/2020/5/er20_2103.pdf
https://www.unglobalpulse.org/2019/08/ethical-ai-approaches-in-the-african-context/
https://www.unglobalpulse.org/2019/08/ethical-ai-approaches-in-the-african-context/
https://doi.org/10.4018/JDM.2020040105
https://www.researchgate.net/publication/349311663
https://www.researchgate.net/publication/349311663
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.theverge.com/2017/7/17/15980954/elon-musk-ai-regulation-existential-threat
https://www.theverge.com/2017/7/17/15980954/elon-musk-ai-regulation-existential-threat
http://creativecommons.org/licenses/by/4.0/


Promoting AI Ethics Through Awareness 
and Case Studies 

Patrick E. McSharry 

1 Introduction 

Artificial intelligence (AI) is enabling organizations to address a range of real-world 
challenges in areas as diverse as global health, education and poverty alleviation. 
AI is flourishing at present because of advances in computer power, availability of 
large amounts of digital information (big data, open data), and enhanced theoret-
ical understanding. John McCarthy coined the term Artificial Intelligence (AI) and 
described the field as the “science and engineering of making intelligent machines, 
especially intelligent computer programs” (McCarthy 1956). AI is based on the use 
of mathematical models to process large quantities of data and make accurate predic-
tions. However, despite AI’s contributions, we must remain constantly aware of the 
potential risks and shortcomings of AI, as well as instances where it may fail to be 
fit for purpose, in order to develop the best methods for teaching AI ethics. 

Students of statistics learn that an influential pioneer of statistical modelling, 
George Box, famously stated that “All models are wrong, some are useful” (Box 
1976). Box was concerned about two separate issues. First, model accuracy, under-
stood through the principle of Occam’s Razor, implies that the scientist should seek 
the simplest description of natural phenomena that is highly predictive. Second, Box 
was worried that scientists were not sufficiently aware when constructing models 
and explained “since all models are wrong the scientist must be alert to what is 
importantly wrong”. Box realized that the model shortcomings were often due to the 
failure of the scientist to be sufficiently aware of the importance of the ingredients 
of the model. The potential pitfalls that await AI systems may be inferred from the 
comments of another famous statistician, David Cox, who explained “the idea that
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complex physical, biological or sociological systems can be exactly described by a 
few formulae is patently absurd” (Cox 1995). 

Awareness of the risks associated with AI can be improved by learning from case 
studies based on prior events and the consideration of future scenarios. Of course, 
there will always be new issues that arise and therefore AI practitioners will need 
to be kept up to date with the best practices. A greater danger may result from the 
potentially adverse impacts that certain AI applications could have on society at large. 
Without actively considering and analysing the long-term implications of AI on our 
everyday lives or making a conscious decision to accept these changes, citizens may 
be blindly walking into a new paradigm that is often referred to as the age of the 
Fourth Revolution. 

Africa is home to over 1.3 billion people, and it is demographically the world’s 
youngest continent with a median age of 19.7 years (UN 2019). The continent is 
already harnessing the potential of digital technology to revolutionize children’s 
education with Ed-Tech solutions. An example of this is the $1 XPRIZE recipient, 
RoboTutor, an open-source Android tablet app from Carnegie Mellon University, that 
enables children aged seven to ten with little or no access to schools and teachers 
to learn basic reading, writing, and arithmetic without adult assistance (XPRIZE 
2019). The AI-enabled RoboTutor addresses the acute shortage of teachers in devel-
oping countries and a Swahili version is now being tested in Tanzania. Whilst Robo-
Tutor offers incredible opportunities for children who have access to this technology, 
consideration also needs to be given to the constraints that may prevent some children 
from accessing technology and the risks that this may have in terms of exacerbating 
inequalities and leaving some groups behind. 

AI offers the ability to improve and speed up processes and scale applications. 
The many advantages of AI must be balanced with the potential for failure when 
implementing solutions in the real-world. Imperfect datasets, inadequate models 
and insufficient time to trial and test AI solutions may deliver a reputational blow 
to the entire field. Biased grading and scoring of individuals from minority groups 
and propagation of misinformation are just two of the risks that are already asso-
ciated with AI. The time is ripe, therefore, to consider not only the important role 
of AI in delivering tailor-made education to create equal opportunities for all, but 
also the ethics of AI and how it will impact the lives of different groups within 
society. Politicians, business leaders and regulators face many challenging decisions 
as they embrace the immediate opportunities offered by AI and consider the long-
term consequences for society. By priming educators and students in the field of AI 
with a heightened awareness of the risks, it is hoped that many adverse consequences 
can be mitigated and that AI can be used for the greater good. 

This chapter aims to describe the advantages and disadvantages of AI using real-
world examples, establish a set of risks to consider, and finally presents a set of 
scenarios that can help to stimulate discussion and debate before implementing such 
solutions. Many of the examples of the opportunities, challenges, risks and conse-
quences discussed here are based on experiences at CMU-Africa, located in Rwanda, 
and case studies from the East Africa region. Participation in the development of 
Rwanda’s National Strategy for AI has also been an enormous source of inspiration
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for this chapter, especially for devising scenarios to frame and explore the ethical 
risks. The following sections are structured to convey both the incredible opportu-
nities offered by AI alongside the risks and ethical issues that AI presents. The first 
section introduces a series of examples from different African countries to demon-
strate the benefits of AI and the advantages that are already being recognized. The 
second section considers the many facets of risk that come with the introduction 
of AI. While the main focus is on what we know at present, no guidance for the 
ethics of AI would be complete without discussing potential risks, future concerns 
and fears. Some guidelines are offered where possible to help identify and hopefully 
avoid problems with AI. These case studies serve to highlight the potential dangers 
that exist and how these are already shaping our world. It will be argued that the 
greatest risks to society are yet to come. By being aware and prepared for these risks, 
however, we will be better placed to mitigate against them. 

2 Opportunities 

Perhaps the most exciting proposition of the field of AI is the ability to facilitate 
innovation in so many aspects of our lives. The resulting changes are often dramatic 
and difficult for many to imagine without the help of science fiction novels. Virtual 
assistants, chatbots, digital communication and driverless cars are changing the way 
we interact and connect across the entire planet. This section outlines the diversity of 
ongoing initiatives across the continent and highlights a number of actual real-world 
use cases. 

AI is at the heart of this global digital revolution, often referred to as the fourth 
industrial revolution. The first industrial revolution used water and steam power 
to mechanize production. The second used electric power to create mass produc-
tion. The third used electronics and information technology to automate production. 
Schwab (2015) describes how a fourth industrial revolution is building on the third, 
the digital revolution that has been occurring since the middle of the last century. 
It is characterized by a fusion of technologies that is blurring the lines between the 
physical, digital, and biological spheres. The hallmark of the fourth industrial revo-
lution is the automation of traditional manufacturing and industrial practices, using 
innovative smart technology. 

The increasing availability of data from multiple sources, often referred to as big 
data, combined with advances in computational power and sophisticated mathemat-
ical algorithms is driving this innovation (Thomas and McSharry 2015). The internet 
of things (IoT) is changing the way we interact with the physical world and satel-
lite imagery can help us to monitor the environment around us. Big data algorithms 
are able to harness information about our movements, online searches, financial 
transactions, comments and opinions in order to generate predictive analytics and 
improve decision-making. This treasure chest of knowledge about the demand for 
and supply of goods and services will lead to more efficient allocation of resources. 
The scalability offered by cloud computing is helping to speed up the pace of human
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development and will be a key component in achieving many of the sustainable 
development goals (SDGs). 

In 2016, at the World Economic Forum (WEF) for Africa, it was acknowledged 
that Africa can use the fourth industrial revolution to enhance economic growth and 
prosperity. While technology has the potential to offer transformative power, it was 
also recognized that in order to maximise this opportunity, education on the continent 
is in need of radical reform. The Centre for the Fourth Industrial Revolution (C4IR) 
Rwanda, a partner of the WEF Network for Global Technology Governance, was 
founded with the objective of bringing together government, industry, civil society, 
and academia in order to co-design, test and refine policy frameworks and governance 
protocols to maximize the benefits and minimize the risks of 4IR technologies. C4IR 
Rwanda is primarily focusing on AI and data policy and developing multi-stakeholder 
partnerships to drive innovation and adoption at scale for the benefit of society. 

Carnegie Mellon University Africa (CMU-Africa) launched a new Master of 
Science in Engineering Artificial Intelligence (MS EAI) in 2021 in recognition of 
the increasing demand from students that wish to integrate AI into their engineered 
solutions. The degree combines the fundamentals of AI and machine learning with 
engineering domain knowledge. The MS EAI takes AI and embeds it into engineering 
frameworks, including engineering representations, applications within engineered 
systems, and discipline-specific interpretations of system outcomes. Within these 
frameworks, students will learn to invent, tune, and specialize AI algorithms and 
tools for engineering systems. MS EAI graduates engineer new solutions where AI 
is integral to the engineered system’s design or operation. 

In its national strategy for AI, Rwanda plans to increase the number of individuals 
with experience in machine learning, data science, data engineering and computer 
science. In addition to these high-tech areas, there will also be a drive to develop 
practical technical skills in data collection, cleansing, processing and labelling. There 
will be a push to develop holistic curricula for science, technology, engineering and 
mathematics (STEM) subjects in order to prepare youth for these jobs in AI. Finally, 
there needs to be a business case for AI adoption. Attention will be given to human-
centred design, identifying and piloting use cases and ensuring that there will be 
sufficient demand and uptake. 

It is difficult to know where to start when listing the many AI innovations that are 
already under development across the African continent. The following examples in 
energy, finance and healthcare serve to highlight the wide range of interventions and 
applications using AI that are taking place in different countries across the continent. 

There are many examples of AI-driven innovative pay-as-you-go financing models 
that allow customers to get instant access to products or services, while building 
ownership over time through flexible micro-payments. This innovation utilizes the 
widespread penetration of mobile phones in many countries. M-KOPA, based in 
Kenya, is an example of a connected asset financing platform that helps under-
banked customers obtain access to products and services, such as electricity, radios, 
televisions and fridges.
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Airtime in developing countries is quickly becoming a basic commodity among 
the rapidly growing middle class. Failure to have sufficient airtime in order to commu-
nicate or load data bundles is a challenge for many prepay customers. ComzAfrica, 
based in Rwanda, is a micro-lending company operating in 16 countries across Africa 
and Asia. ComzAfrica has built an Airtime Credit Service (ACS) which allows users 
to access airtime on a credit basis. Given that the users do not always have access to 
a retailer or direct funds, this service offered by both allows them to access airtime 
on a credit basis and make calls or send messages. Using actual loan data from 
ComzAfrica, it was shown that AI techniques could provide a credit scoring system 
that enables the company to quadruple the tolerable level of default rate for breaking 
even (Dushimimana et al. 2020). 

Babylon Health is revolutionising healthcare by empowering doctors with AI 
in order to stand out from other providers. With operations in the US, UK and 
Canada, the company is known as Babyl in Rwanda. The speed provided by AI is 
a key differentiator as it helps medical professionals work faster, see more patients, 
and make better decisions based on user’s data. Patients benefit by being able to 
address symptoms, get faster information about conditions, and proceed to treatment 
sooner. Its AI system learns from anonymised, aggregated, and consented medical 
datasets, patient health records, and the consultation notes from clinicians. Babylon 
is successfully showing how the power of AI can help address some of the healthcare 
challenges faced in countries with limited numbers of health professionals, enabling 
more speed and effectiveness in the processes that enable them to make decisions 
about triage, causes of symptoms, and future health predictions (Baker et al. 2020). 

The anonymity afforded by digital technology and AI has also given rise to some 
unexpected innovations in healthcare. A study found that young people use Google 
to self-diagnose and treat when concerned about sexually transmitted diseases (PSI 
2020). Sadly, it was fear that drives young people to turn to Google, rather than 
proactive measures to make healthy choices well before symptoms present. It was 
found that confidentiality is key and time efficiency is highly valued. Young people 
want sexual and reproductive health information at their fingertips, without others 
knowing what they are searching for. For these reasons, a chatbot designed and 
deployed in Kenya has been found to be much more accepted than a human adviser. 
Furthermore, a focus group highlighted how chatbots developed using “American” 
English failed to recognize slang commonly used by Kenyan youth. This frustrated 
users, resulting in decreased engagement. This important finding highlights the need 
for learning from local content and promoting home grown AI solutions that are 
more appropriate to the local context and needs of the local population. 

3 Challenges and Risks 

One of the biggest challenges for AI is how to ensure that it is inclusive, accessible and 
able to benefit those that are already digitally excluded. A large digital divide exists 
either due to digital illiteracy or through a lack of mobile connection (GSMA 2019).
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AI requires data to work effectively, and unfortunately there is still an insufficient 
amount of accurate, complete and regularly updated data in many countries in Africa. 
The engine of an AI system relies on algorithms, which are sets of mathematical rules 
that process data. Without sufficient data from under-served communities, such as 
digital records and voice and text in multiple languages, there are risks that these 
algorithms, often trained on foreign data, will fail to be representative of African 
citizens and may be less accurate as a result. Furthermore, progress can only be 
truly made once data is being shared and available via application programming 
interface (APIs) that provide an interface for interactions between multiple software 
applications. 

In the following sections, a number of potential risks are discussed. These are 
organised in terms of their severity and impact on society and categorized by three 
risks levels (Fig. 1). The three levels range from mainly unintended consequences of 
AI to purposeful intent to disrupt to extreme hazards with potential for substantial 
destruction. The first risk level is one that is already underway with countless exam-
ples having been encountered over the last decade. Fortunately, most of these risks 
can be mitigated to some extent by better awareness when designing AI systems and 
enhanced cybersecurity. In the case of the second risk level, there also exist extremely 
concerning examples involving criminal organizations that may have state sponsor-
ship in some cases. Unfortunately, there are still few clear answers in terms of how 
to address and manage these risks. The good news is that considerable awareness of 
these risks now exist and numerous actors are attempting to find solutions. The third 
level of risk is futuristic for the moment but already of sufficient concern to warrant 
consideration and required immediate action in order to avoid potentially harmful 
consequences in the future. 

In 2019, the European Commission, tasked with shaping Europe’s digital future, 
produced a report entitled “Ethics guidelines for trustworthy AI” (EC 2019). 
According to this report, Trustworthy AI should be: 

1. lawful—respecting all applicable laws and regulations; 
2. ethical—respecting ethical principles and values; and 
3. robust—both from a technical perspective while taking into account its social 

environment. 

This summary of the report was presented to a class of students studying AI who 
were majoring in IT or electrical and computer engineering (ECE) at CMU-Africa

Fig. 1 List of escalating risks associated with AI and digitization 
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and CMU-Pittsburgh. The students were asked to identify, in their opinion, the most 
important component of trustworthy AI based on their own experiences. The 70 
responses from students in the US and Africa were as follows: robust (47%), ethical 
(36%) and lawful (17%). This finding echoes the views of many engineering peers 
that ethics is something that others, perhaps sociologists or philosophers, should be 
concerned with, rather than AI practitioners. Engineers are already busy innovating 
and trying to make sure that the latest device, whether hardware, software or a 
combination, actually works. Given the technical specifications for a use case with 
clear demand, engineers often believe they are best left to solve problems rather than 
worrying about ethics. 

Working in a silo and leaving the ethics for someone else to worry about might 
have been an acceptable solution if the pace of innovation were relatively slow and the 
new technology not so dangerous. It now appears, however, that AI is transforming 
rapidly with profound impacts and far-reaching implications for society, meaning 
that one cannot separate the creation and development of new interventions from the 
ethical discussions about their usage. For this reason, it is critical that the authorities 
regulating AI work closely with, and receive regular information from engineers in 
order to continuously review potential new risks as these arise. 

The AI community is currently learning that applying models to socio-economic 
systems is fraught with danger and potential risks. While much progress has been 
made to avoid technical pitfalls such as overfitting and thereby ensuring parsimony 
and generalisability, there remain some serious issues with regard to data avail-
ability and quality that are more difficult to quantify. Many datasets are biased due 
to the way in which the data was collected or labelled. Concerning examples include 
sampling biases, crowd sourcing or alternative sources of big data that may not be 
representative of the population that is being addressed. These issues are particularly 
relevant for applications in African countries where due to limited research budgets, 
datasets are less likely to be available for building AI models. The use of some vari-
ables can prevent inclusion and discriminate against certain groups. Other variables 
serve as proxies to propagate existing biases. The importance of transparency and 
explainability is greater than ever in order for society to trust AI solutions. 

The UK’s Prime minister Boris Johnson discovered this the hard way. In August 
2020, as a result of the COVID-19 pandemic and resulting lockdown restrictions 
which prevented children from attending schools and sitting exams, the UK’s exam-
ination regulator Ofqual was obliged to develop a computer algorithm that could 
replace the need for examinations in order to grade all its A-level students (BBC 
2020). As a result, approximately 39% of predicted A-level results were down-
graded by the algorithm. Most shockingly, disadvantaged students were the most 
adversely affected as the algorithm replicated existing societal inequalities. Initially, 
Johnson claimed the grading algorithm was dependable and robust. As student 
protests increased, however, Johnson changed his position, claiming that it was AI 
which was responsible for the error and shedding the blame on what he called the 
’mutant algorithm’ for the exams fiasco, leading Ofqual to eventually override the 
algorithm (Guardian 2020). Though perhaps the first national large-scale disaster for 
an algorithm, it is certainly unlikely to be the last.
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The less attractive consequence of the innovation promised by the fourth industrial 
revolution is the potential loss of many jobs as AI and automation replaces the less 
skilled workers within the labour force. Worse still, there is growing concern about the 
long-term societal impacts of AI, particularly as automation replaces many profes-
sional jobs and larger numbers of people find themselves unemployed. A seminal 
study estimated that about 47% of total US employment is at risk from automation 
(Frey and Osborne 2017). As the benefits of AI in business become more apparent 
and engineers enhance the applicability of AI, it is now clear that the machines are 
only getting warmed up. A closer look at the jobs that might be automated painted 
an even scarier picture, indicating that not only low-skilled repetitive jobs that are 
already affected by automation are in danger, but also a whole new set of higher 
skilled professional jobs, including lawyers and medical professionals (Brandes and 
Wattenhofer 2016). Given the low levels of human capital and scarcity of high-skilled 
jobs in the African continent, the future threat of automation is even greater. 

Globalization is another major factor, often with an insatiable appetite for cheap 
labour by any means possible. Those developing countries that currently sell the 
cheap labour of their unskilled workers will face competition from AI on a global 
scale (Harari 2018). According to the World Economic Forum, AI is expected to 
replace 85 million jobs worldwide by 2025 (WEF 2020). The good news is that 
this report goes on to say that AI will also create 97 million new jobs in that same 
timeframe. The big question for teenagers in African countries when considering a 
career, is whether future opportunities may be threatened by an AI-enabled algo-
rithm or machine that can eventually automate the tasks required in this sector. New 
technology such as AI chat-bots and the proliferation of 3D printers is likely to 
replace many unskilled workers that currently find employment in sweatshops and 
call centres. The bridge from cheap labour to high-skill tech jobs requires substantial 
investment in human capital development, and in particular in third level educa-
tion with a focus on university degrees that offer AI skills such as data science, 
machine learning and cybersecurity. For this reason, Rwanda’s national strategy for 
AI recommends a particular focus in these areas and also training for technical experts 
to collect, process and label datasets. 

Road safety is one area where the automation of driving enabled by AI may both 
enhance safety while also replacing paid employment. Walking through the current 
issues and considering the future risks shows just how difficult it is for policymakers 
to safely manage the pace of AI innovation. Road injuries are now the biggest killer 
of children and young adults worldwide causing 1.35 million deaths each year which 
is more than that from HIV/Aids, tuberculosis or diarrhoeal diseases (WHO 2018). 
In addition, between 20 and 50 million people are seriously injured in road accidents 
each year (WB 2017). At present, 93% of the world’s fatalities on the roads occur in 
low- and middle-income countries, even though these countries have only 60% of the 
world’s vehicles. The cause of traffic accidents can be inferred from the US’s fatality 
analysis reporting system (FARS). Road traffic deaths are almost entirely caused 
by human drivers due to alcohol abuse (29%), speeding (26%) or being distracted 
(21%) while driving (NHTSA 2019). Analysis of on-scene post-crash data concluded 
that the vast majority (93%) of critical reasons leading to crashes are attributable to
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the driver (Singh 2018). Self-driving cars, also known as autonomous vehicles, will 
make drivers redundant. By meticulously following traffic rules and communicating 
directly with other vehicles, they can improve road safety by never succumbing to 
the temptation to speed, drink, fall asleep or become distracted by telephone calls. 
There are of course serious risks to having a large fleet of autonomous vehicles and 
system failure or a cyberattack could lead to large-scale disaster. 

While engineers are fast at innovating and creating new solutions, they are much 
slower to acknowledge or consider the potential misuses or nefarious implications of 
their inventions. The proliferation of the internet, mobile technology and countless 
social media platforms dominate our lives, and we have all been lured into the use of 
these platforms without actively given our consent or giving adequate consideration to 
the risks. The historian, Yuval Noah Harari, dedicates a lesson for the 21st Century to 
the dangers of AI and warns that society is currently facing unprecedented challenges 
from infotech and biotech (Harari 2018). While humans were forced to revolt against 
exploitation or retrain to overcome the first three industrial resolutions, Harari fears 
that many simply do not have the skills required to make the transition to working 
in high tech jobs. Automation is therefore likely to offer a worse outcome to many: 
irrelevance rather than exploitation. 

The COVID-19 pandemic also demonstrated just how dispensable many jobs have 
become as many people lost their means of employment as some businesses have 
been forced to shut down, while other parts of the economy that rely on AI have gone 
from strength to strength. According to the ILO, 114 million jobs were lost globally 
in 2020 due to the pandemic (ILO 2020). In fact, this may be an underestimate, given 
that 8.8% of global working hours were lost for the whole of last year (relative to the 
fourth quarter of 2019), equivalent to 255 million full-time jobs. Roughly 9.6 million 
U.S. workers (ages 16–64) lost their jobs. In contrast, only about 2.6 million workers 
in the EU lost their jobs over this period. This is remarkable given that the EU is home 
to about 100 million more people than the U.S. The two geographical areas contribute 
equally to the world economy, each accounting for about 16% of global output. The 
reason for this is that countries across the EU deployed significant employment 
retention schemes, while the U.S. focused on stimulus checks and unemployment 
compensation in lieu of job retention. These different policies may have profound 
implications in the future, especially when the opportunity to replace workers with AI 
become more of a reality. While the industrial revolution created the working class, 
AI may be already creating a “global useless class”, a term coined by Yuval Harari to 
emphasize the level of exclusion that could be caused by automation (Harari 2018). 
The response to COVID-19 has clarified how governments will likely respond to 
further automation. 

AI and automation have played a large role in helping many big tech companies 
to reap the rewards from scaling up their operations and services. Apple became the 
world’s first trillion-dollar company in August 2018. Two years later, right in the 
middle of the pandemic, Apple crossed the two trillion-dollar hurdle. A handful of 
big tech companies, known as the FANGAM stocks, Facebook, Amazon, Netflix, 
Google owner Alphabet, Apple and Microsoft, are key players in AI and have all 
increased in value steadily over the last decade. In 2020, Apple, Microsoft, Amazon,
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Google and Facebook had a 21.7% share of the S&P500—an index representing 
500 of the largest companies listed on stock exchanges in the US. Investors that use 
fundamentals to value companies claim that the stock market has become detached 
from economic reality. Forward-looking AI enthusiasts argue that that these tech 
companies represent our new reality as they process most of our interactions with 
digital technology, while others are terrified by the huge control and power these 
companies now hold over many of us. 

The response to an extreme event is a good way to test the resilience of any 
business model. The global pandemic, COVID-19, that has claimed more than 3.5 
million lives as of Jun-2021, produced such an event. The impact on different parts 
of the economy help to understand which companies are likely to survive going 
forward and AI certainly features strongly. During 2020, global lockdowns caused 
the S&P500 index to crash by 34% in March but it ended the year up more than 18%. 
Two-thirds of that gain was entirely due to the growth of the six FANGAM stocks, 
which registered average growth of over forty percent during the year. The resilience 
of big tech is apparent by the fact that these companies continued to make money 
despite the majority of the global population being locked down and unable to leave 
their homes. It is the use of information technology and AI that allows these big tech 
companies to scale and grow at unprecedented rates. The effect of COVID-19, with 
many traditional workers furloughed and paid to stay at home without working, has 
served to demonstrate that the concept of the global useless class may no longer be 
futuristic. 

3.1 Risk Level 2 

There are already some noticeable risks that are being facilitated by social media 
and exacerbated by AI. One such risk is the proliferation of fake news described 
as false or misleading information presented as news. A more sinister view is that 
this fake news is specially crafted disinformation with the sole aim of damaging the 
reputation of a person, company or nation. There are increasing concerns that fake 
news can influence political, economic, and social well-being. Indeed, fake news is 
frequently mentioned as having had an impact on many political elections, such as 
the 2016 UK Brexit referendum and the 2016 US presidential election with Trump 
versus Clinton. 

Fake news spreads much more rapidly on social networks such as Twitter than 
real news because people are more likely to share extreme and unlikely news than 
the mundane (Vosoughi et al. 2018). Falsehood diffused significantly farther, faster, 
deeper, and more broadly than the truth in all categories of information, and the effects 
were more pronounced for false political news than for false news about terrorism, 
natural disasters, science, urban legends, or financial information. Along with the 
long-term implications of large swathes of society being misinformed, some of the 
dire dangers of fake news are now acknowledged. The World Health Organization 
(WHO) coined the term “infodemic” to describe the misinformation surrounding
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COVID-19 and how this has spread as fast as the virus itself. Sadly, conspiracy 
theories, rumours and cultural stigma have all contributed to deaths and injuries with 
a recent study estimating that about 5,800 people were admitted to hospital globally 
as a result of following false information received on social media (Islam et al. 2020). 

There have been numerous cybersecurity incidents, involving espionage, fraud and 
ransomware, with a worrying upward trend in the past year. A recent study found that 
86% of breaches were financially motivated, and 10% were motivated by espionage 
(Verizon 2020). Furthermore, 70% of breaches were perpetrated by external actors, 
and organized criminal groups were behind 55% of breaches. In May 2021, the 
infamous cyber-criminal entity, DarkSide, took offline a major US pipeline carrying 
45% of the East Coast’s supply of fuel, using a ransomware cyber-attack. As a result, 
the U.S. Department of Justice is elevating investigations of ransomware attacks to 
a similar priority as terrorism. While digitization and AI offers many opportunities, 
they also generate systemic vulnerabilities as a result of the digital connectivity 
required. Accenture, a global consulting firm, found that the number of business 
leaders spending more than 20% of IT budgets on advanced technology investments 
has doubled in the last three years and 69% of business leaders say that staying ahead 
of attackers is a constant battle and the cost is unsustainable (Accenture 2020). 

3.2 Risk Level 3 

Science fiction movies, like Terminator, make for thrilling entertainment by 
suggesting that AI may eventually destroy the human race. Unmanned aerial vehi-
cles (UAVs), more commonly known as drones, are now routinely used for military 
missions by countries such as the US, China, Russia and Israel. It is generally assumed 
that humans are fully in control of the movements and actions of these drones. A 
United Nations report this year, however, suggests that a drone, used against militia 
fighters in Libya’s civil war, may have selected a target autonomously (UNSC 2021). 
This drone, described as “a lethal autonomous weapons system,” was powered by 
AI and used by government-backed forces against enemy militia fighters as they ran 
away from rocket attacks. The fighters “were hunted down and remotely engaged by 
the unmanned combat aerial vehicles or the lethal autonomous weapons systems,” 
according to the report, which did not say whether there were any casualties or 
injuries. The weapons systems, it said, “were programmed to attack targets without 
requiring data connectivity between the operator and the munition: in effect a true 
‘fire, forget and find’ capability.” Rather than being a futuristic concern, this now 
demonstrates that the world has already embarked on a journey that will see the 
proliferation of AI-enabled military equipment. 

Concerns about humans not being able to compete with robots or AI applications 
became mainstream in the 2010s. AI has already conquered chess, once viewed as 
the ultimate strategic game for humans—requiring superior intelligence and years of 
dedicated training. IBM’s Deep Blue won its first game against the reigning world 
champion Garry Kasparov in 1996. Two decades later, AI systems can be trained
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solely via “self-play” and no longer need any human interaction or training. In 2017, 
Google’s DeepMind team created AlphaZero, which within 24 h of training achieved 
a superhuman level of play in chess, shogi and go. With AI systems now capable 
of superhuman intelligence without the need for human inputs, it is fair to ask if a 
sophisticated AI system might one day decide that humans are no longer necessary. 

An existential risk is an event that could lead to human extinction or permanently 
and drastically curtail humanity’s potential. In contrast to global catastrophic risks, 
existential risk scenarios do not allow for meaningful recovery and are, by definition, 
unprecedented in human history. The likelihood of the world experiencing an exis-
tential catastrophe over the next one hundred years has been estimated to be high as a 
one in six risk (Ord 2020). A recent report identified the misuse of AI systems as a key 
extreme risk and calls on governments to prepare appropriately (Ord et al. 2021). The 
report explains that as AI becomes integrated into safety-critical systems, whether 
self-driving cars, air traffic control systems, or military equipment, it raises the stakes 
of accidents, malicious use of this technology, or AI systems behaving in unexpected 
ways and recommends increasing funding for technical AI safety research, to help 
avoid the dangers of unsafe AI systems. 

These sections have walked through a series of risks and offered a three-level 
classification system based on the severity of the risk. At present, society appears 
to be moving consistently along this risk stratification. This is not surprising since 
greater adoption of AI brings with it the potential for more harmful consequences 
in both magnitude and spatial scale. Many of the level one risks are manageable 
and in isolation do not necessarily warrant the regulation of AI but certainly make a 
case for the ethics of AI. The level two risks are already taking being observed and 
some of the consequences may be difficult to reverse. Finally, level three risks are not 
science fiction and deserve serious consideration. Awareness of all these risks and 
better classification may help policymakers to manage the opportunities and threats 
of AI. 

4 Risk Mitigation 

Fortunately, there has been a dramatic awakening to the risks of AI over the last 
three years. Numerous organizations have attempted to introduce ethical principles 
and offer recommendations that will guide future practitioners and protect society. 
These include national governments (UK 2018), the European Union (EC 2019), 
intergovernmental economic organisations (OECD 2019), international consulta-
tions involving experts from 155 countries (UNESCO 2019), the world’s largest tech-
nical professional organization (IEEE 2019) and one of the largest tech companies 
(Microsoft 2020). 

The Government of Rwanda (GoR) represented by Rwanda’s Ministry of ICT 
and Innovation (MINICT) and Rwanda Utilities Regulatory Authority (RURA) are 
collaborating with GIZ and the Future Society in a project called “FAIR Forward— 
Artificial Intelligence for all”. Being part of the Future Society team collaborating
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with GoR and GIZ has provided many insights into the process for establishing 
national guidelines. It has been paramount to organize workshops, solicit expert 
feedback, and validate the AI ethical guidelines which are now being presented in 
Rwanda’s National Artificial Intelligence Policy. CMU-Africa, which is based in 
Rwanda, will provide masters courses in IT and AI and undertake pilot studies that 
aim to ensure the following important AI guidelines are respected: 

1. Societal Benefit: aim to deliver strong economic and social impact and improve 
the well-being of citizens 

2. Inclusion & Fairness: identify underrepresentation in data and lack of access to 
services due to economic means, physical location or gender 

3. Privacy: anonymize personal data and follow national privacy laws 
4. Safety & Security: ensure data storage and sharing mechanisms are secure and 

encrypted 
5. Responsibility & Accountability: consider and acknowledge the impact of AI for 

all participants and stakeholders 
6. Transparency and Explainability: document all steps involved in the construction 

and deployment of an AI system 
7. Human Autonomy and Dignity: maintain freedom from subordination to, or 

coercion by, AI systems. 

With these guidelines in mind, the alertness of future AI experts to these issues 
is paramount. CMU-Africa promotes trustworthy AI solutions which are lawful, 
ethical and robust. With a new MSc in Engineering AI being offered by CMU, it 
is important to ensure that learners are fully aware of these principles of AI ethics. 
After presenting case studies in different sectors that highlight the opportunities and 
risks, it is useful to illustrate the potential danger of insufficient awareness and to 
study the dangers of privacy risks, lack of transparency and biases in data. 

One way that has been tested and proven both useful and practical in classes at 
CMU-Africa and during policy workshops for the national AI strategy, is to initiate 
a group discussion about the risks and consequences of AI for a particular solution. 
This can be achieved by offering situation appropriate scenarios about how AI would 
be utilized in a given sector and how it might affect certain individuals. By focusing on 
scenarios that highlight situations where individuals experience the advantages and 
disadvantages of AI systems, it is then easier to assess what is fair and what might 
lead to exclusion or job losses for example. These scenarios need to be realistic, 
provide reasonable advantages as to be attractive and yet carefully highlight some 
of the potential pitfalls and adverse consequences. The discussions that follow in a 
group environment can then be focused around the seven guidelines listed above. 

In order to maintain a thread running through the different scenarios and empha-
size relevant issues to tackle, each scenario can be discussed in the light of some 
talking points. Breakout rooms offer a means of exploring multiple sectors in a small 
group setting and then bringing participants back to identify common themes. The 
following set of guiding questions can help to draw out important ethical issues for 
group discussion:
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• What are the benefits of this AI system?
• Who will specifically benefit from the adoption of this AI system?
• Might the introduction of this AI system threaten existing jobs?
• Will certain individuals be adversely affected immediately or in the long term?
• Could accessing data for the AI system be a breach of privacy law?
• Might the changes introduced by this innovation lead to greater surveillance?
• Where and how should the data required for the AI system be stored?
• Will data be encrypted and who will have access?
• Are regulators or policymakers providing oversight of this innovation and its 

impact?
• Is it relatively easy to understand how the AI system operates?
• Does the introduction of this AI system remove the full and effective self 

determination of any individual over themselves? 

In the boxes below, three scenarios are presented for banking, healthcare and 
education. Depending on the audience and context, these scenarios can be adapted 
and extended to include other sectors where AI is likely to play an important role. 

Banking Scenario 
Sandra is a student at the University studying data science with excellent grades. 
She works as a waiter at a restaurant at weekends. Due to the COVID-19 
lockdown, her earnings have been reduced and she is concerned about running 
out of money. 

Just as Sandra is considering seeking a loan, she receives an SMS on her 
mobile phone from her bank offering a loan facility. She is amazed to find this 
pre-approved loan is exactly what she is looking for. She clicks on the link, 
accepts the loan through an app and finds the money in her bank account an 
hour later. 

Her bank has developed a credit scoring model that utilizes AI. Harnessing 
data about account activity, degree course and grades enables the bank to auto-
matically select students for pre-approved loans. The speed and efficiency of 
processing these loans has increased the bank’s profits and improved customer 
satisfaction. 

Sandra’s friend John has been waiting for over a month to hear back from 
his bank about a paper-based loan application that took hours to complete. On 
hearing about Sandra’s positive experience, John decides to switch banks.
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Healthcare Scenario 
Peter is married to Catherine and they have two children and live and work on 
the land in a thriving rural community, situated over 100 km from the capital 
city. One year ago, Peter subscribed to a new medical app on his phone that 
was offered as a reward for being a loyal customer with his mobile network 
operator (MNO). The app provides useful advice on nutrition and lifestyle and 
has been particularly useful for receiving information on COVID-19. Peter and 
Catherine were very fortunate in being able to attend good local schools and 
their high literacy levels have allowed them to learn from the medical app and 
make informed decisions that have benefited their family. 

Recently Peter was pleasantly surprised to be offered medical insurance for a 
very reasonable monthly premium. He assumes that the enrollment information 
and data he was providing via the app over the year makes him an attractive 
client for the insurer that is collaborating with the MNO. Peter is delighted 
that he can now have peace of mind by knowing that his family are covered by 
medical insurance. 

Peter’s neighbour, Charles, is also a subscriber to the same MNO. He too 
is a farmer but due to past health problems has been unable to spend as much 
time on his land or to generate a regular income. As Charles cannot afford 
the money to make as many mobile phone calls, as Peter has, he has not been 
offered the medical app or the medical insurance. 

Education Scenario 
Marie is at the national university in the capital city where she studies medicine. 
Her family live in a smaller town, approximately three hours away. During the 
restrictions caused by the pandemic, Marie was relieved to find that the univer-
sity was able to provide continuous education and was not forced to shut down. 
Fortunately, the forward-thinking administration in the university had invested 
substantially in IT equipment and fast broadband and were already experi-
menting with remote teaching for adjunct faculty living in other countries. As 
a result, the university was able to quickly move from physical classes to remote 
classes using Zoom, allowing students to continue their courses even when in 
a different part of the country. A partnership with an Ed-Tech company helped 
to streamline the process and offer additional courses and online materials. 

Marie enjoys the security of being at home with her parents and siblings 
during the lockdowns and can still continue with her dream of becoming the first 
doctor in her family. Lecturers at the University have welcomed the advantages 
of the Ed-Tech platform, which includes tailored digital content, AI-enabled 
chat-bots and communication channels for students working on group projects.
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Marie’s older brother, George, is in his final year at a different university. 
The board of this university decided not to invest in IT and are relatively 
inflexible with regard to new technology, insisting that all lectures take place 
physically on campus. Sadly, this university now has no choice but to postpone 
all activities until the following year. 

5 Conclusions 

Although John McCarthy coined the term AI in 1955, many of the original hopes 
for this new technology have only recently been realized. From being able to beat 
humans at chess, shogi and go to empowering autonomous vehicles to promoting 
human development, AI will continue to enable innovations that were previously 
unimaginable. Alongside the considerable opportunities offered by AI, politicians 
and leaders need to be wary of the risks posed by AI. These risks have the potential not 
only to adversely affect individuals but could possibly threaten democracy and have 
a profound negative impact on society. By being aware of these risks and constantly 
discussing the scenarios that will likely play out over time, it may be possible to 
mitigate against the worst of these risks and harness the opportunities that AI can 
offer. 
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1 Ethics in the African Context 

From the Greek word “ethos”, which means custom, habit or character, the word 
ethics can mean and has been defined in many different ways by ethics and morality 
theorists. Some define ethics as a branch of moral philosophy concerned with asking 
questions about what is right or wrong. Others might say they are a set of guiding 
principles for an individual or group. In these modern times, it is advisable to desist 
from being in a hurry to pick up an individual or group’s view of what may be termed 
as ethical or unethical. Therefore, we can say that the way ethics is understood is 
heavily influenced by one’s geographical and cultural differences. 

Across the world and especially in Africa, a person’s ethical decisions cannot be 
separated from their beliefs and societal expectations. In order to define ethics in the 
African context, however, caution must be taken so that a “one size fits all approach” 
is not adopted with the assumption that situations are the same everywhere. All the 
same, it is safe to assume that the fundamentals of “African Ethics” stems from the 
importance of the interactions between individuals and their communities and what 
they perceive to be morally “good” or “bad” and “right” or “wrong”. 

It is also nearly impossible to consider ethics in the African context without 
considering religion as a relevant contributing factor to how it is defined. Religion 
has always played a big role in society’s determination of what is considered morally 
wrong or right but their fundamental beliefs, regardless of the type of religion, are 
almost the same. With the limits of AI capabilities being pushed, many questions that 
religious communities will ask will be related to how far A.I should be allowed to go.
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If any technology could make autonomous decisions just like any person, must it also 
be considered a person? Are we then challenging the belief that humans are the only 
beings on earth with a purpose for God? The theological term “Imago Dei” which is 
Latin for “Image of God” refers to the relationship between humans and their creator. 
Is creating in our own image and trusting that creation other than God the creator 
not a practice of idolatry? (Herzfeld 2002). Aside that all religions believe there is a 
creator and for instance some believe in Jesus Christ and others in Mohammed, but 
whichever their belief is they hold true that there is one supreme one and none can 
be compared to their creator. They believe it is only their Supreme being that has the 
power to create intelligence that can think and act like a human. The bigger question 
here; Is it ethical to encourage the building of “human-like” machines? 

One may first need to ask: how is defining ethics relevant in teaching AI in Africa? 
AI or any other digital technology is logically malleable and exhibits a high level of 
flexibility. Its intentions are therefore very open to any kind of interpretation. This 
means that AI can be used for countless purposes, which may or may not be aligned 
with the objectives of its developers (Stahl 2021). 

One factor that influences use and objectives is culture, which of course varies 
widely by geographical location. Culture is dynamic and one major contributor to 
change in cultural beliefs and practices today has been the influx of Information 
Technology over the past few decades. However, just like any other phenomenon, 
embracing AI in any culture means that people may have to stop doing and seeing in 
the ways they were accustomed to. However, people are naturally hesitant towards 
immediate change. Therefore, successful implementation of this change (the use of 
AI) starts happening when people start seeing the need for it and believe that it will 
improve their lives, while not violating their cultural values. 

In short, “African Ethics” in AI may be defined as the set of guiding princi-
ples and methodologies applied in the building and usage of AI in Africa that are 
widely accepted by communities majorly based on their beliefs and what stake-
holders believe as being morally right and do not infringe on fundamental human 
rights, while improving lives. 

1.1 Ethical Principles 

AI ethics is a set of features and techniques used during the lifecycle of AI projects in 
order to ensure that the final solutions protect the end users from potential harm such 
as bias and discrimination, denial of individual autonomy, unfair outcomes, invasion 
of privacy. Thus, AI ethics is led by some principles that bring ethical values to 
AI systems. Principles here can be defined as a set of concepts and rules for the 
use and development of AI. Values are not mere desire, but goals and ideals that 
people endorse thoughtfully and defend as appropriate or right (Leslie 2019). In this 
section, the most common principles of AI recognised by many communities will 
be discussed as well as the values that are related to them. Then, some tensions that 
may exist between values will be highlighted.
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Overall, AI Ethics principles are meant to ensure trustworthy AI. Many concepts 
have been proposed by different communities or institutions as the key requirements 
for AI ethics. Recently, in April 2021, we witnessed the proposal of AI regulation 
by the European Union Commission that is based on seven core pillars including 
human agency oversight, technical robustness and safety, privacy and data protec-
tion, transparency, diversity—non-discrimination and fairness, social environmental 
wellbeing and accountability. The government of Australia published another set of 
concepts of ethical AI that are made up of accountability, transparency, reliability, 
privacy protection, fairness, human-center values and finally social and environ-
mental wellbeing (Department of Industry 2019). Lo Piano (2020) reviewed many  
other propositions coming from other institutions and came out with a set of prin-
ciples that were common to them including transparency, justice and fairness, non-
maleficence and privacy. Be it as it is, the most important principles of ethics are 
listed as follows: respect of human rights, respect of society and environment, robust-
ness and safety, transparency, contestability, responsibility, justice and fairness, and 
privacy. (AIHLEG 2019). In this section, we would review each of these principles. 

Respect of Human rights refers to all the values that preserves human autonomy. 
The two key values of this principle are human dignity and equality. In the context of 
AI, the system should not compel people to make decisions that they can’t assume as 
human rights and are inalienable. In addition, the system should treat people equally 
without any discrimination regarding the nationality, gender, and place of living, as 
human rights are universal. Finally, the system should not ignore any one of the 
human rights as they are indivisible, interdependent and interrelated. 

Respect for society and the environment is all about making AI systems serve 
people by respecting the rules of society and the environment where the system 
will be used. The values aligned with this principle are sustainability, environmental 
friendliness, and social impact. 

Robustness and safety is related to all aspects of the system that make it reliable 
in accordance with the intended purpose. The values assigned to this principle are 
accuracy, security, resilience to attack, and reproducibility. 

Transparency principle focuses on the break of the traditional black box process. 
There should be clarity and understanding on the output of the system as well as 
traceability of the process used. This characteristic brings values such as explain-
ability, interaction, and communication that are important to improve the truth of the 
final users with respect to the system. 

Responsibility or Accountability aims to point out who is responsible for the 
outcomes of the system. One of the reasons for the less adoption of AI based solutions 
is that there is no organization or individual that can endorse the system in case of 
harm. For example, should the designer of the AI solution or the owner who employs 
it or the society that uses it be the one to accept a faulty model? For now, it is not 
clear. However, research is ongoing to figure out a solution that suits everyone. Thus
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the most significant value linked to the principle is auditability and values related to 
the transparency principle. 

Justice and fairness ensure that AI systems are equitable, inclusive and fair with 
respect to all the potential users of the solution. The values related to this principle 
are non-discrimination, accessibility, universal design and stakeholder participation. 

Privacy claims the respect of privacy rights and data protection in an AI system. 
Basically, throughout the lifecycle of the system, privacy should be preserved by 
using appropriate techniques. Techniques such as data anonymisation and differential 
privacy could be used to preserve dataset for hacking. This principle brings along 
values such as security, quality and integrity of data, access to data (Ethical and 
Societal Implications of Data and Arti 2019). 

In general, the values are tangible means used to assess if an AI ethics principle is 
respected or not. Hence, when designing a particular system for a specific purpose, 
it is necessary to bring people from different backgrounds to propose a set of values 
that can be used to assess AI ethics principle without any restriction. The values 
listed above are not exhaustive and can be contextualised during the application in 
the real world. For instance in healthcare, there are values such as quality of service, 
aggressiveness of a treatment that can be used to assess the quality of an AI system. 

However, for the same system, there can be two values that are contradictory. For 
example in the case of healthcare, the quality of service as value can be in conflict 
with privacy preservation. It is known that, having a personalised service that suits 
patients’ expectations, the use of data listed as sensible are needed such as gender, age 
and others. If the team in charge of the project decides to prioritize quality service, 
there would definitely be a violation of privacy which is banned by AI ethics. Another 
conflict that can be observed is equality of the human right principle and equity in 
justice and fairness principle. This phenomenon is called tensions between values 
(Lo Piano 2020): It happens when two values witness points of friction. There are 
many ways to resolve those tensions as listed in Whittlestone et al. (2019). Overall, 
the process consists of measuring the importance of the values with respect to the 
society and then finding a trade-off between the two values. 

1.2 Ethical Challenges in Existing in Domains 

AI systems have shown great impact in different domains from health to education. 
Due to its enormous potential, AI has generated wide interest in the research commu-
nity and industry as a whole. However, as these systems are being adopted by various 
institutions to make autonomous decisions on issues such as loan approvals, pretrial 
risk assessment etc., how do we ensure that the systems that are developed are not 
biased? What are the moral or ethical implications/challenges that would arise from 
these systems? In this subsection, we discuss the ethical challenges that are likely to 
exist in the use of autonomous systems in domains particularly relevant to African 
societies using agriculture and health domains as case studies.
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Agriculture is one of the major sectors that serve as a means of livelihood for the 
majority of Africans with over 80% of the total urban food sales supplied by Africans 
(Africa Agriculture Status Report 2020). The Africa agriculture status report 2020 
also projects African urbanization as one of the highest in the world. With the world’s 
population expected to exceed 9 billion by 2050, this, therefore, would mean that 
the agricultural sector would need to increase its production levels up to about 70% 
(Kamilaris et al. 2017; Schönfeld et al. 2018) to be able to feed the world. The 
agriculture sector, therefore, needs to begin creating measures and possible solutions 
on how to increase food production. AI has been identified as one of the major 
solutions to this problem (Kumari et al. 2016; O’Grady and O’Hare 2017). AI can 
learn from historical data and learn patterns in the data to make predictions in the 
future. This ability of AI systems, therefore, makes it possible to be adopted by 
agricultural farmers to increase crop yield, identify crop disease, determine soil 
fertility and water levels. 

AI systems however, learn well when presented with large amounts of data. The 
ethical challenge with working data is how to effectively measure if the data alone can 
capture all relevant information to correctly model the real-life experience, or if there 
is bias in the data. Does high accuracy from these models automatically translate to 
an efficient model which would also be accurate in practice? If these curated data 
are not accurate, they turn to translate to the developed autonomous systems. The 
efficiency of these autonomous systems could further lead to low yields, poor plant 
nutrition, and ill livestock, etc. Aside from the possibility of inaccurate data, there is 
the possibility of errors with the retrieval of data due to environmental circumstances. 
Most of the agriculture data are gathered through the use of sensors. However, farm 
animals can interfere with sensor equipment which would therefore lead to false 
readings (O’Grady and O’Hare 2017). 

Furthermore, there are high development costs in building autonomous systems, 
which forces developers of these systems to sell them at exorbitant prices to cover 
production costs. Unfortunately, smallholder farmers, who should greatly benefit 
from these systems, cannot afford them. As such, how should AI systems devel-
oped with data from large-scale production farmers be used by a smallholder farmer 
whose data had no representations in the curated data training phase? Will such AI 
systems take into account such farmers’ representations and characteristics? Will 
these systems not end up making biased decisions in favor of these farmer groups? 

Health is another domain presented with a lot of ethical challenges when it comes 
to the deployment of AI in health systems. Many researchers have already pointed 
out how AI would revolutionize healthcare systems in the world, from the early 
detection of disease to drug development and clinical trials. Despite the potential 
benefits AI presents in this sector, we are also faced with the issue of data privacy and 
confidentiality. How will AI researchers developing systems ensure that individual 
data rights are protected? AI developed systems should provide ways in which data is 
protected as indicated by the National Institute of Health (NIH) Data Sharing policy 
and Implementation Guidelines which mentions that data needs to be widely and 
freely available, nevertheless it should protect the privacy and confidentiality of the 
data and individuals involved.
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Moreover, a serious ethical challenge will be to deal with how to model fairness to 
avoid any form of bias. AI engineers/developers should be able to explain how an AI 
system made some decisions and why that particular decision was made. This would 
make it easier to interpret and explain these developed systems. In light of the recent 
COVID-19 pandemic, development has been made in the use of AI to reduce the 
negative impact of the pandemic on many nations. AI for instance was used to raise 
early warning towards the outbreak of the COVID-19 pandemic days before it was 
reported by international organizations. The haste in which emerging technologies 
are implemented and deployed, however, presents difficult ethical concerns and risks. 
The phenomenon of privacy issues over data collection, processing and analysis are 
becoming more pervasive and we need to place a closer emphasis on it (AI, Robots, 
and Ethics in the Age of COVID-19). Recently, in helping curb the exponential spread 
of the virus, most companies have put in place phone-based applications that seek to 
monitor people, self-diagnose oneself for COVID-19, contact tracing for people who 
may have come in contact with an infected person etc. However, who gets access to 
this vast amount of data that is generated? How long is the data going to be kept? 
What occurs when members of the public request that their data be returned? 

The use of AI will not only present ethical challenges in agriculture and the health 
sector, the educational sector is also another domain that could be faced with serious 
ethical challenges. AI is currently being used to grade students, suggesting topics 
students need to spend considerable amounts of time to improve their grades etc. 

1.3 Data Bias 

One of the purposes of considering ethical principles in the design of artificial intel-
ligences is to reduce the biases that may be consciously or unconsciously included 
during any stage of the design process. It is therefore important that learners know 
what these biases exist and how to mitigate its negative impact. Bias in AI can be 
defined as a phenomenon that occurs when a system’s output is systematically prej-
udiced due to assumptions during the system development process (Mehrabi et al. 
2019). There are basically two types of bias: Societal bias (or cognitive biases that 
are effective feelings towards a person or a group based on their perceived group 
membership) and data bias which is the lack of complete data of the case study 
(Mehrabi et al. 2019; Ntoutsi et al. 2020). This section focuses on data bias as it 
seems to be the one that is objective (not subjective compared to societal bias). In 
addition, data is to AI what blood is for human beings. In other words, without good 
data there is no hope for good results. As mentioned earlier, data bias is due to the 
use of data that is not well representative of the current situation. 

According to (Aysolmaz et al. (2020), there are six types of biases: Sample or 
Selected bias, Exclusion bias, Measurement bias or Systematic value distortion, 
Observer or Confirmation bias, Racial bias, Association or Stereotype bias. The 
next paragraph will discuss each type by giving the definition, where it is inserted 
consciously or not in the development pipeline of the system.
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Sample or Selected bias is when the dataset does not reflect the realities of the 
environment. This type of bias occurs mostly in the data collection process. Exclu-
sion bias is when some features are categorised as non important and are removed. It’s 
likely to happen during the feature engineering phase. Measurement bias or system-
atic value distortion is when the data used for training differs from the real world 
data or when faulty measurements result in data deformation. The stages concerned 
in the development are data collection. Observer or Confirmation bias is the way 
of seeing from data what is expected (assumptions) or wanted instead of truly paying 
attention to the output of the model. It happens when the team or developer goes 
into a project with subjective thoughts and is just looking for a confirmation of them. 
This bias is inserted during data labeling as well as in the training phase. Racial bias 
occurs when data skews in favor of particular demographics (gender, location, race, 
age). It is likely to be inserted during the data collection. Association or Stereotype 
bias happens when the data reinforces cultural bias. The consequences of data bias in 
Artificial Intelligence are very huge. They may lead to unfair systems, discriminatory 
outcomes, low accuracy models as well as analytical errors. To eliminate as much 
as possible, in 2016 the FAIR Guiding principles for scientific data management 
and stewardship were published in Scientific Data (FAIR Principles n.d.). The next 
paragraph will give details about the FAIR principles and explain how they are used 
to mitigate some biases listed above to reinforce Ethics AI principles. 

FAIR stands for Findable Accessible Interoperable Reusable. It is a set of prin-
ciples that aims to solve most of the issues in data management that reinforce data 
bias. FAIR principles set four characteristics that should have datasets for AI based 
solutions: findability, accessibility, interoperability and reusability. Findability is 
the way of assigning to datasets a globally unique identifier and enriching them 
with a lot of Metadata that can be indexed in a searchable resource for further use. 
This characteristic is crucial to mitigate data bias as it contributes to having datasets 
that contain a lot of information about specific subject matter which is good for AI 
systems as discussed in the previous section. This characteristic alone is suitable to 
reduce selection, exclusion, racial and stereotype biases. Accessibility is the way 
of giving people the right to know who is using their data as well as why and how 
their data are used through authentication and authorization systems. This feature is 
necessary to guarantee security, privacy and avoid data collection without the consent 
of people. Interoperability and Reusability characteristics ensure that the dataset 
can be linked with other applications for analysis and are sustainable. 

1.4 Current State of Teaching AI Ethics 

AI has been identified as having a great potential to further enhance developmental 
exploits throughout the African continent. A number of countries are championing 
these efforts by supporting and setting up hubs for further research and promotion of 
AI in many economic sectors. By 2035, the rate of growth of a country’s GDP will be 
doubled by AI (Accenture-AI-Economic-Growth-Infographic) and several African
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governments believe that AI can serve as a solution to many countries’ prevalent 
problems; from poverty reduction to easier delivery of healthcare and better education 
(Microsoft Corporation and Microsoft Corporation—2018—The Future Computed 
Artificial Intelligence and i.Pdf n.d.). 

Thus, there have been initiatives such as the African AI accelerator, as well as 
global giants like Google setting up its first AI research and development center in 
Accra, Ghana (Google AI in Ghana 2018). University of Lagos launched the very 
first AI hub in Nigeria in 2018 with a focus on developing interests in AI among 
the youth (Data Science Nigeria Opens 1st Artificial Intelligence Hub in Unilag | 
The Guardian Nigeria News—Nigeria and World NewsTechnology—The Guardian 
Nigeria News—Nigeria and World News n.d.). Academic City University in Accra 
Ghana introduced the first undergraduate degree in Artificial Intelligence in Ghana. 
Other examples include Data Science Nigeria, and the IndabaX (IndabaX—Deep 
Learning Indaba 2021 n.d.), a program with the objective of encouraging conver-
sations in machine learning and AI locally. IndabaX started in 2018 and currently 
boasts a membership of 27 countries across the continent. In April 2021, Nvidia’s 
annual GTC (GTC 2021 n.d.) conference on breakthroughs in AI featured several 
African startups that presented innovative solutions that sought to tackle issues in 
agriculture, education, and healthcare and fintech in their respective countries. For 
example Dr CADx is a startup from Zimbabwe that has developed an AI-powered 
computer-aided diagnosis system to help doctors in the absence of radiologists. Their 
system can currently detect 15 pathologies in x-rays including Covid-19. Another 
startup presented a system for increasing access to clean energy in Africa through 
A.I. 

Despite these efforts and gains in promoting the development of AI in Africa, the 
gap between AI development in Africa and the rest of the world is still very wide with 
countries like Mauritius, Egypt, South Africa, Kenya, Ghana, Namibia, Senegal and 
Morocco being the only countries in the top 100 on the 2020 Global Government AI 
Readiness Index. This report draws on 33 indicators across 10 different dimensions 
which include data availability, infrastructure, governance and ethics, vision, data 
representativeness, adaptability, digital capacity, human capital, size and innovation 
capacity (Table 1) to determine how ready a given government is to implement AI 
in the delivery of public services to their citizens.

The major indicators under the governance and ethics dimension included data 
protection and privacy legislation, cybersecurity, existence of a national ethics frame-
work, legal framework’s adaptability to digital business models. Under this dimen-
sion, it is observed that the score across all the African countries is still quite poor. 
Mauritius which ranks top on the continent only has a score of 58.34 compared to 
the number one (1) country, USA which has a score of 92.66. 

The 2020 AI Readiness Index also introduced an assessment known as the Respon-
sible AI Sub-index. This measures how responsibly governments make use of A.I by 
measuring 9 indicators across four (4) dimensions; Inclusivity, Accountability, Trans-
parency and Privacy. It is interesting to note that countries like Senegal and Mauritius 
ranked 9th and 13th respectively while the U.S.A (number 1 on the Readiness Index) 
ranked lower at 24th. Similarly, Estonia, which is 17th on the AI Global Readiness
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Table 1 Sample of scores of the A.I readiness index comparing U.S.A (ranked 1st) to the African 
countries listed in the top 100 

Country Infrastructure Data 
representativeness 

Data 
availability 

Governance 
and ethics 

Digital 
capacity 

Rank 

USA 90.41 89.16 89.55 92.66 88.83 1 

Mauritius 47.80 73.36 63.70 58.34 53.51 45 

Egypt 37.39 48.90 59.49 56.50 48.61 56 

South 
Africa 

74.84 74.24 67.56 51.91 50.59 58 

Kenya 41.29 64.13 47.32 44.52 65.43 71 

Rwanda 36.43 52.09 44.29 57.91 76.11 87 

Ghana 37.52 70.75 57.95 48.24 51.72 91 

Namibia 42.73 71.67 48.87 38.62 41.58 96 

Senegal 38.05 63.49 50.61 44.75 47.98 97 

Morocco 45.53 31.64 62.15 46.31 47.07 99

Index, was 1st on the responsible A.I sub-index list. This trend indicates that the 
countries positioned at the highest rank of AI readiness are not necessarily higher in 
their practice of responsible AI. The 2020 responsible A.I sub-index covered only 
34 countries and 4 countries out of these were from the African continent. However, 
this presents an opportunity for other countries to develop strategies to ensure that 
while they take advantage of the positive impacts of A.I for development, policies 
can also be put in place to promote ethical uses of A.I. especially at the government 
level. 

Education is one the most important mechanisms for pushing the awareness of AI 
ethics. The past decade has seen many top universities and research institutions, 
such as the University of Nairobi, Ghana, or Cairo, introduce AI as courses in 
their computing and engineering departments. Most of these educational institu-
tions, however, do not currently have AI ethics as part of their syllabi. A few of 
them, such as the University of Botswana, have a separate course known as Social 
Informatics which focuses on ethical, social, legal issues in computer science. In 
another example, the Centre for A.I research (CAIR) Ethics of AI research group at 
the University of Pretoria focuses on teaching and research on machine ethics, the 
ethics of social robotics, neuro-ethics and data ethics. 

But these examples are still too few and far between. With AI steadily gaining 
visibility in academia and research institutions across Africa, it is necessary to further 
encourage learners and future developers in particular to understand the ethical issues 
involved in the design, development and use of AI applications though the discussion 
of these issue in higher education.
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1.5 Best Approaches to Teaching AI Ethics 

In 2002, Pratt (2002) proposed five approaches to teaching usually used in secondary 
and higher education. In this section, we discuss each of them and tell how they can be 
relevant to teaching AI ethics. The transmission perspective refers to the transfer 
from teacher to learners, a specific body of the knowledge through a structured 
lecture and includes seminar format and conferences. This perspective can be useful 
for teaching ethical design of algorithms or teaching decision making methodologies. 

The developmental approach which aims to propose grows the mindset of the 
learner. It might change the mindset of the learner if the content delivered is not in 
line with their understanding. It might strengthen the mindset of the learner if the 
content is in line with theirs. It works with questioning and examples that make the 
learner think out of the box. Furey and Martin (2019) used this approach to raise 
ethical thinking about autonomous vehicles. This form of teaching is also suitable for 
research students. It helps to cultivate critical thinking and ethical reasoning skills, 
which are highly relevant in AI development and ethics (Borenstein and Howard 
2021), to set or understand ethical principles and values as well as codes of conduct 
(Wilk n.d.). It can be done through both seminars and discussions formats. For 
instance, organising a series of talks on a specific topic of AI ethics and giving the 
opportunity to many teachers to share their opinion with respect to their background 
and interact with the learners. 

The Apprenticeship Approach aims to challenge the learners with the real envi-
ronment as an internship. In that context, learning occurs when the students start to 
adopt the language, values, and practices of the specific activity. This form can be 
reserved for students in the specialisation phase: Ethics AI in Education, Ethics AI in 
Agriculture, Ethics AI in Computer vision etc.…This pipeline is suitable to increase 
student’s familiarity with professional code of ethics as well as balancing theory and 
practice of AI ethics. It can be made by using world datasets that require students to 
address ethical issues in AI. 

From the Nurturing Approach, the goal of teaching is to give enough support 
(care) to the learners in order to build their confidence in order to have an impact 
on their competence. It is suitable for elementary education (primary schools). In 
essence, there is no one approach to it, learners should be allowed to think and learn 
on their own and grow as individuals. Teachers should support students and not 
impose on learners what they as teachers necessarily deem right. 

Finally, the Social Reform Perspective aims to bring about social change, not 
simply individual learning. Learners are called to take social actions for better condi-
tions in their environments. Activities involved in this type of teaching are bringing 
learners in diverse communities, encouraging learners to take a critical stance, 
watching documentaries and discussing. For instance, the documentary (Coded Bias) 
is a great resource to point out algorithmic bias in AI systems. 

Overall, the best approach for teaching AI ethics is the mix of all the approaches 
listed above with respect to the type of learners and the expectations of the lesson.
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For a specific case of higher education, the combination of transmission, develop-
mental and apprenticeship might be the best approaches regarding their goals and 
the activities included. In addition, there are some practices that should be essen-
tial to reinforce AI Ethics skills to future AI leaders in Africa including creating 
diverse working AI groups composed from both technical and non technical people. 
Diversity is essential for ethics in general. 

1.6 Goal (Where Do We Need to Be with Teaching AI Ethics) 

The need for teaching AI ethics cannot be overstated and all indications have shown 
the necessity of this. For instance, Google has put together the nature of AI applica-
tions they would and would not pursue as their AI principles of which they are putting 
in practice (Google AI Our Principles n.d.). The launch of Montréal Declaration for 
a Responsible Development of Artificial Intelligence (Montréal Declaration) with its 
main focus to foster a responsible development of AI (Responsible AI Declaration 
2018). Conferences such as ACM FaCCT also seek to bring in a diverse group of 
researchers and practitioners interested in the area of fairness and accountability to 
discuss and tackle emerging issues in this area. All of these initiatives seek to address 
the issue of teaching AI ethics to future developers and practitioners. But then, where 
exactly do we as Africans need to be as a continent with regards to teaching AI ethics? 

First and foremost, teaching AI ethics and ensuring that all students take courses 
in AI ethics is not a debatable topic. As a matter of urgency, AI ethics should be a 
compulsory course for all students to take. As many industries continue to incorporate 
AI technologies into their operations, everyone at some point in time will come 
into contact with using AI developed applications, whether one is an AI software 
developer or not. It is therefore important that as we train the next future generation, 
they learn to pause and think about the ethical consequences of the technologies they 
come into contact with or while developing them. AI developers are often focused 
on having the performance of their models increase while paying little attention to 
the complex ethical considerations at play when designing AI systems. In view of 
this, future AI developers should be taught how to design AI systems for healthy 
outcomes devoid of any form of bias. 

Second, we should be at a point where students have a fostering AI ethics mindset. 
While teaching AI ethics, student AI developers should be able to understand that the 
AI technologies they are developing are linked with ethical concerns and they have a 
paramount role to find ways to deal with these ethical issues. Most often, developers 
turn to look at AI ethics as another person’s problem to deal with. However, in training 
AI technologies, the developer has a choice to decide which particular features should 
be useful in the model. Take for instance, an AI system that is able to classify 
transactions as fraudulent or non-fraudulent. The developer needs to decide how to 
choose/eliminate sensitive features like ethnicity, sex etc. to train the model to ensure 
that these systems do not carry any form of bias. As such, we need to be at the state
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where students have a fostering AI ethics mindset and not see studying ethics as the 
sole responsibility of a sub group of people interested in ethics. 

Third, the understanding of ethical principles differ from person to person and 
place to place. As such in teaching AI ethics it is important to have a diverse team 
of instructors (from lawyers to philosophers etc.). This will give students different 
perspectives in understanding ethics and when developing or using AI technologies. 
We need to be at a state where teaching of AI ethics is of priority to everyone 
notwithstanding the background of the individual or organization involved. 

Lastly, higher institutions should by now have instituted multiple ways to teach 
AI ethics to future generations. As there is no right or wrong answers to answering 
ethical questions, since these turn to differ from place to place. Teaching modes 
should incorporate discussions about the ethical problems and how to make ethical 
decisions. Seminars and papers presentation could also be fused in the mode of 
instructions. This gives students the liberty to think and write down their own ethical 
challenges and come up with suggested ways in handling them. Particularly, AI ethics 
classes should provide a complete blend of theory and practice. Case studies could 
be presented to students and allow them to ponder and deliberate over the ethical 
issues associated with these case studies and suggest ways of dealing with them. 

As AI is becoming a massive technology impacting our lives, we need to direct 
its use in a more socially responsible manner and this needs to start early on in the 
training and education process. It is expected that as of now, students should have 
developed the fostering AI ethics mindset and always pause to think about the ethical 
concerns while developing AI technologies or before using them. But, how can they 
do this if it is not thoroughly incorporated into their learning? Higher education could 
start by making AI ethics a compulsory course for all students to take with additional 
multiple ways of imparting AI ethics training to younger ones as well using the 
approaches described above. 

2 Conclusion 

In the recent cases of ethical issues that cause harm to many end users in AI applica-
tions, most of the problems detected were due to the lack of consideration of some 
ethical principles during the lifecycle of development. While at the moment, Africa 
as a continent is not ranked at the top in terms of the development and use of AI, it is 
just a matter of time before the tables start turning. Africa has been identified as the 
continent for the next industrial revolution after Asia. Furthermore, AI is gradually 
becoming an integral part of industrial and economic advancements on the conti-
nent. Africa, therefore, needs to take advantage of AI in its developmental agenda. 
However, African countries should learn from others failures to produce better solu-
tions that are ethically right. Therefore, the need to incorporate ethical values to AI 
systems is paramount. The first step to ensure it is by educating the future leaders 
of AI development in Africa about ethical principles and in order to make them 
fully understand the impact of these tools on society. African institutions can start
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by putting together educational policies where AI is a relevant field of study. This 
needs to be accompanied by teaching ethical issues related to AI development and 
usage. 

Teaching ethics is easier when a general set of guidelines is written down for a 
group of people to follow rather than contextualizing it to what the specific indi-
vidual or group of people perceive as right or wrong and good or bad. It is however 
recommended in this chapter that, in teaching AI ethics on the African continent, 
it is important to stress on certain key principles: respect of human rights, respect 
for society and the environment, robustness and safety, transparency, contestability, 
responsibility or accountability, justice and fairness, and privacy. It is also highlighted 
that these principles will go a long way to help in addressing challenges faced in soci-
etal domains like agriculture and healthcare and also find solutions to issues in data 
bias. 
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