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Preface to the Series

Experimental life sciences have two basic foundations: concepts and tools. The Neuro-
methods series focuses on the tools and techniques unique to the investigation of the
nervous system and excitable cells. It will not, however, shortchange the concept side of
things as care has been taken to integrate these tools within the context of the concepts and
questions under investigation. In this way, the series is unique in that it not only collects
protocols but also includes theoretical background information and critiques which led to
the methods and their development. Thus, it gives the reader a better understanding of the
origin of the techniques and their potential future development. The Neuromethods
publishing program strikes a balance between recent and exciting developments like those
concerning new animal models of disease, imaging, in vivo methods, and more established
techniques, including, for example, immunocytochemistry and electrophysiological tech-
nologies. New trainees in neurosciences still need a sound footing in these older methods in
order to apply a critical approach to their results.

Under the guidance of its founders, Alan Boulton and Glen Baker, the Neuromethods
series has been a success since its first volume published through Humana Press in 1985. The
series continues to flourish through many changes over the years. It is now published under
the umbrella of Springer Protocols. While methods involving brain research have changed a
lot since the series started, the publishing environment and technology have changed even
more radically. Neuromethods has the distinct layout and style of the Springer Protocols
program, designed specifically for readability and ease of reference in a laboratory setting.

The careful application of methods is potentially the most important step in the process
of scientific inquiry. In the past, new methodologies led the way in developing new dis-
ciplines in the biological and medical sciences. For example, physiology emerged out of
anatomy in the nineteenth century by harnessing new methods based on the newly discov-
ered phenomenon of electricity. Nowadays, the relationships between disciplines and meth-
ods are more complex. Methods are now widely shared between disciplines and research
areas. New developments in electronic publishing make it possible for scientists that
encounter new methods to quickly find sources of information electronically. The design
of individual volumes and chapters in this series takes this new access technology into
account. Springer Protocols makes it possible to download single protocols separately. In
addition, Springer makes its print-on-demand technology available globally. A print copy
can therefore be acquired quickly and for a competitive price anywhere in the world.

Saskatoon, SK, Canada Wolfgang Walz



Preface

Control and monitoring of neuronal activity with light, what is often called all-optical
manipulation of neurons, is admittedly the most adequate method for addressing questions
regarding communication of neurons in a neural circuit or between different circuits. The
big and continuously expanding toolbox of molecular photosensitive probes that activate,/
inhibit or image (through membrane voltage or calcium changes) neuronal activity, in
combination with the development of original light-microscopy methods for stimulating
these probes, has tremendously contributed to this direction and led to innovative experi-
mental concepts, where neurons can be manipulated either as entities or as ensembles.
Indeed, the use of light offers suitable spatiotemporal resolution to manipulate neurons at
single-cell specificity. At the same time, it gives access to a large population of cells simulta-
neously via scanless, parallel illumination methods.

Neural circuit studies are more conclusive for addressing biological questions when
performed iz vivo. In this sense, they necessitate three-dimensional (3D) accessibility both
for activation and imaging, at physiological time scales (few-ms scale activation and imag-
ing). 3D imaging approaches enable today using complementary strategies to access
volumes extending up to hundreds of micrometers in the axial direction. On the contrary,
the development of 3D photoactivation methods is more recent. These systems use
computer-generated holography (CGH), a technique based on phase modulation of the
excitation beam’s wavefront, to create multiple excitation regions of interest. Thanks to
3D-CGH, used either solely (parallel methods) or in its diffraction-limit version in combi-
nation with scanning of the holographic beamlets, it is nowadays possible to simultaneously
activate multiple neurons providing both the adequate temporal resolution, as well as the
spatial resolution for near single-cell precision. High spatial resolution and selectivity is often
assured by implementing those methods with two-photon excitation.

Although the first experiments of all-optical manipulation of neuronal activity per-
formed activation of neurons via uncaging of caged glutamate, the term all-optical today
is mostly related to the combination of functional imaging and optogenetic activation. There
is a growing number of studies using optogenetics and calcium imaging to explore several
hypotheses in cellular and systems neuroscience, nevertheless a full optical neuronal control
remains a challenge in terms of achieving reliable delivery and expression of sensors and
actuators in the same neurons, eliminating the crosstalk between imaging and activation,
and recording and stimulating with single-neuron and single-action-potential precision.

In this volume, we opt to give an overview of the methods that have been used so far in
all-optical experiments, but also to present other promising approaches potentially useful in
this domain. The book is addressed to people experienced in different disciplines, such as
physicists, engineers, and neuroscientists; therefore, it starts by providing some basic but
fundamental background information in terms of both physiology and optics in the context
of all-optical two-photon neurophysiology experiments (Chap. 1), followed by some
prompts for the selection of appropriate actuators and sensors, and functional imaging
methodologies that drive the choice of both, together with the suitable laser sources for
two-photon excitation (Chaps. 1 and 2).

Vii



Viii Preface

We then present, in detail, optical methods that have been used for photoactivation and
imaging. The reader can find the design principles and, in some cases, hardware implemen-
tation for methods like generalized phase contrast (Chap. 1), computer-generated hologra-
phy and scanning approaches (Chaps. 3 and 4), temporal focusing (Chaps. 1 and 4), as well
as guidance to the entire workflow for an all-optical experiment in circuit neuroscience
(Chap. 5). In Chap. 6, possibilities and limitations of optogenetic actuators are discussed
within the context of an all-optical single-beam experiment by giving insights into the
photophysical properties of actuators. Detailed methods are provided in Chap. 7 on a
miniature head mounted two-photon fiber-coupled microscope for imaging neuronal activ-
ity in vivo in freely moving animals, while Chap. 8 discusses how 3D holographic optoge-
netics can be added to a home-built light sheet microscope.

This book also attributes a part on innovative imaging techniques that could be
implemented in the framework of an all-optical electrophysiology experiment. Chapter 9
pronounces the theories of temporal focusing in combination with single-pixel detection for
imaging of fast collective biological processes at depth, over a widefield and at high
spatiotemporal resolution. Chapter 10 presents alternative imaging methods at synaptic
resolution, such as two-photon fluorescence microscopy equipped with Bessel focus scan-
ning technology and widefield fluorescence microscopy with optical sectioning ability.

The implementation of simultaneous two-photon imaging and holographic optoge-
netics in conjunction with population analytical tools or with psychophysical measurements
of evoked synthetic percepts to confirm a precise relationship between optical manipulations
and behavior is presented in Chaps. 11 and 12.

Finally, in Chap. 13, an approach for label-free imaging is presented: stimulated Raman
scattering (SRS) microscopy, a non-linear imaging method for visualizing a molecule based
on its chemical properties, and the way to integrate it in a commercial multiphoton
microscope, eventually useful for label-free functional imaging.

The use of all-optical methods for studying the neural function is a multiparametric and
arduous project to setup. It entails a multidisciplinary know-how both for developing the
optical system and the adequate biological preparation, and sometimes expensive equip-
ment, especially when multiphoton excitation is considered. We hope that this book can
serve as a guide to facilitate the first requirement, establishing a useful reference for groups
starting their activity in this domain, and give insights on the optical systems, the choice of
actuators and sensors, but also stimulate ideas for ground-breaking configurations and
experiments.

Institut de la Vision Eivini Papagiakoumon
Sorbonne Université, INSERM, CNRS, Pavis, France
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Optical Manipulation and Recording of Neural Activity
with Wavefront Engineering

Ruth R. Sims, Imane Bendifallah, Kris Blanchard, Dimitrii Tanese,
Valentina Emiliani, and Eirini Papagiakoumou

Abstract

One of the central goals of neuroscience is to decipher the specific contributions of neural mechanisms to
different aspects of sensory perception. Since achieving this goal requires tools capable of precisely
perturbing and monitoring neural activity across a multitude of spatiotemporal scales, this aim has inspired
the innovation of many optical technologies capable of manipulating and recording neural activity in a
minimally invasive manner. The interdisciplinary nature of neurophotonics requires a broad knowledge base
in order to successfully develop and apply these technologies, and one of the principal aims of this chapter is
to provide some basic but fundamental background information in terms of both physiology and optics in
the context of all-optical two-photon neurophysiology experiments. Most of this information is expected to
be familiar to readers experienced in either domain, but is presented here with the aim of bridging the divide
between disciplines in order to enable physicists and engineers to develop useful optical technologies or for
neuroscientists to select appropriate tools and apply them to their maximum potential.

The first section of this chapter is dedicated to a brief overview of some basic principles of neural
physiology relevant for controlling and recording neuronal activity using light. Then, the selection of
appropriate actuators and sensors for manipulating and monitoring particular neural signals is discussed,
with particular attention paid to kinetics and sensitivity. Some considerations for minimizing crosstalk in
optical neurophysiology experiments are also introduced. Next, an overview of the state-of-the-art optical
technologies is provided, including a description of suitable laser sources for two-photon excitation
according to particular experimental requirements. Finally, some detailed, technical, information regarding
the specific wavefront engineering approaches known as Generalized Phase Contrast (GPC) and temporal
focusing is provided.

Key words All-optical neurophysiology, Light shaping, Temporal focusing, Generalized phase con-
trast, Computer-generated holography, Functional imaging, Optogenetics, Molecular tools, GECIs,
GEVIs

1 Introduction

Experiments in modern neuroscience require techniques capable of
monitoring (“reading”) and manipulating (“writing”) neural activ-
ity across a staggering range of spatiotemporal scales. For instance,

Eirini Papagiakoumou (ed.), All-Optical Methods to Study Neuronal Function, Neuromethods, vol. 191,
https://doi.org/10.1007/978-1-0716-2764-8_1, © The Author(s) 2023
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Fig. 1 Different spatiotemporal scales encountered in all-optical neurophysiology experiments. Relevant
spatial (a—d) and temporal (e-h) scales encountered in all-optical neurophysiology experiments. (a) lon
channels and pumps, with nanometer dimensions, residing within the cell membrane are ultimately respon-
sible for the excitability of individual neurons. (b) All-optical neurophysiology experiments aiming for photo-
activation with single-cell resolution target the neuronal soma (~10 pm diameter). (c) Neurons distributed
within millimeter volumes that display coordinated activity are termed neural ensembles or engrams. The
primary goal of a growing number of all-optical neurophysiology experiments is to manipulate these
functionally defined circuits. (d) Neural activity governing a particular behavior is commonly distributed across
multiple, often non-contiguous, brain regions which can span mesoscale (mm-—cm) distances. (e) Neurons are
depolarized by excitatory inputs (EPSPs) and hyperpolarized by inhibitory inputs (IPSPs) on timescales of tens
of milliseconds [1]. (f) Larger and longer changes in membrane potential are sometimes observed when
neurons receive multiple synaptic inputs. (g) Action potentials (APs) are fired when the somatic membrane
potential is depolarized beyond threshold (—55 mV). Action potentials invert the membrane potential on
millisecond timescales. (h) Individual neurons display characteristic patterns of AP firing. Many all-optical
neurophysiology experiments (i) simultaneously monitor the dynamic pattern of AP firing in different neurons
or (i) record the firing response of particular neurons to external stimuli (S;) in trials before replaying and
manipulating these physiological activity patterns using photostimulation and inhibition

ion channels have nanometer dimensions (Fig. la) and undergo
conformational changes on micro- to millisecond timescales,
whereas neuronal circuits in human brains span decimeters
(Fig. 1d) and can be refined over the course of a lifetime. Due to
the minimally invasive nature of infrared photons in brain tissue, a
plethora of optical technologies, based on multiphoton excitation,
spanning these spatiotemporal scales have been developed and the
toolbox of optical actuators and indicators of neural activity has
continuously expanded and evolved. As a result of this rapid multi-
disciplinary progress, optical activation and inhibition of genetically
defined classes of neurons can now be achieved using a variety of
light-gated actuators (mainly channelrhodopsins) and neural activ-
ity can be detected using highly specific and sensitive fluorescent
probes; including calcium and voltage indicators. The field of
optogenetics in neuroscience has matured to such an extent that
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two-photon all-optical experiments can be performed in-vivo,
whereby signals from multiple neurons constituting neural circuits
distributed across different brain regions can be elicited and
recorded optically, with single-cell and sub-millisecond
precision [2].

However, since different opsins and reporters can exhibit vastly
different photophysical characteristics, it is necessary to optimize
all-optical neurophysiology experiments according to the specific
requirements of each biological question. All-optical experiments
are challenging, and their success relies on the careful selection and
co-expression of an appropriate actuator-sensor combination, a
suitable photoactivation approach for precise and efficient excita-
tion of the desired population of neurons, and a sufficiently sensi-
tive imaging method capable of recording neural activity without
spurious activation of the opsin expressing cells.

This chapter introduces and reviews some of the most impor-
tant molecular and optical technologies for manipulating and
recording neural activity and highlights critical parameters com-
mon to most all-optical neurophysiology experiments. Since many
of these technologies are described in greater detail in subsequent
chapters of this book, we refer the reader to these chapters and
instead provide specific technical details for implementing
generalized phase contrast (GPC) and temporal focusing. Finally,
a detailed protocol for the preparation of mice hippocampal orga-
notypic slices (a commonly used biological preparation) expressing
both optical actuators and indicators for all-optical interrogation of
neuronal circuits is included.

2 State-of-the-art Technologies for All-Optical Neurophysiology

All-optical neurophysiology experiments require appropriate
molecular tools such as light triggered actuators capable of
controlling ion fluxes through the cell’s membrane and thus the
electrical activity of neurons [3-8] and fluorescent probes which
provide optical readouts of neural activity [9-14]. A wide variety of
molecular tools, exhibiting different photophysical properties,
have been discovered and engineered to meet this requirement.
This chapter will focus on tools capable of optically manipulating
and recording of neuronal activity in scattering tissue, which
commonly rely on two-photon excitation (2PE) based on the
near-simultaneous absorption of two infrared (IR) photons
[15-17]. The necessity of exploiting non-linear optical phenomena
such as 2PE for performing spatially localized experiments in scat-
tering tissue is well documented [18]. 2PE laser scanning micros-
copy (2PE-LSM) by rapid displacement of a tightly focused, pulsed,
laser beam using galvanometric mirrors [19] is the gold-standard
technique for imaging in turbid biological tissue and has also been
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2.1 Photophysical
Properties of Gommon
Molecular Tools Used
for All-Optical
Neurophysiology

applied to manipulate neural activity [20]. However, since in some
cases this approach does not provide sufficient temporal resolution,
a large number of different methods have been developed for
optimized excitation of channelrhodopsins and indicators of neural
activity. This section will provide an overview of the photophysical
requirements of the molecular tools commonly used in all-optical
neurophysiology experiments, before reviewing some state-of-the-
art sequential and parallel 2PE approaches and evaluating their
suitability with respect to exciting and imaging these actuators
and indicators.

Useful technologies for all-optical neurophysiology experiments
must be capable of eliciting, suppressing, and recording neural
activity on physiologically relevant spatiotemporal scales, high-
lighted in Fig. la-h. In order to describe and relate the photophy-
sical properties of molecular tools to specific physiological
benchmarks, some relevant properties of single neurons and neural
networks will first be reviewed.

Although the extracellular and cytoplasmic environment of any
neuron is electrically neutral, the immediate surrounding of plasma
membrane (an electrical isolator) has very thin clouds of negative
and positive ions that are differentially spread on its inner and outer
surfaces (Fig. la) [21]. At rest, the inner cytoplasmic surface has an
excess of negative charge with respect to the extracellular side. This
electrical gradient is actively generated and maintained by the
action of the sodium—potassium pump and the presence of passive
ion channels (Fig. 1a), which are ultimately responsible for cellular
excitability. The difference in charge distribution across the mem-
brane gives rise to a difference in electric potential, the membrane
potential (V,,), which for most neurons has a somatic value of
around —70 mV (Fig. 1b). During communication via synaptic
transmission between connected neurons (Fig. lc, d), the V;,, of a
particular neuron is altered by presynaptic excitatory (depolarizing)
and/or inhibitory (hyperpolarizing) inputs (Fig. le, ). These per-
turbations of the resting potential are the so-called post-synaptic
potentials (PSPs) and they are processed and integrated by the
soma of the cell. If the net sum of multiple input excitatory or
inhibitory PSPs, arriving within the membrane time constant,
exceeds a threshold value (~ —55 mV), an action potential (spike)
is triggered. Action potentials are highly stereotypical electrical
signals which re-orient the electric field across the neuronal mem-
brane on millisecond timescales (Fig. 1g). Action potentials typi-
cally lead to an elevation of the concentration of cytosolic calcium
through voltage-gated calcium channels, which can last an order of
magnitude longer than the action potentials themselves. Each spike
is communicated to post-synaptic neurons via local and long-range
synaptic connections: pre-synaptic neurons release neurotransmit-
ter onto postsynaptic targets, evoking unitary inhibitory or
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excitatory post-synaptic potentials (uPSPs). Typically, uPSPs are
small in amplitude and duration while PSPs resulting from the
integration of multiple synaptic inputs have been observed to give
rise to longer and larger variations of somatic membrane potential
(Fig. le, f) [22, 23], and ultimately may result in action potential
firing (Fig. 1g). A wide variety of precise patterns and frequencies of
action potential firing have been observed, both for individual
neurons responding to distinct stimuli and for different types of
neurons located in particular brain regions [24] (Fig. 1h). Further-
more, particular patterns of spike firing in many individual neurons
has been observed to be closely correlated with changes in the
external sensory world [25-27], and observations of highly coordi-
nated patterns of activity in ensembles of different neurons [28, 29]
have led to one of the central hypotheses of modern neuroscience:
that higher brain function arises from the interactions between
interconnected neurons [30] (Fig. 1c, d, h). Elucidating the causal
relationship between neural circuits and network function requires
methods capable of stimulating and silencing neurons to mimic
physiological patterns of network activity. This necessitates the
observation and subsequent manipulation of rate and spike timing
across an ensemble of neurons with sub-millisecond temporal
precision.

Following decades of heroic protein engineering efforts,
desired populations of neurons in virtually all genetically tractable
model organisms can now be engineered to express photosensitive
transmembrane proteins known as channelrhodopsins [31]. Chan-
nelrhodopsins are ion channels of microbial origin, which can be
excited into current-conducting states upon light absorption
[32, 33] (Fig. 2a). The first sets of experiments that demonstrated
optical control of neuronal activity using channelrhodopsin were
based on the heterologous expression of Channelrhodopsin-2 from
Chlamydomonas reinhardtii [33, 36, 37]. Since then, a dizzying
number of excitatory and inhibitory opsin variants with different
mechanistic and operational properties have been discovered and
engineered. While the optimal choice of opsin for a given experi-
ment depends on the specific preparation and biological question,
usually opsin variants exhibiting large photocurrents, selectivity for
relevant ions, high light sensitivity, appropriate channel kinetics,
and spectral compatibility are preferred.

Using light to modulate electrical activity in opsin-expressing
neurons generally requires generating photocurrents with sufficient
magnitudes, within the membrane time constant, to depolarize or
hyperpolarize the cells and evoke or inhibit action potentials,
although there are interesting and notable exceptions [38]. The
precise magnitude of photocurrent necessary to evoke or inhibit
spikes depends on the biophysical properties of the membrane such
as input resistance, capacitance, and action potential threshold,
which can vary significantly between neurons. Furthermore, the
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Fig. 2 Two-photon characterization of channelrhodopsins. (a) In the simplest conceptual model of the opsin
photocycle, ion channels reside in the closed state. Upon light absorption, the channels open, allowing the
exchange of ions between the cytosol and extracellular space. Depending on the ion selectivity of the channel
and the electrochemical gradient, this flow of ions will hyperpolarize or depolarize the cell membrane and
ultimately inhibit or excite the cell. (b) In reality, the opsin photocycle is more complex, but can reasonably be
approximated by the so-called four-state model. For more details refer to [34, 35]. (¢) Opsins can be
characterized using whole-cell voltage patch clamp to measure the currents that flow across the cell
membrane under different conditions. Inset: visualization of a characteristic 12-pm diameter holographic
spot, typically used for parallel 2P- photoactivation. (d) Photocurrent traces recorded in whole cell voltage
patch clamp from CHO (Chinese Hamster Ovary) cells expressing ChRmine as a function of increasing 2P
excitation power (920 nm, 12-pm diameter excitation spot, 200 ms continuous illumination, incident powers
varied between 0 and 50 mW as indicated in the color bar). The characteristic features of the photocurrent
traces (kinetics and peak/stationary photocurrent) are labeled. The magnitude of the photocurrent increases
with power density to saturation. (e) 2P-LSM image of AAV9-CaMKlla-somBiPOLES-mCerulean expressed in
hippocampal organotypic slice cultures by bulk infection (scale bar represents 50 pm). (f) Photostimulation
(upper, 1100-nm illumination, 0.44 mW/pmz, 5 ms continuous illumination (red bar)) and inhibition (lower,
920-nm illumination, 0.3 mW/pmz, 200 ms illumination during constant current injection (gray bar)) of a single
neuron expressing somBiPOLES with a 12-um diameter holographic spot

absolute photocurrent magnitude that can be generated in a given
neuron itself depends on many factors — including the specific
properties of the opsin, the degree of expression, the efficiency of
membrane targeting, and the photostimulation modality (for
instance, single- or multi-photon excitation). Excitatory or inhibi-
tory effects can be elicited by expressing different sub-classes of
opsins with specific ion selectivity (for instance, sodium or protons
[39, 40] for excitation and chloride or potassium for inhibition)
[41, 42]. Since the single-channel conductance of most opsins
(~50 £S) is three to four orders of magnitude smaller than that of
ion channels endogenously expressed in neurons (~100 pS)
[32, 43, 44], optical control of neuronal activity relies on the
expression and subsequent excitation of sufficient opsin molecules
distributed over an extended region of the cell membrane. This
consideration is essential in the case of 2P excitation which is
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intrinsically spatially confined. Hence, one of the first challenges in
optogenetics experiments is achieving reliable, homogeneous, and
functional expression of the desired opsin in the membranes of
target neurons. As a result of intensive protein engineering efforts,
several successful strategies such as codon optimization [45, 46]
and membrane trafficking sequence optimization [47] have been
developed which enable sufficiently high functional expression
levels (~10° opsin molecules per neuron) without detectably per-
turbing membrane physiology [48]. In particular, soma-targeted
opsin variants which utilize the c-terminal targeting motif from the
soma localized potassium channel Kv2.1 have exhibited improved
membrane localization and enhanced photocurrents [49]. Addi-
tionally, variants of inhibitory opsins with similar soma targeting
sequences have been demonstrated to result in fewer antidromic
spikes [42]. The use of soma-targeted opsins has also been demon-
strated to significantly reduce off-target photoactivation [6, 7, 50],
which is a crucial consideration for certain applications.

At physiological membrane potentials, exposing channelrho-
dopsin expressing neurons to the light of an appropriate wave-
length causes the light-gated ion channels to open. This allows
the passage of specific ions across the cell membrane (according
to their electrochemical gradients) and generates photocurrents
(I) that can modulate neuronal activity (Fig. 2a, b). As highlighted
previously, enhancing or suppressing neural activity using optoge-
netics requires the excitation of a sufficient number of opsins within
the membrane time constant to induce adequate depolarization
(or hyperpolarization) of the soma to cause (or prevent) the open-
ing of voltage-gated ion channels. As a result, it is the macroscopic
photocurrent parameters that emerge due to the combined action
of functional, membrane-localized, channels that are relevant for
all-optical neurophysiology experiments and will be discussed
throughout this section.

It is possible to quantify and characterize these macroscopic
photocurrent parameters using electrophysiology, specifically, using
whole-cell voltage clamp (Fig. 2¢). For example, in response to
continuous illumination, the photocurrent of a channelrhodopsin
expressing neuron exhibits a characteristic profile with three main
features: (i) an initial peak (1,) which decays to reach, (ii) a steady
state, (stationary) plateau (), and finally (iii) a return to baseline in
the absence of light. Representative photocurrent traces are plotted
for increasing illumination power in Fig. 2d with these main fea-
tures highlighted. The transitions between these features of the
macroscopic photocurrent are commonly parametrized by time
constants 7, Tin, and 7o for indicating respectively the time it
takes for the photocurrent to reach the peak when the channels
open, the time for inactivation, and the time to reach zero when the
channels close, which typically exhibit millisecond values [47] but
vary between channelrhodopsins and can also depend on the
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intrinsic membrane properties of the cell. The functional profile of
this macroscopic photocurrent has extremely important implica-
tions for 2P optogenetics experiments since it ultimately dictates
the optimum illumination strategy and imposes bounds on tempo-
ral resolution, temporal precision (jitter), and spiking rate [48 ]. Dif-
ferent characteristics of the macroscopic photocurrent are relevant
for different paradigms of optogenetic photostimulation. For
instance, opsins with fast “off” kinetics are critical for applications
which necessitate the induction of spike trains with high temporal
fidelity (e.g., sub-millisecond precision) and high firing frequencies
[49]. Inducing cell depolarization at faster rates than the kinetics
permit can cause prolonged depolarization to the so-called plateau
potential, induced by excessive cation influx, which can induce
non-uniformity in neuron responses to identical light pulses and,
in some cases, cessation of action potential firing [51]. However, it
is important to note that opsins with faster 7 kinetics generally
require higher light intensities to reach action potential threshold,
which might be an important consideration in experiments aiming
to simultaneously photostimulate large numbers of neurons [52]
where the power for photoactivation must be divided between
targets. On the other hand, to reliably inhibit action potential firing
during a prolonged interval, the macroscopic photocurrent must
exhibit a high steady-state to peak | I s/lp) ratio and high conductiv-
ity of anions throughout the entire photocycle. Influencing neural
activity over extremely long periods of time without causing photo-
damage, for instance to sensitize entire neuronal networks to native
activity patterns, benefits from the use of a class of opsins with
exceptionally slow kinetics known as step function opsins (SFOs).
SFOs can be photoactivated using a single, low intensity light pulse,
remain in the “open” state for extended timescales (minutes) and
can often be closed using a second pulse of light at a different
wavelength [53]. In conclusion, the photocycle kinetics, sensitivity,
selectivity, and photocurrent magnitude are commonly the primary
considerations when selecting an appropriate opsin for a particular
all-optical neurophysiology experiment. Having selected and suc-
cessfully expressed the channelrhodopsin, the intensity and dura-
tion of delivered light must be titrated until the desired neuronal
response is reliably elicited. To achieve inhibition and excitation of
the same neurons during the same experiment, with different exci-
tation wavelengths, bicistronic constructs such as BiPOLES [54]
can be used (Fig. 2e, f). Such constructs are constituted of excit-
atory and inhibitory channelrhodopsins expressed in tandem for
precise stoichiometry.

In all-optical neurophysiology experiments, photostimulation
is performed alongside functional imaging, both in order to iden-
tify the specific set of neurons to target according to their activity
patterns (in response to a particular stimulus) and also to observe
how the induced patterns of neural activity affect cellular or
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Fig. 3 Calcium and voltage indicators as reporters of neuronal activity. (@) Cytosolic calcium concentration
increases temporarily as a result of the change in membrane potential that occurs during an action potential.
The intensity-based fluorescent probe GCaMP binds to calcium. This alters the conformation of the circularly
permuted GFP chromophore and results in an increase in fluorescence intensity. (b) Left: 2P-LSM image of
AAV9-Syn-jGCaMP7s expressed in hippocampal organotypic slice cultures by bulk viral infection (scale bar
represents 25 pm). Right: fluorescent jGCaMP7s traces in response to trains of action potentials (5, 15, 40 Hz)
evoked by pulsed current injection into a patched neuron (indicated below). () In the case of voltage-sensing
domain (VSD)-based voltage indicators, a change in membrane potential causes a change in conformation of
the VSD, which is covalently linked to a circularly permuted fluorophore. The change in conformation of the
fluorophore typically results in a decrease in fluorescence intensity. (d) Left: 2P-LSM image of AAV8-hSyn-
ASAP3b expressed in hippocampal organotypic slice cultures by bulk viral infection (scale bar represents
25 pm). Right: simulated ASAP3b traces in response to trains of action potentials (5, 15, 40 Hz) as in (b)

network function. Fluorescent reporters sensitive to changes in
many different aspects of neuron physiology have been developed,
but those responsive to action potentials, such as calcium and
voltage indicators, are the most widely used.

Calcium imaging using fluorescent protein sensors has proved
particularly useful for all-optical neurophysiology since the activity
of large numbers of neurons can be recorded simultaneously [55—
601]; the same group of neurons can be imaged during extended
time periods and can also be compared across different recording
sessions. The allure of calcium imaging stems, in part, from the
photophysical properties of the optical signal. In mammalian neu-
rons, spiking activity results in a temporary increase of Ca** con-
centration throughout the soma via voltage-gated Ca®* channels,
which open as a result of the change in membrane potential during
the action potential (Fig. 3a). This somatic Ca** influx may also be
amplified by calcium release from intracellular stores [61, 62]. As
such, a vast number of freely diffusing calcium indicators
distributed throughout the cytosolic volume can collectively report
on the occurrence of action potentials. Although action potentials
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only last a few milliseconds, the duration of the calcium elevation
lasts approximately 2 orders of magnitude longer, resulting in a
bright, slowly decaying fluorescent signal that can readily be
detected with high signal-to-noise ratio (SNR) as illustrated in
Fig. 3b. The GFP-based GCaMP family of genetically encoded
calcium indicators (GECIs) is used most commonly in all-optical
neurophysiology. Multiple rounds of mutagenesis have yielded the
latest suite of variants (jGCaMP8) which exhibit different proper-
ties optimized for particular applications [63]. While calcium imag-
ing is the most commonly used approach for imaging the activity of
large neural populations, the potential pitfalls associated with using
a second messenger that exhibits slow kinetics are also widely
acknowledged and must be considered [64, 65].

Voltage indicators generate optical signals with magnitudes
proportional to changes in membrane potential (Fig. 3¢) and can
be used to provide a readout of precise action potential timing in
addition to sub-threshold depolarizations and hyperpolarizations.
At present, genetically encoded voltage indicators (GEVIs) may
broadly be divided into three categories: rhodopsin-based indica-
tors [66, 67], hybrid chemogenetic indicators [13], and sensors
based on the fusion of a fluorophore to a voltage-sensing domain
(VSD) [68, 69], though only the latter category of GEVIs have
been demonstrated to be compatible with 2P excitation [70]. Cal-
cium imaging is a much more prevalent technique than voltage
imaging, since optically monitoring changes in membrane potential
is fundamentally more challenging in terms of signal detection.
Firstly, only voltage-sensitive reporters located within a Debye
length can report on the membrane potential, and improperly
localized GEVIs reduce the sensitivity of optical measurements of
membrane potential by increasing background fluorescence. Simi-
larly, as for channelrhodopsins, it has been demonstrated that fus-
ing GEVIs with soma localization motifs improves membrane
trafficking and reduces oft-target intracellular labeling. While a
typical neural soma constitutes around 60% of the entire cell vol-
ume, the somatic membrane only accounts for 2—7% of the total cell
surface area [71, 72]. As a result, the number of voltage indicators
that can report on the membrane potential is less than 0.1% of the
number of Ca®* indicators in the cytosol [73, 74], which places an
upper bound on the signal-to-noise ratio of voltage imaging
(Fig. 3d) [75]. This is compounded by the fact that action poten-
tials occur on much shorter timescales than the consequent calcium
signal, and hence voltage imaging requires much faster sampling
rates (>500 Hz and in many cases > kHz, depending on the
specific application). Raster scanning is an inefficient approach for
detecting membrane-localized signals which account for a small
fraction of the field of view (FOV) — and the resulting frame rates
are insufficient for population-level voltage imaging. The unifying
feature of different approaches optimized for 2P voltage imaging is
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an increased illumination duty cycle of signal-generating pixels.
Such increases in temporal resolution are often achieved at the
cost of increased photobleaching, which is compounded by the
fact that voltage indicators are replenished slower than calcium
indicators because diffusion is much slower in the membrane lipid
bilayer than in the cytoplasm, necessitating the use of more robust
fluorophores [76]. Additionally, sample motion is more problem-
atic for voltage imaging. Though population voltage imaging is
technically more challenging than calcium imaging, it has the
potential to provide more physiologically relevant information
about the logic and syntax of the neural code and, indeed, is
necessary for a subset of all-optical neurophysiology experiments.

Compatible actuators and indicators must be carefully selected in
order to simultaneously and independently monitor and control
neural activity in a single preparation. Firstly, the fluorophore used
to aide visualization of opsin-positive cells should generally be
spectrally separate from both the opsin and the activity reporter
and, should be chosen so as not to occupy precious spectral band-
widths. This is a particularly important consideration in the case of
voltage imaging, where any bleed-through, activity-independent,
fluorescence degrades precious signal-to-noise ratio and ultimately
reduces the detectability of neuronal signals. Most crucially,
all-optical experiments generally benefit from employing spectrally
orthogonal opsins and activity reporters. Spurious activation of
opsin-positive neurons while imaging neural activity can perturb
neural networks by altering excitability and inducing changes in
synaptic release and plasticity [77]. Imaging artifacts can also be
induced due to the excitation of activity reporters during opsin
photoactivation, though this is typically less severe since network
function is not affected and, ordinarily, these artifacts can be mini-
mized by precisely de-synchronizing photostimulation and imaging
(possible at low frame rates such as those used for calcium imaging)
or removed during subsequent analysis. Hence, the term “optical
crosstalk” is commonly used to describe artefactual photostimula-
tion, induced during imaging in all-optical neurophysiology experi-
ments (for a much more detailed discussion regarding crosstalk
during all-optical neurophysiology experiments refer to Chaps. 2,
4 and 5).

Although channelrhodopsin variants with peak single-photon
(1P) excitation wavelengths spanning the visible region of the
electromagnetic spectrum have been engineered [39, 78],
performing crosstalk-free, multi-color experiments is not trivial.
Evidently, variants of actuators and reporters from opposing ends
of the spectral palette should be chosen. Unfortunately, the action
spectra of channelrhodopsins commonly used for 2P optogenetics
are typically extremely broad [39]. Furthermore, so-called, red--
shifted opsins exhibit persistent “blue tails”, which coincide with
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wavelengths used for 2P imaging of activity reporters
(920-950 nm). A number of different approaches aiming to allevi-
ate this problem have been proposed (see also Chap. 2). Very
recently, implementation of spectrally independent excitation
beams enabled artifact-free all-optical experiments with GCaMP
and red-shifted channelrhodopsins (see also Chap. 4) [79]. Parallel
excitation methods have taken advantage of the different
sub-cellular distributions of GECIs and opsins [80], though of
course this is less applicable in the case of voltage imaging (where
both indicator and actuator are membrane localized), and further is
not intrinsically robust to sample motion which is problematic for
in-vivo applications. An alternative approach is to employ blue-
shifted opsins in combination with red-shifted reporters
[50, 81]. One benefit of this is that longer wavelength fluorescent
photons exhibit longer scattering lengths in biological tissue which
should facilitate deeper imaging. While this approach has found
success for 1P excitation [67], the two-photon counterpart of this
approach has thus far been limited. On the one hand, genetically
encoded, red-shifted activity indicators display lower 2P efficacies
than green ones and, furthermore, amplified lasers in the spectral
region adequate for photostimulating several cells expressing blue-
shifted opsins (920-950 nm) have only recently become available
[81]. Another approach to minimize crosstalk is to use opsins with
fast kinetics and optimize the raster-scanned trajectory used to
image GCaMP activity to minimize the accumulation of photocur-
rent during the membrane time constant. Although this method
does not eliminate sub-threshold network perturbation, the (rela-
tively) fast repolarization of neurons expressing opsins with short
To¢ values means they are unlikely to fire due to depolarization
induced by the scanned imaging beam. Of course, successful
employment of this method requires careful titration of different
imaging conditions, including imaging power, frame rate, and field
of view as an interim approach until high efficacy blue-shifted
opsins, red-shifted activity indicators [82], and amplified lasers in
the appropriate spectral range are developed.

A final subtle point to note when combining actuators and
indicators in all-optical neurophysiology experiments is that sus-
tained opsin activation can alter the conditions of the intra- and
extracellular environment [83], which could impact the behavior of
the opsin, the excitability of the neuron, and also the fluorescent
yield of the activity reporter [84], while long-term effects such as
changing chloride concentration could influence the entire net-
work. Each of these factors should be considered when drawing
conclusions about neural activity based on fluctuations in the fluo-
rescent signal.
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To perform all-optical neurophysiology experiments, neurons must
be genetically modified in order to induce the expression of actua-
tors and indicators in specific populations of neurons, typically via
promoter-operating expression specificity. Examples of ubiquitous
promoters that can be used to drive expression of actuators and
indicators in a broad set of neurons and that are strongly and
persistently active in a wide range of cells are the hSyn (human
synapsin) promoter and the synthetic mammalian-specific pro-
moter CAG. A variety of approaches exist for gene delivery based
on the molecular signatures, projection patterns, anatomical orga-
nization, and functional activity of neurons [85]. Viral approaches,
electroporation, and constitutive expression in transgenic animals
have all been utilized. The most commonly used strategy to date is
viral transduction. Viral vectors can be delivered directly to specific
brain regions using stereotaxic, intracranial injections, yvielding
long-term expression and high transgene levels which is especially
important in the case of promoters with low transcriptional activity
[86]. The degree of viral spread (and hence transgene expression)
from the injection site varies with both virus serotype and tissue
type [87]. In general, for rodent brains, opsin gene expression
reaches functional levels within 3 weeks after adeno-associated
virus (AAV) injection. Another approach, single-cell electropora-
tion, provides a much greater degree of control of protein expres-
sion patterns than viral transduction and can be used to deliver
longer segments of DNA. Using electroporation, an exact set of
neurons can be transfected with precise amounts of a single plasmid
or with mixtures of plasmids with well-defined ratios [ 88]. Alterna-
tively, specific cortical layers can be targeted with in utero electro-
poration [89]. Transgenic animals are also invaluable for all-optical
experiments but can be expensive and time-consuming to generate.
Before establishing transgenic lines, it is important to test, charac-
terize, and calibrate appropriate optogenetic actuators and repor-
ters. In vitro dissociated cell cultures represent an important tool
tor characterizing actuators and indicators in single homogeneous
cell populations. However, because the brain’s architecture is lost in
the culture process, they are not suitable for studying brain function
[90]. Organotypic cultures are becoming a favored preparation for
testing new preparations for all-optical neurophysiology experi-
ments (such as new actuator/indicator combinations), since the
main network architecture is maintained (Sect. 3.4; Fig. 9d), and
it is possible to test many different conditions per animal (10-15 in
the case of hippocampal organotypic cultures). A protocol used to
produce hippocampal organotypic cultures and perform bulk viral
infection is presented in Sect. 3.4 of this chapter. In Fig. 4 we show
an all-optical experiment in mice hippocampal organotypic slices,
co-expressing the soma-targeted cation channelrhodopsin
ST-ChroME and the genetically encoded Ca** indicator GCaMP7s
(Fig. 4a). Neurons were photostimulated using two-photon
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Fig. 4 All-optical electrophysiology in mice hippocampal organotypic slices. (a) Two-photon fluorescence
image showing the co-expression of the high performance and soma-targeted cation channelrhodopsin
ST-ChroME, here tagged to the chromophore mRuby3 (red colour corresponds to the nuclear localization of
mRuby3 reporter) and the genetically encoded Ca®* indicator GCaMP7s (green) in the CA3 region of a
hippocampal organotypic slice. White circles represent the two-photon temporally focused spots delivered
to excite 50 different neurons (12 pm spot diameter, 1040 nm wavelength, 0.26 mW/pm2 incident power).
Scale bar: 50 um. (b) Two-photon imaging of GCaMP7s fluorescence signals evoked by the sequential
stimulation of the cells (interstimulus interval ~3 s). Gray bars represent the stimulation protocol which
consisted of a train of 5 pulses of 5-ms duration at 4 Hz. The identity of the cells during the sequential
stimulation is denoted by the blue numbers on top. In this experiment, 28 out of 50 cells yielded calcium
transients in response to stimulation (green horizontal arrowheads). During the acquisition time (~160 s) two
synchronous network-wide bursting events were observed (vertical arrowheads at the bottom), the first one
seemed to be triggered by the direct activation of a hub-like cell (cell number 15 in the sequence; see pink
inset), while the second network-wide event seemed to be triggered by the spontaneous activation of a
hub-like cell in the circuit. Pink and orange arrowheads denote the evoked or spontaneous nature of the
events, respectively. A single event (in only 1 neuron) with similar characteristics to the network-wide bursting
events in terms of amplitude and kinetics was observed near the end of the acquisition time (horizontal orange
arrowhead). The large amplitude of these events reflects the large number and/or frequency of action potential
firing in comparison to the fine-tuned control of firing activity evoked by single-cell resolution and
sub-millisecond precision patterned photostimulation as it is observed in the inset in (c)

excitation with temporally focused 12-pm diameter holographic
spots, and their responses were detected by imaging GCaMP
using 2P scanning imaging on a standard galvanometric-based
setup. 28 of 50 cells yielded calcium transients in response to
photostimulation (Fig. 4b, green horizontal arrowheads). During
the experiment (~160 s) two synchronous network-wide bursting
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events were observed (Fig. 4b, vertical arrowheads at the bottom),
the first triggered by the direct activation of a hub-like cell (Fig. 4b,
cell 15; pink arrowheads and inset) and the second a possible
spontaneous event (Fig. 4b, orange arrowhead at the bottom).
These events are typically seen in developing hippocampal networks
[91], and demonstrate that network function is maintained in
organotypic slices. Moreover, the large amplitude of these events
reflects the large number and/or frequency of action potential
firing in comparison to the fine-tuned control of action potentials
evoked by single-cell resolution and sub-millisecond precision of
patterned photostimulation, as evidenced by the inset shown in
Fig. 4c.

An extraordinary number of different 2PE technologies have been
developed to precisely control neuronal activity using microbial
channelrhodopsins and to provide high-fidelity readouts of activity
with calcium and voltage indicators. In this chapter, these methods
will be broadly categorized as either sequential or parallel methods.
While in sequential-2PE a tightly focused beam visits distinct voxels
consecutively, parallel-2PE encompasses all methods in which 2PE
occurs within a region larger than the diffraction-limited volume.

A wide variety of components capable of rapidly varying the
three-dimensional position of a tightly focused beam throughout a
volume of interest have been incorporated into 2PE-LSM instru-
ments to increase the temporal resolution of sequential, point-
scanned, 2PE. This includes devices such as resonant galvanometric
mirrors [92], rotating polygon mirrors [93, 94], acousto-optic
deflectors (AOD) [95-99], deformable mirrors [100], spatial
light modulators (SLMs) [101-104], piezoelectric scanners
[105], microelectromechanical systems (MEMS) scanners [106],
electrically-tunable lenses (ETL) [107], voice-coils [55, 108], and
tunable acoustic gradient (TAG) lenses [109]. Other interesting
approaches specifically designed to improve volumetric imaging
rates rely on the conversion of lateral beam deflections, typically
using galvanometric mirrors, into axial displacements at kilohertz
rates [110, 111]. Furthermore, in general, the temporal resolution
of sequentially scanned-2PE approaches can be improved by opti-
mizing the scan trajectory according to a pre-defined region of
interest (ROI) (e.g., Lissajous scanning [105]).

While successful single-cell optogenetic activation using
scanning-2PE based on galvanometric mirrors has been demon-
strated [3, 112, 113], photostimulation based on pure sequential
scanning is incompatible for use with channelrhodopsins with fast
kinetics since a large portion of the somal membrane of each
neuron must be scanned before the channels begin to close in
order to integrate sufficient photocurrent and successfully reach
the threshold for action potential firing. Purely sequential raster-
scanned-2PE approaches are not capable of high fidelity,
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co-incident excitation of multiple neurons [102, 114, 115]. Simi-
larly, sequentially scanned-2PE methods have only demonstrated
sufficient temporal resolution for voltage imaging by extreme
reductions of the field of view to a single line [116] or point [117].

The acquisition rates of scanning-2PE systems can be increased
by random-access approaches. These techniques use multiple
AODs to rapidly deflect a tightly focused beam to a set of
pre-defined three-dimensional locations [98, 118]. Random-access
scanning has been successfully applied to both calcium and voltage
imaging of up to 20 distinct three-dimensional positions at kilo-
hertz sampling rates [14, 119, 120]. In principle, it is possible to
achieve denser spatial sampling than has been demonstrated by
random-access scanning; the fundamental limit for unambiguous
signal assignment in fluorescence microscopy is the fluorescence
lifetime (~ns) [121]. Spatiotemporal multiplexing methods aiming
to approach this upper bound have been successfully applied to
ultrafast recording of neural activity with calcium and voltage indi-
cators [122, 123]. Furthermore, since the lifetime of common
fluorophores is shorter than the pulse separation of common
mode-locked lasers used for 2PE, single pulses can be divided
into multiple beamlets (diffraction-limited spots), each of which
can be laterally or axially displaced to illuminate distinct sample
regions at different (although, in some cases, almost simultaneous)
times. Fluorescence signals sequentially excited by different beam-
lets can be de-multiplexed by accurate synchronization of the beam
displacement approach with the detector using high-speed elec-
tronics [60, 108, 124]. Neglecting scattering, spatiotemporally
multiplexed fluorescence from different locations can be unambig-
uously assigned to its origin provided that the effective dwell-time
is longer than the excited state lifetime of the fluorophore.

An alternative approach to increase temporal resolution is to
modulate the electromagnetic field and increase the instantaneous
volume of excitation using so-called parallel methods. Since the
inception of laser scanning microscopy, efforts have been made to
increase the extent of the excitation beam and hence reduce the
dimensionality of the raster scan required to fully sample the region
of interest. For instance, voltage imaging at rates of 15 kHz has
been demonstrated by rapidly scanning holographically generated
foci using AODs to simultaneously excite large membrane areas
[14]. More common variants of this approach, such as line-
scanning, increase the excitation extent in a single direction and
capture two-dimensional images by scanning in the transverse
direction [125]. Widefield temporal focusing takes this concept to
its theoretical limit by performing line scanning at the speed of light
[126, 127]. Line-scanned tomography has also been used to
achieve millisecond-resolved recordings of voltage and calcium
indicators [128]. The dimensionality of the excitation beam has
also been increased axially to form Bessel and Airy beams [129-
132], for volumetric imaging based on lateral scanning (See also
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Chap. 10). In many cases, elongated foci result in the projection of
axial information onto a two-dimensional recording, which can
limit its applicability to sparsely labeled samples. This can be over-
come by spatial multiplexing to record stereoscopic
information [133].

Moving from one-dimension scanning approaches toward
scanless configurations, one class of parallel-2PE approaches use
phase modulation to spatially multiplex the excitation beam and
simultaneously project multiple foci in three-dimensions to spa-
tially separated sample regions. For instance, spatial light modula-
tors (SLMs) have been used to deflect beamlets to different three-
dimensional sample positions through Computer-Generated
Holography (CGH) [134, 135] and perform both photostimula-
tion and imaging [80, 104, 136, 137]. The number of beamlets
and their position can be dynamically updated up to the SLM
refresh rate (~420 Hz for the latest SLM models). Recent innova-
tions such as the combination of overdrive with phase reduction
[138], or the sequential illumination of two SLMs [8] have
achieved refresh rates in the kHz-range. SLM-based spatially multi-
plexed calcium imaging has been combined with both single pixel
[80] and camera detection [139]. Furthermore, calcium imaging at
1 kHz acquisition rates has been demonstrated by using a microlens
array rather than an SLM to generate a grid of beamlets [140]. A
common approach for 2P photostimulation combines SLM-based
multiplexing with a pair of galvanometric mirrors which laterally
sweep each focus in a spiral motion spanning the average soma
diameter [8, 102, 103, 115, 141-144]. This method can simulta-
neously excite large ensembles of neurons without compromising
temporal resolution with respect to the single-cell spiral scanning
case (see also Chap. 3). Similarly, as for purely sequential-2PE, the
temporal resolution of these hybrid parallel-sequential methods can
be improved by upgrading the component responsible for sequen-
tial scanning.

Another category of parallel-2PE approaches uses phase mod-
ulation to increase the lateral extent of the excitation beam and
perform scanless excitation [145]. For instance, CGH using SLMs
can be also used to sculpt light into arbitrary shapes. This is gener-
ally combined with temporal focusing [ 146, 147] to preserve axial
resolution, which scales linearly with lateral extent for holographic
beams and quadratically for loosely focused quasi-Gaussian beams
[148]. Techniques for distributing temporally focused light
throughout a three-dimensional volume have been developed
[114, 149, 150] and low-numerical aperture (NA) temporally
focused Gaussian beams [113, 151], CGH, and generalized phase
contrast (GPC) have all been applied to photostimulation and
imaging [152-158]. Since parallel (scanless) 2PE methods can
simultaneously excite opsins distributed throughout the soma
high photocurrents can be efficiently evoked independently of the
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off kinetics, which facilitates control of neuronal activity with
sub-millisecond jitter [158]. Moreover, in contrast to scanning
approaches, in parallel approaches, the temporal resolution of the
activation process is solely defined by the dwell time of the physio-
logical process, i.c., the necessary time for the beam to remain
on-site for evoking the desired physiological effect.

Having excited an indicator of neural activity using one of the
methods outlined above, the next challenge is to detect fluorescent
emission. Unfortunately, popular calcium and voltage reporters
fluoresce in the visible region of the electromagnetic spectrum,
although development of activity reporters fluorescent in the infra-
red (IR) is an active area of research [159-161]. Thus, visible
photons emitted from fluorophores located deep in scattering tis-
sue will typically experience multiple scattering events prior to
detection. This is least problematic for sequentially scanned-2PE
methods since all collected fluorescence can reasonably be assumed
to have been generated by ballistic photons at the focal region.
Hence any signal recorded at a given time can be correctly assigned
to the correct spatial location (again provided that the dwell time is
longer than the fluorescence lifetime). 2PE imaging methods
which record fluorescence from different voxels simultaneously
are typically less robust against scattering. Beyond a few scattering
lengths, the origin of fluorescent photons becomes ambiguous,
which limits the depth of spatially multiplexed methods. Crosstalk
can be reduced by increasing the spatial separation between excita-
tion foci, but this is achieved at the cost of maximum acquisition
rate for full-frame scanning [140]. Computational methods have
also been developed to overcome scattering-induced ambiguity by
exploiting priors such as high-resolution spatial maps [144, 162],
temporal signatures [163-165], or adaptive optics [166-
168]. Finally, to correctly identify signals from different neurons
excited using three-dimensional, spatially multiplexed methods, the
eftective depth of field of the detection axis must be extended with
respect to the widefield case. Common extended DOF approaches
include multi-focal plane microscopy [169] and point spread func-
tion engineering [170], which encodes information about axial
position as lateral changes in intensity.

In spite of the number of technological developments outlined
in this section, many 2P all-optical optogenetic studies performed
to date have used parallel excitation via CGH (either extended
holographic spots or spiral scanning) for photoactivation and gal-
vanometric scanners (both resonant and not), occasionally com-
bined with an ETL for calcium imaging across multiple axial planes
[8,103, 115, 141-143, 154, 156, 157, 171]. These studies have
already provided novel insights into the principles of neural coding,
and it is anticipated that the wider adoption of newer technologies
will enable further progress. To assist in this dissemination, the next
section will provide specific details about: laser sources required for
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all-optical neurophysiology experiments, the implementation of
Generalized Phase Contrast and Temporal Focusing, and a proto-
col for preparing hippocampal organotypic slices.

3 Implementation of Methods

3.1 Laser Sources

The feasibility of two-photon all-optical neurophysiology projects
is largely contingent on the first element in the optical path, the
laser, which ultimately dictates experimental parameters such as the
number of neurons that can be probed simultaneously, the maximal
speed of interrogation, and which probes can be excited (according
to their action spectrum). This section will provide a general review
of the different laser characteristics that impact the efficiency of
two-photon excitation and describe how the choice of laser can
be optimized based on specific experimental parameters.

To review, two-photon excitation occurs when two photons,
with sufficient combined energy, are absorbed quasi-simultaneously
and a molecule is excited into a higher energy level [172]. The
number of photons absorbed per molecule, per unit time, via
two-photon absorption (N, p) is proportional to the two-photon-
cross section (o, p) and to the square of the instantaneous intensity
(Nap < < I(£)*>). The low values of typical 2PE cross-sections
necessitate the use of high time-averaged photon fluxes to excite
actuators and indicators at sufficient rates. This can be achieved
using mode-locked lasers which generate femtosecond (fs) pulses of
light. It is intuitive that, at a given average power, shorter pulses
and fewer pulses per unit time result in a greater concentration of
photons, which ultimately leads to a higher probability of quasi-
coincident two-photon absorption. More formally, the concentra-
tion of photons in time can be parametrized according to the laser
duty cycle which is defined as the product of repetition rate (f;.p)
and pulse duration (7puis) and corresponds to the fraction of time
per unit interval during which there is irradiance. Prior to satura-
tion, and at a given average power, the rate of two-photon absorp-
tion is higher for pulsed lasers as compared with their continuous
wave (CW) counterparts by a factor proportional to the inverse
duty cycle:

g, <I(t)>?
2 T

<Nyp>x<I()*>
f;cpfpulsc

where g, ~0.558-0.664 [173] is a unitless factor which accounts
for the fact that real pulses emitted from mode-locked lasers are not
rectangular.

In fact, the wide adoption of 2P-LSM was aided by the devel-
opment and commercialization of reliable, mode-locked lasers
which provided enough energy to achieve sufficient rates of
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two-photon excitation of common fluorophores [174-176]. Ti:
Sapphire oscillators exhibiting 100 fs pulse widths and 80 MHz
repetition rates (12.5 ns pulse separation) have become the work-
horses of sequential 2P-LSM since these lasers provide an
~100,000-fold increase in the rate of two-photon excitation as
compared with CW excitation at the same average power, allowing
2P-LSM imaging to be performed using much more palatable
average powers (milliwatts in comparison to kilowatts). However,
these lasers no longer represent the gold standard for all-optical
neurophysiology experiments, particularly those in which multiple
neurons are probed simultaneously. The larger instantaneous
extent of the excitation area in parallel methods, or the division of
the original laser beam into a certain number of beamlets for
parallel spiral scanning necessitates the use of much higher peak
pulse intensities. Two obvious strategies for increasing the pulse
energy while maintaining average power are decreasing the pulse
width or repetition rate. In practice, some reduction of the pulse
width below the standard 100 fs value is possible [177, 178],
provided that the spectral width remains narrower than the action
spectra of the actuators and indicators (to maintain excitation effi-
ciency). However, this approach requires careful dispersion man-
agement, particularly when elements such as SLMs and diffraction
gratings are employed in the optical path. Much larger gains can be
achieved using amplified lasers with low repetition rates.
Ytterbium-doped fiber lasers with central wavelengths in the region
of 1030-1040 nm [179] are now commonly used for in-vivo
imaging and photostimulation, offering instantaneous powers
that are orders of magnitude higher than conventional tunable
lasers. The use of Ytterbium-doped fiber amplifiers with microjoule
pulse energies is necessary in order to simultaneously photostimu-
late neural ensembles composed of tens of neurons [5, 6, 103,
143]. Nevertheless, since these systems emit light at fixed wave-
lengths, the choice of opsin is constrained and multiple lasers with
different wavelengths must be used to excite different sensors and
actuators. Solutions that offer greater flexibility in terms of wave-
length while delivering high energy (microjoule) pulses can be
found in systems using optical parametric amplification (OPA) for
the generation of the excitation beam [79, 81].

When probing biological preparations with such high irra-
diances (which can often exceed 10** photons cm 2 s~ 1) it is of
course necessary to consider the possibility of physiological pertur-
bations. Photoperturbations based on linear absorption processes
(N1p o < I(2)>), such as heating (via single-photon absorption) or
optical trapping [180, 181], occur throughout the excitation beam
while higher-order processes (N,p x < I(¢)">), for instance,
photolysis, ablation, and optical breakdown [182-184], are con-
fined to the focal region. This is particularly important to consider
when choosing the appropriate excitation approach for
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photostimulation [185]: parallel methods generally use lower
power density than spiral scanning but higher average powers.
Since the optimum excitation parameters and signal to photoper-
turbation ratio are likely to be highly dependent on the specific
characteristics of the sample preparation, it is advisable to vary the
repetition rate, pulse width, and average power in each case if
possible [186]. The optimal excitation parameters are likely to be
different for different excitation modalities.

As outlined in Sect. 2.3, many parallel two-photon excitation
approaches rely on lateral beam sculpting. A correspondingly wide
variety of methods based on amplitude or phase modulation have
been conceived of and demonstrated experimentally. Phase modu-
lation is generally preferable since it is more power efficient than
amplitude modulation. Computer-generated holography (CGH) is
currently the most common phase modulation method used for
photoactivation or imaging in all-optical neurophysiology experi-
ments. Since CGH is described in detail in other chapters of this
book (Chaps. 3,4, and 11), this section will focus on the principles
and implementation of an alternative phase modulation approach:
generalized phase contrast (GPC) [187].

GPC is an efficient approach for transverse beam shaping and
has been applied to imaging [ 188, 189], photomanipulation [ 190-
192], and atom trapping [193]. GPC patterns have smooth,
speckle-free intensity profiles and can be combined with temporal
focusing for depth-resolved, robust excitation, deep in scattering
tissue [147, 194]. As demonstrated in Fig. 5a, in GPC, the phase
imprinted on a beam (using a phase mask or an SLM) is mapped to
intensity variations in a conjugate image plane by engineered con-
structive and destructive interference. The simplest implementa-
tions of GPC are based on 4f arrangements of lenses, constructed as
follows (Fig. 5a): the first phase modulating element (hereafter
SLM) is located a distance f prior to the first lens (L, ), which has
focal length f, and is referred to hereafter as the Fourier lens. The
necessary SLM phase (¢.,(%,y)) depends on the spatial profile of the
desired pattern. For binary GPC, ¢., = ¢; for SLM pixels inside the
pattern and ¢,, = ¢, for SLM pixels outside of the pattern, ¢; =«
and ¢, = 0 is a simple (and useful) choice. An element known as a
phase contrast filter (PCF) is located in the Fourier plane (FP) of
Ly, and a distance f; prior to the second lens (L,), which has focal
length f5. The PCF applies a selective phase shift to the field in the
Fourier plane. The phase shift imparted by the PCF depends on its
thickness (4) and refractive index of the substrate (#,): ¢pcr =
(2rd(ny—mn;))/A, where n; is the refractive index of the medium
surrounding the PCF (usually #; = 1 for air, and #, = 1.45 for a
PCEF fabricated with fused silica). For binary GPC,and ¢p; = 7, ¢po, =
0, constructive interference in the output pattern occurs for ¢pcr =
7. The resulting interference pattern is formed in the image plane
(IP) of the second lens, a distance f5 from L.
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Fig. 5 Wavefront engineering based on Generalized Phase Contrast. (a) (i) Schematic representation of a
common configuration for Generalized Phase Contrast. The beam is modulated using an SLM, which is used to
impart a phase shift to the portion of the beam corresponding to the desired pattern. The SLM phase should
match the desired pattern (up to a magnification factor according to the respective focal lengths of L1 and L2).
In the binary case, the SLM is usually used to impart a = phase shift to the pixels within the pattern and 0 to
those outside. The synthetic reference beam is the portion that is phase shifted by the phase contrast filter
(PCF), which typically imparts a = phase shift relative to the field that does not pass through the PCF, referred
to here as the modulated beam. The different portions of the beam are recombined by L2 in the Image Plane
(IP), where the modulated and synthetic reference fields interfere to form the desired pattern. (ii) Cartoon
representations of the ideal 2D amplitudes and phases of the electric fields in the input (SLM) plane and the
output (Image) plane. The phase profile of a typical PCF is shown centrally, with the filter diameter indicated by
dashed black lines. (iii) 1D cross sections of the amplitudes and phases of the electric fields in the case of
binary circle GPC. (b) 2-photon excited fluorescence from a thin rhodamine layer for two different patterns:
circle and ring GPC. Scale bars represent 10 um

To some extent, the perceived complexity of GPC arises from
the number of different parameters that contribute to pattern
fidelity. To elucidate the effects of some of these parameters, their
impact on three important metrics of pattern quality relevant to
two-photon excitation: efficiency, uniformity, and contrast will be
discussed. In this context, efficiency is defined as the fraction of
total energy contained within the pattern, uniformity as the inverse
of the curvature of intensity within the pattern and contrast as
difference between the maximum and minimum intensity in the
pattern vicinity ((Inax + Lnin)/(Lnax— Imin)- While it is generally
desirable that these metrics are maximized for two-photon excita-
tion based on sculpted light, this cannot be achieved using low NA
Gaussian beams, where uniformity throughout the region of inter-
est (typically the neuronal soma) necessitates use of a large beam
waist, resulting in low pattern efficiency. To explain how uniformity
and efficiency can be jointly maximized in GPC, we will consider a
simple example based on an input Gaussian beam and a simple
binary pattern commonly used for two-photon excitation: a circular
disk of uniform intensity (Fig. 5a, b).
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Consider the propagation of the field modulated by the SLM
through the system in the absence of the PCF (Fig. 6a, upper). In
the image plane, the modulated field is a magnified image (accord-
ing to the ratio of 3 /f1), of the input field with the imprinted phase
profile ¢,, Given the modulated field in the image plane, it is
possible to find the corresponding ideal “reference field”, which,
summed with the modulated field would generate the desired
pattern with maximal efficiency, uniformity, and contrast (Fig. 6a,
lower). This requires total constructive interference between the
reference and modulated fields at all positions in the image plane
within the pattern and total destructive interference at all positions
outside. Achieving this stringent condition requires that the modu-
lated and reference fields:

(a) Have identical amplitude outside of the pattern.
(b)
(c) Arrive exactly in phase (modulo 27) within the pattern.
(d)

Have complementary amplitude inside the pattern.

Arrive exactly out of phase (modulo 27) outside of the pattern.

In GPC, the reference field is derived from the input field itself:
the portion of the field that is phase shifted by the PCF can be
considered a so-called “synthetic reference field” (SRF). The prop-
agation of the SRF through the 4f system can be considered sepa-
rately from the rest of the field (hereafter referred to as the
modulated field), as demonstrated in Fig. 6b. The efficiency, uni-
formity, and contrast in the output pattern are maximized by
finding the properties of the PCF such that the SRF approaches
the ideal reference field while the modulated field is minimally
perturbed. The optimal characteristics of the PCF for satisfying
conditions (a)—(d) in the image plane can be deduced by comparing
the profiles of the ideal reference and modulated fields to the
synthetic reference field in the Fourier plane (Fig. 6b). For instance,
it is clear that for the particular binary example of a disk, the
synthetic reference field should be phase shifted by # in order to
resemble the ideal reference field (Fig. 6b). Secondly, the edges of
the PCF should coincide with the first zero-crossings of the modu-
lated field, and thirdly the form of the phase contrast filter should
reflect the symmetry of the desired intensity pattern (for instance,
the highest fidelity circular patterns are obtained using circular
filters, whereas elliptical patterns would benefit from correctly ori-
ented elliptical filters). More complex patterns would benefit from
more complex filter shapes, although high efficiencies (>60%) can
still be achieved by using more common circular or rectangular
filters. In the case of the circular disk pattern with an appropriately
sized PCEF, the efficiency of the output pattern is theoretically
70-80% and the maximum intensity is 3x higher than the
de-magnified input Gaussian beam [195].
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Fig. 6 Intuitive optimization of phase contrast filter for GPC. (a) The ideal reference field would generate total
constructive interference at all positions in the image plane within the desired pattern and total destructive
interference at all positions outside. The ideal reference field can be calculated by subtracting the modulated
field (i.e., the magnified image of the field at the SLM plane) from the field corresponding to the desired
pattern. The colors of the field profiles represent their phase ¢, (blue: ¢ = 0 and red: ¢ = =). (b) The Fourier
transform (denoted F) of this ideal reference field gives its profile in the Fourier plane, where the PCF is
located. The profiles of the ideal reference field and modulated field in the Fourier plane are used to guide the
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The 30% loss in efficiency is mainly a result of the differences
between the synthetic and ideal reference fields. Firstly, the SRF has
a narrower diameter and shorter amplitude than the ideal reference
field in the Fourier Plane (Fig. 6b). Consequently, the SRF in the
image plane is broader and of lower amplitude than the modulated
field and condition (a) is not met, resulting in a dim halo of light
(Fig. 6¢) surrounding the pattern due to partial destructive inter-
terence. Note that the extraneous light can be blocked using an iris
in a conjugate image plane if problematic. Secondly, since the SRF
generated using a PCF to transmit the central lobe is constituted of
low spatial frequency components, any sharp features in the syn-
thetic reference wave are precluded. This reduces the uniformity of
the pattern with respect to the ideal case — since the SRF retains the
Gaussian envelope of the input beam (unless a beam shaper is used
prior to the first SLM such that it is illuminated with a top-hat beam
[195]). For small filters, the SRF approaches the “DC component”
of the incident field — a Gaussian envelope for most experimental
configurations. As the filter size increases, the SRF more closely
resembles a magnified version of the input field, while the modu-
lated field only contains the high spatial frequency components of
the input pattern — for instance, the pattern edges and small fea-
tures. The best pattern (highest efficiency, uniformity, and contrast)
is achieved when the edges of the PCF coincide with the first zero
crossings of the modulated field.

The concept of minimizing the differences between the syn-
thetic and ideal reference fields to maximize efficiency, uniformity,
and contrast is more general than the simple case of a circular disk
example presented and has been verified for a variety of analytically
tractable patterns [ 195, 196]. Experimentally, the properties of the
synthetic reference and modulated fields depend on interdependent
system parameters such as the diameter and profile of the input
beam, the spatial profile of the phase imparted by the SLM (i.e., the
desired output pattern), and the focal length of L;. Since these
parameters are interrelated, it is useful to introduce a level of
abstraction and optimize the efficiency, uniformity, and contrast

Fig. 6 (continued) choice of an optimal PCF filter in GPC. The optimal PCF parameters are those for which the
synthetic reference field most closely matches the ideal reference field. It is clear that this occurs when the
PCF imparts a = phase shift and its edges coincide with the first zero crossings of the modulated field
(indicated by black dashed lines). (¢) Since the synthetic reference field cannot completely match the ideal
reference field, there exist some differences between the ideal output field and that which is obtained. In most
cases, there is a mismatch between the beam waists of the synthetic reference and the modulated fields,
resulting in a “ring-of-light” surrounding the output pattern (highlighted by gray arrows). This is normally
blocked by an iris positioned in a conjugate image plane. Furthermore, since the synthetic reference field is
typically composed of the low spatial frequency components of the field, there are no small features and the
Gaussian profile of the input beam is not compensated for (highlighted by black arrows)
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3.3 Implementing
Temporal Focusing

as a function of ¢ and 7, where £ is defined as the ratio of the pattern
radius at SLM to the waist of the input Gaussian beam and 7 is
defined as the ratio of the radius of the focused beam in the Fourier
plane to the radius of the PCF [196]. For certain patterns, the
optimal values of £ and # can be found analytically, or numerically
via simulations for more complex patterns.

The best approach for achieving the theoretically optimal values
of ¢ and 7 experimentally depends on the precise constraints of the
experimental setup:

(i) € can be tuned by varying either the waist of the input beam or,
by changing the diameter of the pattern on SLM1.

(ii) #n can be changed by varying the waist of the input beam, the

focal length of L; and the physical diameter of the PCEF.

In optical systems necessitating volumetric two-photon excita-
tion, GPC is generally combined with CGH for flexible 3D pattern
projection [197] and temporal focusing to improve the axial reso-
lution [147, 150]. In such systems, the downstream parameters are
tightly constrained to achieve a field of excitation with a particular
extent, and to meet the conditions described in the following
section, necessary to achieve optimal temporal focusing. Hence,
the extent of the SLM phase pattern for GPC is typically set
according to the desired size of the pattern at the focal plane of
the microscope objective and L, kept fixed, while the input beam
and PCF diameters are varied in order to optimize efficiency uni-
formity and contrast in the output pattern. The optimization pro-
cess for a given set of experiments is eased by making it possible to
tune the diameter of the incident beam without altering its diver-
gence (for instance by having a variety of suitable telescopes
mounted on switchable magnetic bases) and additionally by
imprinting a selection of suitable PCFs (with a range of diameters
and shapes) on a phase mask which is then mounted on a three-axis
micrometer stage in order to easily be able to transition between
PCFs. For a given experiment, and desired sculpted light pattern,
the initial choice of PCF diameter is generally guided by simula-
tions. In lieu of simulations, a sensible starting point is to choose a
PCF diameter matched to the beam waist of the unmodulated
Gaussian beam in the Fourier plane and then to test several PCFs
with similar diameters to maximize efficiency, uniformity, and con-
trast. Using this strategy, efficiencies greater than 70% can be
routinely obtained experimentally.

Due to their interferometric character, GPC patterns suffer from a
lack of axial confinement and optical sectioning [147] (this is in
notable contrast to patterns generated using CGH). Temporal
focusing has been used to restore axial resolution for GPC, and
other extended light patterns that have been used for 2P
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optogenetics [147, 153, 171, 194]. The implementation of tem-
poral focusing in combination with Gaussian beams has been exten-
sively described in the literature [127, 198-200] and more detailed
descriptions may be found in this book (Chaps. 4 and 9).

In summary, an optical element placed in a conjugate image
plane of the optical path is used to separate the spectral frequencies
(hereafter “colors” for simplicity) of the femtosecond laser pulses.
While both diffusers or scatterers and diffraction gratings are suit-
able optical elements, diffraction gratings offer a more efficient
directional separation of the different colos and can be used in
conjunction with lasers commonly used for multiphoton micros-
copy (which exhibit characteristic pulse durations of hundreds of
femtoseconds, corresponding to pulse bandwidths of tens of nan-
ometers). Beam expanders are commonly used prior to the scatterer
or diffraction grating to adjust the beam diameter in order to
achieve the desired Gaussian beam size at the sample. The orienta-
tion of the grating is usually chosen such that the first order is
diffracted perpendicular to the grating (by convention, this corre-
sponds to O = 0° ) (Fig. 7) to avoid tilted illumination of the
image plane at the sample in the case of a large ROI illumination or
a large field of excitation. However, this is not generally the same
angle that would maximize the light throughput for a blazed
grating (the so-called Littrow configuration) (se¢ Note 1).

The groove density of the diffraction grating, G, and the focal
length fof the lens used as the tube lens of the microscope (Fig. 7)
should be chosen according to the properties of the microscope
objective: achieving the tightest axial confinement requires meeting
two conditions. Firstly: the extent of the chirped beam L should fill
the diameter of the back focal plane (4, ); the extent of the chirped
beam due to linear dispersion induced by the diffraction grating is:

_ AN, S
LfﬁA/lfdGAi, (1)
with %C the linear dispersion induced by a grating with groove

density dg = & (lines/mm), and A2 the spectral bandwidth. The
second condition for maximal axial confinement is that the instan-
taneous illuminated area of the scatterer /diffraction grating should
be imaged to a diffraction-limited spot at the focal plane of the
objective, which occurs when:

T M2

Sind ~ INA® @
where cis the speed of light in vacuum, 7 is the laser pulse duration,
0 is the incident angle of the light beam on the grating, 4 is the
wavelength, NA the numerical aperture of the objective, and M, the
effective magnification between the scatterer/diffraction grating
and the sample. When temporal focusing is combined with light
patterning (such as CGH, GPC, or other approaches for intensity



28 Ruth R. Sims et al.

A Beam B
Expander " Incident
_ irror I ‘
Incident nbc;c;e::l ~ beam -

beam o l

Lens Lens
(' ) Lens (f,)
Gratmg u__ (A"
Grahng 'L._. 4
Lens Objective )

0} (fosy) Lo Objective Grating £ D
() (fon) i [
Lens Objective
(Fory)

(f3)

o

Fig. 7 Implementation of temporal focusing with light-shaping methods. (a) Temporal focusing of a Gaussian
beam. A diffraction grating placed in a conjugate image plane of the optical path is used to separate the
spectral frequencies (“colors”) of the femtosecond laser pulses. The grating is illuminated with a parallel
Gaussian beam of the appropriate size adjusted through a beam expander, for giving the desired beam size at
the sample plane. The orientation of the grating is usually chosen such that the 1st order is diffracted
perpendicular to the grating (Oqi = 0° ) to avoid tilted illumination of the image plane. Conjugation of the
grating (image) plane to the sample image plane is realized by a telescope consisting of a lens and the
microscope objective. (b) In temporal focusing of CGH beams the grating is placed at the image plane of CGH,
illuminated with the holographic pattern generated by addressing the corresponding phase on the SLM (inset).
(c) Similarly as in CGH, in temporal focusing of GPC beams the grating is illuminated with the intensity pattern
generated at the output (image) plane of the GPC configuration, when addressing the SLM with the
appropriate, in the simplest case binary, pattern (inset). In all panels ¢ denotes the incident angle of the
light-shaped beam onto the grating. In (b) and (c) the beam expander prior to the SLM is omitted for simplicity.
(Adapted from Ref. [201])

modulation), the grating is generally positioned in the output plane
of the patterning method. In this case, the conditions outlined
above for optimum axial confinement remain valid. However, the
dimensions of the beam at the back aperture of the objective
depend on the patterning method and may vary with respect to
the case of'a Gaussian beam. Patterned light generated using GPC
(or amplitude modulation) resembles Gaussian beams in the sense
that they exhibit smooth phase profiles and large depths of focus
(confocal parameters). Changing the pattern changes the illumina-
tion of the back aperture but does not improve the axial resolution
since the linear dispersion of the diffracted beam is unaffected.
The illumination of the back aperture is different in the case of
CGH. CGH setups are usually designed such as to illuminate the
entire back aperture of the objective — hence extended CGH spots
have intrinsically better axial confinement than Gaussian beams of
similar lateral extent. Addition of a diffraction grating at a conju-
gate image plane in the CGH setup for temporal focusing aftects
the illumination of the objective back aperture in the dispersive
direction. Because in CGH configurations the scatterer/grating is
illuminated with a focusing beam, the linear dispersion of the field
at the back aperture is strongly dependent on the focal length of the
lens used prior to the grating/scatterer. A detailed analytical
description of the full-width-at-half-maximum (FWHM) of the
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illumination distribution along the x and y axis at the back aperture
(more precisely the back focal plane) of the objective in a CGH-TF
setup may be found in Ref. [149]:

5 2.2 26 12
FWHM,, = 2v21n3, /20 8 005 | 254 (3)
BEP f2 dGZ
1

FWHM,  =2v2In 2%6 (4)
1

BFP
where 2o is the waist of the Gaussian beam illumination at the SLM,
and f], f> are the focal lengths of the lenses used to conjugate the
SLM at the back focal plane of the objective (Fig. 7b). To optimally
illuminate the back aperture and maximize axial confinement, focal
lengths f1, f> ought to be chosen according to the constraints set by
equations (3), which replaces equation (1), and (4), while also
aiming to satisty equation (2). Since these lenses also dictate the
extent of the field of excitation, it may be necessary to compromise
field of view for desired axial resolution (or vice versa). For more
details refer to Note 2.

Temporal focusing microscopy is inherently a two-dimensional
method, since two-photon excitation only occurs in the vicinity of
the focal plane of the objective, which, by design, is conjugate to
the grating plane. Even if CGH was used to project patterns onto
different axial planes, two-photon excited fluorescence would only
be excited by the patterns projected onto the grating, the rest being
suppressed by temporal focusing. Extending temporally focused
excitation to three-dimensional (3D) space requires spatial multi-
plexing using an SLM in a conjugate Fourier plane following the
grating to modulate the phase of each monochromatic beam. Con-
volution of the temporally focused pattern projected on the grating
with the 3D configuration of beamlets at the sample plane creates
multiple temporally focused patterns at the position of the beam-
lets, which are replicas of the original pattern on the grating. A
detailed description of the 3D holographic spatial multiplexing
implementation on temporally focused Gaussian beams can be
found in Chap. 4, describing the technique 3D-SHOT (3D-Scan-
less Holographic Optogenetics with Temporal focusing) [5, 114].

For greater flexibility in the choice of the excitation shape and
size, 3D holographic spatial multiplexing of temporally focused
CGH, GPC patterns, or patterns created with amplitude modula-
tion techniques can be used [150]. In those cases what changes in
the optical setup is the way the beam is modulated before the
grating (Fig. 8). The shape of the beam that is projected onto the
grating is the one that is next replicated by 3D point-cloud CGH.
For applications where projection of different shapes or spot sizes is
necessary, a further variant of the above approaches is to perform
light shaping in two dimensions (2D) with a first SLM that is



30 Ruth R. Sims et al.

Incident
beam
SLM 1 Lens
(f;) Grating
il &
“ ’
v 2 Y OFXY)
Lens
(f2)
X
= -
Lens Objective
SLM 2 () (f2) () FRG (X,Y,2)

Fig. 8 Multiplexed temporally focused CGH patterns. Projection of temporally focused patterns in multiple
planes consists in a 3-step-approach: 1. beam amplitude shaping, here by CGH, 2. performing temporal
focusing, and 3. spatial multiplexing by using a SLM (SLM2) and 3D point-cloud CGH, at a Fourier plane after
dispersion of the spectral frequencies on the grating. The pattern generated through phase modulation (inset
SLM1) is projected onto the grating (F(X,Y) inset) and replicated by 3D point-cloud CGH to different 3D
positions (G(X, Y,Z) inset SLM2). The way SLM2 is illuminated is also shown in the inset. The resulting pattern
at the sample is a convolution of patterns Fand G. (Reproduced from Ref. [201])

vertically tiled in regions, each one encoding a different pattern,
and use the second SLM, also tiled in the same number of regions
addressed with different phase profiles that independently control
the position in which each pattern is going to be projected at the
sample. Such an example is described in reference [150] where the
regions of SLM2 are addressed with phase profiles that control only
the axial position of the different patterns. A similar approach for
projecting different shapes at different positions is also presented
in [150].

The choice of the different lenses on this kind of configuration
is constrained by the requirement of filling the back aperture of the
microscope objective used to project patterns into the sample. All
telescopes between the grating and the objective must be
accounted for. Thus, in the case of CGH (Fig. 9), for instance,
equations (3) and (4) are modified as follows:

2 2,2 2 2
FWHM,,,, —2v2In2%% 2 COSZ(Q) £ A 288 (5
f3 f1 dG

—2vam2l2 14,

FWHM,, e (6)

Implementation of multiplexed temporally focused light shap-
ing (MTE-LS) either with CGH or GPC, or any other kind of
amplitude modulation is in general more demanding in terms of
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Fig. 9 Organotypic slices. (a) Organization of the hood for the dissection of organotypic slices. (b) Dissected
organotypic slices on PTFE membranes placed on inserts in a 6-well plate. (c) Transmitted light image of a
patched cell in a hippocampal organotypic slice. (d) Expression of a nuclear targeted fluorescent protein
(mRuby) following bulk infection with an AAV. The architecture of the hippocampus is maintained

alignment and equipment than multiplexing temporally focused
Gaussian beams. Care should be taken to align the beam on the
two SLMs used, one for light shaping (SLM1; Fig. 8) and the other
for 3D point-cloud CGH (SLM2; Fig. 8).

In MTEF-LS methods, including Gaussian beams (3D-SHOT),
the excitation field is defined by the properties of the SLM used for
3D point-cloud CGH (pixel size and number of pixels or the size of
the SLM) and the telescope used to magnify this to the back
aperture of the objective (f—“ in our schematic). Calibration of the
spot position between the SLM and the camera is achieved in an
identical manner as for CGH (see Sect. 3.2) and, similarly, the spot
intensity over the entire excitation field must be homogenized by
calibrating the diffraction efficiency SLM2 both laterally in the
image plane (xy) and axially throughout the excitation volume (z)
(refer to Note 3 for further details). Depending on the light
shaping method used, different calibration procedures for compen-
sating diffraction efficiency in light intensity may be needed. For
instance, in methods using SLM1 for controlling the lateral posi-
tion of the spots on a plane, diffraction efficiency calibration of
SLM1 is also necessary, and when the SLMs are tiled in different
regions, since light diffracted from each of them is not illuminating
the round back aperture of the objective in the same way, a special
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3.4 Preparation of
Organotypic
Hippocampal Slice
Cultures

3.4.1 Solutions

3.4.2 Equipment

calibration of the intensity is needed for each zone of illumination
of the objective back aperture [149]. Finally, for systems using
MTEF-LS with two SLMs and a single pattern projected in the
center of the diffraction grating it might be useful to orient the
grating close to the Littrow configuration to maximize light
throughput.

While the benefits of using organotypic slice cultures for prototyp-
ing preparations for all-optical neurophysiology experiments were
described in Sect. 2.2.1 of this chapter, it is important to highlight
that this preparation can also be used to address many fundamental
questions central to modern neuroscience.

All animal experiments must comply with national regulations.
Organotypic hippocampal slices are prepared from mice (here from
Janvier Labs, C57Bl6] WT) at post-natal day 8 (P8).

Table 1 presents the quantities of reagents required for the solu-
tions used during the preparation of organotypic hippocampal
slices (their product references are also listed).

The following equipment is necessary to prepare the organotypic
slices:

— Tissue culture hood

— Incubator (37 °C; 5% CO,)

— Dissection stereomicroscope

— Tissue Chopper (Mcllwain tissue chopper, Model TC752)

— Culture plates (six-wells; Corning 3516 or Sarstedt 83.1839)

— Millicell Cell Culture Insert (30 mm, hydrophilic Polytetrafluor-
ocethylene (PTFE), 0.4 pm; Sigma PICM03050)

— PTFE membranes (hydrophilic, 0.45 pm; Millipore
FHLC04700)

— Tissue culture dishes (35 mm, sterile; Corning 353001)

— Filter paper or Whatman paper (Fisher 11392935)

— Transfer pipettes, narrow and wide bore (plastic, disposable,
sterile, e.g., Sarstedt 86.1171.001, wide bore pipettes can be
prepared by cutting the tip)

— Razor blade (two-sided)

— Sterilized dissection tools
» Large scissors (Fine Science Tools 14110-17)
+ Fine scissors (Fine Science Tools 15003-08)

* Double-Ended Micro Spatula x 2 (Fine Science Tools
10091-12)

* Curved forceps (Dumont #7, Fine Science Tools 11274-20)
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Table 1
Solutions for organotypic hippocampal slice cultures preparation

Reagent Quantity (mL) Product reference

Dissection medium

Gey’s Balanced Salt Solution 500 Sigma G9779
D-glucose solution 45% 5 Sigma A4403
Vitamin E (500 pL (=550 mg) diluted in 4.5 mL of sterile water) 1 Sigma T3001
Na-Pyruvate 100 mM 5 Sigma S8636
Hepes 1 M 5 Sigma H3537
Ascorbic acid 0.1 mM 0.1 Sigma A4403
Penicillin /Streptomycin (5000 U/mL)* 2) Fisher 11528876
Opti-MEM culture medium (used during the first few days of culture)

Opti-MEM 50 Fisher 15392402
HBSS 25 Fisher 15266355
D-glucose solution 45% 1 Sigma A4403
Na-Pyruvate 100 mM 1 Sigma S8636
Vitamin E (500 pL (=550 mg) diluted in 4.5 mL of sterile water) 0.2 Sigma T3001
Heat-inactivated horse serum 25 Fisher 10368902
Ascorbic acid 0.1 mM 0.02 Sigma A4403
Penicillin/Streptomycin (5000 U/mL)? 1 Fisher 11528876
Neurobasal-A culture medium

Neurobasal-A 150 Fisher 11570426
Glutamin 200 mM 0.75 Fisher 15430614
Na-Pyruvate 100 mM 1.5 Sigma S8636
Ascorbic acid 0.1 mM 0.03 Sigma A4403
Vitamin E (500 pL (=550 mg) diluted in 4.5 mL of sterile water) 0.3 Sigma T3001
B27 supplement 3 Fisher 11530536
Heat-inactivated horse serum 25 Fisher 10368902
Penicillin /Streptomycin (5000 U/mL)* 1.5 Fisher 11528876

*Be aware that antibiotics can affect some cellular properties [202]. It is important to establish that their use will not
perturb or introduce any bias into the system under investigation. Organotypic hippocampal slices can also be prepared
without antibiotics by maintaining a strict asepsis throughout the entire process
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+ Straight forceps (Dumont #5, Fine Science Tools 11254-
20)

+ Scalpel handle and blades (#23) (Fine Science Tools 10023-
00)

— 15 mL tubes x2 (sterile, Corning 352095)
— Micropipette 200 pl (Eppendort, 3124000083)
— Tips (sterile, 200 pL, Sorenson Bioscience 14220)

Always use sterile gloves and change them between each

dissection.

1

. Prepare the solutions in a sterile environment.
2.

Put 1 mL of Opti-MEM culture medium in each well of the
6-well plates. Place a membrane insert in each well using sterile
forceps. Make sure there are no air bubbles beneath the inserts.

. Cut the PTFE membrane into small squares (5 x 5 mm) using a

scalpel (#23) and place them in the inserts (a maximum of
5 membranes per insert is advised for ease of retrieval). Put
the plates in the incubator.

. Prepare 4 culture dishes (35 mm) per pup. Place some filter

paper in one of them. Half fill each culture dish with the
dissecting medium. Place them at 4 °C.

. Place the following items under the hood (Fig. 9a):

a) Tissue chopper set to cut 300 pm slices.

b) Dissection stereomicroscope.

d) Previously sterilized tools in ethanol 70%.
e) Sterile PBS.

Thoroughly wipe the microscope, tissue chopper, razor blade,
and stage with ethanol 70%.

(
(
(c) Sterile transfer pipettes held in 15 mL tubes.
(
(

Before starting the dissection for each pup, place 4 petri dishes

under the hood.

7.

10.

Anesthetize pups according to local regulations and decapitate
using the large scissors.

. Flush the head with 70% ethanol and transfer it to the first petri

dish. Insert the curved forceps into the eye sockets and remove
the skin.

. Insert the lower part of the fine scissors into the foramen

magnum and cut the skull along the midline to the front to
the midpoint between the eyes.

Cut bilaterally starting from the midline towards the sides.
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11.

12.

13.

14.

15.

16.

17.

18.
19.

20.
21.

22.

23.

24.

25.
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Gently take apart the skull and transfer the brain in the Petri
dish containing the filter paper using a short and rounded
spatula. Place the brain on the filter paper.

Insert the spatula between the two hemispheres and gently
separate them.

Separate the cortex with the underlying hippocampus from the
brainstem, midbrain, and striatum using the spatula without
touching the hippocampus.

Place the cortex so that the hippocampus is exposed. Flip the
hippocampus over and out using the spatula.

Repeat steps 13-14 for the hippocampus of the remaining
hemisphere.

Use the wide-bore pipette to transfer the hippocampi to the
stage of the tissue chopper and align them perpendicularly to
the blade.

Remove any excess dissection medium from the stage to mini-
mize any motion of the hippocampi during the slicing process.

Cut 300 pm thick slices.

Using the narrow-bore pipette, flush the slices with some
dissection medium and transfer them to the 3rd petri dish.

Gently separate the slices with the pipette.

Transfer the best slices to the 4th petri dish and incubate at 4 °©
C (or on ice) for at least 30 min (refer to Fig. 3 from Gogolla
etal. 2006 [203] for criteria of selection). Another pup can be
dissected during this time.

Following a minimum of 30 min of incubation at 4 °C, retrieve
the 6-well plate from the incubator and place each selected slice
in the middle of each square membrane, using the narrow-bore
pipette (Fig. 9b).
Remove any excess dissection medium around the slice using a
200 pL micropipette and put the plate back in the incubator
immediately.

Excess dissection medium affects gas exchange and, conse-
quently, slice health.

After 3 days, remove all culture medium below the insert and
replace it with 1 mL of fresh, warm neurobasal-A culture
medium.

Replace the culture medium every 3—4 days.

Before infecting, it is essential to let the slices recover and adhere to
the membrane for at least 3 days in the incubator following slicing.
If possible, opt for AAVs as they are non-pathogenic, non-cyto-
toxic, and do not integrate in the host genome. Alternatively, to
avoid the use of viruses, one can utilize electroporation of plasmids.
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When testing a virus for the first time on organotypic slices, it is

wise to test different dilutions of the virus, as different combina-
tions of serotypes and promoters can lead to different optimal
windows of expression.

1

2.

3.4.4  Troubleshooting -

3.4.5 What Is Essential -
on the Day of Experiment?

. Prepare the virus solutions (if necessary, dilute the virus in PBS

or NaCl 0.9%) and keep them on ice.

Retrieve the 6-well plate from the incubator and put it under

the hood.

. Put 1 pL of virus solution on top of the slice. Make sure that the

solution covers the entire slice.

Repeat the previous step for each slice to be infected.

As the virus diffuses in the medium, be careful to infect all
the slices in the same well with the same virus preparation, to
avoid undesired expression.

. Put the plate back into the incubator immediately and wait for a

tew days for expression.

The slices should flatten and become transparent after a few days
in culture (Fig. 9¢). Dead slices remain whitish and opaque.

To know: WT slices exhibit autofluorescence.

Depending on type of experiment to conduct, it is essential to be
aware that the use of antibiotics can affect the physiology of the
cells.

Use an upright microscope because the membrane will make it
hard to see the cells.
For optimal results, oxygenate the external solution.

pH should be kept around 7.4 (with HEPES or bicarbonate &
bubbling).

Take the slice out of the incubator only once everything on the
setup is ready.

Under optimal conditions the slices may be re-used across mul-
tiple experimental sessions.

4 Notes

1

. Tilted illumination of the grating in relatively large angles

compared to Littrow configuration is also used in order to
increase the difference in optical path between the different
colors diffracted [126]. In this way the temporal focusing effect
is enhanced because the depth of focus where all colors arrive in
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phase to recreate the ultrashort pulse gets smaller. This helps as
well in using temporal focusing with pulses of the range of 100s

of fs.

2. The field of view, or more correctly field of excitation (FOE), in
CGH is defined by the size of the SLM pixel magnified atﬂj’ghe
back focal plane of the objective (a) [137,149]: FOE,, =2 =2,
where a=d%2, with 4 the physical SLM pixel size. Thus thc
shortest is ff or the longest is f, the biggest the FOE at the
sample. However, for optimizing the depth of focus in tempo-
ral focusing we often need to use long f; values for increasing
the linear dispersion at the back aperture of the objective. In
other words, FOE and axial resolution in CGH-TF systems do
not change in the same direction, and a compromise needs to
be done in some cases. A particular situation is when objectives
with very big apertures are used. While these objcctivcs are
commonly used to 1ncrcasc the accessible field of view for
imaging, the magnification L2 that we need to use for CGH to
fill the objective back aperture is <1 and so this does not help
neither for increasing the FOE for CGH, nor for achieving the
optimum axial resolution for temporal focusing. In that case
the physical SLM pixel size 4 is critical, and it has to be chosen
according to the application needs.

3. For a precise spot intensity calibration, diffraction efficiency in
the xy plane must be characterized for different z positions, for
instance, every 5—10 pm of axial displacement. However, this is
avery cumbersome procedure, unless it is automatized, and it is
often omitted. Nevertheless, it can be crucial and necessary for
applications using volumetric excitation.

5 Outlook

All-optical neurophysiology is evolving as a useful approach in
neuroscience to decode patterns of neuronal activity and under-
stand how these patterns contribute to neural disorders, to cogni-
tive tasks, or to specific behaviors. Important achievements in
molecular biology and development of advanced optical methods
are contributing to elucidating the neural code. A plethora of
optogenetic constructs with variable properties in terms of excita-
tion spectrum, kinetics, and sensitivity can be used in combination
with optical methods that provide high spatial specificity and tem-
poral precision. It is now possible to manipulate brain activity at
different spatiotemporal scales, throughout large excitation
volumes, and, also, to reach deep brain regions [204-206]. One
of the latest developments in the field is a bidirectional tool,
BiPOLES, based on two potent channelrhodopsins: the inhibitory
GtACR2 and excitatory Chrimson [207]. Bidirectional tools have
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been developed almost since the advent of optogenetics [45, 208,
209] and BiPOLES builds upon twenty years of developments in
opsin engineering and trafficking. As a result, both the excitatory
and inhibitory opsins are efficiently trafficked to the membrane,
with equal sub-cellular distributions and hence a tightly controlled
ratio between excitatory and inhibitory action at specific wave-
lengths and membrane potentials is achieved. This means that
neuronal activation and silencing can be controlled precisely and
predictably in all transduced cells within a particular population.
BiPOLES ought to facilitate a large number of loss- and gain-of
function experiments, which are necessary for proving the necessity
and sufficiency of a particular circuit for a specific disease, for
precisely controlling spike timing without changing firing rates,
and also the possibility of the long sought-after optical voltage
clamp [210].

In terms of the next steps for optical technology development,
all-optical experiments will continue to benefit from the use of
lower laser powers, increased acquisition or modulation speeds
(for faster acquisition rates/higher temporal precision or larger
fields of observation/manipulation), higher spatial resolution and
access to deeper brain regions. 2P excitation microscopy with scan-
ners or scanless parallel illumination through spatial light modula-
tors, though fibers or fiber bundles for endoscopic applications,
with point spread function engineering for achieving mm?® excita-
tion volumes, or particular configurations allowing mesoscopic
imaging, will continue to be developed for studying neural circuits.
3P microscopy has been already used for morphological and func-
tional imaging beyond a depth of 1 mm, but it has not yet been
explored for photoactivating neurons in deep brain regions. More-
over, although multiphoton excitation approaches have advanced
separately for imaging or photostimulation of neurons, their com-
bination for all-optical manipulation has evolved at a much slower
rate and is limited to a handful of laboratories. All-optical neuro-
physiology experiments presented so far, usually involve sophisti-
cated photostimulation approaches using wavefront-engineering
techniques, combined with standard galvanometric scanning
microscopes and electrically tunable lenses for recording responses
from neurons in different axial planes. Combining high-speed exci-
tation and recordings throughout large, continuous volumes
would have a great impact in the field.

The optical manipulation of neural circuits has the potential to
be an extremely potent approach for understanding brain function
but requires carefully chosen and calibrated tools and methodology
in order to be capable of addressing the specific question under
investigation. Now that all-optical manipulation of neurons has
become possible more than ever in an on-off basis of cell excitation,
finest control of the spatiotemporal characteristics of the excitation
patterns that leads to the detection of subtle characteristics in
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neuronal reaction, is needed. This can help in diversifying the role
of the circuit activity itself or in correlation with other circuits, and
to observe how this difference may alter network performance or
lead to a different behavior.
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Balancing the Fluorescence Imaging Budget for All-Optical
Neurophysiology Experiments

Peter Quicke, Carmel L. Howe, and Amanda J. Foust

Abstract

The goal of this chapter is to establish a framework to evaluate imaging methodologies for all-optical
neurophysiology experiments. This is not an exhaustive review of fluorescent indicators and imaging
modalities but rather aims to distill the functional imaging principles driving the choice of both. Scientific
priorities determine whether the imaging strategy is based on an “optimal fluorescent indicator” or
“optimal imaging modality.” The choice of the first constrains the choice of the second due to each’s
contributions to the fluorescence budget and signal-to-noise ratio of time-varying fluorescence changes.

Key words Fluorescence, Calcium imaging, Voltage imaging, Neurophysiology, One-photon,
Multiphoton

1 Introduction

Optical methods provide powerful means to investigate the struc-
ture and function of many neurons simultaneously. Importantly,
photons can be focused to, and imaged from, multiple neurons in
parallel to control and detect their activity. Several new imaging
strategies are developed every year, and neurophysiologists must
navigate growing stacks of methods papers, microscope, and laser
adverts to identify which modality can best achieve the scientific
goals of their experiments. There are a broad set of competing
requirements on the techniques used to image neuronal activity
including speed, depth, spectral separation, robustness to scatter-
ing, and motion artifacts. The goal of this chapter is to distill the
trade-offs driving choice of imaging strategy for all-optical
experiments.

We begin by detailing two key challenges to imaging neuronal
activity in intact brains. We then define signal-to-noise ratio and the
concept of a “fluorescence budget,” which ultimately determines
how small and fast of a transient signal can be resolved by a given
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imaging configuration. We then detail how the choice of fluoro-
phore, in particular indicators of calcium and membrane potential,
and imaging modality relate to the fluorescence budget, and the
trade-offs inherent to the choice of each.

2 Key Challenges to Imaging Neuronal Activity

2.1 Challenge 1:
Brains Are Three-
Dimensional

Brains are three-dimensional (3D), while conventional microscopes
image one plane at a time. A widefield fluorescence microscope
(Fig. 1, left) excites fluorescence throughout a 3D volume and
images fluorescence from a single plane. Unless the fluorophore
itself is restricted to one plane (e.g., culture cell monolayers),
fluorescence is excited outside of the plane of focus (Fig. 2, left).
At the camera chip, this out-of-focus light reduces the contrast of
the in-focus image. Worse, in the context of imaging calcium or
voltage signals, the labeled out-of-focus cells have individually
varying fluorescence time courses that contribute to the in-focus
time course. This makes standard widefield fluorescence imaging
with single-cell resolution often untenable in densely labeled 3D
samples. Many techniques have been developed to restrict fluores-
cence excitation (two/three-photon, light-sheet microscopy)
and/or collection (confocal variants) to a single plane of focus

Light Source
LED/Laser

Widefield One-Photon Multiphoton Scanning
Epifluorescence Epifluorescence

Tube Lens

Light Source
Laser

Collector Lens

Py
Photo-Multiplier
CCD, CMOS Tube
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Fig. 1 Widefield, one-photon imaging (left) and multiphoton scanning (right) imaging modalities; not to scale
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Fig. 2 The challenges of 3D imaging in brain tissue. (a) Techniques that are not optically sectioning suffer from
blur caused by the collection of light from out-of-focus planes. (b) Light rays can be scattered before exiting
the tissue, changing their apparent origin. In aggregate, this leads to a blurring effect that drastically increases
with depth. Reproduced from [88], CC BY-SA 4.0

2.2 Challenge 2:
(Most) Brains Scatter
Light

and/or remove out-of-focus fluorescence in post-processing by
combining multiple images with structured illumination [22, 63,
73, 76]. The ability to localize fluorescence to a plane orthogonal
to the optical axis is termed “optical sectioning.” This “optical
section” can scan orthogonal to the plane of focus to build up a
volumetric image plane by plane.

While certain model organisms (e.g., larval zebrafish, C. elegans)
are transparent, most brains, especially mammalian brains, scatter
light strongly. Fluorescence excitation efficiency decreases with
increasing imaging depth as excitation light is scattered and
absorbed, resulting in the degradation of the excitation point-
spread function (PSF). Moreover, light excited in one spatial loca-
tion can be scattered before collection and detected as though
arising from somewhere else (Fig. 2, right). This degrades image
contrast and confuses analysis of fluorescence time courses in adja-
cent areas.

Together, out-of-focus fluorescence and scattered fluorescence
produce blurring, which drastically increases with imaging depth
[46]. The need for optical sectioning and robustness to scattering
has driven development and application of two- [30] and three-
photon [45, 121] (or “multiphoton”) point scanning modalities,
which achieve both. Due to non-linear dependence on excitation
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intensity, two- and three-photon fluorescence excited by high
numerical aperture (NA) focusing generates femtoliter fluorescence
volumes. Non-descanned fluorescence generated at the focus, scat-
tered and non-scattered, is collected through the objective onto a
large area detector (Fig. 1, right), commonly a photomultiplier
tube. Two-dimensional images or 3D volumes are built up point
by point by scanning the focus. This strategy enables calcium-based
imaging of action potentials (APs) at depths up to 1 mm in mouse
brains [59]. These techniques optically section and are robust to
scattering; for structural imaging in live brains, this is as close as we
have to perfect. Why, therefore, consider a different strategy for
functional imaging? The next section introduces the key concept
and guiding principle to designing and selecting a modality to
image neuronal activity: the “fluorescence budget.”

3 Signal-to-Noise Ratio Is King: Fluorescence Budget

The principal consideration guiding optical neurophysiology sys-
tems is the signal-to-noise ratio (SNR) of time-varying fluorescence
changes. Here the term signal-to-noise ratio most commonly refers
to the ratio of the amplitude of a time-varying signal (§) transient to
the “baseline noise” (o), typically the root mean square of the signal
that precedes or follows a transient peak (Fig.3). Note that this
definition differs from how signal-to-noise ratio is often defined in
scientific and engineering disciplines (see Note 1). Note also that in
this chapter we are dealing specifically with the SNR of temporal,
not spatial, fluorescence changes.

The temporal SNR quantifies the ease with which a fluores-
cence transient can be resolved from a noisy time-varying signal.
The SNR is equal to the product of the fractional change in
fluorescence with respect to baseline, or “indicator sensitivity,”

_ S
SNR = >

—
t

Fig. 3 Signal-to-noise ratio can be defined as the ratio of the amplitude of a
time-varying signal (S) transient to the “baseline noise” (o)
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multiplied by the total fluorescence collected per location (pixel or
voxel), per integration period, the “fluorescence budget” (see
Note 2):

sNR= 25 /E, (1)
0
AF/F, reflects the sensitivity of the indicator’s fluorescence to the
physiological signal (e.g., membrane potential or calcium). The
fluorescence budget, Fy, is given by

F0:¢Fgen> (2)

where ¢ (unitless) is the fluorescence collection efficiency and F,,
(in photons) is the fluorescence generated per location (pixel or
voxel), per integration period. ¢ is determined by an assortment of
factors dependent on the sample, such as imaging depth,
wavelength-specific absorption, scattering length, and anisotropy,
and specific to the collection optics, such as acceptance angle
(numerical aperture, NA) and detector efficiency [129]. ¢ quanti-
fies what fraction of fluorescence is collected by the imaging system.
The fluorescence generated is

Fgen = RFI CFl VFZ Ata (3)

where Ry is the fluorescence rate (photons/s/molecule), Cg;is the
fluorophore concentration (molecules/m?), Vi is the per location
fluorescence excitation volume (m®), and Az is the integration
period (s). The fluorescence rate is given by

Rpj=0,<I"> (4)

in photons/s where ¢, is the n-photon brightness (1-, 2-, or 3-
photon), the wavelength-dependent product of cross-section and
quantum yield (m?” s~ /photons”!), and < I"> is the time
average of the fluorescence excitation intensity raised to the n-th
power (photons”/m?”/s")." Ideally, <I"> is maximized to
increase SNR up to the limit of photobleaching, heating, and in
the case of ultrafast pulsed excitation, non-linear damage thresh-
olds. Substituting gives

SNR= g_pr on<I"> Cp Vi AL (5)

The two imaging modalities introduced in the previous section,
widefield and multiphoton scanning, are at opposite extremes in
terms of fluorescence budget. Widefield integrates photons from all
locations in a two-dimensional frame simultaneously throughout
the frame period, and hence:

! Intensity is often normalized to photon energy in the multiphoton imaging literature [130], different from the
standard definition of W,/m?.
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1

At=— 6
RtquZ ( )

where R,,, is the frame acquisition rate and N is the number of
planes imaged per volume. In contrast, multiphoton point rastering
modalities integrate fluorescence from each location for only a small
fraction of the acquisition period

1

I\ P S— 7
Ry Nx Ny Ny (7)

where Ny and Nyare the lateral frame dimensions.

Consider the case where Nz=1 to image a single plane, such
that R, is the frame rate, and compare the widefield to the
multiphoton raster scan case. For the widefield case, At=1/R,,.
For the multiphoton scanning case, digitizing each frame for exam-
ple as Nx= Ny= 256 pixels, we see that Az= l/(2562R,,,£q). If we
base our SNR comparison solely on differences in Az, we see that
the SNR for the widefield case is V256% =256 times that of
multiphoton scanning! Note that this factor could be even bigger
it the scanning modality involves significant “dead time” (i.e.,
galvonometric scanner turn around). Cameras also require read-
out time, during which they are not integrating photons; however,
this is typically around 10 ps per line for a modern sCMOS camera,
a small fraction of the frame period, while scanning dead time can
be around 10-20% of each frame.

The optical sectioning and robustness to scattering achieved by
2P and 3P point scanning modalities over widefield comes at high
cost to the fluorescence budget, Fy. Note that in the multiphoton
point scanning case, Fy is inversely proportional to the product of
the number of locations (pixels or voxels, NyNyN_) monitored,
and the rate at which they are monitored, R,.,. This implies that Fy
can be maintained by performing high R, acquisition of few
locations or low R, acquisition of many locations. For example,
at the high rate extreme, 10 kilohertz acquisition of voltage tran-
sients from a single “voxel” has been achieved in two photon by
parking the beam over a dendritic spine [3]. At the other extreme,
two-photon “mesoscopes” image FOVs multiple millimeters wide
at low frame rates (0.1-10 Hz) [102, 106] using slow and highly
sensitive calcium indicators [25, 29].

From Eq. 5, we see that SNR can be increased by: 1. use of a
high sensitivity (large AF/F,) fluorescence reporter and/or
2. increasing Fy. Fy can be increased by: maximizing ¢ with efficient
photo-sensors, high collection NA, etc.; selecting a bright fluoro-
phore and exciting it at wavelengths for which its brightness, o,,, is
highest; maximizing fluorophore concentration, Cg, and exciting
and collecting fluorescence over the largest possible voxel, Vg
exciting the fluorophore with the highest feasible intensity,
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Summary of variables determining temporal SNR for functional fluorescence imaging
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Symbol, Meaning

Depends on

AF/ Fy, Indicator sensitivity

Fy, Fluorescence budget

¢, Fluorescence collection efficiency
Cry, Fluorophore concentration

Vi, Fluorescence excitation volume

At, Fluorescence integration time

0, N-photon brightness

Fluorescent indicator

Fluorescent indicator and imaging modality
Imaging modality and sample properties
Indicator expression/loading

Imaging modality

Imaging modality, constrained by transient decay constant
Toff

Fluorescent indicator

< I" >, Excitation intensity Imaging modality, constrained by tolerance to heating/
damage
R,.,, frame /volume acquisition rate Inversely proportional to Az
7oy Fluorescence transient decay Fluorescent indicator
constant

< I”>; and maximizing integration time, Az. Table 1 summarizes
the parameters contributing to SNR of functional fluorescence
signals. The next sections discuss trade-offs driving choice of fluor-
ophore and imaging modality.

4 Choosing a Fluorescent Indicator

4.1 Temporal
Considerations

A fluorescent indicator is an organic molecule or protein functio-
nalized to transduce biophysical changes into changes in fluores-
cence. Most commonly used are indicators that respond to changes
in membrane potential [11, 13] and calcium [7, 112], but others
exist that respond to pH [93, 94], sodium [56, 61], and neuro-
transmitter concentration including glutamate [69, 701, acetylcho-
line [52], or GABA [71]. With regard to temporal SNR, the key
parameters of such a molecule include its sensitivity (AF/Fy) and
brightness (o,,) as described above and its temporal profile.

Here, indicator “temporal profile” refers to the convolution of the
time course of a biophysical process (e.g., fast membrane potential
variations vs. slow changes in calcium or neurotransmitter concen-
tration) with the kinetics of the fluorescent indicator. Here we refer
to 7oy as a general term for the rate of decay back to baseline of the
fluorescence transient induced by an action potential or other brief
event. We note, however, that many indicators’ kinetics are not
described by a simple mono-exponential decay. Importantly, 7z
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4.2 Membrane
Potential vs. Calcium

determines the minimum R, (and hence maximum A¢) able to
resolve the time-varying signal without aliasing. For example, some
highly sensitive Forster resonance energy transfer (FRET)-based
voltage indicators temporally low pass filter fast events such as
action potentials due to slow translocation of mobile charges in
the plasma membrane [41]. While considered a disadvantage in
most scientific contexts, this low pass filtering is an advantage for
imaging, as slower transient changes in fluorescence can be imaged
at lower rates R,,, without aliasing, thereby increasing Az and F.
The minimum R, is defined by the functional fluorescence tem-
poral profile and also by the goals of the experiment. For instance,
R, can be relatively low for mere transient detection but must be
much higher to characterize transient timing and kinetics [90]. The
implications of differing 7oy for imaging strategy design can be
readily appreciated through comparison of calcium and membrane
potential indicators for neuronal AP detection.

The majority of all-optical neurophysiology experiments monitor
neuronal membrane potential, either directly with voltage-sensitive
fluorophores or indirectly through fluorophores sensitive to cal-
cium concentration. In most cases, calcium transients are moni-
tored to detect when a neuron fires an action potential; so why not
always choose voltage-sensitive fluorophores to image membrane
potential directly? The particular challenges of imaging membrane
potential compared to calcium are summarized in Fig. 4. First, the
physiological signal kinetics are fast, milliseconds in the case of
action potentials, necessitating high R,.. High sampling rates
limit the available photon integration time, Az, demanding brighter
(high o,,) indicators for adequate SNR as discussed in Note 2.
While calcium indicators are distributed throughout the cyto-
solic volume, voltage indicators are confined to the membrane. The
100-mV membrane potential fluctuation during an action potential
leads to an electric field change of around 3 x 107 V/m across the
3-nm-thick plasma membrane. Despite this large field, the fluores-
cent indicator’s sensor molecules must orient across the neuron’s
external plasma membrane to sense any changes. This causes mul-
tiple challenges. First, the potential for physiological disruption by
membrane indicator expression limits labeling density (and hence
Cp). Membrane capacitance also increases with the number of
charged or polarizable molecules in the plasma membrane, and
over-labeling can even abolish action potentials completely
[18]. Second, highly lipophilic dyes or poorly targeted genetic
constructs can label membranes non-specifically, including internal
membranes not exposed to changing fields. This increases back-
ground relative to the voltage-dependent signal, effectively reduc-
ing AF/Fy and proportionally the SNR. Third, overlapping
membranes from adjacent cellular processes in densely labeled
samples are indistinguishable in most microscope images. This
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Fig. 4 The challenges of voltage imaging. Three issues make voltage imaging
more challenging than calcium imaging. First, faster intrinsic kinetics limit the
photon integration period. Second, voltage indicators must lie in the membrane
or degrade the signal; this limits the volume of indicators that can be integrated
to measure the signal. Lastly, membranes where signal arises are tightly packed
in the brain; fluorescent signals from overlapping membranes wash out single-
cell signals. Adapted from original in [88], CC BY-SA 4.0

results in signal mixing, especially with widefield single-photon
illumination. Voltage transients from individual cells are then
“washed out” by the bright background from adjacent cells.

Calcium indicators are widely used in neuroscience to indirectly
detect APs due to their relative ease of use compared to voltage
indicators. These indicators change brightness when bound to Ca**
ions. As AP firing in most neurons is accompanied by a rapid,
transient increase in intracellular Ca®* concentration, calcium sen-
sors report a proxy for neuronal spiking. The increase in intracellu-
lar Ca®* on AP firing due to the opening of voltage-gated channels
can be “amplified” by release from internal stores [14] and results
in up to an order of magnitude change with a slow decay over
hundreds of milliseconds [14, 60]. This low pass filters AP wave-
forms and enables longer integration times (Az) without signal
aliasing, increasing photon counts. Many more calcium indicators
can be loaded into the cell compared to voltage indicators as
calcium concentration changes throughout the cytosolic volume,
increasing signal brightness. Combined, these advantages have
made calcium imaging a popular technique enabling high SNR
optical recording of AP activity.

Despite these advantages, there remain significant drawbacks to
calcium indicators that limit their applicability. Calcium transients
are not exclusively linked to action potential firing in all neurons
[42, 68, 74]. AP-evoked calcium dynamics are also slow compared
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4.3 Spectral
Considerations

to APs, and indicator kinetics often further reduce the fluorescence
response speed. Although beneficial for imaging, this limits the
accuracy with which the timing of the underlying electrophysiolog-
ical activity can be estimated, even when the link between APs and
calcium transients is clear. Further complications confusing the link
between indicator brightness and electrophysiology include indica-
tor saturation, intrinsic and indicator buffering, and diffusion bio-
physics [95]. Increased calcium buffering due to high indicator
concentrations has also resulted in pathology [72, 105]. Possibly
the most important disadvantage to calcium indicators is their
inability to report subthreshold membrane potential changes. Cal-
cium indicators can be used to image calcium influx related to
synaptic events [17]; however, at the soma, they report suprathres-
hold AP activity. These factors have motivated development of
better optical, chemical, and biological techniques for imaging
voltage in neurons. Both the relatively low AF/ F; of these indica-
tors and high required Rp, however, necessitate careful consider-
ation of the photon budget (Fy) when developing imaging
strategies.

In summary, voltage indicators feature small AF/F, and fast
kinetics (short 7o) that require imaging with high fluorescence
budget, especially long Az, modalities (e.g., widefield, light field) to
maintain SNR. Calcium indicators feature comparatively high
AF/Fy and calcium transients decay slowly, enabling imaging at
low R,.,. These features render calcium indicators eminently com-
patible with low fluorescence budget modalities such as multipho-
ton raster scanning.

Of particular concern for all-optical experiments is avoiding spectral
crosstalk between photostimulation and fluorescence excitation
light. Such crosstalk comes in two types: imaging and physiological.
Imaging crosstalk occurs when photons meant to stimulate neu-
rons spuriously excite the functional fluorescent indicator. Imaging
crosstalk can be avoided altogether if the photostimulation wave-
length does not efficiently excite the indicator (e.g. [40]). If not,
fortunately, transient artefacts due to imaging crosstalk can be
predicted or measured, and subtracted, even in real time in some
configurations [ 35], and generally do not affect the scientific integ-
rity of the data. Physiological crosstalk occurs when light intended
to excite the functional indicator fluorophore is spuriously
absorbed by the opsin, causing neuronal de- or hyperpolarization.
In contrast with optical crosstalk, physiological crosstalk, even sub-
threshold, undermines the scientific validity of the data by
compromising the membrane potential, and in some cases action
potential rate and timing, of the imaged neurons. Indeed the
photocurrents spuriously generated by the imaging light cannot
be subtracted; they must be prevented to realize the scientific
potential of all-optical neurophysiology.
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There are two ways to prevent physiological crosstalk in
all-optical experiments: spectral separation and spatial separation.
Spectral separation refers to exciting the indicator fluorophore at
wavelengths at which the opsin actuator cross-section is so small
that no photocurrents can be measured by whole-cell patch clamp
in the opsin-transfected cells. Importantly, this control must be
measured at the intensities and durations needed for imaging the
fluorescent indicator. For one-photon excitation, this has been
achieved by pairing blue—green-absorbing opsins with red-shifted
calcium dyes [104], voltage dyes [64, 114, 119], GEVIs [1, 34,
471, and GEClIs [7, 124]. Alternatively, red-shifted opsins, such as
C1V1 [125], ReaChR [65], or Chrimson [57], can be combined
with green-emitting calcium indicators (see also Chapters 3 and 4),
although these red-shifted opsins exhibit 20%—-30% actuation effi-
ciency under blue-light excitation [116] and are thus more suscep-
tible to spectral crosstalk than pairings where the opsin is excited at
shorter wavelengths than the indicator. Spatial separation refers to
limiting [107] or eliminating the fluorescence excitation light inci-
dent on opsin-expressing cells and substructures. For instance in
cases where the opsin is targeted to the soma [10, 67, 99] or to a
specific neuronal subpopulation, the fluorescence excitation light
could be patterned exclusively over non-opsin-expressing struc-
tures and cells. Efforts to reduce crosstalk in one-photon excitation
schemes with large spectral overlap between opsin actuators and
indicators (e.g., the actuator channelrhodopsin-2 [ChR2] +
GCaMP calcium reporters) have minimized read-out light intensi-
ties (< I,,>) [44, 107] to the detriment of SNR.

Multiphoton schemes for opsin actuation and imaging have yet
to demonstrate a configuration completely free of physiological
crosstalk. Finding a scheme in which the imaging laser does not
evoke spurious photocurrents, producing sub- and/or suprathres-
hold membrane potential changes, is especially difficult due to
broad opsin two-photon action spectra. Spurious suprathreshold
activation has been reduced or avoided by using opsins and indica-
tors with partially separated absorption spectra (e.g., C1V1 with
GCaMP6s [83]; ChR2, GtACR2, or stCoChR with jRCaMPla
[36, 37]) and by limiting the imaging dwell time, although sub-
threshold actuation may still occur. Broad multiphoton spectra can
provide an advantage for imaging-only configurations (without an
opsin) by exciting multiple fluorophores simultaneously with a
single wavelength (e.g., green-emitting OGB-1 or GCaMP with
red-emitting SR101 [16, 75]). Excitation to a higher-energy elec-
tronic excited state has also enabled multi-fluorophore three-pho-
ton imaging with a single wavelength [48].

Of critical importance to SNR is the fluorescent indicator spatial
distribution, both within a cell and within a population of cells. The
fluorescent indicator properties determine the maximum AF/ K,
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but this is effectively reduced in proportion to the amount of
“useless” or “background” fluorescence in the cell and surrounding
space. Background fluorescence reduces the SNR as the non-signal-
containing photons are collected from the same ROI as signal-
containing photons, reducing the fractional change in fluorescence.
If the baseline fluorescence rate from signal-containing molecules is
given by Fy, and the rate of background fluorescence is given by Fp,
then the fractional change in fluorescence is reduced to
AF AF Fp
T’

m = (1 _fB) where fB: m, (8)

the fraction of fluorescence contributed by the background. The
SNR is then given by

SNR = (1 _fﬁ)iw_f\/Fo + Fp=4/1 _fBiw—f\/lTO: V' 1—=f5pSNRo,
©)

as Fo + Fg= lf;g [58].

Dense fluorophore labeling poses problems especially for volt-
age indicators due to their membrane localization. Voltage signals
in densely labeled samples cannot be resolved without indicator
somatic restriction to reduce fluorescence contributions from over-
lapping adjacent processes (e.g., [2, 4, 117]) or imaging at
sub-micron resolution, which has yet to be demonstrated. This
problem is mitigated in preparations where the labeled cells are
non-adjacent or “sparse.” For example, single neuron, single-trial
action potential GEVI imaging has been achieved by expressing the
GEVI strongly and sparsely in a subpopulation of cortical layer 2 /3
excitatory neurons [90] due to the high effective AF/F,.

In summary, the sensitivity, brightness, kinetics, and spatial
distribution of a fluorescent indicator determine which imaging
modalities can resolve the functional fluorescence transients.
Bright, slow, and sensitive indicators can boost temporal SNR for
low fluorescence budget imaging modalities. For example, if inter-
ested in membrane potential, but wanting to track the activity of
many cells with scattering-robust two-photon imaging, one can
compensate two photon’s low fluorescence budget with a slow,
bright calcium indicator.

5 SNR and Imaging Modality

Fluorescence imaging systems are comprised of two subsystems:
(1) the fluorescence excitation subsystem and (2) the fluorescence
detection subsystem. Here we detail how the characteristics of each
subsystem contributes to temporal SNR.
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5.1 Fluorescence Regarding SNR, the fluorescence excitation subsystem can be char-

Excitation acterized in terms of light intensity, < I"” >, and the per pixel, per
integration period excited volume, Vg. Together with the fluoro-
phore cross-section (o,,), concentration (Cpg), integration period
(At), and spatial distribution, these parameters determine the max-
imum available fluorescence excitation budget (F,,; Eqs. 3,4). The
illumination wavelength and fluorophore cross-sections determine
whether the system favors one-photon, two-photon, or three-
photon fluorescence excitation. Two- and three-photon excitation
requires ultrafast pulsed lasers with megahertz? repetition frequen-
cies to achieve Ry sufficient for imaging. One-photon fluorescence
excitation rates, R gy, vary widely depending on indicator brightness
(1) and illumination intensity (< I> ) and generally exceed Ry, for
two- and three-photon modalities, which typically excite <0.1
photons per laser pulse [101].

5.1.1  Fluorescence The fluorescence excitation rate critically depends on the degree to

Excitation Volume, Vg, which the fluorescence excitation is parallelized. Widefield excita-
tion, which excites fluorescence in all locations throughout a vol-
ume simultaneously, features the highest degree of parallelization,
thus maximizing the fluorescence excitation budget. Focusing a
laser beam to a diffraction-limited point and serially scanning that
point correspond to lowest parallelization and excitation budget. In
between widefield and scanned point excitation, the excitation light
can be sculpted into many forms, including a large point (scanned-
temporal focusing; S-TeFo, [87, 118]), multiple scanned (spinning
disk confocal [108, 126], multifocal 2P [15, 55, 78, 89, 98, 120,
127]) or static (computer-generated holography, [23, 32, 85,
122]) points, a line (TeFo line scanning [28], SLAP [53], vVIWINS
[103], Bessel beams [19, 66]), whole planes [5, 20, 51, 54, 82, 96,
97, 128], and extended shapes patterned directly onto structures of
interest [21, 39,79, 109, 110]. It is important to note that not all
fluorescence photons contribute useful signal. For example, a
higher proportion of photons excited through two-photon point
scanning contribute to image formation compared to widefield
imaging, where photons excited outside the plane of focus are not
imaged and can smear the temporal signals extracted from in-focus
ROIs. It is also important to note that Vg introduced earlier in this
chapter refers to the per location fluorescence volume, not the total
spot, line, or sheet volume, and therefore depends on the spatial
discretization performed by the collection subsystem.

2Imaging a 128 x128 pixel FOV at 10 Hz with one pulse per pixel, the lower limit, requires a
10 x 1282 =0.16 MHz repetition rate.



62 Peter Quicke et al.

5.1.2 Fluorescence
Integration Time, At

5.2 Fluorescence
Detection

5.2.1 Single-Channel
Detectors

Table 2
At for the different excitation volume shapes in scanning configurations

Scan type At =gl
Single spot, rastered m
Single spot, random access N%

k spots, rastered m
Line, scanned ﬁ
Sheet, scanned NL/

The fluorescence excitation subsystem determines the relationship
between R,., and Az In particular, for excitation that does not
move or change shape during the acquisition period, At=1/R,,,.
Scanning generally reduces Az in proportion to the number of
locations scanned. Table 2 summarizes At for the different scanned
excitation shapes. Bearing in mind that SN R oc v/At, we appreciate
the power of parallelization to boost the fluorescence budget (),
enabling imaging of smaller and faster signals, and/or over larger
fields of view. Fluorescence parallelization, however, reduces
robustness to scattering, as discussed next.

The fluorescence detection system determines how the fluores-
cence excitation budget is exploited to form images. Sensors for
fluorescence detection fall into two categories: single and multi-
channel.

Single-channel detectors, including photodiodes and photomulti-
plier tubes (PMTs), read out fluorescence intensity (or photons) as
a function of time. Imaging is achieved by combining single-
channel detectors with scanned fluorescence excitation through
the process of “temporal multiplexing”: the localization of fluores-
cence based on when it was detected. Moreover, temporal multi-
plexing can be used to scan multiple areas or z-planes by alternating
the focus of time sequential laser pulses [12, 24, 26,49, 106, 118]).
The degree of temporal multiplexing, along with the total rate of
fluorescence excited from the sample (Rpg), is ultimately deter-
mined by the indicator’s fluorescence lifetime [26].
Single-channel detection of point-scanned two- and three-
photon fluorescence excitation features the highest achievable
robustness to scattering and finest optical sectioning, owing to
temporal multiplexing. These advantages, as previously discussed,
are achieved at the cost of fluorescence excitation bandwidth, even
when fluorescence rates (Rp;) are maximized through pulse ener-
gies and repetition rates increased to the maximum allowable by
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photo-damage thresholds and fluorophore lifetimes, due to A#’s
dependence on the number of voxels (Nx* Nyx N rastered, or
Ny, randomly accessed).

Intermediate techniques excite fluorescence from extended
regions while collecting fluorescence on a single-channel detector
and postprocess the signal to recover a 2- or 3-dimensional image.
Notable examples include “Scanned Line Angular Projection”
(SLAP) [53], Bessel beam scanning [66], “volumetric
two-photon imaging of neurons using stereoscopy” (VIWINS)
[103], and multiplane imaging [123]. These can considerably
increase Fy for the same A¢ compared to traditional single-point
scanning while remaining robust to scattering. This comes with the
caveat that the often complex and computationally expensive
reconstruction techniques typically require the imaged sample or
activity to be sparse.

With single-channel detection, the fluorescence excitation vol-
ume, Vg is equal to the total volume excited by the spot, line, or
sheet. Assuming that Ry remains constant, SNR increases in pro-
portion to v/ V ;. Hence, scanning with a large spot [87] increases
fluorescence excitation budget at the cost of spatial resolution,
which is also determined by the fluorescence spatial profile or
“point-spread function” (PSF). The ability to attribute fluores-
cence to individual neurons depends on the PSF and the sparsity
of the fluorescent indicator labeling.

Multi-channel detectors for optical neurophysiology include one-
or two-dimensional arrays of PMTs or photo diodes, and cameras,
primarily charge-coupled device (CCD) and complementary metal
oxide semiconductor (CMOS). Multi-channel devices enable “spa-
tial multiplexing”: the localization of fluorescence based on where
it was detected on the array. With the notable exception of compu-
tational reconstructions based on structural image priors [53],
imaging parallelized fluorescence excitation (multiple points,
lines, sheets, widefield) requires spatially multiplexed detection, in
most cases imaging a two-dimensional plane onto an array detector
or camera. For volumetric imaging, the imaging plane can be
scanned with the fluorescence excitation by moving the objective
or sample, with electrically or acoustic gradient tunable lenses, or by
remote focusing [8, 19]. Alternatively, the imaging depth of field
can be extended to encompass the entire volume through, for
example, wavefront coding [81, 92] or intentional spherical aber-
ration [113]. Volumetric imaging can also be achieved with light
field microscopy, which uses a microlens array to encode positional
and angular information, enabling reconstruction of full volumes
from a single two-dimensional frame [77]. Light field microscopy’s
high fluorescence budget has recently been exploited to image both
neuronal calcium [43, 50, 80, 84, 86, 100] and membrane poten-
tial [6, 27, 91].
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For multi-channel detection, Vg is equal to the volume of
excited fluorescence “seen” by each pixel of the detector. There-
fore, imaging at the lowest feasible magnification and/or binning
the fluorescence detected by pixels into regions-of-interest post
hoc, both benefit fluorescence budget and SNR at the cost of
spatial resolution.

All strategies that combine fluorescence parallelization with
multi-channel detection feature contrast that decreases quickly
with depth in scattering brain, because with multiple detectors
scattered photons can no longer be localized with certainty to a
single location. Thus increasing the photon budget by parallelizing
collection reduces the depth in scattering tissue at which functional
fluorescence signals can be imaged.

6 Summary of Key Points

The choice of fluorescent indicator and imaging strategy determine
SNR through each’s contributions to the fluorescence budget,
summarized in Fig. 5. Scientific priorities ultimately drive whether
the experiment is designed around an “ideal indicator” or “ideal
imaging modality,” which then constrains the choice of the other to
achieve sufficient SNR at the minimum required acquisition rate,
R,,,. Figure 5 describes three example modality/indicator combi-
nations and situates them with respect to relative contributions of
cach to SNR. For example, two-photon mesoscopy serially scans
many locations and hence features low Az, which is compensated
through GCaMP6s’s high sensitivity (AE/ Fy), brightness (6,), and
long 7 which accommodates low R,, [102]. In contrast, wide-
field imaging of fast voltage indicators, such as Di-4-ANEPPS
analogs [9], relies on widefield’s large fluorescence budget to
resolve membrane potential changes at kilohertz frame rates.

While this chapter has focused on SNR for shot noise-limited
imaging strategies, it is important to bear in mind other noise
sources. Importantly, instrument noise can dominate in low light
or low AF/Fy regimes. In vivo, noise arising from the sample,
including respiratory, cardiac, and other motion, can dominate
[33]. However, physiological noise occurs in distinct frequency
bands that can often be compensated or subtracted [38].

The problem of physiological crosstalk, in which imaging light
spuriously actuates changes in membrane potential due to broad
opsin action spectra, has not been fully addressed for multiphoton
excitation. Physiological crosstalk could be completely avoided, in
principle, by restricting fluorescence to structures or cell popula-
tions that are not illuminated by the imaging laser.

A key take home is that indicators and imaging modalities
featuring the highest fluorescence budgets enable the highest
acquisition rates over the largest number of locations. This concept
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Fig. 5 Balancing indicator and imaging strategy contributions to SNR. The imaging modality (upper triangle)
and fluorescent indicator (lower triangle) properties together determine fluorescence transient SNR (horizontal
axis; equation, top). Importantly, the SNR of a “low fluorescence budget” imaging modality can be compen-
sated by a high AF/Fy or “high fluorescence budget” indicator and vice versa. The vertical dashed lines situate
three example indicator/modality pairings with respect to each’s relative contribution to SNR

is reviewed in detail for multiphoton modalities by [62]. However,
high budget modalities also generally do the least to mitigate light
scattering effects, limiting the depth at which functional fluores-
cence transients can be resolved. When comparing candidate imag-
ing modalities for all-optical experiments, careful inspection, in
particular of Vg and Az, can enable reasonable prediction of how
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SNR would compare to that of alternative strategies. SNR is the
most important figure of merit to consider when designing an
optical physiology imaging strategy, as it encompasses a variety of
variables and ultimately determines whether or not the experiment
will be able to detect the biophysical phenomenon of interest.

7 Notes

1. Defining SNR: Variation Across Disciplines

Although a ubiquitous concept in many scientific and engi-
neering fields, the exact definition of SNR varies between fields.
In functional neuroscientific imaging particularly, SNR is often
defined in a way at odds with what is common in the signal
processing world. SNR is commonly understood as the ratio of
the level of the signal of interest to the level of the noise in the
measurement. Precisely defining what we mean by level, how-
ever, and how to report the ratio, is where different fields and
different studies within fields start to vary.

The canonical signal processing definition of the SNR is
given by [115]

N
SNRSPZII))—;, where P,= %Zizowip’ (10)

where Pgis the signal power, Py is the noise power, and P,
defines the power of a discrete signal of length N, x;. Calculat-
ing this SNR for a functional imaging trace requires measuring
or estimating a noise-free signal and the signal-less noise. This,
however, can often be difficult or near impossible for many
common functional imaging paradigms when there is no simul-
taneous electrophysiology. The functional imaging community
therefore often reports a different SNR measure (sometimes
called peak SNR or PSNR, not to be confused with the PSNR
measure used in image processing [111]), defined as

F—Fy
Fy

SNRy = g, where S= , and o®=Var(F,). (11)

S is the amplitude of the fluorescence change during the
signal of interest, such as an AP, and o is the estimated RMS
noise from a section of the time course without any signal,
approximately equal to /Py from Eq. 10. This approach is
straightforward for most neuroscience signals, as the activity is
often temporally sparse, facilitating selection of time course
sections with and without activity. This SNR is often commonly
reported as a simple ratio, whereas SNRgp is often reported

in dB.
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SNR, ~ 11
SNRg, ~ 23

200 ms 400 ms

Fig. 6 Variation in SNR due to calculation method

These differences can result in different values for SNR for
the same traces, as the figure above demonstrates. Increasing
indicator sensitivity will scale SNRgp quadratically, while SNRy
scales linearly due to using signal amplitude, not power. Sec-
ond, and more importantly, SNRgp captures information about
signal duration which SNRy ignores. For signals that are tem-
porally sparse, SNRgp can seem surprisingly low compared to
SNRy as the noise is spread throughout the whole trace, while
the signal is concentrated into short periods (Fig. 6).

2. The Fundamental Limit on SNR in Optical Imaging

The physical nature of photon detection limits the theoret-
ical maximum SNR of functional optical imaging. We measure
the fluorescence intensity, F, of an indicator to infer something
about the underlying physiological process it reports. Poisson
noise due to a collection of fluorescence photons dictates how
well we can do this for a given number of photons collected.
The Poisson distribution gives the probability of detecting k
photons in an interval when the mean rate is Fj as

— Fo gk
P(F = k|Fo) = 5167,110 (12)

Both the expected value and the variance of F are equal to
Fy. Traces are commonly normalized to the mean intensity, Fy,
enabling easier comparison of structures with a different label-
ing brightness, and the variance of the normalized variable,
F/Fy, can be simply calculated due to the linearity of the
expectation value as o> =1/F,. We assume here that the
change in brightness is small compared to the baseline bright-
ness, such that the noise during and outside the signal period is
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Fig. 7 Demonstration of the effect of Poisson noise on SNR. Reproduced from [88], CC BY-SA 4.0. Inspired by

[31]

the same. Our normalized signal, S, is given by AF/F,, the
change in fluorescence brightness, and so our signal-to-noise
ratio is given by
SNRzézé—f Fy. (13)
The figure above illustrates this by drawing samples from a
Poisson distribution to simulate fluorescent signals. The rate is
increased by 10% in the central samples, and the baseline
brightness is 10000 counts/sample in the top trace, and only
1000 counts/sample in the bottom. This leads to an SNR
clearly increased by a factor of ~+/10 ~ 3 from the bottom to
the top trace. On the right, a graph shows the theoretical
maximum achievable SNR for a given brightness, for different
relative changes in fluorescence from the signal of interest,
AF/F,. This demonstration assumes our imaging system is
Poisson noise-limited, which is typically true for bright fluores-
cent samples (Fig. 7).
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Abstract

Understanding how the brain orchestrates neuronal activity to finely produce and regulate behavior is an
intriguing yet challenging task. In the last years, the progressive refinement of optical techniques and light-
based molecular tools allowed to start addressing open questions in cellular and systems neuroscience with
unprecedented resolution and specificity. Currently, all-optical experimental protocols for simultaneous
recording of the activity of large cell populations with the concurrent modulation of the firing rate at cellular
resolution represent an invaluable tool. In this scenario, it is becoming everyday more evident the
importance of sampling and probing the circuit mechanisms not just in a single plane, but extending the
exploration to the entire volume containing the involved circuit components. Here, we focus on the design
principles and the hardware architectures of all-optical approaches allowing for studying the neuronal
dynamics at cellular resolution across a volume of the brain.

Key words Optogenetics, Computer-Generated Holography, Volumetric Neuronal Imaging, 3d
photostimulation

1 Introduction

Light-based approaches have emerged as a powerful tool to inves-
tigate the circuit organization and the functional mechanisms
underlying the information processing in an intact brain [1]. This
stems from the fact that using light, with respect to other investi-
gation methods, allows recording the physiological variations, e.g.,
neuronal firing, membrane potential, and neurotransmitter release,
with enhanced cellular specificity and high spatial resolution, rang-
ing from extended circuits down to the subcellular compartments.
These optical techniques rely on engineered fluorescent reporters
like GEClIs (Genetically Encoded Calcium Indicators) [2] or GEVI
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(Genetically Encoded Voltage Indicators) [3], whose absorption
efficiency or fluorescence emission yield depends on calcium ion
concentration or cell membrane potential. GCaMP is currently, by
far, the most commonly used GECI in neuroscience. The molecular
structure comprises a green fluorescent protein (EGFP) bound,
through a M13 fragment of a Myosin Light Chain, to Calmodulin
(CaM) [4]. CaM is a calcium-binding protein that, with the
increase of intracellular calcium concentration following the firing
of an action potential, induces a conformational change to the
overall configuration resulting in an increase in the fluorescence
intensity detected. In 2013, a family of ultrasensitive calcium repor-
ters, GCaMPG6, was introduced [5] and later improved with the
family of GCamp?7 [6]. These molecules are characterized by
changes in fluorescence that can reach up to 1100% and decay
times ranging from 950 to 250 milliseconds. In appropriate signal-
to-noise ratio conditions (SNR), these molecules enable the detec-
tion of a single AP with scores as high as 94%. Along with EGFP-
derived sensors, molecular variants with emission spectrum shifted
toward the red region have been engineered [7, 8]. RCaMPs and
R-GECOs (Red Genetically Encoded Calcium indicators for Opti-
cal imaging) are the main families of red reporters. They are
obtained by subtituting the fluorescence reporter with mRuby
and mApple, respectively. Compared to green indicators, typically
excited at 920-930 nm and emitting in the 490-560 nm interval,
RCaMPs are optimally excited around 1100 nm and emit around
590 nm. These reporters, in combination with optical approaches,
enable the recording of the neuronal activity in the brain circuit of
a living organism with cellular or even sub-cellular resolution.

From the circuit and systems neuroscience perspective, recon-
structing cellular activity offers a powerful tool to look into brain
mechanisms. However, the data obtained provide mostly correla-
tive information, i.e., the activation of a certain neuronal
sub-population occurring with the modification of a sensory or
behavioral parameter [9]. Indeed, in this case, the possibility of
validating the putative circuit mechanism and confirming its pre-
dictions on the expected dynamics of the system is still lacking.
Ideally, for this purpose, one would like to record the change in the
system activity when boundary conditions or network properties
are artificially controlled.

The recent development and the constant improvement of
light-activated modulators of the membrane potential offer, in
this sense, an additional tool to intervene non-invasively and
non-destructively into the circuits and probe the circuit mechan-
isms, i.e., to measure the circuit output under controlled condi-
tions, at cellular resolution [10, 11]. Such tools can be genetically
encoded to target designed neuronal populations with exogenous
light-sensitive ion channels or pumps (termed “actuators” or
“opsins”) [12]. These all rely on a retinal, a polyene chromophore
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typically found in animal mechanisms of light conversion. When the
retinal absorbs a photon, it isomerizes and originates a series of
conformational changes that end up in the peculiar activity of these
proteins, e.g., ion diffusion or transport across the cellular mem-
brane. The physiological effect originating from light stimulation is
a change in the concentration of different ions, ultimately resulting
in the modulation of the polarization level of the cell membrane
potential. Several opsins are used in neuroscience, and are grouped
into two main classes, depending on the promotion or suppression
of the firing of action potential induced by light. On one side, one
can find actuators with depolarizing effects, like ChR2, C1V],
ChrimsonR, and Chronos, typically used to kick the membrane
potential of excitable cells above the threshold for action potential
firing. In certain cases, the temporal kinetics of the elicited photo-
current is sufficiently fast to allow control of the neuronal firing
with submillisecond precision and repeated firing up to 100 Hz.
On the other side, there are light-gated molecules with hyperpolar-
izing eftects, like eNpHR and GtACRs, whose light-based activa-
tion moves the membrane potential in a range preventing action
potential firing or strongly reducing its probability [ 13]. Depending
on their structure and properties associated with the photocycle,
these molecules present different photocurrent magnitudes, ion
selectivity, photocurrent kinetics, and spectral sensitivity. All these
parameters strongly impact either the kind of neuronal modulation
achievable or the optimal method to obtain it in combination with
concurrent activity recordings.

In this chapter, we describe the hardware components to probe
3D brain circuits at cellular resolution. We present currently
reported light-based architectures for 3D imaging and 3D photo-
stimulation based on multiphoton absorption. We highlight the
most relevant aspects associated with the integration of these two
components in the same experimental paradigm.

2 Methods

2.1 Molecular and
Technical Constraints

In general, all-optical probing of brain circuits relies on the possi-
bility of concurrently recording and modulating neuronal activity
with high resolution [14]. This assumes the compresence of light-
gated actuators and light-based activity reporters within the same
preparation and, in some cases, within the same excitation volume.
Then, combining these two families of tools together in the same
experimental scenario requires evaluating the biochemical and bio-
physical properties of these molecules along with technical aspects
and working constraints associated with their use.
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2.2 Absorption
Characteristics and Its
Impact

In the design of all-optical experimental paradigms, one aims at
rendering the imaging and the photostimulation processes as much
independent one from the other as possible: avoiding the imaging
process to drive the activation of the opsin, hence altering the state
of the expressing cells, and taking care that opsin photostimulation
does not compromise the expected functionality of the activity
reporter or the integrity of the signal extracted (see also Chap. 2).
While it is possible to control many of the experimental parameters
to keep such ideal working conditions, less straightforward is to
engineer the biophysical and chemical properties of the molecules
in use, that ultimately represent the first working constraint. Even
considering molecule pairs maximizing orthogonality, the overlap
between the absorption spectra is a condition frequently present,
and it can result in important effects of “crosstalk” [15] (Fig. 1).
Thus, the combination of an actuator with a reporter becomes
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Fig. 1 Spectral properties of the most common actuator-reporter pairs, used for all-optical approaches. In the
upper part are reported the light-driven actuators. The range with a 2P action spectrum greater than 60% is
shown with a darkened mark indicating the wavelengths corresponding to the activation peak. On the right
side, the corresponding torr is reported. This indicates the photocurrent decay time at the offset of the
illumination. In the lower part, excitation and emission spectra are presented for the most common activity
reporters. Black lines highlight the actuator-reporter pairs reported [16-19]
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possible at the condition of identifying suitable imaging or photo-
stimulation parameters, ¢.g., wavelength, pixel dwell time, power
density, and field of view, that minimize spurious activation of the
actuator or reporter signal contamination [20-25]. The identifica-
tion of a suitable molecular pair comes with the optimization of the
optical parameter based on light sources available on the market. In
general, the space of the optical parameters one can tune is suffi-
ciently large, allowing the design of experimental protocols also
with low orthogonality, where the extent of spectral overlap
becomes considerable.

In the design of an all-optical investigation protocol, one important
aspect to consider is the mechanism of photocurrent integration at
the cell membrane level and the impact the imaging process per se
could have on the alteration of the network state [26]. This origi-
nates from the photocurrent generated from the simultaneous or
quasi-simultaneous activation of multiple molecules that spatio-
temporally add together their contributions. While photocurrent
spatio-temporal integration is the key element for an effective
photostimulation, this represents a constraint for imaging pur-
poses, with opsins absorbing significantly at wavelengths used for
imaging. Indeed, upon saturating excitation, net charge transfer
across the membrane is proportional to the channel conductance
and the opsin de-activation time constant, usually called 7ogy, i.€.,
the time required after the light offset for the evoked current to
return back to zero (Fig. 1). The value of 7ogg can almost cover two
orders of magnitude (from 1 to 2 ms for the fastest opsin, Chronos,
to several tens of milliseconds in the case of C1V1 and ReachR) and
can impact in the extent of opsin activation due to the imaging
process [27]. It is known that, keeping all the other parameters con-
stant, opsins with longer 7ogr support more effectively a current
integration process in the temporal domain, resulting in greater net
charge transfer, potentially enhancing the effect of spurious opsin
activation associated with the imaging process. Along with the
imaging light power density at the focal position, it is then critical
to tune other imaging acquisition parameters to render the total
light dose sustainable and negligible the impact of the imaging
process on the network state. Currently, this is achieved by sparsen-
ing the pixilation matrix of the images or equivalently extending the
field of view and reducing the pixel dwell time or the line scan time.
On the other side, this solution for limiting the spurious activation
of the opsin impacts on SNR of the signal reporting the neuronal
activity. It becomes, then, a matter of properly balanced expression
levels of the molecules and experimental parameters to work on
optimal conditions.
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2.4 Off-Target
Activation and Somatic
Opsin Targeting

The possibility of using all-optical approaches to probe brain cir-
cuits critically depends, along with recording the neuronal activity
without perturbing the system, on the capability to target the
neuronal modulation with high spatial precision and selectivity.
This assumes that the photostimulation impacts exclusively or
mostly on the identified targets, i.c., sets of neuronal somata. This
is a goal not straightforward to achieve as dendrites and axons from
many different cells surround the targeted cell body and constitute
a dense mesh of neuronal processes, frequently expressing them-
selves the opsin. This represents a possible issue of oft-target acti-
vation, i.e., indirect photostimulation of neuronal components
other than those targeted. This is beyond the limit of the hardware
design, independently from the specific optical implementation to
drive the light-based actuator. To overcome this limitation, in the
last years, many labs developed light-driven actuators specifically
targeted to the cell soma, importantly reducing the expression
along the axons and the other processes [28-30]. This frequently
results in more efficient stimulation (in terms of required power
density), and the strong reduction of indirect effects mediated by
passing-by neuronal processes.

3 Hardware Implementations for 3D Recordings of Neuronal Activity

There are many hardware layouts reported for recording neuronal
activity at different depths within the sample, either with sequential
scanning of diffraction-limited spots in raster or random schemes
either with longitudinally or laterally extended excitation profiles
[1, 31-33] (see also Chap. 10). Ideal methods may depend on
different factors, like the light scattering, the labeling sparseness
of the sample, and ultimately on the question addressed. Here we
focus on the general architecture implementing 3D raster-scanning
of diffraction-limited multiphoton excitation, as this is currently
the method offering the highest flexibility [34]. Three main com-
ponents generally characterize this scheme, in some cases partially
overlapping (Fig. 2): a first one, starting with the source and
including all the optical elements required for intensity modulation
and for the spatial conditioning of the beam; a second one devoted
to longitudinal scanning of the excitation spot along the light
propagation direction (Z); and a third one, for the deflection of
the excitation beam in the lateral direction (XY).
Ti:Sapphire-based sources are typically adopted for optical
recordings of neuronal activity. Fluorescence emission from the
activity reporter is excited deep in the brain tissue via multiphoton
absorption of 180-250 fs light pulses in the IR range of the spec-
trum and delivered at the sample at a repetition rate of
40-100 MHz. The fluorescence emitted is detected with photo-
multiplier tubes and solid-state detectors [35], resulting in



Optical Approaches to Probe Neuronal Circuits in 3D 81

IMAGING SOURCE

MODULATION UNIT

BEAM CONDITIONING

| ACD | [ ETL l | SLM | I REMOTE OBJECTIVE l LONGITUDINAL SCANNING

l l l

RELAYING OPTICS ‘

: | 1
¥ ¥

GALVO | l AOCD I LATERAL SCANNING

l l I

| RELAYING OPTICS

l———

PIEZO

OBJECTIVE

Fig. 2 General hardware layout for 3D imaging. This typically includes three elements: the first one with the
source and the intensity modulation unit, a component of the optical path designed for scanning the beam
along the longitudinal direction (in blue), and a module for scanning the excitation beam along the lateral
dimension (in red). The different elements are conjugated by means of relay optics

functional signals with a high SNR, as far as a sufficient photon
density of the ballistic excitation component is preserved, and the
scattered component does not contaminate the image background
level. A Pockels cell is usually used as an intensity modulation unit
to finely and rapidly control the imaging beam power at the sample.
As the beam diameter is typically below 2 mm at this stage, optical
elements for expanding the beam size are inserted, considering the
target size at the level of the objective pupil and the magnification
realized by the combination of the scan lens and the tube lens.
The more common design for functional recordings across a
3D brain volume is based on optical modules or elements enabling
the imaging beam to scan the sample along the light propagation
direction (longitudinal, ). This has been traditionally implemen-
ted with the mechanical movement of the imaging objective by
means of a piezoelectric actuator [36]. More recently a series of
approaches, prevalently based on the control of the curvature of the
light wavefront at the Back Focal Plane (BFP) of the objective, have
been refined to remotely control the effective focal position
while keeping the objective still [31]. To reconstruct the activity,
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3.1 Remote
Configurations for 3D
Beam Scanning

3.2 Methods for
Scanning the Sample
Along the Lateral
Dimension

the beam is deflected sequentially to different positions of the field
of'view. To achieve the lateral scanning within the region of interest,
imaging systems adopt a pair of galvanometric mirrors or acousto-
optic deflectors.

In general, scanning a diffraction-limited beam in a volume of the
sample relies on the possibility to modulate the light wavefront at
the BFP of a lens or an objective. Indeed, superimposing a spatial
gradient or a curvature into the phase of the electric field of a planar
light wavefront leads upon propagation, respectively, to a lateral or
a longitudinal offset of the beam focus at the Frontal Focal Plane,
FEP (Fig. 5). These two planes are said to be Fourier conjugated,
and the light distribution at the FFP represents the results of the
diffraction of the wavefront modulated at the BFP. To easily impose
such modulation of the light wavefront, the BED of the objective is
optically conjugated using relay optics to a remote plane, where the
element for introducing the wavefront modulation can be more
conveniently placed. This is, for instance, the design realized by the
tube lens-scan lens pair and the galvanometric scanner. If more than
one modulator has to be employed, e.g., to impose both a vertical
and horizontal tilt and a curvature, then ecither all the modulators
are placed very close together near the focal plane of the scan lens,
or they are distributed in multiple places and conjugated by addi-
tional relay optics to the BED of the objective.

The most common way for scanning the sample along the lateral
dimension relies on a pair of galvanometric mirrors, conjugated to
the BFD of the objective. These are 3—-6 mm wide mirrors mounted
with an orthogonal optical axis whose orientations can be tuned by
proper control signals. A change in the orientation with respect to
the propagation of the incoming beam introduces a linear phase
gradient to the wavefront, resulting in the lateral offset of the beam
with respect to the center of the field of view (FOV). In a raster
scanning scheme, one mirror sweeps over a line, and the other
jumps from one line to the following one. With a typical pixel
dwell time of about 4 ps, this design results in a frame acquisition
time lower than a second for a mesh of 512 x 512 pixels. An
8-12 kHz resonant galvanometric mirror can replace the line scan-
ning galvo, reducing the line acquisition time to 62—41 ps, respec-
tively, and increasing the acquisition rates up to 30—45 frames per
second for a pixel matrix of 512 x 512 elements. In this second
scenario, there is no direct possibility to adjust the pixel dwell time
and its extremely short value, typically 120-80 ns, heavily impacts
the number of collected photons per pixel and, ultimately, the
image SNR. In parallel to the solutions described above, to steer
the light beams, it is possible to modulate the light wavefront in an
inertia-free approach using acousto-optic deflectors (AODs)
[37, 38]. These are active optical elements with a crystal window
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bonded to a piezoelectric transducer. When this is driven by an
clectrical signal at high frequency, it induces an acoustic wave
traveling along the crystal in a particular direction. Based on
the photoelastic effect, this generates a diffraction grating so that
an optical beam propagating through the crystal in the direction
orthogonal to the acoustic wave experiences an angular deviation
that is proportional to the driving frequency. A pair of consecutive
and orthogonal AODs can be used as a scanner to tilt the light
wavefront in both the lateral axes. AOD-based scanners are char-
acterized by bandwidths between 30 and 40 kHz, corresponding to
a typical beam resetting time between 15 and 25 ps that accounts
for the time needed for the acoustic wave to cover the distance
corresponding to the effective optical window. While in a random
access scheme, these numbers allow for extremely high and unpar-
alleled temporal resolution in the recordings, the acquisition rates
in full-frame raster scanning mode can be comparable with those
achieved with a resonant scanner, i.e., 30 Hz. Diffraction efficiency
and group delay dispersion are two other important figures that a
design with an AOD scanner should deal with to obtain good
imaging performances [39].

Adjusting remotely the longitudinal position of an excitation spot
generally relies on the possibility to impose a curvature on the
wavefront profile in a plane optically conjugated to the BFP of the
objective. Considering the sole imaging purposes, possibly the
simplest implementation is to place a lens with a controllable focal
length, either at the level of the BFP downstream of the XY scanner
and the scan lens-tube lens pair or in a plane optically conjugated to
the BFP, upstream the scanner. An electrically tunable lens (ETL) is
an example of such a device, which is composed of a liquid volume
enclosed between a glass and an elastic polymer membrane, i.e.,
effectively a plano-convex liquid lens [40]. An electromagnetic coil
driven by an electric current exerts pressure on the liquid, increas-
ing the membrane curvature and thus the lens focal power. ETLs
are capable of relatively fast settling times, typically between 5 and
15 ms, in response to a step-like control signal and can easily reach,
depending on the objective properties, a few hundreds of microns
of focal range with limited distortion of the point spread function
(PSF) (Fig. 3). ETL driving, either with staircase-like or sawtooth
control signals, in coordination with the frame acquisition allows
for the plane-after-plane acquisition of a volume. According to a
similar scheme, a tunable acoustic gradient index of refraction lens
(or TAG lens) can be used to quickly scan the sample longitudinal
dimension [41,42]. In this case, high-frequency driving of a piezo-
electric actuator generates in a viscous medium a cylindrical acous-
tic wave whose constructive interference produces periodic changes
in medium density and, consequently, in the lens optical power.
The resonance frequency of these devices, typically a few hundreds
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10 the cortex

Fig. 3 Multiphoton imaging across multiple planes in the olfactory bulb of a mouse expressing GCaMP6f. A
basic configuration for multiphoton imaging is complemented with an electrically tunable lens to sample
quasi-simultaneously different planes of the brain volume. Four different planes are shown with activity
profiles extracted from the corresponding cells

of kHz, results in axial scanning times in the order of a few micro-
seconds. In this case, volume information is acquired not plane-by-
plane moving along the longitudinal axis but section-by-section
aligned to it. A critical parameter to evaluate for the positioning
of an ETL or a TAG lens is the effective aperture of the optical
window with respect to beam diameter at the designed position
along the optical train.

Spatial light modulators (SLMs) based on a matrix of nematic
liquid crystal represent a valid alternative for imposing a curvature
profile [43—45]. These optical elements use the birefringent prop-
erties of the liquid crystal molecules to tune with a control voltage
the effective refractive index of the individual cells within the matrix
and control the phase delay of the different spatial components of a
propagating wavefront [46-50]. These devices can encode rela-
tively large wavefront curvature leveraging the large number of
pixels and the possibility of phase folding, resembling the scheme
of a Fresnel lens. For these systems, liquid crystal relaxation times
pose the major restriction to the refresh rate of the diffractive
optical element encoding the phase correction. Still, it can reach
300400 Hz, allowing resettling times close to 2.5-5 ms. Faster
switching times can be obtained by moving to deformable or
tunable mirrors (DM) [51]. Indeed, these later devices can achieve
currently important maximal phase strokes with sub-millisecond
resettling times. As SLMs and DMs are more conveniently
operating in reflection mode, the preferred position of these remote
re-focusing devices is upstream of the XY scanner, where also more
space is available for beam conditioning according to the optical
window and the working mode of these devices. With respect to
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ETL or TAG lens, an advantage of SLMs and DMs is that, along
with the wavefront correction required for the defocus, it becomes
possible to superimpose additional phase corrections to the wave-
front to compensate for aberrations induced by other optical ele-
ments, including the objective and the sample [44]. If a faster
longitudinal scanning speed is required, a variable curvature to
the wavefront can be added with an acousto-optic lens, which is
implemented with a combination of the same acousto-optic deflec-
tors (AOD) used for lateral scanning, as described previously
[39, 52]. When the acousto-optic deflector is driven with a fre-
quency ramp, the acoustic wave renders a gradient of local spatial
frequency which locally deviates the wave front by different
amounts, resulting in a focusing effect, with a focal length being
proportional to the rate at which the frequency changes. Since the
frequency changes over time, the position of the focus is not steady
but it drifts laterally with a constant speed. Employing a pair of
consecutive AODs, driven with the same frequency ramp but with
acoustic waves traveling in opposite directions, results in two drifts
that cancel each other out. Another way of longitudinally shifting
the excitation spot is by conjugating the focal plane of the imaging
objective with the focal plane of another “remote” objective, where
a fast translating mirror is placed in the FFP [53-55]. The beam
injected in this z-focusing arm enters the remote objective and gets
focused in a spot at its (fixed) focal plane. When it is then reflected
back by the mirror, it behaves as a point source which then gets
tocused by the other objective at the sample, where an image of it is
formed. When the BEP of the remote objective is conjugated to the
XY scanner and to the BFP of the main objective, longitudinally
shifting the remote mirror shifts the actual position of the point
source and consequently shifts the position of its image at the
sample plane. This configuration leveraging the lightweight mirror
and the availability of accurate piezo actuators can achieve settling
time in the order of 1 ms and travel ranges of several hundreds of
micrometers. To further extend the bandwidth limits of the scan-
ning process, solutions based on temporal multiplexing have been
proposed to sample non-simultaneously points at different z-planes
without actually changing the setting of any optical components
[56]. This approach relies on the fact that the fluorescence decay
time of the reporter, typically 2—4 ns, is shorter than the interpulse
interval of the excitation sources, usually 10-12 ns. In these con-
ditions, an optical module can be designed to split the original
beam into a #z-number of components which are temporally delayed
one from the other with an amount of time (0, 74, 2 - 7, . . , 7 7,
with. .,z - 7; < interpulse interval) covering the fluorescence decay
and are corrected with different degrees of wavefront divergence.
Upon recombination of the components, this results in a com-
pound beam encoding a set of # different curvatures of the beam
wavefront, each addressing a different z-planes in a different time
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window corresponding to the delay introduced. Temporal demul-
tiplexing of the fluorescence signal with fast acquisition electronics
according to the same interleaving scheme allows to reconstruct the
neuronal activity from different planes with minimal interplane
interference.

4 Hardware Implementations for 3D Modulation of Neuronal Activity

The general architecture of an optical train for high-resolution 3D
photostimulation is designed after the principle of obtaining the
sufficient integration of the light-induced charge transfer across the
membrane. This results in layouts formed by two components: a
first one, starting with the source and including all the optical
elements required for beam intensity modulation and for the spatial
conditioning of the beam; a second one, downstream to the first
one, integrating optical components and systems for the generation
of the arbitrary distributions of the electric field at the sample
(Fig. 4). The scheme for the first part envisages the use of pulsed
and high peak energy laser sources to activate light-gated actuators
via a multiphoton absorption process. This is instrumental to access
components of the neuronal circuit laying in the deep layers of a
scattering preparation and to contain the spatial profile of excitation
along the light propagation direction, taking advantage of the
non-linear dependence of the multiphoton absorption on the exci-
tation power. Along with traditional Ti:Sapphire, more recently for
photostimulation are preferred laser sources based on oscillators
and amplifiers with high pulse energy, up to 100 pJ range, and low
repetition rate, 500 kHz — 5 MHz [26, 57, 58]. Indeed, for the
same average power at the sample, the probability of multiphoton
absorption scales with the inverse of the laser emission duty cycle,
allowing, with an increase in the available pulse photon density, a
more efficient activation of the molecules at saturation and target-
ing larger populations of cells. The basic optical train for the first
part includes, along with a light shuttering module, a stage for the
modulation of the source intensity. This is typically based on passive
optical components, like the combination of the half-wave plate
with a Polarizing Beam Splitter (PBS), or active elements based on
electro-optic or opto-acoustic mechanisms, such as Pockels cell or
Acousto-optic Modulators (AOM), respectively. The final stage of
this section includes the optical components for the conditioning of
the laser beam to match the constraints of the optical elements for
the generation of the intensity distribution in the following section.
It usually includes a set of lenses in a Galilean telescope configura-
tion to set the beam diameter and the beam divergence level and
waveplate for the rotation of the direction of the polarization of the
light according to the requirements of the downstream optical
elements.
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Fig. 4 Scheme representing some of the hardware configurations for photostimulation in two- or three-
dimensions. Starting from the left side, we report the solution for sequential photostimulation with diffraction-
limited spot with spatially extended photostimulation patches (in gray). Then, the parallel configurations are
indicated, relaying on scanning of multiplexed beamlets (yellow), scanless simultaneous excitation of multiple
patches without (green), and with temporal focusing (red)

4.1 The General The core components for 3D light-assisted modulation of neuronal
Features of a circuits are optical configurations engineered to generate arbitrary
Photostimulation Train  light distributions in the sample space and are generally grouped
into two main classes [26]: sequential and parallel excitation
approaches (Fig. 4). In the first design, a single beam, either
diffraction-limited or with an engineered PSF, quickly travels across
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4.2 Sequential 3D
Photostimulation

the investigation volume to excite sequentially multiple regions of
interest, corresponding for instance to a designated subset of neu-
rons or portions of the corresponding regions. In the second
scenario, the wavefront of the original beam is engineered to result
in the sample in arbitrary distributions of multiple beamlets, each of
these exciting at the same time a different cell within the targeted
subset. In the next sessions, we describe currently reported layouts
for both the photostimulation approaches and the critical para-
meters corresponding.

In sequential or single-spot cell-resolution photostimulation, exci-
tation light is focused on the sample in a single spot at a time. This
spot can range from a diffraction-limited excitation volume scanned
sequentially over portions of the cell membrane or a single,
extended illumination profile tailored around the typical size of
the cell soma. Steering the beam along the lateral direction and
re-directing the excitation spot is then instrumental either to reach
sufficient photocurrent integration or to target multiple cells. This
design can be implemented with a pair of orthogonal galvanometric
mirrors or acousto-optic deflectors conjugated to the objective Back
Focal Plane (BFP) by a scan lens plus tube lens pair [59-61]. Both
these devices offer sufficient bandwidths to shift in a few micro-
seconds the excitation spot within the same cell body along a spiral
or raster trajectory and/or to jump from one cell to the other of the
identified subset. In principle, with the coordinated control of the
light intensity, the power could be distributed in an arbitrary spatial
pattern, and a group of cells could be stimulated quasi-
simultaneously with cell-matched excitation power density. As the
size of the excitation spot dictates the number of light-gated mole-
cules recruited, the same parameter ultimately impacts the integra-
tion time 7%, i.e., the total amount of time that the excitation spot is
addressed to a certain cell. 77 typically ranges within 1-15 milli-
seconds, and its optimization — depending on the cell membrane
time constant, the light power density, and the density of light-
gated molecules — is critical to elicit the expected physiological
effect. Extension of the sequential paradigms in three dimensions
has only been partially reported at the moment. Optically conjugat-
ing an upstream electrically tunable lens (ETL) to a galvanometric
scanner, makes it possible to realize a 3D point scanning manipula-
tion arm with 6—15 milliseconds of typical commutation time to
shift the beam from one plane to the other [62]. This figure could
be substantially improved to a few tens of microseconds consider-
ing a design relying on acousto-optic deflectors to achieve a shift of
the beam along the longitudinal direction, either as a standalone
z-module or integrated into a 3D acousto-optic lens. 3D-2P-AOD
systems with random access technology designed for functional
imaging are currently becoming commercially available. These
should be, in principle, capable of also supporting a sequential 3D
photostimulation paradigm, but so far, there is no related report.
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Moving from scanning a diffraction-limited excitation volume
to scanning spatially extended excitation is an effective strategy to
enhance the photocurrent integration in the spatial domain and
ultimately improve the photostimulation bandwidth. Extending
the excitation volume is typically achieved using Gaussian beams
with reduced or low Numerical Aperture (NA) [61]. This solution
comes with the elongation of the excitation profile along the light
propagation direction that scales with the effective lateral size of the
excitation spot and that can quickly exceed substantially the typical
cell diameter. A way to limit the extension of the excitation spot
along the light propagation direction independently from the shape
lateral size is to integrate into the optical path an arm for Temporal
Focusing upstream of the beam XY scanner [25, 63]. This tech-
nique relies on a diffractive element, typically a grating, to intro-
duce a position-dependent delay into the diffracted spectral
components of the incoming light pulse. This leads to the temporal
stretching of the pulse envelope everywhere along the optical path
but the focal position, where the delayed components reconstitute
the original intensity distribution as a superposition of different
beamlets (see also Chaps. 1 and 9 of this volume). SLMs and
ETL, optically conjugated upstream of a galvanometric scanner,
can be used to control the position of photostimulation in 3D, with
typical repositioning times ranging from 3 to 15 milliseconds. In
this case, the resulting modulation of the wavefront at the BFP of
the objective would account for a first component associated with a
lateral offset introduced at the level of the galvanometric mirrors
and a second component for the axial offset introduced by the
SLM/ETL.

Parallel photostimulation approaches are based on the possibility to
generate simultaneously a set of beamlets, each targeting a different
position in the sample volume. Most of the current strategies for
3D light shaping rely on Computer Generated Holography (CGH,
Fig. 5) [46—48, 64-66], a powerful technique to achieve patterned
illumination at the sample plane through phase modulation of the
laser beam in a plane conjugated to the BEP of the objective.

As described above, in the case of controlling the focal position
using SLMs, in CGH it is possible to impose spatial maps of phase
corrections on the light wavefront to render the desired distribu-
tion of the excitation. Basic phase modulation patterns imposed at
the objective BED, like linear phase gradients (x, y) and parabolic
phase profiles (z), resemble the effects of a combination of prisms
and lenses and allow to split the original beam at different x, y, z
coordinates. Super-imposing these individual correction maps in
one single phase map, also called Diffractive Optical Element
(DOE), operates like an optical multiplexer that can encode alone
for hundreds of points in a designed 3D geometry at the sample
volume. DOE:s can be superimposed to a propagating beam either
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Fig. 5 Computer-Generated Holography. Engineering the light wavefront at the BFP allows for rendering
arbitrary light intensity distributions at the sample. Introducing a phase correction resembling a Fresnel lens
results in a change in the convergence properties of a propagating beam, moving the position of the focus
longitudinally. Similarly, with a linear gradient of phase delay applied at the BFP, the position of the focus is
moved laterally. Multiplexing different diffractive optical elements (DOEs) allows for rendering arbitrary light
distribution at the sample

DOE /&

with static phase masks engraved in glass or quartz material or using
SLMs to dynamically update the light distribution. One important
aspect of CGH is its versatility. An optical path based on this
approach can be used as a stand-alone photostimulation module
(3D-CGH) [20, 67] or, in combination with other components, to
integrate the multiplexing capabilities as a stage in more extended
photostimulation optical trains (MTF-CGH [68], 3D-SHOT [63]
and 3D-CGH spiral [69]). In the first scenario (3D-CGH), the
diffractive optical elements encode along with the positions of the
foci in the sample volume also for their actual lateral shape. Indeed,
iterative algorithms based on Fourier transforms can compute
phase maps to render a 3D distribution of bidimensional
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illumination profiles tailored independently around the specific
structures of interest in the sample. These excitation foci can
range from ensembles of dots, patches of stimulation of any arbi-
trary geometries or their combinations. One aspect associated with
3D CGH is that, while the lateral (XY) dimension of the excitation
spots, supporting the process of photocurrent integration, can be
imposed simply by specifying the desired intensity mask, the longi-
tudinal (Z) extension of the illumination profile, being dictated by
the laws of diffraction, scales linearly with the lateral size of the
rendered shape. Depending on the experimental conditions, in
particular the characteristic cell size, sparseness of the light-gated
actuator expression, or its cellular localization, this feature can
impact the effective resolution achievable in targeting neuromodu-
lation. For neuronal modulation with 3D-CGH, it is then impor-
tant to identify a trade-off between the acceptable spatial resolution
and the photostimulation patch size to maximize the photocurrent
integration area. In order to relax these constraints and to extend
the performances and efficiency of the 2P-based photostimulation,
a few approaches have been developed, combining the power of
the 3D-CGH approach with other optical components. In one of
the first approaches reported, the beam multiplexing capability of
CGH is combined with the spiral scanning based on downstream
a galvanometric scanner [24]. In this implementation, similar to the
sequential approach described above, diffraction-limited spots are
quickly scanned with the same coordinated trajectory over different
cells. The objective wavefront at the BFP in this scheme accounts
for a fixed component, a DOE imposed with the SLM and encod-
ing a distribution of foci centered on the cell bodies, plus a time-
varying component encoded by the galvo pair to scan the spiral
over the designated cells. As far as the power density is kept under
control, this approach can offer the best longitudinal confinement
of the photostimulation pattern, corresponding to the PSF exten-
sion of a diffraction-limited spot. From the implementation with
2D parallel excitation, this approach can be extended in 3D, taking
advantage of control of the third dimension allowed by CGH
[59]. In alternative to the 3D-CGH spiral scanning, beam multi-
plexing supported by phase modulation has been combined with
temporal focusing. Independently from the particular type of
implementation, the general scheme consists of a step for shaping
the beam amplitude, followed by a path with a dispersive element
tor Temporal Focusing (TF) [63], and finally completed with a
stage for the spatial multiplexing with multipoint CGH based on
a SLM. Shaping of the beam amplitude can be obtained either
directly with a low-NA Gaussian beam to get circular profiles [70]
or using CGH, Generalized Phase Contrast (GPC), and other
amplitude modulation methods for tailoring the illumination pat-
terns with top hat profiles [68] (see also Chap. 1). Most frequently
the beam shaping is used to generate a single intensity profile at the
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level of the dispersive element for TF, resulting upon CGH-based
multiplexing in the rendering of a set of exact replicas of the original
shape. However, it is possible, by properly tiling and aligning the
optical window of the beam shaper and of the multiplexer, to
generate groups of replicas of different shapes [67, 68].

5 Setting Up an All-Optical 3D Investigation System

5.1 The Hardware
Integration

Combining light-based recording and modulation of neuronal
activity at high resolution is, in general, a delicate task. One should
identify and validate the experimental approach depending on the
tool’s molecular properties and available techniques’ capabilities.
Even if this is rarely the case, the optimal hardware configuration
definition should ideally come toward the end of a more extended
development pipeline. Identifying suitable light-based molecules is
the first phase in this kind of pipeline. Indeed, one should first
characterize the effective functionality and operativity ranges of
the light-based molecules, e.g., the molecules’ action spectrum,
the SNR ratio of the signal, or the change in membrane potential
induced with the excitation power. Even though most of these
characteristics could be found reported in the literature, these
features should be verified with the actual working conditions/
preparations of the planned experiments. After the initial phase
for the characterization of the intrinsic properties of the approach
(e.g., working parameters for photostimulation), in the following
phase, one should ideally evaluate its compatibility with the typical
working conditions of the second concomitant approach, e.g.,
GCaMP6s imaging. In particular, it should be assessed whether
the first approach perturbates the state and /or the functionality of
the molecules and the optimal working conditions required for the
second one. Here is typically where the impact of the molecule
crosstalk can be characterized and the effective capability of the
techniques estimated. Unsurprisingly, one will have to deal with a
set of experimental tradeoffs, gauging, for instance, between the
SNR of the recordings and the level of the spurious activation or
between the light power density of the photostimulation and the
acceptable signal contamination level due to the photostimulation
picked-up in the activity recordings. In this challenging task, even if
not strictly related to the hardware configurations or the molecular
properties, the optimization of the data acquisition chains and the
design of algorithms to filter and clean the recorded signals are
tools available to potentially relax the working conditions, at least
partially.

Different can be the optical configurations to support an all-optical
circuit probing framework. It is clear that integrating and coordi-
nating two components requires the identifying the appropriate
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hardware solutions and the proper software capabilities. From the
point of view of the hardware integration, the photostimulation
train and the imaging train integrating the 3D scanning, once a
valid reporter-actuator pair is identified, can be considered as two
components, mostly independent: different sources, beam size dia-
meters, intensity modulation units, and working wavelengths. The
two components, on the other side, become dependent one from
the other when reaching the point of combining the two excitation
beams along a common segment of the optical path to finally reach
the objective back aperture. How and where multiplexing or com-
bining the two optical trains are two important aspects to consider.
Typically, the solutions adopted take advantage of either the polar-
ization state of the two beams or their spectral separation. In the
first scenario, the seeding beams, typically leaving the source with
horizontal polarization, are constrained and routed in such a way to
arrive at the point of combination with two linear and orthogonal
polarization states, one horizontally and one vertically aligned to
the respective propagation directions. At that point, a polarizing
beam splitter, properly oriented to reflect one of the beams and
transmit the other, acts as a beam combiner to launch them along
the same path (see Note 1). Alternatively, when flexibility in the
excitation wavelength is not required, a proper dichroic mirror,
either long-pass or short-pass, can serve as a beam combining
element. Working with a defined wavelength for the imaging
beam and the photostimulation beam allows for reducing the opti-
cal components required for conditioning the beams and, so, mini-
mizing undesired reflections. In general, defining the beam
combining architecture is not just a matter of the optical compo-
nent to use but also of identifying a convenient position along the
optical train where joining the two components. This should be
evaluated in terms of the available space, the minimization of the
introduced distortion in the light wavefront, and the constraints
dictated by the focal distances of the corresponding optical paths. It
is convenient to illustrate possible integration layouts, to consider
the most general scenario of an imaging system, presenting a XY
scanning assembly based on a pair of galvanometric mirrors, fol-
lowed by the scan lens-tube lens pair (Fig. 6). The most frequent
design envisages that the imaging and the photostimulation paths
run independently and merge downstream the XY scanner. This,
combined with a remote system for z-scanning the imaging spot,
allows the uncoupling of the two paths, where the imaging
z-scanning assembly is positioned upstream of the XY scanner and
the photostimulation fed into the train downstream to it. An ele-
ment for combining imaging and photostimulation beams can be
placed in three different positions: upstream (1), in between (2),
and downstream the scan lens—tube lens pair (3) (Fig. 6). While it
could be hard to precisely predict the impact of such element on the
propagation characteristic of the imaging beam, it is important to
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Fig. 6 Layout of the integration scheme of the imaging and photostimulation arms. In cerulean is indicated the
path of the imaging beam with the assembly to control the z-position upstream of the XY scanner. In red are
shown the possible insertion points of the photostimulation path with respect to the optical components

required for imaging

5.2 Beam Go-
registration
Procedures

consider the degree of flexibility associated with these three solu-
tions. Indeed, moving from solution (1) to (3), one gains progres-
sively more freedom to conjugate the photostimulation
modulation plane to the BFP. While with design (1) the photo-
stimulation beam is ultimately conjugated to the BFP using as relay
optics the scan lens—tube lens pair, in (3) one has all the flexibility to
design the relay component to the BEP of the objective indepen-
dently from the imaging path and potentially to accomodate the
requirements of the photostimulation train, independently by its
complexity.

The first aspect to consider is evaluating how the three light beams
used for the two approaches (excitation of the light-gated actuator,
excitation of the fluorescent reporter, and fluorescence emission by
the reporter) are reaching or leaving the sample, whether these
beams travel through the same objective, and whether the objective
is kept still during the acquisition. This is usually the most common
case [20, 23, 54, 69] but are also possible architectures relying on
independent arms, one for photostimulation and fluorescence col-
lection with a moving objective, the other for reporter excitation
[62]. Having one objective still assumes the use of remote optical
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components for 3D control of both the excitation beams. Remote
control is instrumental in compensating for subtle differences in the
beam divergence characteristics of the different paths or chromatic
aberrations, and it facilitates the co-registration of the excitation
beams in the sample volume and the synchronization of the control
signals. For co-registration of the excitation beams, it is generally
considered the essential procedure allowing the calculation of the
affine transformations mapping the reference system for the photo-
stimulation into the reference system for the imaging. The goal is to
obtain a precise transformation that converts the position
information X, Y, and Z in the sample space into the corresponding
commands for targeting the photostimulation beam and the imag-
ing beam to that precise point. Typically, this relies on the use of a
detection arm equipped with a CMOS/CCD camera and is
achieved with the sequential illumination of a series of points in a
3D lattice, first with the imaging beam and then with the photo-
stimulation beam, while moving the objective to bring the current
excitation point in focus at the camera plane. Alternatively, without
using a camera but relying on the PMTs, it is possible to use
photobleaching of a fluorescent sample to measure the positions
of the points within the lattice (see Note 2).

In many optical systems, it is frequent to experience a progressive
degradation of the optical performances depending on the spatial
distance from the center of the field of view. This appears, for
instance, as an increase in the dimensions of the PSF for the
imaging path or a decrease in the effective light power density for
the photostimulation approach. This usually originates from a
non-uniform diffraction efficiency of the optical elements. On the
other side, mapping such non-uniformities is required to identify of
the effective volume addressable with the imaging and the photo-
stimulation beams under the constraints of the resolution, SNR
ratio requirements, and working conditions identified in the previ-
ous phases. This typically requires a procedure similar to the one
used for beam co-registration but refined in order to extract, along
with the XYZ positions of the points in the lattice space, the change
in the intensity, the eventual deformation of the excitation profiles,
and the presence of possible aberrations. It is important to note that
in a certain measure, it is possible to develop corrective strategies
and partially compensate for the optical components’ limitations.
This is normal for the diffraction efficiency of a SLM when included
in the optical arm for photostimulation based. Because of the
low-pass filtering effects originating from the SLM working princi-
ple [46], the efficiency curve measured at the sample shows a rapid
decrease with the increasing distance from the center of the optical
system (see Note 3).
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6 Notes

1. The PBS-based solution offers the maximal flexibility for tun-
ing the excitation wavelengths but requires a careful evaluation
of the impact of a relatively bulky optical element like a PBS
introduced in a segment of the optical train where the beams
are usually not collimated. Indeed, it is expected that the
presence of a PBS could modify the characteristic of the origi-
nal light wavefront in that position or introduce, to a certain
extent, additional pulse dispersion. This could potentially result
in deterioration of the PSF, longitudinal shifts in the focal
position, and loss of multiphoton absorption efficiency.

2. The co-registration procedure also provides the information
about the accessible field of view implicitly for the two excita-
tion beams and the degree of spatial variation of the imaging/
photostimulation efficiency within the addressable volume. It is
then important to consider a solution where this procedure can
be easily and quickly performed, ideally in an automatic
approach.

3. Compensating for the non-uniformity: acting at the level of the
computational engine that is used to calculate the diffraction
optical elements loaded on the SLM, one, based on the
mapping obtained, can balance the weights of the
corresponding features, to control precisely the intensity and
counterbalance eventual losses due to the diffraction efficiency
curve [67].

7 Conclusions

In this chapter, we described the current state of the art of the
hardware configurations allowing all-optical investigation of the
neuronal circuits in vivo in three dimensions. This is a field where
the development of molecular tools and the technological advance-
ment continuously provide novel possibilities for designing and
refining experimental approaches that can extend the perspective
of investigating the neuronal dynamics in living organisms. Despite
the availability of technical solutions, the community has only
partially capitalized on these tools to explore brain mechanisms.
This is indeed not just a matter of the hardware required, but poses
a series of questions, and challenges, also from the point of view of
the design of the experimental protocol, the analysis of the data,
and the interpretation of the outcome.
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High-Speed All-Optical Neural Interfaces with 3D
Temporally Focused Holography

lan Anton Oldenburg, Hayley Anne Bounds, and Nicolas C. Pegard

Abstract

Understanding brain function requires technologies that can monitor and manipulate neural activity with
cellular resolution and millisecond precision in three dimensions across large volumes. These technologies
are best designed using interdisciplinary approaches combining optical techniques with reporters and
modulators of neural activity. While advances can be made by separately improving optical resolution or
opsin effectiveness, optimizing both systems together matches the strengths and constraints of different
approaches to create a solution optimized for the needs of neuroscientists. To achieve this goal, we first
developed a new multiphoton photoexcitation method, termed 3D-Scanless Holographic Optogenetics
with Temporal focusing (3D-SHOT), that enables simultaneous photoactivation of arbitrary sets of
neurons in 3D. Our technique uses point-cloud holography to place multiple copies of a temporally focused
disc, matched to the dimensions of a neuron’s cell body, anywhere within the operating volume of the
microscope. However, since improved placement of light, on its own, is not sufficient to allow precise
control of neural firing patterns, we also developed and tested optogenetic actuators ST-ChroME and
ST-eGtACRI that fully leverage the new experimental capabilities of 3D-SHOT. The synergy of fast opsins
matched with our technology allows reliable, precisely timed control of evoked action potentials and
enables on-demand read-write operations with unprecedented precision. In this chapter, we review the
steps necessary to implement 3D-SHOT and provide a guide to selecting ideal opsins that will work with
it. Such collaborative, interdisciplinary approaches will be essential to develop the experimental capabilities
needed to gain causal insight into the fundamental principles of the neural code underlying perception and
behavior.

Key words Optogenetics, Temporal focusing, 3D holography, ChroME, Brain-machine interfacing,
Multiphoton, 3D-SHOT, Soma-targeted, Opsin

1 Introduction

Although optogenetics have become a mainstay of neuroscience
research, used to probe causal relationships between circuit activity
and behavior [1-6], it is only recently that multiphoton optoge-
netic techniques have been used to modulate neural activity.
Numerous technical advances in optics [7-10] and opsins [11-
15] over the last decade have led to an increase in usage and
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adoption of multiphoton optogenetic strategies. Multiphoton
optogenetics have been used to examine visual discrimination
[3, 14], coding features of detection [16, 17], ensemble activity
[18], cortical circuitry [19], and more [20, 21].

In this chapter, we will briefly review the state of the field and
introduce 3D-SHOT [7]. We will detail the steps required to build,
align, calibrate, and validate 3D-SHOT as an add-on on the light
path of'a 2-photon microscope. We will then discuss how to assess
and select ideal opsin and reporter combinations for use with a
3D-SHOT system.

Optogenetic techniques have been rapidly and widely adopted
in neuroscience research because they enable precise and reversible
external control of neural activity with high temporal precision by
means of minimally invasive optical signals. However, the spatial
precision is generally too poor to manipulate individual neurons
because light does not propagate well through dense brain tissue.
The vast majority of optogenetics studies primarily leverage genetic
specificity rather than spatial control. However, since many neural
computations and behaviors rely on populations of neurons that are
genetically similar but spatially intermixed [18, 22-24], precise
targeting of individual neurons with optical methods is necessary.
Two-photon activation of opsins is an attractive approach for
improving spatial resolution. The longer wavelengths used in
two-photon excitation are less affected by optical scattering [25],
which dramatically improves the axial resolution and the accessible
depth of sculpted illumination patterns [26, 27]. Further,
two-photon absorption is a nonlinear effect which further restricts
opsin excitation to a narrow axial plane [8, 28].

Most biological studies using 2-photon optogenetics have used
scanning-based approaches [3, 14, 18-21]. Similar in principle to
two-photon imaging, a femtosecond-pulsed infrared laser beam is
focused into a single diffraction-limited spot which is scanned in
2D or 3D, with galvo-mirrors [27], acousto-optic modulators
[29, 30], spatial light modulators (SLM) [31], or micro-
electromechanical systems (MEMS) [32]. A raster [8, 13] or spiral
[18,28, 33] pattern is scanned across the soma to target neurons in
3D. These techniques are power efficient [34] but require opsins
that are either extremely strong or slow to deactivate (ideally both),
so that the photocurrent can accumulate as the spot is scanned
across the neuron soma, usually at the expense of temporal
resolution [11].

To improve temporal precision, whole-cell illumination techni-
ques that forgo scanning have been developed to simultaneously
illuminate the entire cell soma with a larger spot and activate all the
opsin at once. Some approaches achieve whole-cell activation with
low NA objective [13, 20] at the expense of spatial resolution, but
the preferred method relies on computer-generated holography
(CGH) [35-37] with a spatial light modulator (SLM) to synthesize
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custom illumination patterns that are matched to the shape of
individual neurons (see also Chaps. 3 and 11). Compared to scan-
ning approaches, whole-cell activation with CGH enables faster
responses to optogenetic stimulation, but requires higher peak
powers. With traditional multiphoton CGH [38], and even point
scanning methods [33], spatial resolution along the optical axis is
determined by how rapidly the power density is attenuated as light
propagates into and out of the targeted area. These often result in
significant but undesired photoexcitation above and below the
target. In practice, physiological spatial resolution is highly
power-dependent, and single neuron spatial resolution (e.g., axial
FWHM ~30 pm) [9, 39] is generally impossible across large
volumes, even with high numerical aperture (NA) objectives.

To eliminate the tradeoff between target dimensions in the (x,
y) plane and decreased axial (z) resolution [40, 41], 3D-SHOT
relies on temporal focusing (TF) [40, 41] where a diffraction
grating decomposes femtosecond pulses into separate colors, such
that the different wavelengths components within the original
pulse propagate along separate light paths. Each component of
the decomposed pulse has a narrow spectral bandwidth and is
therefore broadened in time, which dramatically reduces the peak
intensity and prevents two-photon absorption. However,
two-photon absorption can be enabled again when the original
pulse is retrieved by constructive interference of all the chromati-
cally separated components at conjugate images of the diffraction
grating [40, 41]. TF restricts multiphoton absorption to a narrow
(z) depth that depends on the grating’s spatial frequency, not on
the dimensions of the targeted area. TF has been successfully
applied for selective two-photon tomographic fluorescence imag-
ing [42, 43], has been implemented with mechanical scanning
[44], and with random-access volume sampling of functional fluo-
rescence [45]. A detailed presentation of TF is available in Chap. 9.

For two-photon photostimulation applications, TF can activate
opsins over a wide area matching the neuron’s shape in the focal
plane, without compromising depth specificity [39, 46]. TF also
mitigates scattering [47, 48] even through thick layers of brain
tissue [49, 50] (see also Chap. 9). Although multiphoton CGH
with TF can achieve wide-field photostimulation with cellular reso-
lution and high temporal precision, most implementations only
enable excitation within a single 2D plane [20, 39, 46]. Thus,
neurons located above or below the focal plane are not addressable,
a necessary condition for many experiments designed to interface
with neural circuits in vivo, where relevant neurons may be loca-
lized anywhere in the 3D volume of interest. Multi-level temporal
focusing has been implemented with holograms tiled into clusters
on the SLM surface which can be individually defocused in space by
applying digital lens patterns on a second SLM [51]. This strategy is
limited in the number of distinct depth levels used before in-plane
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resolution is degraded, constraining the neuronal population that is
simultaneously addressable with optical stimuli.

To overcome this outstanding challenge 3D-SHOT leverages
the advantages of CGH to simultaneously address custom 3D
locations on demand, and TF for enhanced spatial resolution at
the scale of individual neuron soma. 3D-SHOT'T forgoes the ability
to create custom patterns to make TF and 3D CGH compatible,
instead it replicates multiple identical copies of a temporally focused
excitation pattern matched to the dimensions of a neuron soma at
each target location. The result is a technology that is specifically
tailored to optogenetic photostimulation applications and enables
single-shot in vivo photoactivation of custom neuron ensembles
distributed anywhere in the accessible volume, with single-neuron
spatial resolution.

Understanding the causal relationship between neural activity
and behavior is a fundamental goal of neuroscience. However, this
causal inference requires manipulations that act at the scale of
natural activity, i.e., writing temporally precise patterns of activity
in many cells with single-cell specificity. While optical approaches
such as spiral scanning or 3D-SHOT can confine light to the
dimensions of a single cell, molecular actuators, also known as
opsins, are required to convert light into neural activity. The prop-
erties of these opsins and how they interact with the stimulation
system will determine how well one can drive precise trains of
activity. The fast and potent opsin ChroME [11] was engineered
alongside the development of 3D-SHOT to achieve this goal, but is
only a single example of a class of opsins with appropriate speed and
sensitivity properties that have yet to be discovered. As such, the
fourth section of this chapter outlines the criteria necessary to select
an opsin optimally paired to 3D-SHOT for the purpose of writing
precise trains of activity into groups of neurons.

Fundamental to the goal of writing temporally specific patterns
is to pair extremely fast opsins with “flash”-based optical
approaches, i.c., those that simultaneously illuminate an entire cell
such as 3D-SHOT. In order to drive precisely timed action poten-
tials faithfully and at high rates, the underlying evoked photocur-
rents must be very strong and very fast — both rising and falling very
rapidly. Simultaneous illumination systems ensure that all possible
opsin molecules are activated at the same time, leading to the
shortest response time, while opsins with both fast kinetics and
high conductance ensure that action potentials are faithfully driven,
without the risk of creating doublets. Indeed, opsins with slower
decay kinetics tend to have higher overall conductance but are not
capable of driving pyramidal cells at high rates and often have large
jitter in action potential timing [34, 52, 53].

Finally, multiphoton optogenetic stimulation is rarely per-
formed as a standalone technique, and is almost always paired
with calcium imaging. Special considerations are needed to match
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the properties of opsins and reporters to ensure that both multi-
photon optogenetics and imaging are compatible for simultaneous
use. At present, the most successful imaging approaches rely on
“green” calcium indicators (i.e., the GCaMP series) that absorb
~920 nm matched to “red” opsins with longer excitation wave-
lengths. However, even opsins with peak absorption >1000 nm are
sensitive to these imaging wavelengths. We discuss these constraints
and the mitigation approaches that are available to combine multi-
photon optogenetics with imaging under those circumstances.

Precise control of neural activity cannot be achieved by any one
technique alone. New optical developments, new molecular tools,
and new approaches to unite these devices are needed to reach the
next step of precise causal manipulation of neural systems. As
technologies are constantly being developed and improved; new
experimental capabilities provide a path to answer previously intrac-
table neuroscience questions. By combining different skillsets and
expertise, the technological solutions that emerge are better than
what would have been created from the perspective of a single
discipline. Our intent is for this chapter to serve as a guide and
resource for future users who will implement and improve upon
multiphoton optogenetics and usher in a new epoch of neurosci-
ence discovery.

2 Methods

2.1 3D-SHOT Optical
System Design

Our experimental setup, shown in Fig. 1, is based on the standard
design of a holographic microscope with a spatial light modulator
(SLM) in the Fourier domain (pupil plane). The SLM shapes the
phase of a coherent femtosecond laser light source to synthesize
custom 3D shapes [54, 55] digitally synthesized with Computer
Generated Holography [35-37] (CGH). Unlike scanning
approaches, CGH wide-area holograms matched to the dimensions
of each neuron’s soma enable simultaneous, flash-based, activation
of a large number of opsin molecules, yielding photocurrents with
fast kinetics [39].

In most brain structures, neurons are distributed continuously
in 3D, not in discrete layers. Therefore, the inability of 2D opto-
genetics approaches (i.e., 2D CGH with temporal focusing) to
target neurons at any arbitrary number of axial planes simulta-
neously is a major obstacle for large-scale optogenetic interrogation
of neural circuits. To overcome this outstanding challenge
3D-SHOT leverages the advantages of 3D-CGH, to simulta-
neously address neurons in custom locations. To make 3D CGH
and temporal focusing mutually compatible, 3D-SHOT forgoes
the ability to create custom patterns. Instead, the optical path is
optimized to holographically replicate multiple identical copies of a
temporally focused excitation pattern, termed “custom temporally
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Femtosecond
LASER source Blazed
grating
Spatial Light Modulator Rotating
diffuser 2\
Temporally-focused
Point Spread Function
Microscope Microscope
Ls tube lens L, objective L, Demagnified
1 3D hologram

L 3D hologram

Fig. 1 Experimental setup for 3D-SHOT. This is made of two consecutive optical systems. First, a diffraction
grating and a rotating diffuser are imaged onto each other by a f-f optical relay. This assembly shapes
femtosecond laser pulses both spatially and spectrally to create a custom temporally focused pattern (CTFP)
matched to the dimensions of a neuron soma. The resulting engineered point spread function is then spatially
modulated by a second system that enables 3D computer-generated holography (CGH). A spatial light
modulator (SLM) placed in the Fourier domain modulates the phase of the CTFP to target custom 3D locations
with a point-cloud hologram. The resulting sculpted illumination pattern replicates identical copies of the CTFP
at each targeted location. The 3D hologram is further demagnified by a tube lens and a microscope objective.
A zero-order block eliminates any remaining undiffracted light from the hologram. The grating frequency
determines the spectral dispersion, “a”, and the diffuser determines the beam dimension “b” at the surface of
the SLM. Those parameters, along with the focal lengths of lenses L1-L4, are adjusted to match the desired
addressable volume and CTFP dimensions within constraints imposed by the SLM size, the laser source, and
the numerical aperture of the microscope

focused pattern” (CTFP). The CTEP is specifically engineered to
match the dimensions of a neuron’s soma, and to be compatible
with 3D CGH so that identical copies of the CTFP, with individu-
ally specified brightness can be placed at each target neuron any-
where in the accessible 3D volume. The result is a technology that is
tailored for optogenetics applications and enables single shot
in vivo photoactivation of custom neuron ensembles distributed
anywhere in the accessible volume, with single-neuron spatial
resolution.
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2.1.1 3D-SHOT Design
Parameters

To implement 3D SHOT in a multiphoton microscope, the
first step is to create a static, temporally focused object matched to
the dimensions of the desired target. For this, we illuminate a
reflective blazed diffraction grating with a femtosecond laser light
source. The incidence angle is adjusted so that the first diffracted
order reflects orthogonally to the surface of the grating. The grove
depth, material, coating, and incoming wave polarization are
adjusted to best match the desired LASER wavelength and optical
power density and to maximize the amount of light in the first
diffracted order. Lenses L; and L, are in a 4-f configuration and
create an exact optical relay that place a virtual copy of the diffrac-
tion grating at the surface of the transparent, rotating diffuser. The
rotating diffuser applies an engineered (gaussian) phase pattern to
the temporally focused image that is continuously randomized by
the mechanical rotation. This phase perturbation is necessary to
distribute the energy in the Fourier domain (i.e., to uniformly
illuminate the SLM), a critical step that enables the compatibility
between 3D CGH and temporal focusing and maximizes the dif-
fraction efficiency.

The CTFP is matched to the characteristic dimensions of a
neuron soma by selecting the magnification M = f,/f1, where
and f] designate the focal lengths of lenses L, and L; respectively.
The axial confinement (temporal focusing) can be adjusted by
selecting diffraction gratings with a higher (or lower) grating spatial
frequency (in lines per mm). Both properties can be adjusted
independently of the additional phase perturbation induced by
the rotating diffuser.

A second 4-fsystem made with lens L3 and L4 with focal length
f3, resp. fy relays the CTED, first to the SLM in the pupil plane, then
to the volume where the 3D hologram is first synthesized. In this
configuration, the SLM applies a multiplicative phase pattern in the
Fourier domain, which corresponds to a convolution operation in
the real domain. To utilize 3D SHOT for neural stimulation, a
CGH algorithm only needs to compute a hologram made of a 3D
cloud of diffraction-limited points centered on each target neuron,
and the optical system will yield one copy of the CTFP at each
target point. To compensate for spatially dependent diffraction
efficiency, and non-uniform losses through the optical system, the
respective brightness of each target can be adjusted by computing
digitally compensated holograms that redistribute the available
laser intensity across each point of the 3D cloud based on expected
losses, and the total energy can be adjusted globally across all
targets by modulating the power of the laser beam.

1. The size of the CT'FP must be adjusted to match the dimensions
“d” of a neuron. In a typical implementation of 3D SHOT, the
3D hologram (see Fig. 1) is relayed into a microscope with an
additional tube lens (Ls, = f5) and microscope objective (L,
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2.1.2 Implementation
Guidelines for 3D-SHOT

f= fs) with magnification M = f5/fs. The dimensions of the
CTFP is M-d in the 3D hologram, Mdf;/f; at the rotating
diffuser, and correspond to an incoming beam of width

M-d-f3 f1/( faf>) at the blazed grating.

2. The rotating holographic diffuser is a transparent material with
an engineered surface that deflects incoming light in a Gaussian
pattern angular distribution with a characteristic diffraction
angle, a,. The diffuser spatially stretches the wave in the Four-
ier domain by an amount b (see Fig. 1), optimized to ensure an
even illumination of the SLM active area, and given by.

b =f30

3. The line spacing of the blazed diffraction grating, I, or spatial
trequency, f, (/= 1/f,) must be adjusted to match the spectral
bandwidth 6§, of the femtosecond laser, and the desired dimen-
sions of the CTFP along the (z) axis. The angular dispersion of
the diffraction grating is given by a = §,//, and stretches the
pulse in the Fourier domain. At a distance f; from lens L, the
dimension of the stretched pulse satisfies af> /f3 = a fi. Hence,
the spectral dispersion, a, at the SLM, is given by:

a =35 1f3/(1f3)

The numerical aperture NA of the microscope objective is
generally the limiting factor that defines the accessible volume
and CTFP minimal dimensions for 3D-SHOT. The SLM pattern
(see Fig. 1) of width # + 25 1is imaged onto the back aperture of the
microscope objective. Hence, to fully capture the light modulated
by the SLM, a suitable design constraint is to ensure (2 + 2b)fz/
fa < NA fs. In this configuration, the characteristic size, d,, of the
CTEFP along the (z) axis in the demagnified hologram under the
microscope objective is given by

5. =2 (Faf o/ (af5))’

3D-SHOT is implemented as a secondary system on the path of a
multiphoton microscope that is also designed for two-photon
imaging, typically with a secondary laser. Imaging and photostimu-
lation are most efficiently merged with a dichroic mirror or a
polarizing beam splitter cube. When using a polarizing cube, the
orientation of the SLM, grating, and path-merging cube must be
adjusted to match polarization constraints, with one path (e.g.,
photostimulation) being reflected and the other one being trans-
mitted so that the merged beams are co-aligned. Any incompatibil-
ities can be resolved by inserting additional half-wave plates along
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the optical path. However, since no element has perfect transmis-
sion any additional optical element will reduce the overall power
throughput. 3D SHOT is best assembled by first building the laser
beam line at a fixed height on an optical table, then by installing the
additional optical components starting from the beam merging
cube or dichroic mirror, and in the sequential order outlined below.

1. Fully assemble a standard multiphoton imaging microscope
with the addition of a dichroic or polarizing beam splitter
before the tube lens. Our experimental setup was built around
a modified Movable Objective Microscope (MOM, Sutter
Instrument Company), but alternate commercial and custom
microscope designs may be used. We recommend using an
additional 4-f relay of lenses (2-inch diameter, achromatic
IR-coated doublets, 200 mm focal length), if the microscope’s
image plane is not directly accessible at a location that is suit-
able to place the zero-order block.

2. Place lens Ly and the SLM first so that the lens is at a distance f
from the SLM and the image plane. If a beam expander is
added along the laser path before the SLM, it is possible to
use the experimental setup as a multiphoton holographic
microscope. Several tests such as evaluating the accessible vol-
ume under the microscope objective, as well measuring the
spatial dependence of losses in diffraction efficiency are possible
and applicable in this form. However, in the final calibration
procedure there will be a very fine evaluation of diffraction
efficiency and accessible volume once all parts are included.
By finely adjusting the position of lens L, along the optical
axis while the SLM displays a uniform phase mask, it is possible
to precisely place the center of the 3D hologram in the center
of the image, and at the same focal depth as the two-photon
imaging plane.

The laser should operate at minimum power levels during
the alignment procedure. Some laser models are fitted with
co-aligned low-power red lasers that may be used to safely
align the entire system with the exception of the diffraction
grating tilt that must be aligned for the desired excitation
wavelength. The SLM surface is one of the most sensitive
areas and light should not be focused on it (this may happen
when placing lens L3). The safest approach is to temporarily
replace the SLM with a flat mirror and to align the SLM at the
end by focusing undiffracted light on the zero-order block.

3. The second design step is to replace the collimated beam
illuminating the SLM with the engineered CTFP. For this,
one must place and align lenses L3, L,, L;, in that order, in
successive 4-f configurations. Pinholes and far-field images of
the infrared beam can be used to check centering and beam
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2.2 Characterization
and Performance
Metrics for 3D-SHOT

collimation, respectively, to ensure that each newly inserted
lens is properly centered and spaced. The reflective grating is
placed last, at a distance fi from lens L, with its reflective
surface orthogonal to the optical axis.

4. The laser beam line must then be readjusted to illuminate the
grating with an oblique incoming path so that the first dif-
fracted order propagates back along the previously established
optical axis. Placing temporary iris apertures on the lenses can
help recentering the optical path. Fine adjustments of the beam
propagation direction can be made by attaching the diffraction
grating to a 2-axis tilt mount and precisely tuning the orienta-
tion of the diffracted beam.

5. The final assembly step is to place the zero-order block at the
focal spot of the default SLM image (uniform phase mask),
where undiffracted light is expected to create a sharp focused
spot, and the rotating diffuser at a distance f5 from lens L,.
Various designs have been proposed to create a zero-order
block and careful consideration should be given to choosing
the adequate design. Most commercial SLMs are expected to
allow a few percent of undiffracted laser light, which represents
a significant amount of power on a small surface area. Thin
metal films are not recommended because they cannot dissipate
heat rapidly enough to avoid overheating. Instead, we suggest
that one depolish the center of a flat optical surface (IR coated
coverslip) with a small diamond-coated grinding tip. The
depolished glass surface will diffuse most undiffracted light in
all directions without accumulating heat. Alternatively, if a
larger than necessary zero-order block is acceptable, a ~1 mm
metal object, such as a neodymium magnet on a coverslip, will
be able to withstand these powers.

During operation, special attention should be given to ensure
that the rotating diffuser is spinning before allowing high laser
power settings to avoid SLM damage.

Our primary goal is not to render a visually accurate hologram but
instead to increase contrast for two-photon excitation at selected
locations  while avoiding inadvertent photoactivation of
non-targeted areas, which relaxes constraints on hologram compu-
tation. Hence, the traditional metrics used to characterize imaging
systems such as resolution, contrast, and speckle are not adequate
to evaluate the capabilities of 3D-SHOT in experimental
applications.

Instead, to evaluate the capabilities of 3D-SHOT and quantify
how two-photon absorption is spatially distributed in 3D, we
placed a thin fluorescent film on a microscope slide under the
excitation objective to record the corresponding two-photon fluo-
rescence image with a fixed sub-stage objective coupled to a camera
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Fig. 2 Optical characterization of the spatial resolution of CGH vs 3D-SHOT. (a) We used a fluorescent
calibration slide and an inverted microscope to quantify two-photon excitation in 3D. (b) For conventional
holography, we consider a 10 um diameter disk target, and show (from top to bottom) projection views of
two-photon absorption in the (x,y), (z,y), and (z,x) planes. (¢) With 3D-SHOT, the CTFP was adjusted to a 10 um
diameter target and the same projection views were recorded. (d) We measured the FWHM of the radial (top)
or axial (bottom) PSF measured through brain slices of varying thickness (* indicates p < 0.05, Kruskal-Wallis
Test with multiple comparison correction. Data represent the mean and standard deviation of n > 5
observations for each thickness of brain tissue). (Adapted from Pegard et al. [7])

(Fig. 2a). We recorded tomographic slice images by mechanically
moving the excitation objective along the z axis by 1-pm incre-
ments. The resulting data correspond to a quantitative 3D mea-
surement of two-photon absorption induced by the CTFP. We first
consider the case of conventional 3D holography (Fig. 2b). We
computed a 10 pm disk image target at z = 0 where we imposed a
high-frequency speckle pattern to maximize spatial confinement
along the z axis. Projection views of two-photon absorption along
the y, x, and z axes show how, even in an optimized hologram,
inadvertent photostimulation remains possible above and below a
neuron targeted with this method. With 3D-SHOT however,
experimental results (Fig. 2¢) show that temporal focusing signifi-
cantly enhances spatial confinement along the z axis in the CTFP.
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2.2.1 Scanless 2P
Optogenetics Using 3D-
SHOT

Since 3D-SHOT is developed for the primary-use case of
optogenetic stimulation in brain tissue, we also recorded the effect
of propagation through scattering medium on the radial and axial
confinement of 3D-SHOT excitation. We cut acute mouse cortical
brain slices of varying thickness and placed them between the
excitation objective and the fluorescent slide. Recording
two-photon absorption through physiologically relevant amounts
of brain tissue revealed that scattering degraded radial resolution
only after passing through 400 pm of mouse brain (Fig. 2d,
200 pm: p = 0.22, 300 pm: p = 0.21, 400 pm: p = 0.001,
Kruskal-Wallis). Although the axial point spread function exhibited
apparent degradation when imaged through brain tissue, this
decrease was statistically significant only after passing through
300 pm of scattering tissue (Fig. 2d, 200 pm: p = 0.56, 300 pm:
p=0.04,400 pm: p = 0.05, Kruskal-Wallis).

For neurobiological applications, we evaluated the spatial resolu-
tion of 3D-SHOT via quantitative measurements of the photocur-
rent amplitudes elicited by optogenetic stimulation in neurons. To
do so, we expressed microbial opsins in neurons through in utero
electroporation of mice embryos. Opsin expressing neurons were
then brought under the objective either in acutely prepared cortical
brain slices or in vivo with head-fixed animals.

To measure the spatial resolution of optogenetic excitation
(or “Physiological” Point Spread Function — PPSF) we recorded
the neuronal response to multiphoton photostimulation as a func-
tion of the displacement between the holographic target and the
patched cell (Fig. 3a).

The efficacy of two-photon excitation is not only dependent on
the shape of 3D-SHOT’s CTEP, but also on the precise targeting of
this pattern to the cell soma, the level of opsin expression in the
targeted neuron, and the laser intensity. Computer-generated
holography already offers micron-level spatial resolution for placing
holographic targets onto the desired neurons with a microscope
objective. However, the level of opsin expression varies from neu-
ron to neuron, and consequently so does the required power level
for photostimulation. We experimentally compared (Fig. 3a) the
spatial confinement of 3D-SHOT and 2P-CGH (without temporal
focusing) for photoexcitation as a function of incident laser power
density. Toward this end we obtained voltage-clamp recordings of
neurons, and recorded the PPSF at a variety of different laser
powers (Fig. 3b). With conventional holography, we observed
substantial photocurrents 25-50 pm above and below the disk
image target, indicating that photoactivation of non-targeted neu-
rons is likely to be an issue. Temporal focusing significantly
enhances spatial resolution with 3D-SHOT, and photocurrents
are more significantly attenuated above and below the primary
focus (Fig. 3c). We observed that the axial resolution with
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Fig. 3 3D-SHOT generates axially confined photoactivation. (a) A photostimulation pattern generated with CGH
(top) or 3D-SHOT (bottom) was mechanically stepped along the optical axis (z) and passed through a cell
expressing opsin. Photocurrents were recorded in the whole-cell voltage-clamp configuration in neurons. (h)
FWHM of the characteristic response profile for both methods at various power levels. (¢) Photocurrent
response profile for CGH (left) and 3D-SHOT (right) with a 10 pm disk target and different power levels. (d)
Spatial profile of two-photon evoked spiking of a L2/3 pyramidal neuron in a mouse brain slice (left) in the
radial dimension. Black: CGH; red: 3D-SHOT, p < 0.56 Mann-Whitney U-test, and (right), along the axial
dimension (p < 0.006, Mann-Whitney U-test). (e) Quantification of the FWHM comparing CGH and 3D-SHOT.
(f) Full volumetric assessment of photostimulation resolution, points throughout the volume were tested, but
only points that elicited spike probability greater than zero are shown. (Adapted from Pegard et al. [7])

3D-SHOT was significantly improved relative to CGH, even using
several orders of magnitude more laser power. Whereas
two-photon photoexcitation with CGH relies only on defocusing
to confine the excitation light to the desired volume, 3D-SHOT
benefits from simultaneous defocusing and temporal confinement,
as femtosecond pulses are temporally stretched above and below
the desired target which further attenuates the nonlinear response
regardless of the targeted area in the (x,y) plane [41]. 3D-SHOT’s
shallow relationship between laser power and spatial resolution is
critical, in that it allows sufficient excitation light to generate action
potentials without significant loss of spatial confinement, as it nor-
mally occurs with CGH, and gives the user the option to use
additional power to reliably stimulate neurons when the exact
level of opsin expression is unknown without significantly affecting
spatial resolution.

222 3D-SHOT We next quantified the physiological spatial resolution of CGH and
Photostimulation with 3D-SHOT in neurons by measuring the spiking probability along
Single-Neuron Resolution the radial direction in the imaging (x,y) plane and along the optical

(z) axis. We compared holography and 3D-SHOT by projecting a
single photostimulation target placed at a distance (x,y,z) from a
patched neuron in mouse brain slice, either with single copy of the
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Fig. 4 3D-SHOT provides cellular resolution photostimulation in a large volume through digital focusing. (a) To
quantify the spatial resolution of 3D-SHOT as a function of hologram target depth, we recorded the spike
probability in cortical neurons while digitally targeting varying positions along the optical axis (z), and
measuring resolution by mechanically sweeping the objective over the entire (z) range and measuring the
response at each point. (b) Spike probability in cortical neurons while targeting the same cell from different
axial displacements (p = 0.2, Kruskal-Wallis Test). (¢) Spike probability resolution as a function of digital
displacement — shaded green colors denote mechanical sweeps across the optical axis for different digital
displacements. (d) Quantification of the FWHM for the axial fit of spike probability as a function of digital
defocus from the focal plane (p = 0.17, Kruskal-Wallis Test). (Adapted from Pegard et al. [7])

CTFP with 3D-SHOT or a disk-shaped pattern of equivalent size
using CGH. We measured spike probability as the hologram was
displaced in small increments by mechanically moving the objective
relative to the patched cell. Experimental results (Fig. 3d) show
similar spatial resolution with both methods in the radial direction
in the focal plane, with a FWHM of 10 + 2 pm for holography, and
9 um=£ 1.3 for 3D-SHOT (p = 0.57, Mann-Whitney U-Test)
consistent with the dimensions of the disc and Gaussian patterns
at the focal plane (Fig. 4a).

However, with conventional holography, the spike probability
along the z axis does not permit single-cell resolution
(FWHM = 78 £ 6 pm). In contrast, 3D-SHOT provides far
superior resolution (FWHM = 28 + 0.7 pm, p = 0.006, Mann-
Whitney U-Test, Fig. 3d) compatible with single-cell resolution in
all three dimensions, in that the FWHM of spike probability is on
par with the typical dimensions of a cortical neuron and their inter-
somatic spacing (Fig. 3¢). We recorded from neurons in brain slices
and measured the spiking probability in response to 3D-SHOT
excitation by digitally refocusing a hologram to stimulate positions
throughout a 50 x 50 x 100 pm (x,y,z) grid. This experiment
revealed that the neuron was photoactivated only when the disc
image was targeted to the cell body (Fig. 3f).

2.2.3 Spatially Precise A major advantage of holographic optogenetics is the ability to
Remote Control with 3D- photoactivate neurons at different depths that are part of the
SHOT same circuit. Since the major advance of 3D-SHOT is its ability to

target temporally focused patterns arbitrarily in 3D, it is vital that
3D-SHOT maintains its ability to activate neurons with high spatial
resolution even when digitally focusing light far from the zero-
order of the optical system (e.g., the center of the optical axis at
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2.2.4 \Volumetric
Optogenetics at High
Spatial Resolution

the natural focal depth of the system). Therefore, we next evaluated
the accessible depth within the volume of interest by measuring the
activation and spatial resolution as a function of the distance from
the holographic zero order. Toward this end we measured spike
probability in neurons via current clamp in mouse brain slices
(Fig. 4a). To test if the CTFP can be digitally displaced along the
z axis, we systematically moved the digital focus of the hologram
(with a lens term on the SLM), and accordingly corrected the
mechanical position of the objective by the same distance
(02Digital = —0ZMechanical)- Lhis test showed that 3D-SHOT effec-
tively photostimulates cells at locations distal to the zero order, as
photocurrent and spike-probability were not affected by digital
offset in z (Fig. 4b, p = 0.2, Kruskal-Wallis).

We next asked if the axial resolution of stimulation was constant
when stimulating away from the natural focal plane at z = 0. For
this we measured the FWHM of the axial PPSF as a function of
digital defocus. As before, we digitally moved the holographic
target along the z axis, but instead of matching the digital and
mechanical offset, we stepped the objective across the entire range
of the z axis and measured the physiological response at each
location. This allowed us to measure the axial spatial resolution of
photostimulation from locations distributed on either side of the
optical axis. Results show that 3D-SHOT effectively confines exci-
tation to the desired depth range throughout the 180 pm range
that we sampled, as the FWHM of stimulation did not change as a
function of digital defocus in z (Fig. 5¢, d, p = 0.17, Kruskal-Wallis
Test). These experiments show that 3D-SHOT retains axial con-
finement capabilities that are compatible with single-cell resolution
for photocurrents and spike probability while targeting neurons at
any depth within the accessible volume defined by the SLM and the
microscope assembly.

In addition to being able to create multi-target patterns at arbitrary
depths with precise power control, the utility of 3D-SHOT for
various applications is also determined by the absolute targetable
volume and the number of targets that can be placed in a single
hologram with the appropriate spatial resolution. To test the limits
of the volume that can be simultaneously targeted using 3D-SHOT
in our setup, we randomly selected up to 75 points distributed
throughout the 350 pm x 350 pm x 280 pm volume of interest,
and generated a point cloud hologram simultaneously targeting all
of these points. We measured 2P absorption using a sub-stage
camera (as in Fig. 2) and we measured the radial and axial confine-
ment of each spot in the multi-target hologram (Fig. 5a). Quanti-
fying the radial and axial FWHM showed that adding additional
targets (up to 75) did not degrade the confinement of light in
multi-spot holograms (Fig. 5b, p = 0.34 Axial FWHM, Kruskal-
Wallis).
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Fig. 5 Spatial resolution with simultaneous targets throughout a large volume. (a) 3D-SHOT was tested by
simultaneously targeting 75 randomly distributed targets within the full operating volume defined by the SLM’s
spatial range for the first diffracted order. Projection views of the 3D reconstruction of 2P-induced fluorescence in
a calibration slide are shown along the (y, z), (x, z) axis, with a 3D projection. (b) Similar experiments were
repeated with 20, 30, 50, and 75 targets. The FWHMs of the two-photon response were computed for each target,
and show that spatial resolution and axial confinement are not significantly degraded by increasing the number of
simultaneous targets in any given hologram (axial FWHM: p = 0.34, Kruskal-Wallis; radial FWHM: p < 0.001 for
75 ROIs; p > 0.05 for all other comparisons). (Adapted from Pegard et al. [7])

Overall, our experiments show that with 3D-SHOT as with
CGH, the accessible volume and available optical power under the
objective depends on the diffraction efficiency of the SLM, the laser
power, and on cumulative losses across the optical path. Altogether,
these design parameters determine the number of neurons that can
be simultaneously illuminated with the desired spatial resolution.
Here, with 600*800 pixels on the SLM, we characterized single-
shot photostimulation of up to 75 targets (limited by laser power)
with no degradation of resolution within a 0.034 mm® volume
(350 pm x 350 pm x 280 pm, Fig. 5). For comparison, custom
photostimulation patterns have been demonstrated in previous
works within a 0.017 mm?® operating volume with multi-level TF
[51] (240 pm x 240 pm x 300 pm), ~6.25 x 10~* mm? with point
scanning methods (250 pm x 250 pm x 15 pm) [18, 33].

2.3 Calibration of The calibration and alignment of the optical system is critical to the
3D-SHOT with Imaging  successful use of any multiphoton stimulation system, this is made
System even more challenging when improving the resolution of such a

system. Furthermore, whereas it is customary to report the best
possible resolution in optics publications (to explain the potential
of the technique), it is also known that the resolution is not con-
stant throughout the entire working volume. However, for
biological experiments, it is necessary to know what the actual
resolution is at any given point in the working volume.
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Furthermore, even subtle errors introduced by aberrations of lenses
and the SLM can lead to mistargeting problems that will prevent
accurate experiments if they are not accounted for. To that end, we
developed a calibration protocol and numeric tools to map the 3D
holographic stimulation path with the multiplane two-photon
imaging path. This calibration empirically accounts for aberration
and deformities that are introduced both by the SLM and asso-
ciated lenses, but also by the optomechanical defocusing method
(in this example an electro tunable lens; ETL). This strategy pro-
vides both an improved calibration over less thorough procedures,
and even more critically accurate measurements of the size of the
holographic disk throughout the useable volume. While this proce-
dure is quite slow, it is fully automated and can be run overnight (see
Note 2.3.1). Scripts are available at https://github.com/
adesniklab /3D-SHOT /AutoCalib

In addition to the 3D-SHOT and 2P imaging system described
above, the calibration requires a substage camera (Fig. 6a). While
many camera objective pairings are theoretically useable, we used a
Basler camera (acA1300-200um) with a 5x Olympus air objective
(Olympus MPLFLN) and a thin fluorescent slide (see Note 2.3.2).
Care should be made to match the substage camera’s field of view
to be at least as large as the imaging field of view.

Calibration Procedure

(a) Manually position the substage camera such that the slide is in
focus, and the illuminated area is in the center of the substage
camera’s field of view. Tip: It may belp to zoom in the 2P image
and/ov veduce the line count to get move visible fluovescence on
the substage camera. However, care should be made not to
photobleach the slide, and it will be necessary to return the
imaging conditions to their normal settings befove the vest of
the calibration.

(b) Compute 500-1000 test holograms containing a single target
randomly placed throughout the imaging accessible volume.
Tips: Random spots work slightly better than rvegularly placed
spots to avoid overfitting.

(¢) Coarse Alignment. Sequentially illuminate each hologram
with the same power and record the fluorescence on the
substage camera (Fig. 6a). Move the objective mechanically
in 25-pm steps increments throughout the useable volume to
get a stack of images for each hologram. From this stack you
can get the expected XY location of each hologram, and the
peak fluorescence depth. Tips: Make sure that the power level
you use heve is neither saturating the substage camera, nor too
dim to be visible. As holograms near the center of the optical axis
will be brighter (better diffraction efficiency) we recommend
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Fig. 6 Calibration protocol for 3D-SHOT. (a) Substage camera assembly for calibration with a uniform
fluorescent thin film on a microscope slide. (b) A single hologram is imaged at 13 different planes by moving
the hologram with respect to the thin fluorescent slide. The full range is +-40 um from the estimated center of
the hologram. (c) We fit a Gaussian curve to the measured fluorescence at each plane for each hologram
recorded in (b). Relevant resolution characterization values (peak intensity, FWHM, and depth) are extracted
for each hologram. (d) We first identify the relationship between the predicted SLM defocus and the detected
depth of the corresponding holograms. (e) Mapped relationship between hologram FWHM and the hologram
depth (left) is measured in the entire volume accessible by the SLM (right). (f) Hologram diffraction efficiency is
measured throughout the field of view. (g) True depth of the two-photon imaging planes, as detected by the
substage camera. We note that the planes are neither flat, evenly spaced, nor parallel to the axis of the
camera, but that the calibration will account for all those discrepancies. (h) The final hole pattern in SLM space
accounts for aberrations and curvature from both the SLM/stimulation path and imaging path. (i) Images of the
holes ablated in the first plane, and for a subsequent plane. The hole pattern is asymmetric, so that
subsequent planes will not burn in the same location. (j) Simulated targeting error over the full calibrated
volume
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(f)

using a test hologram near the zero order block and set the power
such that it is just below saturating the camera pixels.

Fine Alignment. Take a z stack at 5-6 pm spacing for the
+40 pm around the expected Z location of each test holo-
gram (Fig. 6b). Extract the fluorescence at the center of the
hologram across the measured depths and fit this value to a
Gaussian. The width of this Gaussian is the axial FWHM for
the measured XYZ depth, and the peak of the Gaussian will be
used to determine the diffraction efficiency for this point
(Fig. 6¢). The radial FWHM is determined by the fluores-
cence profile of the holographic spot at the best depth. It is
best measured by fitting the observed fluorescence to a
Gaussian, but as it is measured at a high spatial resolution
already, this is not critical. Tsp: while there may be aberrations
ov curvature from the SLM or other optical elements, they don’t
need to be explicitly corrected as the general mapping strategy
will account for all smooth distortions.

Fit SLM locations to substage cameras. For every SLM XYZ
coordinate we now have a corresponding XYZ location
measured by the substage camera with the depth determined
from the z stack. Some holograms may need to be excluded if
they were not properly detected (see Note 2.3.3). Use a
polynomial fit to map SLMXYZ to CameraXYZ (Fig. 6d).
Tip: When fitting make suve to scale both the camera pixels and
the z depth to similar size units (such as ym) to prevent over-
weighting one axis. It is best practices to use hold out’ data to
test the fidelity of your fit. This will allow you to detect if there are
systematic problems in your procedure.

At this point you will have collected all the necessary infor-
mation to detect any variation in the shape of the holograms
throughout the useable volume. Axial FWHM is often
degraded when reaching the limits of your optical system
(both radially near the edges, and axially at far defocus levels).
It is important to restrict your experiments to locations where
this FWHM is acceptable for your application (Fig. 6¢).

To determine the diffraction efficiency as a function of target
location in the accessible volume, you may divide the
observed peak fluorescence from the fine calibration by the
best fluorescence observed in the experiment. Here again, we
recommend a polynomial interpolation to map the scalar
“diffraction efficiency as a function of the SLMXYZ coordi-
nates” (Fig. 6f). Tips: The diffraction efficiency accounts for
many spatially dependent losses of observed fluovescence beyond
holographic diffraction efficiency stself. This however works out
to the more useful measure when running biological experi-
ments. Furthermore, it would be move corvect to get the best
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possible measurement of fluovescence with the zero-order block
removed and a zero-ovder hologram. However, in practice this is
unnecessary, the disruptions from removing and veplacing the
zero-order block are non-negligible, and the absolute value of the
measured diffraction efficiency is less important than the exact
profile along which it falls off.

Record the XYZ shape of each imaging plane. Due to aberra-
tions induced by the ETL and the other lenses in the imaging
path (and the substage camera itself), each imaging plane will
have some three-dimensional shape, and they will be different
for all defocusing levels. Image the slide at a single ETL-based
depth and record the fluorescence on the substage camera.
Then move the objective axially to create an orthoscopic
image of its 3D profile. Repeat for many ETL defocus levels
corresponding to the range you want to calibrate (Fig. 6g).
Tips: Make suve to use enough power to be visible on the substage
camera but not bleach. Increase the camera acquisition time, or
[frames averaged to get sufficient signal to noise.

Using a polynomial fit, map the measured Z depth to each
ETL depth value as a function of XY position. Tips: you should
be able to see the shape of each of your imaging planes, curvature
and vipple in these planes is common and usually not detvimen-
tal to imaging quality or stimulation success.

To perform the final step in the alignment relating camera
space to imaging space we calculate the SLM coordinates that
are necessary to place holographic spots on each of the ETL
planes that will be calculated. We use a grid of at least 16 tar-
gets per plane, each target offset laterally so that the projec-
tion of all targets onto a single plane will not be overlapping.
Calculate single target holograms for each of these targets
(Fig. 6h, 1).

Ablate or bleach a hole in the fluorescent slide for each of this
second set of holograms. Take a two-photon image of the
slide at the appropriate ETL depth before and after each hole.
The difference between this before and after image will reveal
the XY position of each hole and the ETL depth can be used
as the detected depth to create a 2PXYZ map for each of the
second set of holograms. Tips: setting the ablation power can
be tricky, higher peak energy, lower wattage pulses appear to
bleach the slide more than they create cavitation and thus
provide a more representative “hole”. We use 5x the standarvd
imayging power for 500 ms to ablate a hole.

Fit the picked CameraXYZ locations to the detected 2PXYZ
locations using a polynomial fit as above. The final calibration
is 2PXY + ETLZ -> CameraXYZ -> SLMXYZ (Fig. 6j). Tips:
All of these fits are symmetvic so it can be self-checked by
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measurving the evvov by attempting to map coordinates onto
themselves with a “vound trip” interpolation between any two
coordinate systems. Additionally, since the last step ablates tar-
gets for which both SLMXYZ and CameraXYZ coordinates ave
known, a second mapping can dirvectly compare SLMXYZ to
2PXY + ETLZ coordinates, but since this approach does not
include o true measuvement of Z it is assumed to be less accu-
rate. Typically, the mean interpolation evrov for a calibration is
<2 pm throughout the entive useable aven.

Troubleshooting. There are two very common sources of mis-
calibration. First, imaging conditions can change. This can
occur due to evaporation of the immersion liquid, instability
in lasers, or other sources. Sometimes the fluorescent inten-
sity of holograms decreases over time. To detect this, plot the
peak hologram intensity in order in which it was measured, as
the locations are randomized, if any trend is visible it indicates
some instability. Imprecise points can be manually excluded
or the whole procedure can be repeated with steps taken to
ensure that this problem will not occur again.

Second, the calibration slide may move. Since the calibra-
tion can take many hours, even subtle movement of the slide
will disturb the calibration. This can be an insidious problem
as depending on when this movement happens it can manifest
in different ways. Prevention is the best remedy, and firmly
securing the slide and the substage camera will mitigate this
issue. A wise step at the end of a calibration is to conduct a
hole test by ablating targets above and below a test location,
with offsets of a few microns, to test the XZY accuracy (even
2 pm offset target will burn less efficiently than a properly
targeted hologram). Typically, slide movements will only
result in a XYZ offset and a digital offset can be applied
without the need for a full recalibration. This approach can
also help fix small post-calibration misalignments that may
occur if there is any drift of the laser beam, when a full
recalibration is not desired.

Notes

2.3.1: Overnight calibrations: While the described calibration is

designed to run autonomously, several problems can arise that
will disrupt it. First, the immersion liquid between the objective
and the slide can dry up. To avoid this, we use a 1:10 dilution of
Ultrasound Gel (NA 1.0, Parker Aquasonic 100), and create a
well to hold excess liquid. Second, if the setup is much more
susceptible to movements during calibration than it will be in
its final form. We also recommend signage to ensure nobody
disturbs the procedure.
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2.4 Comparison of
Opsins for Precise
Activation of Activity

2.3.2: Thin Fluorescent Slide: The detected resolution will be
dependent on the thickness of the thin fluorescent slide. We
manually spray Fluorescent Red (Tamiya TS-36) spray paint on
standard microscope slides, and then screen each to be of
uniform, minimal, and comparable thickness using the
two-photon imaging system. As the diffraction-limited spot
(DLS) of the imaging system is smaller than the 3D-SHOT
spot, it is a useful benchmark for slide quality. For this step, we
take a z-stack of the stationary imaging DLS using various
slides. Variation of the same spot in the same location is caused
by the slide thickness, and thus slides that report the smallest
axial FWHM will be the thinnest. It is very important to pick a
slide and a field of view that is even and flat. Small and sparse
blemishes will be tolerated by the redundancy of the calibra-
tion, but large uneven fluorescence, or frequent scratches or
holes will prevent accurate power calibrations.

2.3.3: There are many reasons why a given hologram may be
poorly detected (e.g., out of range of the camera, insufficient
diffraction efficiency, high noise), but these poorly read data-
points will increase the overall error of the calibration and
decrease its usefulness. It is therefore better to have a smaller
high-quality calibration than a larger one that contains inaccu-
rate data. To ensure data quality, we set a brightness threshold
for each hologram to be included in the calibration. The peak
fluorescence should be at least 2 x the Standard deviation of the
imaging noise, points that do not satisfy this criterium are
removed from the calibration data.

Precisely timed neuronal activation cannot be achieved through
technological progress in optical instrumentation alone. The
molecular actuator, i.e., the opsin, is also a critical element for
proper control of neural activity. The opsin must be selected delib-
erately, such that it synergizes with your chosen optical stimulation
technique. In this section, we specifically discuss the selection of
opsins that best leverage new capabilities introduced by 3D-SHOT
to simultaneously illuminate the entire cell with strong photocur-
rents. Simultaneous illumination approaches as opposed to “spiral
scanning” favor opsins with very fast kinetics and high peak ampli-
tudes, enabling precise timing of action potentials with minimal
jitter. Oppositely, asynchronous scanning-based approaches may
benefit from slower opsins allowing for greater integration times,
and can be activated with less laser power, but at the expense of
temporal precision. Both approaches require opsins that are well-
activated by 1030-nm light to best match commercially available
high-power stimulation lasers.

The requirements for opsin constructs for 2-photon optoge-
netics differ considerably from those used for one-photon activa-
tion. Most notably, multiphoton approaches benefit from “soma-
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targeted opsin constructs”, i.e., those that are only expressed in the
soma and proximal dendrites. Without soma targeting, the spatial
resolution is compromised [11, 19, 56]. Furthermore, other opsin
properties, such as photocurrent amplitude, absorption spectrum,
and photocurrent kinetics, will strongly affect the experimental
abilities of a 3D-SHOT system. These biophysical properties will
interact with both the imaging and 3D-SHOT system and will alter
the resolution, precision, and scale of neural control that is possible.
We will briefly summarize how these properties interact, before
describing a protocol for assessing opsin properties with regard to
how to best activate or suppress a neuron. While many techniques
are employed in this evaluation process, we will focus on those steps
that are germane to opsin evaluation and two-photon optogenetics
while directing the reader elsewhere for some technical procedures.
While we will focus on selection of activating opsins, we will briefly
discuss the additional concerns surrounding selection of a suppres-
sing opsin.

We will also include, where possible and relevant, data on
existing opsins. While many studies focus on individual features of
opsin behavior, proper evaluation of an opsin requires a holistic
understanding of many properties of those opsins. There are rela-
tively few commonly used activating opsins used with multiphoton
optogenetics the most common variants are ChR2 [28], C1V1
[8, 13], ChrimsonR, Chronos [15], ChroME [11], ReaChR
[57], CoChR [56], and ChRmine [14] each with their own advan-
tages and disadvantages. Opsins for two-photon suppression are
less well characterized with only Arch [13], NpHR3, PsuACR, iC+
+, GtACR1 [11], and GtACR2 [58] being described.

We will select for opsins that:

e Are well-trafficked to the somatic membrane with little toxicity.
e Have large photocurrents.

e Have fast kinetics.

e Are well activated by 1030-nm light.

e Are compatible with the all-optical approach of choice.

¢ Can reliably drive spiking in vivo.
Procedure

1. Subcellular Targeting.

When expressed in neurons, the opsin must be properly traf-
ficked to the cell membrane but restricted to whatever extent
possible away from the distal dendrites and axons (Fig. 7a). A
sequence from the Kir2.0 channel [59] can be very helpful to
export from endoplasmic reticulum, while a portion of the Kv2.1
channel [60] has become the standard (but not the only [56])
“soma targeting” motif, facilitating both membrane expression
and restriction to the soma and proximal dendrites. It is advisable
to use all subcellular targeting motifs even when testing opsins in
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photocurrent amplitude and kinetics for several commonly used opsins expressed in CHO cells. (Adapted from
Sridharan et al. [61]). (d) Schematic of three common opsin kinetic metrics: left, time to peak used to measure
opening kinetic. Center, desensitization. Right, tau off, a metric of decay kinetic. (e) Schematized absorption
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reduced preparations such as CHO cells, as membrane targeting
can affect photocurrents substantially. To begin opsin characteriza-
tion, it is advisable to examine the trafficking of your opsin by
creating a construct with the opsin fused to a fluorophore, even if
ultimately a different fluorophore configuration is preferable. This
way, one can ensure that the construct is well-trafficked to the
membrane, while still restricted as much as possible to the soma.
Furthermore, internal protein aggregation may be an indicator of
toxicity. For more detailed discussion of toxicity assessment at
multiple stages, see Note 2.4.1. In our experience, with the excep-
tion of incidences of overexpression, the gene delivery technique
(e.g., AAV, IUE, transgenic) does not dramatically change intracel-
lular trafficking patterns. Still, the most rigorous approach is to
examine your particular opsin with the delivery mechanism you
will use (see Note 2.4.2 for a discussion of delivery approaches).

2. Photocurrents.

Photocurrent is perhaps the most obviously important measure
of potency for an opsin. In many cases the opsin that fluxes the most
current will be the most useful, as more potent opsins can drive
more cells with less energy. While it may be convenient to compare
the one-photon response to light, 3D-SHOT relies on the multi-
photon process and thus one-photon responses are not an accept-
able substitute (see Note 2.4.3).

There are two main criteria to consider when evaluating pho-
tocurrent. First, it is important to probe a large range of light
intensities. Different opsins will saturate (i.e., reach maximal pho-
tocurrent) at different illumination powers and at different photo-
current levels. While it is necessary to reach a certain threshold to
spike a cell (1 nA is a good approximation to spike a 1.2 /3 pyrami-
dal cell with a 5-ms pulse), the shape of this curve will impact your
resolution. The minimal power needed to spike a cell will dictate
the total number of cells that can be activated with a given micro-
scope, and the total heat added for a given number of activated cells
(see Note 2.4.4). In addition, the further this current is from the
saturating current the better the effective resolution will be
(Fig. 7b).

While peak current is often reported, the average current over a
given pulse duration, or the total charge fluxed, is what ultimately
drives cell activation and thus is a more relevant measure for photo-
activation. This is especially important considering that many
opsins show desensitization (see detailed discussion in step 3,
Opsin Kinetics).

Available opsins differ greatly in photocurrent magnitude
(Fig. 7c). While direct comparisons of all commonly used opsins
is not available (though see Sridharan et al. [61] for comparison of
many), only ChroME family [11, 61 ] and ChRmine family [ 14, 62]
opsins appear to reliably reach the 1 nA benchmark. Cells
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expressing either CoChR [56], and ReaChR [57] occasionally
reached this threshold, but not reliably. It is possible that further
improvement of targeting and expression will help these opsins
reach this benchmark.

3. Opsin Kinetics.

While selecting the opsin with the maximum photocurrent
makes sense in many cases, it may come at the expense of speed.
Fast opsins are necessary to take full advantage of the temporal
control offered by 3D-SHOT and to write specific spike trains,
with low spike jitter and high fidelity.

A fast opsin must both open and close its ion channel very
quickly. If the closing kinetic is too slow, two or more action
potentials may result from a single stimulation [34, 52, 53], and
it may be impossible to drive cells to fire at high rates, disrupting
the ability to write a known train. Similarly if the opsin opening
kinetic is too slow, longer stimulation periods will be needed to
drive the cell to fire and the uncertainty (jitter) in action potential
timing [52] will increase.

Moreover, the opening (but not closing) kinetics of both acti-
vating and suppressing opsins [ 11, 46, 63] are often dependent on
laser stimulation power, adding additional complexity [11]. As the
precise mechanics that lead the opsin to transition between con-
ducting states is not yet fully understood [64, 65], and even less is
known about how these transitions may be affected by the
two-photon process, there is often no way to model or infer kinetics
based on the structure of an opsin alone. Instead, the only solution
is to measure these kinetics with each new prospective opsin.

The opening kinetic is often measured using the time to peak or
90% current, but t derived from an exponential fit can also be
reported [8, 11, 15, 56] (Fig. 7d). During prolonged pulses,
many opsins’ photocurrents reduce with time, a phenomenon
known as desensitization (Fig. 7d). This may be either through
inactivation of a population of channels and /or by individual chan-
nels entering states with different conductance [53, 65]. At the
cessation of a pulse, the opsin current decays gradually. This closing
kinetic is typically reported by fitting an exponential fit and calcu-
lating the t (Fig. 7d) [56]. At times, a double exponential may
better fit the data than a single one [11].

Several groups have endeavored to identify or engineer very fast
opsins for one- or two-photon use [11, 15, 66-69]; these promise
to be valuable tools for optogenetic control. While mutations that
speed up an opsin often come at the expense of total photocurrent,
this does not appear to be an absolute rule (note the success of
ChroME and ChETA [11, 68]). Furthermore, it is hard to know
how fast is “fast enough”? Chronos and the mutant forms,
ChroME opsins, are the fastest opsins used in 2p-activation to
date, and can be used in vivo to drive spike trains with jitter much
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less than one millisecond [11, 61, 70]. Nevertheless, in the correct
conditions even much slower opsins such as ChrimsonR [52],
CoChR [56], or ChRmine [14] can reach jitter of about 1 ms.
However, cells expressing these last three opsins struggle to follow
rates over 20 Hz [ 14, 52], probably due to their slower off kinetics.

4. Two-Photon Spectra.

The two-photon absorption spectrum of an opsin affects its
compatibility with imaging approaches and suitability for use with
the high-power lasers typically used for 3D-SHOT. A chief concern
with simultaneous imaging and holographic activation is the phe-
nomenon of crosstalk, in which the scanning diffraction-limited
spot used to excite GCaMP fluorescence also activates opsin mole-
cules (the reader may also refer to Chaps. 2, 3, 5, 6, and 11 of this
book for an extended overview of this phenomenon). Opsins with
low absorption in the range of wavelengths used to image GCaMP
(typically 910-930 nm) reduce crosstalk. Unfortunately, many tra-
ditional opsins are highly activated by blue light, so this has
required the development of many new opsins. Alternate calcium
indicators that absorb in other wavelengths are also available but are
much dimmer than available GCaMPs [71-73]. In addition, most
commercially available high-energy lasers emit around 1030 nm
[63]. Thus, the optimal opsin would have a peak photocurrent
around 1030 nm with a comparative minimum at the wavelengths
to image GCaMP (~930 nm) (Fig. 7e, see Note 2.4.5 for further
discussion of alternate strategies).

It is well known that fluorophores have two-photon absorption
spectra that are considerably different from their one-photon coun-
terparts [74]. To assess the sensitivity at various 2 photon wave-
lengths, the simplest approach is to use a 2p imaging microscope
with femtosecond laser (e.g., Ti: Sapphire oscillator) that is tunable
across a large range of wavelengths. Since spectral response is not
known to be aftected by the light delivery method, using a scanning
imaging system to photoactivate opsins is a suitable approach to
compare the relative activation at different wavelengths and mea-
sure the spectral response profile. Recording photocurrents from
CHO cells at different wavelengths while scanning will provide a
two-photon spectrum for the opsin. Emission power varies with
wavelength, so be sure to test power out of the objective at all
testing wavelengths.

Of the common excitatory opsins, ChR2 [28] and CoChR
[56] are blue-shifted making them suboptimal for pairing with
GCaMP imaging (Fig. 7¢). Several 2p-optimized opsins, including
Chronos, ChroME [11], and ReachR [57] peak around 1000 nm,
and more red-shifted opsins such as C1V1 [13], ChrimsonR [11],
and ChRmine [14] peak beyond 1040 nm.
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5. Characterizing Crosstalk in Imaging Conditions.

In most experiments, multiphoton optogenetics will be paired
with multiphoton imaging. It is important to expressly consider the
relevant ways that these two systems interact. While the stimulation
laser can create an artifact on the imaging system (se¢ Note 2.4.6),
the more insidious form of crosstalk is where the imaging laser can
activate the opsin. This crosstalk results from opsins that are some-
what sensitive to imaging wavelengths, as discussed above. Even
when these depolarizations (or hyperpolarization in the case of
inhibitory opsin) are not enough to overtly change the spiking
rate of cells they can cause significant currents which may alter the
timing of action potentials.

Opsin kinetics and strength also influence compatibility with
2p imaging. A diffraction-limited spot is used for imaging scans
across a cell in a very different way than 3D-SHOT. Here, fast
opsins are again advantageous because activation will decay to
baseline between imaging frames, thus not driving the cell to
spike (Fig. 7f). Strong, slow opsins may be most vulnerable to the
effects of crosstalk, but this can be addressed at least in part by
interleaving several frames in different areas to extend the time
between repeated stimulation. In contrast, as activation is propor-
tional to dwell time of the imaging laser on a cell, approaches that
increase this dwell time, such as having a smaller field of view, will
suffer worse crosstalk [11].

Due to the many variables affecting crosstalk currents, includ-
ing imaging speed, power, wavelength, opsin kinetics, and more, it
is important to test the actual currents induced in your typical
imaging preparation [11]. Empirical measurements with your
opsin of interest and in the typical imaging conditions are essential
to understand the level of crosstalk that you will experience. Whole-
cell recordings, even in ex vivo slice, under analogous imaging
conditions will give the resolution needed to observe how large
the imaging-induced photocurrents are.

6. Characterizing In Vivo Spike Fidelity.

Ultimately the end goal of selecting an opsin is to cause neu-
rons to fire action potentials. While many opsin/stimulation com-
binations can drive cell spiking [11, 34, 52] it is important to
quantify the fidelity of this spiking. One should quantify to the
fraction of cells spikeable, the fidelity of response (i.e., the fraction
of pulses in which the cell spikes), the reproducibility of a response
(i.e., the fraction of pulses resulting in one and only one spike, also
known as no “doublets”), and the jitter of the resulting action
potentials (to understand the limits of your timing control).

Furthermore, these evaluations should be performed at a vari-
ety of frequencies, and in conditions most similar to your biological
experiments possible. Under different stimulation patterns and
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strengths, opsins may be more or less faithful (Fig. 7g), such as
strong, slow opsins producing doublets at high stimulation powers.
We recommend cell-attached or whole-cell recordings from the
anesthetized animal. Of these in vivo criteria, being able to reliably
evoke one and only one action potential per pulse is one of the most
challenging and useful features. While this analysis has not been
performed on all opsins both ChroME [11] and ChrimsonR [52]
can be driven in the regime where one and only one spike is
possible.

7. Considerations for Multiphoton Suppression.

Multiphoton suppression involves using an inhibitory or sup-
pressive opsin (one that hyperpolarizes a cell) instead of an activat-
ing one to prevent a cell from firing. Multiphoton suppression
employs many of the same concerns as multiphoton activation.
Concerns around spectrum, photocurrents, imaging compatibility,
and toxicity requirements are all very similar between activating and
suppressing opsins.

The primary difference is in the requirements for kinetics,
whereas activation requires a fast off kinetic to prevent doublets;
suppressing opsins have no such constraints. In fact, slower off
kinetics can be helpful, as they allow discontinuous (aka duty
cycled) light to achieve continuous inhibition. Similarly, as it is
rare to know the precise timing of a naturally occurring spike,
there is a diminished need for a fast on kinetic, but this comes at
the cost of needing to suppress activity for a long duration. With
increased photostimulation durations come increased hazards of
heat buildup, and corruption from optical artifacts. Furthermore,
opsins that desensitize to two-photon stimulation, i.e., have a high
peak current but a lower sustained current, such as iC++ [11], are
disadvantaged as the peak current contributes less to the overall
suppression of activity.

Finally, whereas photoactivation is a nearly binary process, a
spike is either evoked or it is not, suppression is graded. Even if a
given opsin stimulation can suppress spontaneous activity, a partic-
ularly large endogenous stimulus might overwhelm this inhibition.
As such many aspects of benchmarking inhibitory opsins are harder.
Nonetheless, GtACR2 [58], GtACRI, and Arch [11] have all been
used to successfully suppress activity in vivo. Although of these
Arch and GtACR2 only suppressed ~50% of spontaneous activity
[11, 58], whereas GtACR1 was more effective [11].
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3 Conclusion

When selecting an activating opsin for very precise manipulation of
spike trains there are a variety of factors that need to be weighed.
Thus, a holistic approach that evaluates all qualities of the opsin is
required to pick the optimal tool. Of the opsins that have been
tested for their compatibility with two-photon optogenetics, only
ChroME, ChRmine, CoChR, and ReaChR reach the photocurrent
benchmark of 1 nA. Of these only ChroME, and ChRmine can be
used to drive spikes with sub-millisecond jitter, and only ChroME
responded reliably at rates above 40 Hz. However, as more opsins
are developed for multiphoton use, this set of useable opsins will
continue to grow. In the near future, there will be a generation of
new opsins that are discovered or mutated from existing opsins that
will advance our ability to control the firing of cells. As the field
grows out of its infancy it is likely that more criteria will present
themselves as essential for selecting the best opsin. Until they do,
we hope this guide will aid in the benchmarking of future opsins for
the precise recreation of neuronal activity patterns.

Notes

2.4.1: While observing aggregates in structural imaging is a clear
indicator of possible toxicity, many exogenous proteins can
have deleterious effects on the health of cells without necessar-
ily forming aggregates. Thus, we recommend further assess-
ment of cell health for all preparations used for experiments.
Viral overexpression and/or combination with other stressors,
including calcium buftering from GCaMP, may further lead to
cells no longer responding physiologically. It is important to
benchmark the health of cells with your chosen opsin and
expression strategy. There are two broad categories to examine:
First the intrinsic properties of cells, and second their physio-
logical responses to stimuli. Intrinsic properties, such as a cell’s
input resistance, resting membrane potential, membrane time
constant, action potential threshold, and shape of an action
potential should all remain unchanged, between opsin expres-
sing and opsin negative cells, and are easily measurable in
ex vivo whole-cell recordings. Similarly, the resting firing rate
of cells in vivo should not be altered by the presence of an
opsin, nor when imaging with standard GCaMP imaging con-
ditions. Physiological assessment of cell health is more chal-
lenging and is often overlooked. Ideally, one would measure
the in vivo responses to given sensory stimuli and show that
they do not change with presence or activation of the opsin.

2.4.2: Opsin expression. While AAV delivery of opsin is a popular
and effective strategy for expression in neurons, it can
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introduce variability, especially dependent on differences in the
viral preparation [75]. Especially if new constructs are being
created, the time to develop new viral delivery systems may be
preventative. For this reason, we recommend using transfected
CHO cells for opsin biophysics such as kinetics, and in utero
electroporated cortical neurons for experiments assessing neu-
ronal responses. For photocurrent assessment, while CHO cells
will provide some information, we recommend using neurons.
Subcellular targeting and the interactions between endogenous
channels and opsins could potentially alter the effectiveness of
different opsin constructs. For this reason, we recommend
whole-cell voltage-clamp recordings in neurons in utero elec-
troporated with the opsin construct of interest.

2.4.3: The two-photon response of opsins: while relatively little
work has been devoted to comparing the two-photon
responses of opsins, several lines of evidence support that the
activation we see is indeed a two-photon process. First, others
[13, 46] have fit very low power activation of C1V1 or ChR2
and concluded that it better followed a quadratic fit rather than
a linear one. More recent work has shown [16] that a dispersed
laser pulse, with lower peak energy, is unable to activate Chrim-
sonR while a compressed pulse is.

2.4.4: The risk of brain heating is greatly expanded with multipho-
ton imaging and optogenetics. It has been shown that even
modest temperature increases used in one photon optogenetics
can sometimes affect firing rates of cells [76, 77]. Thus, the
much higher energies used in multiphoton optogenetics, and
to a lesser extent imaging, could in theory lead to aberrant
behavior. This concern is mitigated somewhat by a 2-3 °C
decrease in the overall temperature of the brain simply through
the cranial window and water immersion objective that is used
in the microscope [78, 79]. Nonetheless, brain heating espe-
cially with multiphoton optogenetics remains a risk [80, 81].

2.4.5: While, by far the majority of groups doing all-optical multi-
photon optogenetics use red-shifted opsins [11, 14, 16, 34,
82], others have focused on blue-shifted opsins with red indi-
cators [58]. In theory, 3D-SHOT should be fully compatible
with a lower wavelength laser. However, 3D-SHOT requires a
high-energy laser to stimulate many cells. As currently there are
tew available lasers that have very high peak power at 930 nm, it
is difficult to build a system that can control many cells. None-
theless, this approach ofters several advantages that should not
be overlooked. All opsins recorded to date have substantial
“blue shoulders”, i.c., current fluxed at lower wavelengths
than their peak. As such with a red-shifted opsin there will be
some activation by the imaging laser. This “scan activation”



132 lan Ant6n Oldenburg et al.

References

presents a potential confound that if not accounted for could
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An All-Optical Physiology Pipeline Toward Highly Specific
and Artifact-Free Circuit Mapping

Hendrik Backhaus, Nicolas Ruffini, Anna Wierczeiko, and Albrecht Stroh

Abstract

All-optical physiology of neuronal microcircuits requires the integration of optogenetic perturbation and
optical imaging, efficient opsin and indicator co-expression, and tailored illumination schemes. It further-
more demands concepts for system integration and a dedicated analysis pipeline for calcium transients in an
event-related manner. Here, firstly, we put forward a framework for the specific requirements for technical
system integration particularly focusing on temporal precision. Secondly, we devise a step-by-step guide for
the image analysis in the context of an all-optical physiology experiment. Starting with the raw image, we
present concepts for artifact avoidance, the extraction of fluorescence intensity traces on single-neuron
basis, the identification and binarization of putatively action-potential-related calcium transients, and finally
ensemble activity analysis.

Key words All-optical physiology, Functional calcium imaging, System integration, Optogenetics,
Event-related analysis of functional fluorescence traces, Stimulation artifact avoidance, Spectral
independency

1 Introduction

The advent of optogenetics, pioneered already more than a decade
ago [1, 2], has revolutionized our understanding of the contribu-
tion of individual, genetically defined neurons to circuit function.
For the first time, we could start to unravel the causal relation of a
distinct genetically defined compartment of the network to whole-
brain circuit dynamics and ultimately behavior. Optogenetics
impinged upon all fields of neuroscience. For each of those fields,
individual roadblocks needed to be overcome based on the princi-
ple of optogenetics, i.¢., the illumination of a defined brain volume
with rather high light intensity exceeding 1 mW mm ™2, In the field
of single-cell electrophysiology, the problem of the Becquerel effect
had to be solved by the design of specific electrodes, in the field of
behavior the problem of flexible and non-tethered light delivery
had to be solved. These obstacles could be removed already in the
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first years upon the advent of optogenetics [3]. Yet, there is one
field of neuroscience, which maybe poses the ultimate challenge for
the integration of optogenetics: optical functional imaging. The
field of optical imaging, particularly of individual neuron function
in the intact tissue, relies on detecting subtle changes in light
intensity [4]. The implementation of two-photon microscopy in
combination with calcium indicators in the early 2000 allowed for
the first time a functional readout of neuronal circuits comprising of
several hundred neurons in the rodent cortex [4—6]. This leads to a
tremendous advance in our understanding on how complex circuit
dysfunction arises, particularly also in the early stages of neurologi-
cal disorders [7—11]. The ability to identify a rather small fraction of
dysregulated neurons in the circuitry makes the true difference in
comparison to single-cell or population readouts. And of course,
also here, the implementation of optogenetics holds tremendous
potential, as a causal manipulation of, e.g., single dysregulated
neurons and the simultaneous readout of circuit function would
truly advance our understanding on cause and effect in network
disorders. And indeed, in 2012 [12, 13] the efficient two-photon
excitation of opsins became a reality, followed by combined
two-photon imaging and two-photon optogenetics [14-17]. In
these early proof of concept studies, it already became apparent,
that all-optical approaches pose unique challenges, both in terms of
system integration, experimental design, and not the least, analysis.
First, conventional line-scanning excitation schemes have proven to
be rather less efficient. Second, only a few opsins seem to be
two-photon excitable, and there is yet no molecular or structural
predictor, which could guide molecular engineering of opsins to
modity their two-photon cross section. Thirdly, as mentioned
above, the light intensity used for two-photon optogenetics ranges
orders of magnitude higher compared to the light intensities used
for the excitation of fluorophores, creating problems in terms of
indicator bleaching and tissue heating. Lastly, also the analysis poses
problems in terms of artifact removal and synchronization. All of
this prevented up to now the broad implementation of all-optical
approaches, despite their promises. Here we will focus on the entire
workflow for an all-optical experiment in circuit neuroscience,
reporting on recent advances, and giving guidance for the unique
requirements of all-optical physiology.

2 Experimental Framework

Circuit neuroimaging historically originated in invertebrate species,
and, alongside with the technique maturation and development,
has been introduced in the application of various model organisms,
such as Zebrafish, allowing, e.g., for the whole-body imaging of
transparent zebrafish larvae [ 18]. In recent years, optical imaging of
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local circuits has been predominantly applied in mouse models.
This is on the one hand due to the availability of mouse models of
human disorders, and also due to the rather preserved cortical
cytoarchitecture in comparison to humans. The limitation of pene-
tration depth and of course the invasiveness of the method cur-
rently seems not to allow the implementation in human preclinical
research. Here, we focus on the implementation of all-optical
approaches in mouse cortex. Cortical networks are critically
involved in fundamental tasks of the brain, starting from sensory
processing [19-21], to decision making [22-24] and mechanisms
involved in consciousness [25, 26]. Optical neuroimaging using
genetically encoded calcium indicators [27] can resolve the activity
of local neuronal population even with single-action potential
(AP) resolution of sparsely firing neurons. Recent advances
[28, 29] even allow for the detection of cortex-wide activity of
thousands of neurons in real time. Certainly, despite these
advances, genetically encoded calcium indicators are inherently
slow, so single APs can only be resolved if the inter-AP interval is
sufficiently long, preventing the resolution of individual spikes,
e.g., of fast-spiking interneurons, such as PV interneurons
[27]. What is more, the frame rate of current commercially available
two-photon microscopes ranges at 30 Hz for full-field imaging, at
least for the majority of microscopes equipped with resonant scan-
ners [30]. Using random-access scanning, the temporal resolution
can be increased, but at the expense of a limited ability to do post-
hoc operations for movement correction. While inertia-free AOM
systems allow for a much higher framerate [31] (see also Chap. 3),
the current standard in the field is single-plane full-field imaging at
30 Hz, a good trade-oftf between speed, signal-to-noise ratio
(SNR), and field of view size. This has important implications for
the integration of optogenetics in an optical microcircuit imaging
framework. With an effective temporal resolution of 30 Hz, the
window of coincidence which can be resolved equals 33.3 ms. It is
therefore imperative to design a framework which avoids the loss of
even a single imaging frame. Here, with these limitations in mind,
we put forward concepts focusing on artifact avoidance or removal,
to retain the utmost temporal resolution. Even more so, for the
relation of a per se unspecific signal, i.e., the increase of fluorescence
intensity to an underlying AP, specific criteria need to be met in
terms of the temporal dynamics of an AP-related event. The entire
workflow of an optical functional imaging approach has to be
tailored, starting from the design of the hardware, to the experi-
ment itself, and the subsequent analysis. This chapter does not
strive for giving an overview of all possible solutions of the integra-
tion of optogenetics for all-optical experiments, but rather focuses
on a few tried-and-tested pipelines.
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3 Technical Framework for Functional Neuronal Circuit Mapping

An optimal system integration needs to be tailored toward the
specific requirements for addressing the neurophysiological
research question. Investigating action-potential-related neuro-
physiological events mandates a precise temporal synchronization
of all acquired signals and interventions, in our case opsin excita-
tion, to ultimately gain evidence of cause and effect in the investi-
gated neural circuit.

Multichannel-data-acquisition (DAQ) interfaces can be
employed to collect signals from all involved subsystems. We
would strongly suggest to design a hierarchical configuration, in
which all subsystems, including the microscope, report the critical
signals, such as the frame trigger to this unifying and synchronizing
device. Commonly used manufacturers are National Instruments
(Austin, Texas, USA) or Cambridge Electronic Design (Cam-
bridge, UK) [32-34]. Integrating multichannel-data-acquisition
hardware in the microscope itself is also a viable solution offered
by many major microscope companies. Connecting this device with
a suitable integration software generates a master file for each
experiment, containing individual traces for all relevant signals,
such as breathing rate, temperature, frame trigger, and certainly
optogenetic or sensory stimulation pulses. Referring to the men-
tioned manufacturers, LABView is used for National Instruments
interfaces, whereas DAQ boards from Cambridge Electronic
Design use the software package Spike2. Particular care has to be
exerted in terms of gathering all relevant information important for
the current experiment in this master file. For example, the frame
trigger signal of a microscope can give insights at which absolute
time point images were acquired. For tactile stimulation, a
TTL-pulse can be generated by the DAQ boards itself, avoiding
varying time delays as occurring with using PC-based USB control.
Thereby, the experimenter gains full control and a complete report
of all relevant systems parameters without temporal jitter.

4 Somatic Calcium Influx as Correlate of Suprathreshold Neuronal Activity

4.1 Two-photon
Raster Scanning

Functional calcium imaging utilizes the action-potential-related
calcium influx into a cell as a correlate of neuronal activity [35—
37]. A genetically encoded calcium indicator (GECI) is undergoing
conformational changes upon binding of calcium ions, causing a
change in its fluorescence properties [38]. Currently, the most
commonly employed GECI is GCaMP6. It has to be mentioned
that there are different subtypes of GCaMP6: GCaMP6s (the “s”
stands for “slow”), exhibits a high SNR but slow off kinetics,
GCaMP6m (“intermediate”) exhibits medium, and GCaMP6f
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(“fast”) fast kinetics [27] (see Note 1). We recommend using
GCaMPo6f whenever possible, particularly for event-related analyses
with the aim of extracting action-potential-related calcium tran-
sient with utmost temporal resolution. The excitation spectrum of
GCaMP6f has its maximum at 497 nm [27] under a one-photon
excitation regime. However, the penetration depth using the prin-
ciple of one-photon excitation is limited, inter alia caused by light
scattering in the brain which requires a pinhole to avoid detection
of scattered light that does not derive from the focal point
[39, 40]. Furthermore, the deposited energy in the brain by
photons of this wavelength can lead to phototoxicity and bleaching
of the indicator [41]. The development of microscopes using the
principle of two-photon excitation combined with raster scanning
approaches [42] overcame these limitations and therefore revolu-
tionized functional neural circuit imaging [5]. Furthermore, pin-
hole solutions became dispensable since all emitted photons
necessarily originated from the fluorophores excited at the focal
point.

Fluorescence excitation by two-photon excitation requires two
photons being absorbed by the fluorophore within a time window
of less than 107'¢ s [40], resulting in a tremendously low probabil-
ity for a two-photon excitation. Even though two-photon excita-
tion can be achieved by continuous-wave lasers [43, 44], the
development of mode-locked femtosecond pulsed lasers, like the
Titanium-Sapphire (TiSa) laser (Fig. 1a), enabled focusing light at
high-intensity spots and thus efficient two-photon excitation at the
focal point at moderate laser power in vivo [42]. Two-photon
excited fluorescence images can be acquired by employing raster
scanning of the focused laser beam (Fig. la), where the beam is
deflected by a galvo-resonant mirror system to the specimen cover-
ing the field of view (FOV) [5]. The dimensions of the FOV
depend on the chosen objective and its numerical aperture (NA).

A Source Delivery Image generation Detection

~
(Two- -photon Femtosecond Microscope Raster scanning PMTs &

Mlcroscope Laser objective galvo- resonant Bandpass fllter
B

- enta ~
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lens CCD Chip__J
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Miniature
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Fig. 1 Principles of functional calcium imaging. (a) Scheme of two-photon-based readout using a femtosecond
laser and raster scanning principle. The laser is focused by the objective and the focal point is guided by a
galvo-resonant scanhead over the field of view. Emitted fluorescence is collected and detected by a PMT. (h)
One-photon Miniature Microscopes used for freely moving animals require a miniaturization of light sources,
achieved by bandpass filtered LEDs. A full-field illumination via a GRIN lens is carried out and a CCD-Chip
collects emitted fluorescence
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4.2 One-photon
Miniature Microscope
Full-Field Imaging via
GRIN Lens

The duration that the laser beam remains focused on a pixel is
defined as the pixel dwell time. For fluorescence excitation, a pixel
dwell time of 1 ps is commonly applied, resulting in frame rates of
30 Hz for galvo-resonant systems [9]. Note that this temporal
resolution is critical for the subsequent identification of
AP-related calcium transients based on their temporal dynamics.

The emitted fluorescence light is collected by the objective and
is deflected to a photo-multiplier tube (PMT). In front of the PMT,
a spectral bandpass filter ensures that only light in the bandwidth of
the fluorophore’s emission band is detected.

In the field of in vivo calcium imaging, a recently emerging method
are miniature microscopes, mounted on an implanted baseplate on
the head of the animal. In this chapter, we solely refer to
one-photon miniature microscopes, whereas Chap. 7 gives a
detailed introduction to two-photon miniature microscopes.
Recently, the first three-photon miniature microscope was pro-
posed by the group of Jason Kerr [45]. Miniature microscopes
paved the way for the combination of functional imaging with
behavioral assays in which the animal moves freely. What is more,
brain regions not accessible by two-photon microscopy due to its
limited penetration depth can be targeted. First developed by the
group of Mark Schnitzer [46], nowadays several manufacturers
offer ready-to-use systems (INSCOPIX, Palo Alto, CA, USA
[47]) but also open-source systems are being provided by the
community, e.g., the UCLA Miniscope [48] or the
FinchScope [49].

Retaining the image information also in deeper brain regions is
afforded by a gradient-index optic (GRIN lens, Fig. 1b). GRIN
lenses have a cylindrical shape with a radially decreasing refraction
index, and planar surfaces for optimizing optic interfacing. These
two factors, a gradient of refractory index and the planar surface,
retain, at least to some extent, the image information throughout
the passage of light through the GRIN lens. It is important to note
that there is a deterioration of image quality with increasing the
length of the GRIN lens. As a light source, a LED in combination
with spectral bandpass filters is used [47], and the image is typically
recorded by a CCD chip. The sampling rates for functional calcium
imaging differ depending on the chosen model, ranging from
15 Hz with a field of view of 1440 by 1080 pixels (nVoke, Inscopix,
Palo Alto, California) up to 60 Hz at a field of view of 752 by
480 pixels (Miniscope-v4, UCLA, Los Angeles, California). The
following issue needs to be considered: the reliable recording of
neuronal layers depends on the location of the GRIN lenses tip,
neurons located 100-300 pm below the tip can be resolved by
electronically adjusting a focusing lens [47]. However, changing
the x-y-position of the recorded field of view is not possible and is
predefined by the implantation site of the GRIN lens.
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5 The Principles of Optogenetic Manipulation Methods in a Nutshell

5.1 One-photon
Raster Scan Opsin
Excitation

There is a vivid research in the field of molecular biophysics on the
development of new opsin classes paralleled by the improvement of
existing opsins by molecular engineering. The researcher needs to
decide which opsin is best suited for the question at hand, i.e.,
should a specific component of the network be silenced or stimu-
lated. Importantly, at this time, there are no a priori predictions on
the suitability of a given opsin for two-photon excitation. Here, we
cannot give a comprehensive guide on the specific requirements for
any specific opsin. We suggest caution on the use of newly devel-
oped opsins for non-experts in the field of optogenetics: Achieving
strong and stable expression of an opsin requires dedicated and
careful titration steps [33, 50, 51]. Also, it so happened more than
once, that a new opsin, while promising at first, showed rather
negative cytotoxic effects, requiring the development of new ver-
sions [52]. Consequently, if there are no critical requirements such
as kinetics or specific ion conductance, we would strongly suggest
to use tried-and-tested opsins, even if they might not be tailored to
the specific neuronal class. For example, if a neuronal subpopula-
tion is probed which exhibits an intrinsic firing rate exceeding the
optimal kinetics of a given opsin, it might still be advantageous to
choose this opsin. Remember, the opening time of an opsin is not
determined by the duration of the excitation pulse, but by the
opsins’ intrinsic dynamics, described by the parameter 7, i.€.,
the time at which the probability of an open state is reduced to
1/¢[50]. While this can result in not achieving to optogenetically
mimic the intrinsic firing frequency, it might increase the overall
probability of a successful all-optical experimental approach. Criti-
cally evaluate, which experimental aims are mandatory, and which
parameters of the experimental design can be adapted. This is of
particular importance for an all-optical experiment, requiring the
optimal expression of indicator and opsin, and all the other techni-
cal requirements stated above and below. Spending too much time
on individual components of this chain might reduce the chance of
completing the overall aims of the given study in the inherently
limited time frame. It is already quite complex to set up an
all-optical experimental framework, and we suggest to limit the
complexity whenever possible.

For one-photon optogenetic interrogation, typically a solid-state
laser at the optimal excitation wavelength for the respective opsin
should be employed [50, 53]. Opsins successfully used for the
manipulation of neurons in a one-photon regime include the vet-
eran ChR2 (134) for AP initiation [2, 54 ] and ArchT for inhibition
[2,51]. For these tried-and-tested opsin pairs, two solid-state lasers
can be employed, with 488 nm for ChR2 and 552 nm for ArchT,
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Fig. 2 Schematic overview of system combinations for opsin excitation. (a) Two-photon functional calcium
imaging can be combined with one-photon or two-photon raster scan methods to target opsin-expressing
neurons. The method of Computer Generated Holography is a scanless approach and enables the experi-
menter to excite several neurons at the same time under a two-photon regime using spatial light modulators
(SLMs). (b) Miniature microscopes equipped with a second LED for opsin excitation are based on one-photon
full-field illumination delivered via an implanted GRIN lens

provided that the light intensity at the excitation site is
>1 mW mm 2 [55]. The one-photon light source is coupled to
the microscopes beam path via optic fibers. The region of interest is
raster-scanned typically by a galvo-galvo scanning head (Fig. 2a).
To avoid the detection of the laser pulse for opsin excitation, a
notch filter is blocking the excitation wavelength from entering the
PMTs. Note that there might be a problem in terms of the drastic
increase of autofluorescence during the one-photon excitation
pulse, in the wavelength bandwidth of the signal of interest, here
of GCaMP, leading to a stimulation artifact. Alternatively, if neces-
sary, the PMTs can be blanked by a shutter during opsin stimula-
tion, which results in a sacrifice of signal detection during
stimulation. This might pose problems for subsequent trace analy-
sis, as particularly detecting the stereotypical onset dynamics of an
AP-related calcium transients is vital for ensuring specificity. Apart
from focusing on a single neuron, this approach can also be used to
illuminate a section of or the whole field of view to excite a larger
subset of opsin-expressing neurons. However, the downside of this
approach is that not only the layer recorded in the field of view gets
excited, but also neurons located above or below the recorded layer
can get excited as long as they are exposed to a light intensity that
exceeds 1 mW mm 2, as depicted in Fig. 3a.
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Fig. 3 Mechanisms for opsin excitation. (a) One-photon excitation by a focused beam is carried out by raster
scanning the target neurons. Neurons located above or below the imaging plane are exposed to the excitation
beam cone as well. (b) One-photon full-field paradigms are used in miniature microscopes and do not allow
for neuron-specific excitation but illuminate the entire FOV at once, eventually exciting neurons below the
recorded layers. (c) Two-photon raster scanning approaches overcome this disadvantage due to the physical
principle of two-photon excitation, reaching the necessary photon density only in the focal spot. (d) The
scanless paradigm also enables experimenters to simultaneously excite several target neurons under a
two-photon regime

5.2 Two-photon Utilizing the same physical mechanism like in functional
Raster Scan Opsin two-photon calcium imaging, two photons of roughly the double
Excitation wavelength of the optimal one-photon excitation can evoke an

activation, i.e., conformational change of an opsin. It has to be
noted that there cannot be an a priori assessment on the suitability
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of a given opsin for two-photon excitation regimes (se¢e Note 2).
One of the first opsins probed for two-photon excitation represents
C1V1, typically excited at around 1080 nm [12, 13]. Yet, excitation
beyond the standard range between 1030 and 1100 nm of Ytter-
bium lasers [56] is possible. We explored wavelengths of up to
1250 nm using an Optical Parametric Oscillator (OPO) as light
source, being able to decrease the spectral cross-talk [34]. There is a
wide range of possible light sources for two-photon optogenetic
raster scan-based excitation: A tunable Ti:Sa laser is well suited for
wavelengths up to 1080 nm. However, the femtosecond pulse
dynamics of a two-photon imaging laser is not as critical for opsin
activation as it is critical for imaging, since it is not necessary to
obtain the shortest pixel dwell time possible. Therefore, fixed
wavelength Ytterbium lasers with lower pulse repetition rates
became the most widely applied light source [57]. Since opsin
activation is based on conformational changes of the protein
initiated by an isomerization from all-trans to 13-cis retinal upon
photon absorption, the physical principle differs from functional
calcium imaging with fluorophores, i.c., GECIs. Therefore, the
pixel dwell time is, besides the chosen objectives point-spread
function (PSF) and laser intensity, a crucial factor. Studies
suggest a pixel dwell time of at least 3.2 ps for efficient excitation
[13,33,58].

The raster scan method enables the experimenter to define
several target neurons that are scanned successively in the same
plane (Figs. 2a and 3c¢). Depending on the chosen line spacing,
this can lead to rather long excitation times of up to 100 ms. Please
note that there is an ideal line spacing value, to cover the entire
neuronal membrane. The minimal excitation volume of a micro-
scope depends on the theoretically reachable optical resolution,
defined by the full width at half maximum (FWHM) of the PSF,
and can be estimated by the magnification of the objective and the
chosen wavelength. The reachable optical resolution can be calcu-
lated with Ar~ - —2— [59]. With a given wavelength of
A = 1100 nm ané a NA = 1.0, an average neuron surface of
20 x 20 pm and a pixel dwell time of 6 ps, it takes 16 ms to cover
the entire neuron. For spiral excitation patterns, a similar, yet
slightly shorter stimulation time is needed, ranging at 12.5 ms per
neuron. If the experimenter aims to excite successively 6 neurons,
the excitation process itself takes 96 ms even without consideration
of the time required to move from target to target. These technical
roadblocks limit the effective use of a raster scanning-based
approach, at least if the entire membrane of the neuron needs to
be excited for AP-inducing depolarization or AP-suppressing
hyperpolarization, respectively. The development of opsins with
cither a higher ion conductance or more efficient two-photon
excitability might reduce the membrane area which needs to be
excited, and consequently decrease the stimulation time.
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As described in Subsection 5.2, if more than two neurons need to
be efficiently activated within the time window of a typical imaging
frame, a two-photon raster scanning approach is reaching its limits.
Parallel excitation methods in principle allow for an infinite number
of simultaneously activated regions of interest (ROIs), limited only
by the laser power and the spatial resolution afforded by the spatial
light modulator used [59]. Parallel methods most commonly use
Computer Generated Holography (CGH) for the generation of the
excitation pattern [60] (Fig. 2a). In CGH, liquid crystal spatial
light modulators (LC-SLMs) are integrated into the beam path to
modulate the phase of the electric field of the laser beam, and
typically a low-repetition rate, high-energy Ytterbium laser is used
as a light source [57]. A precise control of the spatial specificity of
the calculated phase hologram is achieved by applying a Fourier
transform-based iterative algorithm on previously acquired fluores-
cence images of the region of interest [61]. A detailed description
of the technical aspects of this method can be found in Chaps. 4
and 11.

With this approach, an effective, simultaneous excitation of
several neurons is amenable. The illumination targets do not need
to be located in the same z plane, neurons above or below the
imaging plane can be interrogated as well, provided that the loca-
tion of all targets is known (Fig. 3d). Depending on the respective
microscope and illumination concept, neurons can be excited
which are located several hundreds of pm distant from the current
z plane. Yet, upgrading an existing microscope setup with this
technique can be cumbersome and expensive, as major changes in
software and hardware need to be done. However, it might be an
interesting option for scientists experienced in two-photon micros-
copy to upgrade a microscope with this technology. A further
interesting option represent hybrid solutions, combining CGH
and scanning [12]. These hybrid solutions guide the illumination
patterns generated by the SLM on a galvanometric mirror. These
patterns comprise multiple typically rather small focal points, but
with high light intensity. This cloud of focal points is then scanned
by the galvanometric mirror, resulting in each focal point to cover
an entire given neuron either using line or spiral scanning
approaches. Thereby, a limitation of CGH-only approaches in
terms of the ever-decreasing light intensity when increasing the
number of neuron-sized patterns is circumvented. For a constant
laser power, the number of neurons which can be effectively acti-
vated by a two-photon regime, as discussed in the previous section,
and in [12] is consequently higher with hybrid solutions (see also
Chap. 11).
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5.4 One-photon
Miniature Microscopes
with GRIN Lenses

Recent one-photon miniature microscopes are capable of opsin
excitation via an implanted GRIN lens. Typically, for optogenetics,
a second LED light source equipped with corresponding bandpass
filters is used in these systems. The excitation paradigm is based on
one-photon excitation (Fig. 2b).

A clear advantage of using GRIN-lens-based solutions is the
ability to specifically target deep structure for optogenetic interro-
gation, without undesired activation, e.g., of passing opsin-
expressing neurons or neurites dorsal of the target region. The
ventral regions below the GRIN lens are illuminated by the light
emitted by the lens, in the geometrical shape of a frustum (Fig. 3b).
An estimation of the effective penetration depth, i.e., exceeding the
threshold for opsin excitation, can be achieved using the Kubelka-
Munk model of light transmission through diffuse scattering media
[55, 62, 63]. The light intensity is decreasing by the distance to the
lens surface, estimated by:

I(z) = Iy T(2)G(2),

where I is the light intensity at the tip of the lens, 1{z) the
transmission factor according to the Kubelka-Munk model for
diffuse scattering media, and G(z) is a geometry factor. The trans-
mission factor is defined as:

1
e =gy

with $=11.2 mm ™', the damping constant in mice [55]. As light is
spreading in a conical shape from the tip of the lens, the angle of
divergence is calculated by 64y, = sinfl(NTA) , where NA is the
numerical aperture of the GRIN lens and # = 1.36, the refraction

index of gray matter in the brain [64]. Using the definition p =
v (ﬁ)2 — 1, the geometric component, the conical light spread

can be calculated as:

2
G(z) = P 5
(z+p)
Therefore, the intensity depending on the depth is defined as:
2
I(Z _ IOP

(Sz+1)(z+p)*

For a GRIN lens with a diameter of 200 pm, a numerical
aperture (NA) of 0.5, a light intensity of 35 mW mm 2 at the tip
of the lens, and an excitation wavelength of 630 nm, the effective
penetration depth for opsin excitation assuming a minimal thresh-
old for excitation of 1 mW mm 2 is 650 pm with a geometric loss of
0.08, resulting in a total volume of 0.118 mm? with the Kubelka-
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Munk model. Note that the lateral spread close to the tip of the
fiber may be underestimated by the Kubelka-Munk model [54, 62],
at least for highly scattering shorter wavelengths.

6 Everything You Always Wanted to Know About All-Optical Data Processing But

Were Afraid to Ask

6.1 Roadmap for
Processing All-Optical
Data

6.1.1 System Integration

6.1.2 Image Data
Acquisition

Independently of the chosen technical implementation, the goal of
any pipeline for data processing is to extract a subset of features
from the raw data, either based on a priori hypotheses, or by data-
driven unsupervised methods. Here, we present a pipeline based on
the idea of an event-related analysis: We put forward the notion that
any functional circuit imaging of a neuronal ensemble at the end
only serves as a tool to extract the underlying action potential train
of each individual neuron. Consequently, we provide a step-by-step
guide to extract putatively AP-related calcium transients from the
raw images. Once this optically derived matrix of AP-related events
is generated, e.g., by transforming an extracted intensity trace to a
binarized train of zeros and ones, already well-established correla-
tion or interaction concepts can be employed on these
dimensionality-reduced datasets.

All-optical experiments require a tailored pipeline for each
technical implementation and mandate the avoidance of false-
positive identification of putatively AP-related calcium transients.

Prior to image data acquisition, the synchronicity of all necessary
subsystems needs to be guaranteed (Fig. 4a). This can be achieved
by copying all relevant trigger and stimulation pulses to a multidata
acquisition interface. These signals include the frame trigger of the
microscope, the logic level controlling the light source for opsin
excitation, and biomonitoring such as the breathing rate and body
temperature. Upon digitalization, the signals are being centrally
displayed by a control software, and a master file for each experi-
ment is generated. Reading out the master files allows for a post hoc
exact assignment of each raw image to a given time and the status
of, e.g., the stimulation regime.

The initial step for analyzing the data is to reduce the impact of
movement artifacts (Fig. 4b). We differentiate between two types of
artifacts: displacements induced by movement in the x-y plane, and
in z plane. While changes in the x-y plane can be corrected retro-
spectively by algorithms based on Hidden-Markov-Model [65] or
discrete Fourier transformation-based image alignment [66],
provided that the field of view is sufficiently large, movements in
the z plane are more complicated to correct. Note that the possibil-
ity for x-y movement correction represents the main reason why
random-access scanning is not recommended, and the field is



150

Hendrik Backhaus et al.

A: System integration for synchronization of imaging and stimulation hardwareﬂ

| -

\( \( )
| B: Image data acquisition>| C: Segmentation >| D: Trace extraction

N1 \,. L A o |

J

-

.
[ (
| G: Connectivity '< F: Binarization |< E: Artifact removal

[ ]
m T Uim
N2 | |
) I 1 B .Lé
oll[ Nl | |
10s
J A VAN J

(N

Fig. 4 Workflow of a pipeline for an event-related analysis of all-optical data. Raw data is segmented into ROls
and intensity traces are extracted. A binarization of transients is carried out and a temporal and spatial
classification of the recorded microcircuit is applied

currently mainly conducting single-plane resonant imaging. Simply
put, if a soma of a given neuron is displaced below the current x-y
imaging plane, this information cannot be regained. A potential
solution for this problem is to record a 3D volume. However, this
results inevitably in a reduction of temporal resolution for any given
neuron recorded. If working with currently most used resonant
systems with a frame rate of 30 Hz, we would strongly discourage
recording 3D volumes, as the temporal resolution is critical for
subsequent identification of putatively AP-related calcium transi-
ents. This is a prime example on how analysis needs should inform
the previous technical implementation steps: Take all efforts to
minimize movement by devising mechanical stability, this cannot
be stressed enough (see Note 3).
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The raw images comprising typically 512 x 512 pixels contain
several biological compartments: neuronal somata, axons, den-
drites, blood vessels, and certainly a multitude of non-neuronal
cells, such as astrocytes. While the one critical advantage of micros-
copy using fluorescent indicators represents the reduction of image
complexity, i.e., ideally only the features of interest express the
fluorophore, still, only a fraction of the image contains the signal
of interest. What is more, in the context of neuronal microcircuit
imaging, it is of advantage to integrate several pixels which reflect
the same functional compartment: when the experimenter aims for
identification of the suprathreshold activity of individual neurons in
the microcircuit, each neuron can be identified as functional unit.
Consequently, each neuronal soma is defined and segmented as
ROI (Fig. 4c¢). In recent years, the range of applications that sup-
port the experimenter in ROI segmentation grew rapidly: mathe-
matical models to perform automatic segmentation based on deep
learning algorithms drastically shorten the time-consuming step to
manually identify neurons in the recorded images [ 67 ]. While there
are deep learning-based methods that process the average of all
images, other techniques integrate the temporal information of
neuronal activity by using subsets of all images for the segmentation
of active ROIs [67, 68]. The approach proposed by Soltanian-
Zadeh et al. is based on a 3D technique: subsets of the acquired
images are created and used to predict 2D probability maps for
active neurons utilizing a neural network. Upon applying a thresh-
old to exclude low-probability regions from each probability map,
individual somata are extracted from high-probability regions
[67]. Ultimately, all somata positions from each image from the
image sequence are combined to acquire a final output of active
somata areas. However, manual segmentation of functional calcium
imaging data by marking neuronal somata with polygon shapes still
prevails due to the applicability on datasets of varying quality, e.g.,
datasets of a particularly low signal-to-noise ratio, when deep
learning algorithms reach their limits. Depending on the strength
of GCaMP6 expression and the overall SNR ratio, if targeting
somatic changes in calcium concentrations, a decontamination of
the ROIs containing the neuronal soma from neuropil signal might
be useful. The decontamination is carried out by expanding a given
ROI in cardinal and diagonal directions, beyond the region of the
soma, which are then separated into several neuropil regions sur-
rounding the initial ROI. The size of each neuropil subregion
should equal the size of the initial ROI. Under the assumption
that the intensity trace of a given ROI is generated by a mixture of
different underlying signal components, but certainly one of the
components exhibits the somatic signal of interest, non-negative
matrix factorization or independent component analysis are
employed to perform a blind source separation, resulting in a
separation into the underlying signal components. By weighting



152 Hendrik Backhaus et al.

6.1.4 Trace Extraction

6.1.5 Artifact Removal

the presence of each component in the central ROI, under the
assumption that the somatic signal is the prevailing component
contributing to the ROIs intensity trace, the strongest signal com-
ponent is defined as the somatic signal [69].

After the locations of somata constituting a ROI have been identi-
fied within the image sequence, the signal over time of each ROI is
extracted (Fig. 4d). The intensity values of all pixels in a given ROI
are averaged for every image of the temporal sequence, resulting in
an intensity trace for every ROI, with a temporal resolution deter-
mined by the frame rate. It has to be noted that the absolute level of
intensity is based on multiple factors such as autofluorescence, the
expression levels of the GECI, or stray light entering the objective.
Therefore, it is recommended to calculate the relative change of
fluorescence, as these dynamic changes, depending on their tem-
poral dynamics, are most likely due to changes in intracellular
calcium levels, and can therefore be termed calcium transients.
Note that there is inevitably a drift of the baseline levels due to
bleaching. These drifts can be compensated for, as long as linear
operations are being used (se¢ Note 4). There is no convention on
how to perform baseline correction. An option used by us and
others represents the definition of a sufficiently long period of
quiescence, i.c., stable baseline non-interrupted by any transients,
and defines this period as baseline (F), separately for each neuron
[7, 9]. The relative change of fluorescence is then calculated by
relating the intensity of each time point (F) to the baseline fluores-

cence AF = F;f“ [70].

Prior to binarizing the extracted intensity traces, potential photo-
stimulation artifacts superimposing the signal need to be identified
and, if possible, corrected (Fig. 4¢). Characteristic properties of
photostimulation artifacts can serve as a basis for reliable identifica-
tion and subsequent correction. Firstly, looking only at individual
responses to an optogenetic stimulus might lead to the notion of a
physiological signal. Yet maybe the most decisive difference
between an artifact and a physiological response is the inherent
variability of the physiological signal. Artifacts, with rare excep-
tions, are rather consistent. Overlaying and averaging the individual
responses therefore gives important cues on the probability of a
physiological origin. For that, the temporal section of a trace
upon the photostimulation is assessed by a n+m matrix M, with
n = stimulus intervall, m = total frames/n. Figure 5b shows an
overlay of the intensity traces of all photostimulation periods of
Fig. 5a (gray lines).

Photostimulation artifacts exhibit several typical features:
Firstly, a photostimulation artifact will show both a sharp onset,
and a sharp offset. Functional calcium transients of physiological
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Fig. 5 Evaluation of photostimulation artifacts. (a) Artifacts caused by photostimulation do not represent a
physiological signal. Onsets of photostimulation are indicated by black triangles. (b) By overlaying (gray) and
averaging (red) periods of photostimulation, an estimation on the impact of the artifact can be made. Here,
100 sample points prior to and 200 sample points after the photostimulation onset, indicated by the black
triangle, are considered. The averaged signal waveform can be used in an algorithm to minimize the
photostimulation artifact. (¢) Subtracting the averaged waveform depicted in (b) at each stimulation onset
can reduce the intensity of the photostimulation artifact. Note that signal components containing the
physiological signal of interest can be altered by the algorithm as well and, in the worst-case scenario, will
be completely eliminated

origin might also display a rather sharp onset, due to the high
affinity of calcium to the indicator represented by a small dissocia-
tion constant Kp and the high temporal gradient of calcium influx.
But it will be characterized by a slow decay, an inevitable conse-
quence of the high affinity of the indicator to calcium. The off
kinetics does not mirror the true time course of the decrease of
somatic calcium concentration. If a researcher would be interested
in assessing the re-uptake of calcium, an indicator with a high Kp/
low affinity would be advantageous, but these indicators typically
display a lower SNR [71]. Any trace deflection with a sharp decay
when using a low Kp indicator is therefore almost certainly not
associated with an AP-related somatic calcium response. Secondly,
if the duration of the intensity deflection equals the duration of
light administration, a physiological origin is highly unlikely. As
depicted in Fig. 5b, the intensity traces during photostimulation
exhibit both of the mentioned features.

What is more, but this very much depends on the imaging
setup used, the latency between the onset of the stimulation pulse
and the putative response is critical: If the latency ranges <3 ms, it
cannot be considered as a physiological response, due to the time
needed for the AP initiation and the influx of calcium into the
cytosol. Please note that this criterion can only be used if the
sampling rate of the GCaMP emission channel is high enough to
resolve durations less than 3 ms. Lastly, a physiological response
might be subject to adaptation, and often times does not occur
upon every stimulus, e.g., due to changes in local inhibition
[54]. Consequently, while a signal deflection might surely be the
result of a physiological response if it occurs upon each stimulus,
nonetheless, if a response is drastically changing its amplitude, or
sometimes is not present, it is likely to be of physiological origin. To
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6.1.6 Event-Related
Binarization

test for that, it might be useful to modulate the light intensity of the
optogenetic stimulus: it a decrease of stimulation leads to the
sudden disappearance of a transient, it is again likely that an
AP-related origin can be assumed, as a technical artifact would
simply scale with the light intensity, even though also non-linear
correlations can occur. Certainly, a control experiment comprising
of indicator-only expressing cells should be conducted in any case.

The subsequent correction of photostimulation artifacts in the
intensity trace is a delicate task that needs to be conducted carefully.
A possible approach is to employ non-negative matrix factorization
[72] to identify the background noise of a given ROI containing
the stimulation artifact. In a second step, the identified noise com-
ponent is subtracted from the ROIs signal [73]. Here, for illustra-
tion purposes we obtained the averaged intensity trace of all time
periods of photostimulation (Fig. 5b) and subtracted the given
value from the raw intensity trace (Fig. 5a). This results in an
intensity trace devoid of at least the majority of the
non-physiological signal sources (Fig. 5¢). Please note that the
processed intensity trace has to be treated with caution: we can
still observe fluctuations in the signal that could be misinterpreted
as functional calcium transients. Furthermore, using methods
based on complex mathematical models often act as a black-box,
making it difficult to grasp the underlying methods for
non-experts. We strongly emphasize to design the experimental
paradigm in a manner to avoid any stimulation artifact during the
measurement and to minimize the need for post-processing of raw
data as much as possible. Characteristic temporal dynamics and
latencies of the used GECI, as put forward before, can serve as a
sanity check, and, following up with an event-based identification
of AP-related calcium transients is mandatory.

Action potential-related calcium transients exhibit typical signal
dynamics and waveforms. Methodologically, the rather stereotypi-
cal dynamics of the somatic calcium influx and re-uptake respec-
tively efflux is convolved with the binding dynamics of the
fluorescent calcium indicator [74]. Therefore, each binarization
approach critically has to be tailored to the calcium indicator
used. The resulting AP-related calcium transient can be described
based on parameters such as rise time, decay, and duration, or,
alternatively, an idealized transient is used for performing deconvo-
lution approaches [75-77]. A rather straightforward but yet effec-
tive method, with rather low false positives [7, 9, 34] represents a
threshold-based algorithm. For that, first, the standard deviation of
the noise band of the trace is determined, ideally in a section of the
trace not containing the signal of interest. In the case of an
all-optical experiment, time periods outside of stimulation events
and with low spontaneous activity should be used. Once the signal
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exceeds this threshold, and if additional criteria such as minimal
duration are met, a putative event is detected. Furthermore, as the
decay of an AP-related calcium transient typically follows a roughly
exponential decay, at least for commonly used indicators such as
GCaMP6 and OGB-1, a regression of the trace with an exponential
function can be conducted. The goodness of fit for this regression
gives additional evidence for the physiological nature of the given
transient. By identifying onset, peak, and offset for each detected
transient, we can represent the fluorescence signal as a binarized
event array (see Notes 5 and 6). Note that also deconvolution-
based methods provide such a binarized array. All following ana-
lyses are carried out on these reduced datasets (Fig. 4f).

The coherent activity of neurons of a given microcircuit or ensem-
ble in the field of view is calculated and visualized based on two
variables for each neuron: first, the window of co-incidence, in
which two events are considered to occur simultaneously, has to
be defined (Fig. 4g).

Certainly, for achieving information on Granger causality [78],
this coincidence window should be as short as possible, ranging at
only a few milliseconds. Yet, in the field of imaging, the minimal
coincidence window cannot fall below the imaging frame rate, for
resonant scanning approach this ranges at 33.3 ms, and it might
even be necessary to further lengthen this co-incidence window,
particularly in scan-based imaging methods. Otherwise, coinci-
dence would be biased by the individual location of a given neuron
in the scan field. Within this given coincidence interval, at least one
other neuron needs to exhibit an event. Second, the average num-
ber of simultaneously active neurons is determined. The binarized
calcium transients of each neuron 7 are used to identify the number
of active neurons per frame by introducing a counter ¢;, registering
the coincident active time points, and an array A, storing the
number of coincident active neurons for each time point. Now,
we ask for each active time point jif the sum of active neurons is 7,
;> 1. Ifthis is the case, the counter ¢; is incremented by 1 and A4; is
appended by 7, ; — 1. Afterward, ¢; is divided by the total number
of active time points defined by X}, representing the relative num-
ber of coincident active time points of each neuron z and the mean
of A; gives insights into the average number of coincident active
neurons.

The number of simultaneously active time points ¢; relative to
the number of all active frames per neuron ¢;/ X; are plotted against
the overall number of active frames of the respective neuron X;.
Additionally, a linear regression analysis is applied to the data.

The average number of simultaneously active neurons can be
visualized using box plots. The distribution of the average number
of coherent active neurons are compared by a statistical test, Stu-
dents t-test, or Wilcoxon rank sum test.
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6.2 Toward Cross-
Talk-Free
Experimental Designs

6.2.1 Assessing the
Impact of Continuous
Illumination for Calcium
Imaging on Opsin
Excitation

6.2.2 Increasing the
Spectral Separation
Between Opsin and
Indicator to Minimize
Optogenetic Stimulation
Artifacts on the Imaging
Data

To gain insights into the connectivity pattern of the given
microcircuit, the information about the position of a ROI, its
activity, and the correlation between each pair of ROIs, a network
graph can be constructed. Each ROI is represented by one vertex.
The position of each vertex is given by the ROIs x and y position.
The color is based on the ROIs activity. In the example given in
Fig. 4, the color scale is constructed as a non-linear gradient
between green, yellow, and red in order to show single ROIs as
hypoactive (green), normal (yellow), or hyperactive (red). The
pairwise Pearson’s correlation between each pair of ROIs is repre-
sented by the width of the edges.

Together, such a connectivity analysis takes advantage of the
spatial information obtained by an imaging experiment, which at
least partially overcomes the inherent drastic limitations in terms of
temporal resolution compared to methods such as single-cell patch-
clamp recordings. Only both methods together, high temporal
resolution of electrophysiological methods, directly acquiring the
signal of interest, and functional imaging obtaining the local func-
tional architecture, can provide a holistic understanding of neuro-
nal network (dys)function.

While the strong light intensities needed for an effective excitation
of an opsin pose the aforementioned problems for simultaneous
functional calcium imaging, we need to also consider a putative
impact on the constant excitation of the calcium indicator in terms
of unwanted activation of opsins (see also Chap. 2). The activation
of'an opsin requires a distinct quantal energy; in case of the ChR2-
based opsins or the cis-trans isomerization of retinal, this threshold
ranges from 0.1 to 1 mW mm 2. All-optical one-photon experi-
ments, even using the same wavelength for imaging and opsin
activation, is therefore possible, as long as the excitation intensity
ranges below this threshold 32,47, 54 ]. However, for two-photon
line scanning conditions, the effective light intensity per pixel can
well exceed this barrier. Nevertheless, fortunately, there is also a
temporal barrier. It so seems that any pixel dwell times below 3.2 ps
may not suffice for efficient opsin excitation at least for opsins such
as C1V1 [12]. Pixel dwell times of regular resonant scanning range
well below that number. However, novel generations of opsins
designed for more efficient two-photon excitation might allow
shorter pixel dwell times.

Avoiding cross-talk in the GECI emission channel is an important
criterion in the design of all-optical experiments. Both for
one-photon and two-photon regimes, the excitation light can be
rather easily prevented from entering the PMTs, e.g., by notch
filters. But nonetheless, the strong light pulse might lead to a
broadband increase in autofluorescence, also in the emission band
of the fluorescence calcium indicator, leading to a decrease in SNR.
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While in principle, the utmost spectral separation of opsin and
indicator excitation wavelengths is advisable, there might be good
reasons to choose an opsin indicator pair with similar or even
identical excitation wavelengths, if, e.g., both indicator and opsin
are best suited for the scientific question at hand, as mentioned
above. Post-hoc identification of photostimulation artifacts is man-
ifold and should be conducted with utmost care. Common
approaches compare the dynamics of the signal’s intensity during
photostimulation to the expected dynamics of calcium transients
[17] to make an assumption of the presence of a physiological
response (see also Subheading 6.1.5). As a consequence, the speci-
ficity of the analysis toward the detection of AP-related calcium
transients is reduced. Other approaches sacrifice pixels that are
considered to contain signal components that represent an artifact
[79, 80] at the cost of a reduction of the field of view. Another
option, if a spectral separation of excitation and emission wave-
lengths cannot be implemented, is to perform gating of light
sources, inevitably leading to a loss of data [81]. Yet, it is possible
to avoid any stimulation artifact altogether, which has to be tailored
for each opsin/GECI pair (see Note 7). For the pair GCaMP6/
C1V1, artifact-free all-optical physiology experiments are possible
if using excitation wavelengths at or exceeding 1100 nm while
simultaneously imaging GCaMP6 fluorescence at 920 nm
[34]. Employing a blue-shifted opsin and a red-shifted calcium
indicator resents another viable option [58].

7 Outlook

All-optical physiology in neuroscience, i.¢., simultaneously record-
ing and manipulating individual functional components of a given
microcircuit, opens up truly new experimental designs [80]. Partic-
ularly in the field of research on preclinical rodent models of neu-
rological disorders, these “dream” experiments can provide
evidence for the impact of the (dys)function of individual neurons,
and neuronal ensemble activity to network performance and behav-
ior. Yet, all-optical physiology did not at all exploit its full potential
yet. The reasons are manifold: First, the ideal opsin for efficient
induction of action potentials, mimicking the temporal dynamics of
physiological inputs, while tremendous progress has been made, is
not available yet. While efficient two-photon excitation seems to
have almost achieved this goal, particularly the efficient two-
photon-based inhibition is still in its infancy [82]. Nevertheless,
the opsin and the stimulation method is only a part of the entire
workflow. We need to move beyond rather synthetic,
non-physiological stimulation patterns, which often evoke
non-physiological responses, ¢.g., due to hypersynchronization of
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the network caused by the simultaneous activation of multiple
neurons. For that, we not only need to record the neuronal activity
but also analyze the activity pattern in real time. Only then, we will
be able to re-play and meaningfully modity the endogenous ensem-
ble activity, closing the loop. In this chapter, we covered key aspects
of system integration and the basic concept of analysis of all-optical
functional data. Indeed, in our view, the entire workflow, from the
acquisition of raw images to the identification and binarization of
events, and the design of the stimulation pattern, has to be trans-
formed toward real-time closed-loop performance [83], as put
forward in the context of global functional brain state changes
[84]. This requires first of all dedicated fast hardware. Each com-
ponent of the system: microscope, optogenetic pattern generator,
signal acquisition, and signal computation, has to operate on real
time. This is in reach for the microscope, optogenetic pattern
generator, and signal acquisition, as put forward in this chapter,
but, is still far from achievable for an event-based signal processing
and signal analysis in real time. Achieving real-time capability of the
critical analysis step requires the close collaboration between neu-
roscientists, mathematicians, and (bio-)informaticians. First, the
neurophysiological event of interest has to be identified and
described in painstaking detail. For instance, in our own research
interest involving state transitions of local populations, these events
needed to be discerned from the large parameter space of neuro-
physiological events, and described in terms of their spatio-
temporal dynamics and its variance. Only then, the mathematicians
can either take advantage of statistical methods, or of new unsuper-
vised machine learning algorithms. Indeed, the advent of artificial
intelligence may enable to accelerate at least key aspects of analysis
routines which traditionally take weeks and months, to seconds or
even milliseconds [67, 85, 86].

The fast-evolving field of all-optical physiology of neuronal
microcircuits can only thrive in a multi-disciplinary environment
and is critically dependent on each component to be optimized and
ideally integrated. Yet, now is the time, now all individual advances
can come together to make real-time closed-loop all-optical physi-
ology a reality.

8 Notes

1. Choice of indicators: Adapt the kinetics of your indicator to the
respective firing properties of the neuronal populations of
interest: i.e., in rather fast-spiking neurons, indicators with a
slow off kinetics such as GCaMP6s would not be advisable,
but, in cases of deeper structures with low SNR, slow indicators
might be the better choice.
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2. Testing expression levels for novel experiments: We suggest testing
the functionality of opsins in in vivo experiments by initially
exciting the microcircuit by one-photon stimulation. Since the
success rate of opsin excitation is generally higher under
one-photon regimes, conclusions regarding the level of the
expression can be drawn easily before a more error-prone
approach based on two-photon excitation is used. If no activa-
tion upon opsin excitation is detected, a sanity check if the cell
is expressing the opsin can be carried out by combining the
opsin with a fluorescent marker with different spectral proper-
ties than the used GECI. For example, mCherry or tDtomato
can be used in combination with an opsin while functional
calcium imaging is carried out with GCamP6. If a sanity
check using optical methods is not possible, electrophysiologi-
cal recordings can be used as an alternative.

3. Mechanical Stability: Since movement-induced distortions in
z-direction cannot be corrected post hoc, it is of utmost impor-
tance to ensure mechanical stability of the integrated and
mechanically connected unit comprising of the brain as target
structure, the cranium, and the holder. The head holder pro-
vides the mechanical connection to the stage and represents the
most critical component. Here, one-point fixations on only one
hemisphere of the skull, often designed as a metal bar
connected to the skull by dental cement or UV-glue, are not
providing sufficient stability in our view, at least a two-point
fixation is considered as mandatory. We strongly suggest to
maximize the adhesive surface between the fixation device
and skull and to attach it to both cranial hemispheres.

4. Avoid non-linear bleaching: Typically, in the first few seconds of
data acquisition, the intensity trace displays a rather non-linear,
exponential decrease which cannot be compensated for. Any
non-linear manipulations are highly problematic, as they affect
the dynamics of the calcium transients and therefore strictly
speaking manipulate the data. However, linear bleaching arti-
facts can be addressed by baseline correction [9, 34, 87].

5. Implement event-related analysis to identify AP-velated transi-
ents: Temporal classifications of noisy transients, caused by the
physical principle of the recording as well as the source of the
physiological signal (burst firing), are often carried out by
correlation approaches which are suitable for highly fluctuating
signals. However, we propose the application of event-related
analysis pipelines whenever possible to ensure the specificity of
neuronal responses with respect to the underlying signal of
interest, i.c., the neuronal action potential.
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6. Perform manual inspections: Every algorithm has its strengths

and weaknesses, and, due to the highly variable quality of
all-optical experiments, e.g., in terms of SNR, might lead to
false-positive results. Therefore, no matter which method is
used to identify AP-related calcium transients in an intensity
trace, a manual inspection of the binarized event array needs to
be conducted to eliminate all potential false-positive results.

7. Avoid cross-talk at any time: Capturing the onset of a calcium

transient can be impossible due to cross-talk between emis-
sion/excitation wavelengths: Artifacts can be ruled out by
blanking the PMTs at the cost of sacrificing information
about fluorescence during opsin excitation, while on the
other hand applying algorithms to minimize photostimulation
artifacts may result in a loss of the physiological signals of
interest. We strongly suggest to design experimental paradigms
in all-optical physiology to avoid cross-talk at any time by
choosing spectral independent opsins and calcium indicators.
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Spatial and Temporal CGonsiderations of Optogenetic Tools
in an All-Optical Single-Beam Experiment

Damaris Holder and Matthias Prigge

Abstract

All-optical experiments promise neuroscientists an unprecedented possibility to manipulate and measure
neuronal circuits with single-cell resolution. They rely on highly fine-tuned microscopes with complex
optical designs. Of similar importance are genetically encoded optical actuators and indicators that also have
to be optimized for such experiments. A particular challenge in these experiments is the detection of natural
firing patterns via genetically encoded indicators while avoiding optical cross-activation of neurons that are
photon-sensitized to allow optical replay of these patterns. Most optogenetic tools are sensitive in a broad
spectral range within the visible spectrum, which impedes artifact-free read-and-write access to neuronal
circuits. Nonetheless, carefully matching biophysical properties of actuators and indicators can permit
unambiguous excitation with a single wavelength in a so-called single-beam all-optical experiment.

In this chapter, we evaluate the current understanding of these biological probes and describe the
possibilities and limitations of those tools in the context of the all-optical single-beam experiment.
Furthermore, we review new insights into the photophysical properties of actuators, and propose a new
strategy for a single-beam two-photon excitation experiment to monitor activity minimizing cross-
activation with the actuators. Finally, we will highlight aspects for future developments of these tools.

Key words Channelrhodopsin, Two-photon excitation, Photobiophysics, Optogenetics, Cross-
activation

1 Introduction

Over the last few years, the development of advanced optical stim-
ulation technologies in combination with novel optogenetic probes
foretold a bright future for the interrogation of brain function in
behaving animals. In particular, optically imprinting naturalistic
firing patterns onto neuronal circuits while simultaneously obtain-
ing activity readouts at a single-cell level is considered the holy grail
of a holistic understanding of neuronal circuits [ 1-3]. In this chap-
ter, we refer to such an experiment as an all-optical experiment and
offer a review on the possibilities and pitfalls of two-photon stimu-
lation of photon-sensitized single neurons while optically
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monitoring activity in the entire neuronal circuit. These days such
experiments have mostly been performed in specialized laboratories
with a long-evolved expertise in advanced two-photon microscopy
or optogenetic tool development groups. They are, however, more
difficult to implement in common neuroscience laboratories. To
allow the execution of these all-optical experiments, both optical
technologies and optogenetics probes need improvements in terms
of allowing high signal-to-noise ratio (SNR) imaging and obtaining
decreasingly flawed readouts. Furthermore, obstacles for most
laboratories include the enormous costs of optical systems includ-
ing two beam lines and optical modulators. Nevertheless, the over-
all idea for such an approach is straightforward: optical stimulation
of single neurons expressing a sensitive blue-absorbing actuator in
combination with a highly sensitive red- or IR-light absorbing
indicator to report activity of single neurons in a large field of
view (FOV) [4-6].

For a more extensive introduction into the optical design of
these kinds of systems, several implementations have been
employed and are discussed within this book (Chaps. 1, 2, 3, 4,
and 5) or reviewed elsewhere [7]. Briefly, kilohertz resonance mir-
rors are commonly implemented for fast imaging, resulting in line
scan speeds between 50 and 100 ps. Alternatively, acousto-optic
deflectors (AODs) are of an order of magnitude faster and can yield
line scan speeds of 10 ps and lower. With electrically tunable or
ultrasound lenses and piezo- and acousto-optic elements scanning
speeds can be drastically increased and 3D imaging and random-
access scanning can be realized [8-10]. Furthermore, liquid-
crystal-based spatial light modulators (SLMs) are used to extend
imaging into the third dimension via computer-generated hologra-
phy (CGH) [11].

CGH with liquid crystal SLMs is most often used to optically
stimulate dozens of target cells in a three-dimensional brain volume
on a single-cell level [5, 12-14]. Therefore, two strategies for
single-cell optical stimulation have emerged in the last decade.
The first strategy involves spiraling of the two-photon laser beam
on the somata of neurons expressing an actuator. An increasing
number of actuators are then activated along the spiral beam path
on the surface of the membrane, and their single-channel photo-
currents are integrated toward the depolarization of the entire cell,
eventually leading to spiking of the neuron [15]. By combining
SLM and galvanometric mirrors, such a spiral approach can easily
be multiplexed [2]. Yet, latency and spike jitter are rather ill-defined
and can vary around 20 ms and from 5 to 20 ms, respectively due to
biological factors such as cell morphology, cell excitability, or
expression level. Additionally, the temporal spike accuracy also
depends on an exact technical implementation in terms of spiraling
speed, determination of light powers, and axial resolution for the
excitation of the actuator. Furthermore, how efficiently the
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photocurrent of a single-channel translates into neuronal depolari-
zation depends on the off-kinetics of the actuator in use: slow-
closing actuators integrate photocurrent over a longer time and
therefore drive spiking more reliably in neurons. Nonetheless,
slow-closing actuators increase the probability of multiple spikes
during a single spiral scan.

The second approach for single-cell stimulation is the so-called
scanless stimulation approach, which can be implemented using
holographic stimulations [16, 17]. Here, an SLM is conjugated to
the rear focal plane of the objective, and can generate multiple
(circular) patterns to stimulate several entire somata simulta-
neously. Sub-millisecond jitter can be achieved with holographic
stimulation [18, 19], and actuators with fast off-kinetics can be
used [20, 21]. Such technologies for the precise control of spike
timing in many neurons in parallel will be pivotal to probe compu-
tational principles of neuronal circuits or even to artificially drive
animal behavior without sensory inputs [1, 22].

Thus in summary, a rapidly increasing number of optical tech-
nologies have been developed for neuroscientific applications.
However, imaging and optical manipulation still face challenges
on both technological and tool fronts as the channels for imaging
and manipulation are spectrally distinct and therefore require two
independent optical pathways with heavy weight and sensitive as
well as expensive optical equipment.

Several advances are being made in tool development as new and
better indicators and actuators are constantly being designed.
However, the most commonly used green-absorbing calcium indi-
cators GCaMP6 through 8 are still superior to their red-absorbing
counterparts jJRGECO or K-GECO1 [23, 24]. It is believed that
only the pairing of red indicators and blue-absorbing actuators will
completely prevent cross-interference between imaging and stimu-
lation. Yet, for the more commonly used combination of a blue-
light absorbing indicator in combination with a red-absorbing
opsin the actuator is always cross-activated during imaging, since
retinal isomerization is triggered via the hypsochromic shifted exci-
tation light (shorter wavelength relative to maximum absorption
see Fig. la). This can elicit electronic transitions to higher elec-
tronic states (e.g., SO — S2), which are less efficient than those to a
lower energy state (SO — S1) [25, 26]. To some extent, lower
imaging light powers can mitigate such effects, but deeper imaging
and in vivo applications are often antagonistic to low power
imaging.

Despite ongoing developments toward better red-light absorb-
ing indicators, artifacts from photophysical processes induced by
blue light imaging excitation in these red absorbing indicators still
constitute a major obstacle for their widespread use in all-optical
experiments.
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Fig. 1 Spectral combinations of indicators and actuators in an all-optical experiment, and their respective
cross-activation. (a) illustrates the overlap between the absorption spectra of GCaMP with the red-light
absorbing opsin ChRimson. Here, during hypsochromic imaging of the indicator, higher electronic state
transitions in the all-trans retinal can evoke photoactivation of ChRimson. While in (b) the absorption spectra
of RCaMP and the action spectra of ChR2 are shown. Here, both spectra are sufficiently separated to avoid
cross-activation of the blue-light absorbing opsin via bathochromic imaging, while contamination of RCaMP
emission during opsin photoactivation is minimal due to low absorption of the red indicator for shorter
wavelengths

For example, promising red-light absorbing calcium indicators
such as JRGECO1la and RCAMP2, which originate from mApple,
exhibit a blue-light sensitive protonation state giving rise to
increased red fluorescence emission with similar kinetics as
calcium-induced changes [23, 24]. Similarly, far-red calcium indi-
cators, excited at approximately 590 nm, such as R-GECO and
K-GECO also exhibit blue-light artifacts, albeit with faster kinetics
than calcium-induced changes [27].

In the last decade, the rise of voltage indicators has additionally
augmented the sensor landscape, however, the aforementioned
bottleneck is only further enhanced by commonly used genetically
encoded voltage indicators with a high SNR such as ASAP or
Marina that also absorb in the blue/green spectral range
[28, 29]. Additionally, a somewhat baffling finding is that
promising candidates of opsin-based voltage indicators are not
accessible via two-photon excitation due to their poorly understood
photophysical processes related to the lifespan of the excited state
[30]. Moreover, opsin-based indicators have inherited the afore-
mentioned S2 hypsochromic excitation. Thus, although the collec-
tion of genetically encoded tools is constantly expanding and
improving, an artifact-free and robust combination of indicators
and actuators has yet to be established.



Spatial and Temporal Considerations of Optogenetic Tools 169

2 All-Optical Single-Beam Experiments

A single-beam experiment refers to an approach in which a single
laser beam at a given wavelength is multiplexed to simultaneously
image and stimulate neuronal circuits. The most straightforward
approach to this problem is to target two distinct cell populations
with an actuator and indicator. A frequently used approach is to
restrict the expression of actuators and indicators to different brain
regions (anatomy-defined approach Fig. 2a). Here, cross-activation
of the axonal projections in one target region, in which neurons
express an indicator, is reduced, since photon-sensitized axons
require higher light power to trigger an action potential than
photon-sensitized somata [31]. However, such an approach
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Fig. 2 Fundamental approaches for all-optical experiments. In (a) the expression of actuator and indicator are
separated through space. In this anatomical approach, full-field one-photon illumination of axons still triggers
the activation of actuators and hinders simultaneous imaging of indicators, but low power imaging of the
indicator can reduce cross-activation of the axon drastically. Moreover, if expression of the actuator is
restricted to the soma, photo-stimulation can be entirely spatially separated, rendering an artifact-free
simultaneous all-optical experiment possible. (b) lllustration of a cell-type-defined approach in which different
cell types express either an indicator or actuator, so that imaging and optogenetic stimulation are segmented
into small subregions containing only specific cell types. The approach in (c) is a variation of (b): while using a
distinct expression of indicators and actuators, here, technology to define arbitrary paths allows for the
selection of neurons with indicator expression in the entire field of view. In (d), a typical dual-color all-optical
experiment is illustrated. Here, both indicator and actuator are expressed in the same cell. In this case, the
choice of indicator/actuator combination is crucial. Usually green-absorbing indicators are employed along-
side red actuators to minimize optical crosstalk
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necessitates identification of the light power regime for artifact-free
imaging of indicators and carefully performed control experiments.
The light power used to evoke the release of a neurotransmitter
from photon-sensitized axons depends on several factors such as
myelination, directionality of the axons relative to the plane oflight,
and axonal caliber [32].

A related anatomy-defined strategy is often used for in vivo
all-optical experiments. Here, a brain region harboring photon-
sensitized somata is stimulated to elicit action potentials that prop-
agate orthodromically to a projection region in which neuronal
activity is monitored optically [32]. While such an approach con-
siders the natural latencies and branching of axonal collaterals, it
also requires restriction of actuator expression to the soma to avoid
unwanted activation of axons. Additionally, for an in vivo applica-
tion in a single beam experiment, the laser beam would have to be
split and the resulting beamlets guided independently to two sepa-
rate brain regions. Overall, both anatomy-defined strategies are
limited to the study of axonal innervation in a specific brain region
and are highly dependent on anatomical architecture.

For an all-optical experiment within the same region, actuator
and indicator can be expressed in distinct cell populations, e.g.,
excitatory versus inhibitory neurons. In this case, a small imaging
region of interest (ROI) containing few cells (e.g., excitatory neu-
rons) devoid of actuator expression can be selected, while a subset
of neurons expressing the actuator (e.g., interneurons) are holo-
graphically stimulated outside these ROIs (Fig. 2b).

Similar to the aforementioned anatomy-defined approach, a
cell-type defined approach also requires strict soma-targeting of
both actuator and indicator. Instead of limiting imaging ROIs to
two small subsets, fast scanning approaches using AODs or
resonant-galvo-galvo configurations allow an imaging path to be
defined in which only neurons expressing indicators are scanned
(see Fig. 2¢). In particular, AOD technology allows one to traverse
such an arbitrary pathway in the kHz range, making it ideal for use
with fast voltage indicators as well as for calcium imaging [10, 28].

Importantly, anatomically and genetically defined approaches
do not enable both activation and imaging from the same set of
neurons. Ultimately, only simultaneous expression of both indica-
tor and actuator can grant all read-and-write access to neurons but
it is still particularly challenging to prevent cross-activation with a
single laser beam.

Dual-color experiments are classically considered to be a bul-
letproof concept for an all-optical experiment. Yet, compromising
on indicator SNRs due to less sensitive red-absorbing indicators
make such an approach challenging in terms of detection (Fig. 2d).
Even though dual-color experiments usually rely on two different
laser beams, they can serve as an interesting framework and intro-
duce valuable parameters to consider in a single-beam experiment.
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Fig. 3 lllustrations of scanning parameters and actuator stimulation patterns in an all-optical dual-color
configuration experiment. (a) For a given x-y plane, the scanning mirrors move a laser spot across the field of
view (FOV) with a given lateral r,, and axial resolution r, [33, 34]. (b) As an example, we assume a system with
a 16x objective with NA = 0.8, yielding a FOV of 700 x 700 um (drqy); an 8-kHz resonant scanner, scanning
with a resolution of 512 x 512 lines; and a laser with fgpetiion = 80 MHz, and a single pulse width of
Touise = 140 s, where we scan a single neuron with a dimension Dsoma = 30 pm (in teal an idealized neuron,
which was approximated to a rectangular scan area (gray shaded area) of 30 x 30 um for estimating
parameters). Scanning the entire FOV takes T;.me With a single line scan of the duration Tj;,e. We define the
distance dyn-cei @s the distance scanned by the laser on the cell and dy.cen @s the distance the laser scans
over non-opsin expressing parts of the FOV. The distance d is defined in y-direction as the distance between
two scan lines. Depending on the resolution, the laser spot runs over a neuron expressing an actuator several
times per frame. Tyn cen iS the time the laser spends scanning the cell for a given line. Depending on the
position of the neuron within the FOV, the subsequent line can give rise to another illumination period, i.e., cell
is located on the border of the FOV so that dy.ce is very small on one end of FOV. Within a single given frame,
a neuron in our example will be exposed to Ngoma = 22 lines with each of them having Ton cen < 3 ps

As a practical example shown in Fig. 3, the imaging beam
(longer wavelength than that of actuator absorption) passes over
neurons expressing the actuator and indicator with a specific lateral
(7y) and axial (7;) dimension. The spacing between consecutive
scan lines (4) depends on the resolution of the acquired image
(Rgean), and defines how many times ( Nyoma) the laser passes an
idealized soma (quadratic dimension given as Dj,,) during a single
frame. Based on typical values used in all-optical experiments
(shown in Fig. 3), the following relations apply:

_ drov _
d= R — 1.4 pm (1)

Here, the spacing d between two consecutive lines is 1.4 pm
and FOV denotes the field of view with respect to the entire laser
scanning range, which is 700 x 700 pm in our example. Consider-
ing a 16x objective (0.8 NA) with a scanner speed (vscan) of 8 kHz
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and a resolution of 512 x 512, a laser scan line (dimension 7.,,)
passes over a 30-um (rectangular) neuron approximately 22 times:
D, DiomaR

Nmma — soma — soma scan — 22 2
) a drov @)
During these 22 passes of the beam area of 7, over the cell
surface, only 20% of the total membrane surface will be illuminated
(we assume the idealized neuron to be a square of an area of
900 pm?):

Ailluminatcd - Nsoma Vxy Dsoma =182 “mZ (3)

The scanning frequency defines the dwell time (75, cenn), which
denotes the time the laser beam spends scanning a cell during each
scan line of the bidirectional movement of the resonant scanner
(example):

T on—cell = Dsoma (l/scan 2 plFOV)71 <3 ps (4)

In our example, the average dwell time per cell and line is
roughly 3 ps. However, for a single opsin molecule, dwell times
are even shorter (cross-sectional diameter approximately 2 nm). In
our example, an opsin that diffuses within the plasma membrane
with 0.5 pm/s can be regarded as immobile during the dwell time
of 3 ps [35]. Each opsin will be exposed to several light pulses
during one scan line, but once activated, an opsin molecule with its
millisecond off-kinetic can only be triggered once during a single
line, and depending on 7,, and the FOV only once within a single
frame acquisition. This is in drastic contrast to indicators that have
fluorescent lifetimes of 2-10 ns, and can be excited and emit a
single photon with every light pulse (approximately 10 light pulses
when sweeping a beam across a single molecule). Therefore, the
number of emitted photons indicative for the state an indicator is in
can be further increased through prolonging dwell times in the
microsecond range, while avoiding increased photocurrent
through double-activation of an opsin with its milliseconds
photocycle.

To better understand two-photon activation of actuators and
indicators, two-photon cross-section (unit: Goeppert-Mayer; GM)
data are invaluable to estimate cross-activation. Yet, GM values are
rare for opsin-based indicators, though retinal-based actuators gen-
erally tend to have higher values than those of fluorescence pro-
teins. As mentioned above, the light sensitivity and dynamic range
of genetically encoded indicators are being periodically improved.
Current versions allow two-photon imaging at low excitation
powers. A recent report demonstrated that GCaMP6 can be
imaged using two-photon light powers as low as 50-80 mW
(using an 80 MHz Ti:Sapphire laser) and that this did not lead to
any significant change in firing rates of neurons expressing a
red-shifted opsin (An.x = 540 nm) [22, 36]. Nevertheless,
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subthreshold depolarizations were not monitored, but likely
induced and potentially biased ongoing basal excitability levels,
thereby causing measurement artifacts in the neuronal circuit
under investigation. Ultimately, further two-photon optimized
indicators together with carefully selected opsins, as discussed
below, can potentially enable single-beam all-optical experiments
with little to no cross-activation. In particular, this includes a well-
controlled expression level of opsins that is just sufficient to reliably
trigger spikes holographically, while minimizing cross-activation
when line-scanned.

3 Temporal Considerations of Actuator Kinetics in Single-Beam All-Optical
Experiments

The possibility to optically probe neuronal systems is tightly linked
to the discovery and exploitation of light-gated ion channels [37-
39]. Channelrhodopsins are the main actuators used in neurosci-
ence. The success of opsin-based actuators triggered an avalanche
of protein engineering studies as well as metagenomic exploitation
to design opsins for specific experimental settings [40—42]. This
new hype around opsin research was accelerated by the ground-
work laid by earlier studies on light-driven ion pumps (reviewed in
[43]). Based on their established spectroscopic, crystallographic,
and electrophysiological paradigms, in less than 10 years, causal
relationships  between  channelrhodopsin  structure  and
ion-conducting pathways could be drawn on an atomic level [41].

The sequence of conformational changes and ion movements is
described in a photocycle (see Fig. 4). We now know that an

single two-photon absorption cycle

/

-

st syn B

\u/ R

@@ |

yn
cycle

Current

324> uondiosqe uojoyd-omy ajgnop

15 Syn Time

Ipeak

Fig. 4 Unified photocycle for Channelrhodopsin2 in relation to its electrophysiological parameters [44, 45]. (a)
is a schematic depiction of the unifying photocycle where a single two-photon process can either trigger an
anti-photocycle from the dark-adapted (DA) ground state or the transition to the light-adapted (LA) state. The
LA state thermally relaxes back to the DA state or a second two-photon process can trigger a syn-photocycle.
After relaxation to the open state(s), 0 or O, the molecule transitions back to the closed ground state of the
respective cycle. (b) lllustration of a two-pulse experiment in which two light pulses are given with increasing
delay times (A while monitoring the recovery of peak photocurrents during the second light pulse. The
recovery of the peak photocurrent T after varying At obeys a monoexponential increase referring to the
transition of LA to DA (dotted red line)
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aqueous pore is formed between helix 1, 2, 3 and 7, and is guarded
by two main gates. The pore opening is initiated via a so-called
central gate, which is in close proximity to the retinal chromophore,
and pre-opens the conduction pathway and allows influx of water
molecules into the pore without conducting ions or protons. Only
upon breaching the inner gate, ions and protons can be conducted
along their electrochemical gradients.

The open time of ion channel pores, which has been a subject of
mutational studies that led to many ChR variants, can range from
milliseconds to seconds [42, 46]. After closing, the opsin returns to
its ground state for a new photon excitation. Despite our increas-
ingly detailed understanding of these processes, it is surprising how
photocycles can differ among various ChR variants.

A unified photocycle derived from spectroscopic data also inte-
grates a multitude of electrophysiological parameters such as pho-
tocurrent profile, on- and off-kinetics, inactivation and recovery, as
well as light sensitivity (Fig. 4) [44]. Photocycles can exist in
various forms, from a single photocycle consisting of one dark
(D), an open (O), and a non-conducting state (P), to a dual
photocycle consisting of two conducting states up to highly com-
plex and branched photocycles [47—-49].

Indispensable for our understanding of branched photocycles
has been Raman spectroscopy. This technique can provide a finger-
print of molecules based on their vibrational or rotational states,
revealing an additional photo-induced rotation of the retinal chro-
mophore in ChR between two conformational isomers: syz and
anti [50]. These conformational isomers refer to the -C15=NH-
bond and are distinct from the photon-isomerization of the —
C13=C14- cis/trans configurational isomers.

Such a second “light-switch” in an actuator has potentially
interesting consequences for all-optical experiments in neuroscien-
tific applications; in the complete dark-adapted state (DA), where
all rhodopsin molecules harbor an all-trans/-C15=N-anti isomer,
absorption can either cause the molecule to enter into an anti-
photocycle (all-trans/-C15=N-anti — 13-cis/-C15=N-anti) or a
syn-photocycle (13-cis/-C15=N-syn — all-trans/-C15=N-syn)
ending in the light-adapted ground state
(LA) [44, 51]. Molecular dynamics simulation supports that the
ground state in the syn-cycle is indeed a pre-opened central gate,
which can only completely open the ion-conducting pathway
through a second absorption process. The LA ground state can
thermally convert back to DA in the range of seconds (seen as
recovery Kinetic 7...), a process that can be monitored with a
two-pulse experiment (see Fig. 4b).

Despite the debate on the contribution of this syn-photocycle
to the overall photocurrent [52], it is evident that such photocycles
exist and can be subjected to further design efforts. Potentially, an
opsin could be engineered to exploit the dual photon absorption
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process to initiate an efficient sy» photocycle only after dual-photon
processes. Such a dual absorption would strongly depend on 1, cen
and the likelihood of a second absorption process from LA being
triggered to start the syn-photocycle. The probability of such an
effect will be very low within the time window of T, .. Addition-
ally, the probability of a two-photon absorption process within
Ton_cen would quadratically decrease with light power. Engineering
efforts would also have to be directed toward reducing the conduc-
tance in the anti-photocycle, that is, minimizing photocurrent and
enhancing conductance in the syn-photocycle to reliably trigger
action potentials during holographic stimulation. Holographic
stimulation in the order of a millisecond would efficiently trigger
a dual absorption process, and therefore trigger the syn-photocycle.
After a single absorption event, the opsin molecule then thermally
reverts from LA to DA with 7ge..

Yet another interesting photophysical light switch is the
so-called photoinduced closing of an opsin. As spectroscopists
visualized different photo-intermediates through their different
absorption bands, neuroscientists exploited these different states
by illuminating light at the corresponding wavelength of a particu-
lar state during the photocycle, and therefore short-circuiting
photo-intermediates directly back to their ground state. The effi-
ciency to photo-induce an oft-switch is highest when certain photo-
intermediates are stabilized and have long dwell times. This has
been shown for bacteriorhodopsin, the prototype of a light-driven
pump, here single-point mutations can result in the accumulation
of specific M and N photo-intermediates which can be photo-
converted to the ground-state [53, 54 ]. Similarly for ChR2, muta-
tions in the residues C128 or D156 in ChR2 generate a set of
mutants in which opsins accumulate in an open state. These
so-called step-function opsins can be turned on for hundreds of
seconds with a short light pulse (in the millisecond range), thereby
initiating the transition from the dark to stabilized open state.
Because the absorption band of the open states is red-shifted,
they can then quickly be turned oft with red light illumination
above 550 nm [46]. Therefore, a one-photon full-field background
illumination with red light could potentially mitigate cross-
activating the opsin during a two-photon all-optical experiment
with a single laser imaging beam around 980 nm.

However, such photo-induced back reactions still remain
poorly understood, particularly during two-photon absorption. It
would be interesting to explore the possibility to excite deep-blue
blue-absorbing ChRs such as PsChR or CheRiFF (4,,,, ca. 440 nm)
with a 980 nm two-photon beam on the bathochromic (longer
wavelength excitation relative to maximum absorption) side of their
activation spectra. Eventually, cross-activated opsin molecules
reaching O would then be back transferred with 980 nm excitation
light.
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Therefore, the matching of temporal properties of opsin mole-
cules to imaging parameters can be utilized to minimize cross-
activation. Here, oft-kinetics that only allow a single activation of
an opsin molecule during an imaging iteration in combination with
indicators with short fluorescent lifetimes are favorable. In particu-
lar, 15, 1o, and Tr.. of opsin molecules have been heavily engi-
neered and are ranging from few milliseconds to seconds [6, 55]. In
contrast, photo-induced back reactions are not well understood,
but could potentially act as an optical master switch that can render
opsin molecules photocurrent-effective or ineffective.

4 Spatial Consideration of Optogenetic Tools in a Single-Beam All-Optical

Experiment

NaV1.2 (Il - 11 TM loop)

For an all-optical experiment with a single laser line, a high SNR
and single-cell resolution are essential. For stimulation of single-
neurons within a large field of view with hundreds of neurons
expressing photon-sensitive opsins, undesired off-target activation
via their closely passing axons (and dendrites) along the soma of the
targeted neuron becomes a challenge. To decrease background
fluorescence as well as confine excitation to selected neurons, it is
advantageous to localize the expression of actuators to specific
compartments. Therefore, restricting the expression of opsins to
the soma and dendrites has been a robust strategy.

Figure 5 gives an overview of different genetic targeting stra-
tegies along the neuronal cell body. Genetically fusing the opsin to
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Fig. 5 Overview of cellular localization of different target sequences. The neuron is divided into four segments:
axon initial segment, soma, somatodendritic and soma and proximal dendrites. Here, an overview is given
over the different molecular targeting strategies which are employed depending on which of these segments
are supposed to be expressing the opsin
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ankyrin-G protein, couples opsin expression to spectrin-actin net-
work, and consequently restricts expression to the somatodendritic
region and axon hill. Despite the size of its targeting motif of more
than 700 amino acids, the ankyrin-G sequence also targets the
dendritic region and hence still gives rise to off-target activation
[67]. However, targeting opsins to more defined and small subcel-
lular regions such as the axon initial segment (AIS) has failed so far
[56]. Early attempts to deploy targeting motifs found in voltage-
gated ion channels to anchored actuators in AIS such as NaV1.2
have been successful in terms of localizing the transgene to the AIS,
but the number of opsins molecules was too small to optically
induce action potentials [57]. A similar strategy utilizes a shorter
targeting motif derived from NaV1.6 and localizes opsins suffi-
ciently to the AIS, but also changes the intrinsic excitability within
the host cell itself [ 58, 59]. Based on these insights, short targeting
motifs to prevent expression within the axons are most promising.
For example, fusing a targeting motif from kainate receptor subunit
2 to the N-terminus CoChR vyielded a soma-oriented actuator
(soCoChR) allowing for holographically triggered action potentials
with a 1 ms resolution and minimal off-target activation [19]. Simi-
larly, the cytoplasmic C-terminal from the voltage-gated potassium
channel Kv2.1 yielded specific targeting of opsins to somata as well
as proximal dendrites (stChronos, stCoChR, or stGtaCR2)
[20, 21]. Both targeting motifs, NaV1.2 and Kv2.1, have been
successfully used for two-photon connectivity mapping; however,
direct comparison between motifs remains to be elucidated.

Clearly, restricting the expression of optical actuators to a frac-
tion of the entire cell membrane leads to smaller photocurrent. Yet,
the soma-targeted opsins exhibit larger photocurrents than do
wildtype versions, indicating higher membrane expression of opsins
when fused to the Kv2.1 motif [20, 60]. Furthermore, apparent
off-kinetics of soma-targeted versions in neurons are faster than
unmodified versions, since delayed axonal and distal dendritic cur-
rent contributions are removed from the overall kinetics.

On a similar basis, targeting cytoplasmic indicators to the soma
or nucleus can be beneficial. In particular, nucleus-targeted calcium
indicators help to segment calcium transients to individual cells
[61]. However, onset latencies are prolonged due to slower calcium
rise in the nucleus. For single spike events, calcium transients might
not propagate into the nucleus and the overall response sensitivity
of calcium indicators is reduced in the nucleus.

Figure 5 gives an overview of different targeting sequences and
the resulting expression regions. In a recent screening, novel and
optimized targeting motifs have been reported [62]: a shorter
ankyrin-based motif combined with an ER trafficking signal from
Kir2.1 fused to the N-terminus restricts calcium indicators to the
somatodendritic region (Fig. 5). In addition, a de novo synthesized
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coil-coiled peptide that self-assembles into a complex slows down
transport out of the soma.

As cellular targeting helps to avoid cross-activation, a foresee-
able future breakthrough will be the exact control of the expression
level in relation to the membrane /volume ratio. Here, expression
systems that encode an auto-feedback that restricts expression to
the necessary amount will greatly reduce the effect of cross-
activation with indicators [63].

Note 1: Beyond Temporal and Spatial Constraints: Ion
Permeability

Not only spectral properties within a photocycle can be
exploited for neuroscientific applications. Ion selectivity is a
key feature to adapt ChR to specific neuroscientific experi-
ments. As ChRs are intrinsically non-selective cation channels
permeable to protons, sodium, potassium, and even calcium,
they are not designed per se for the sensitive electrochemical
ionic gradient in neurons. With an atomic structure of differ-
ent ChRs at hand [56, 57], several protein engineering
attempts yielded ChR variants with improved ion selectivity
(Permeability, P). Particularly interesting for a neuroscientific
application are Py, /Py, ratios. For example, variants such as
ChRomeT (A71S/E90A/H114G), Chronos-D139H, or the
naturally occurring opsin PsChR exhibit shifted ratios of ten
to hundredfold to higher sodium permeability. Further,
Pcaz./Pu. ratios have been modified to improve calcium
conductance in ChR2 mutants such as ChR2-1.132C,
ChR2-S63D, or ChR2-L132C-T159C [6, 58, 59]. An
increased sodium selective opsin translates photocurrent
more directly into membrane depolarization in neurons.

In a branched photocycle, the high-conductance O, state
exhibits lower proton selectivity than does the
low-conductance state O,, and therefore the initial peak pho-
tocurrent carries a larger fraction of sodium in its photocur-
rent. So far, attempts to modify ion selectivity of distinct open
states remain unsuccessful. The structural changes that lead to
different ion selectivities in the respective open state are not
well understood. As both open states share the same
ion-conducting pore, mutational analysis introducing small
structural changes will likely influence the ion selectivity of
both open states.
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Note 2: Beyond Temporal and Spatial Constraints: Spectral
Consideration

In an ideal all-optical experiment, actuators and indicators are
sufficiently separated without any cross-activation and optical
setups are equipped with two independent spectral laser lines.
However, in-depth understanding of photophysical processes
underlying wavelength-dependent absorption can help design
better all-optical single-beam experiments.

So far, only phenomenologically understood are the find-
ings that stationary photocurrents current saturate at lower
light powers and can exhibit slightly shifted absorption spectra
[64, 65]. Typically, for one-photon imaging peak photocur-
rents saturate at light powers higher than 15 mW,/mm?,
whereas stationary photocurrents saturate already at less
than 5 mW,/mm? [55]. However, for optimized opsins with
large photocurrents, light intensities can be orders of magni-
tude lower [40]. Photocurrent profiles at low light powers
exhibit a slow increase in amplitude that sometimes
completely lacks any peak photocurrent due to lower absorp-
tion probability per time. This feature can be utilized in
two-photon imaging, where indicators are monitored at low
intensities and high scanning frequencies inducing small and
skewed transient currents carried by a mix of O; and O, (see
Fig. 3). For 2P optogenetic activation of neurons, high light
powers will evoke large peak photocurrents and efficiently
trigger action potentials. Therefore, for utilizing such a strat-
egy, ChRs with strong and fast inactivation and strong expres-
sion are preferred. Similarly, activation of opsins outside their
maximal absorption range can also lead to photocurrent pro-
files with reduced peak photocurrents and slow
on-kinetics [66].

In summary, low power imaging and excitation wave-
lengths outside the maximal absorption band reduce transient
peak photocurrents and therefore minimize cross-activation
of opsin-based actuators during two-photon resonance
imaging.

5 Summary

To gain cellularly resolved read-and-write access to an entire neu-
ronal circuit, photo-sensitizing proteins, indicators (read), and
actuators (write) need to be expressed within a single neuron.
Ideally, neuronal activity is monitored in a large field of view while
multiple neurons are stimulated in parallel with sub-millisecond
latencies. Here, scanless stimulation technologies for multicell
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moderate kinetics high SNR at low light power fast kinetics high SNR at low light power
fast Tyesensitization localisation towards soma fast Trecovery localisation towards soma
high expression moderate expression
strong desensitisation strong desensitisation

\ /K / \bathochromic stimulation /\ /

Fig. 6 Comparison of different stimulation approaches for a single-beam experiment. (a) outlines the spiral
stimulation approach, while (b) elucidates the holographic approach, both combined with fast scanning
indicator imaging. The grey inserts outline the methods’ respective advantages and drawbacks

excitation, such as holographically multiplexed spiraling or sole
holographic stimulation with spots fitting the size of a neuron, are
used to excite actuators, whereas indicators are imaged using fast
scanning approaches (Fig. 6). Since an ideal combination of spec-
trally distinct and high-efficiency indicator/actuator pairs remains
unavailable and would require expensive setups with multiple laser
lines and a highly complex optical design, in this chapter, we review
unexplored spatial and temporal photophysical features of spec-
trally comparable indicator and actuator pairs permitting an
all-optical single-beam experiment with minimal cross-activation.
Indicators are constantly being improved in terms of higher
SNR and better imaging properties. However, mutational screen-
ing for a new generation of indicators with improved two-photon
cross-sections is rarely performed. Within our introduced theoreti-
cal framework, we demonstrate that each actuator opsin molecule is
only activated once during a laser beam sweep. In contrast, indica-
tors can emit hundreds of photons during the same time window.
Therefore, next to improving the two-photon cross-section of
indicators to allow for efficient activation, decreasing their fluores-
cence lifetimes to below 5 ns can help distinguish between indicator
and actuator activities. Spatial restriction of indicator expression
within the soma can further help prevent background fluorescence
arising from the neuropil, thereby decreasing the imaging contrast.
With regard to actuators, we have highlighted the benefits of
using moderate or slow oft-kinetic opsins for spiraling approaches
because they more efficiently integrate single-channel ion
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conductances towards crossing the spiking threshold. Fast and
complete desensitization from peak to stationary photocurrents
reduces the probability of multiple action potentials being triggered
during a single spiral scan. In this case, high membrane occupancy
of actuators is advantageous since only a fraction of the entire
membrane is illuminated during a spiral scan.

In contrast, holographic stimulation concurrently activates the
entire opsin-packed neuronal membrane with a millisecond illumi-
nation. Such an activation eliminates the need to sum over single-
channel conductances and favors the use of actuators with fast
off-kinetics. To avoid cross-activation via the imaging beam, we
suggest choosing blue-shifted opsins relative to the imaging laser
beam. Thus, the laser light will only cross-activate actuators with a
decreasing red spectral flank, reducing the overall probability of
activation. However, holographic stimulation can still efficiently
trigger action potentials via such a bathochromic excitation, given
high enough light powers.

As the basic photophysical processes of light-gated ion channels
are already well understood, we mainly focused on photophysical
processes in the context of two-photon excitation. Further, we
discussed photo-induced processes beyond the classical all-trans
— 13-cis isomerization in channelrhodopsins. Particularly, we
describe a second two-photon absorption process based on an
anti/syn conformation.

Harnessing any double two-photon absorption to activate
opsin molecules in an all-optical experiment would render the
light power dependency quadratic for actuators rather than for
indicators. Furthermore, just like in the case of indicators, high-
throughput mutational analysis for two-photon optimized opsin
variants is virtually absent with this being particularly true for
opsin-based actuators. Here, screenings toward high two-photon
cross-sections or the facilitation of double two-photon absorption
processes could enable artifact-free imaging of indicators and actua-
tors with a single-beam line.

As previous years have demonstrated how prolific and diverse
opsin evolution has been through natural selection, future years will
reveal whether artificial screening toward two-photon optimization
will produce a plethora of actuators for all-optical experiments.
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Miniature Multiphoton Microscopes for Recording Neural
Activity in Freely Moving Animals

Baris N. Ozbay, Gregory L. Futia, Ming Ma, Connor McCullough,
Michael D. Young, Diego Restrepo, and Emily A. Gibson

Abstract

Miniaturized head-mounted microscopes for in vivo recording of neural activity have gained much recog-
nition within the past decade of neuroscience research. In combination with fluorescent reporters, these
miniature microscopes allow researchers to record the neural activity that underlies behavior, cognition, and
perception in freely moving animals. Single-photon miniature microscopes are convenient for widefield
recording but lack the increased penetration depth and optical sectioning capabilities of multiphoton
imaging. Here we discuss the current state of head-mounted multiphoton miniature microscopes and
introduce a miniature head-mounted two-photon fiber-coupled microscope (2P-FCM) for neuronal
imaging with active axial focusing enabled using a miniature electrowetting lens. The 2P-FCM enables
three-dimensional two-photon optical recording of structure and activity at multiple focal planes in a freely
moving mouse. Detailed methods are provided in this chapter on the 2P-FCM design, operation, and
software for data analysis.

Key words Two-photon microscopy, Fluorescence microscopy, Lens system design, Fiber optics,
Ultrafast pulse propagation, Neural imaging, Image processing

1 Introduction

Two-photon laser scanning microscopy (2P-LSM) has opened up
opportunities for in vivo biological imaging at the sub-cellular level
[1, 2]. In the neuroscience field, 2P-LSM combined with fluores-
cent indicators can now capture brain activity at high resolution and
in real time. Although ingenious methods to study behavior and
perception in a head-fixed animal have been developed, there are
some behaviors that simply cannot be studied. Examples include
navigation and social behaviors, while additionally there is evidence
that head fixation can alter behavior and underlying neural pro-
cesses [3]. Due to these constraints, head-mounted microscopes
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are now being developed that can allow the animal to be unre-
stricted with more naturalistic behavior. The first miniature micro-
scopes to be developed for this purpose were one-photon widefield
miniscopes [4—7]. These systems rely on innovations in compact
CMOS imaging sensors and efficient visible wavelength light emit-
ting diodes for the excitation source. Despite the success of the
miniscopes with thousands deployed in laboratories internationally,
there are limitations. One-photon widefield excitation in tissue
results in high levels of light scattering, reducing signal to noise as
the out-of-focus fluorescence is also collected on the imaging
detector. Computational methods are typically used to select out
transient fluorescent signals from the background from the image
data. Detailed structural information of the brain region being
imaged is sometimes not possible to obtain. Recently, modified
miniscopes have been developed that place a phase plate [8] or
microlens array [9] in the optical detection path which provides
additional information for computational reconstruction in three
dimensions (3D). However, light scattering, particularly in densely
labelled samples, ultimately limits the imaging depth in these 3D
miniscopes.

In contrast to one-photon widefield, two-photon microscopy
removes the out-of-focus fluorescence and provides cross-sectional
imaging only at the focus. 2P imaging provides excellent signal to
noise and detailed structural information allowing high-resolution
images of cells and processes. Previous work demonstrated minia-
ture laser-scanning multiphoton fiber-coupled microscopes for
head-mounted neuronal imaging in freely moving rodents using
different methods of laser scanning including miniaturized micro-
electromechanical systems (MEMS) actuated mirror [10, 11] or
piezoelectric scanner [12] within the head mount. However, none
of these designs leverages the optical sectioning capabilities for full
volumetric 3D imaging without introducing cumbersome com-
plexity and weight. Recently, Zong et al. integrated an optical
design using a MEMS mirror for lateral scanning and a tunable
lens for axial scanning in a head-attached miniature microscope
[13, 14]. However, this miniature microscope is complex to align
and involves custom lenses and tunable optics. In contrast, the
design reported here incorporates a miniature, compact electrowet-
ting tunable lens (EWTL) for increasing the versatility of
two-photon capabilities by adding active axial focusing, while
using a coherent imaging fiber bundle for lateral scanning. The
design uses only commercially available components and can be
implemented on any standard bench-top laser scanning
microscope.
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2 Background

2.1 Optical Design
Considerations for
Miniature 2P
Microscopes

The objectives used for two-photon excitation microscopy in deep
tissues typically have a numerical aperture (NA) greater than 0.8
[2]. Imaging with high NA objectives reduces the spot size of the
laser, thereby increasing the two-photon fluorescence signal for a
given excitation power. However, large NA objectives are a prob-
lem for the manufacture of small imaging systems, because the
system aperture is constrained by the diameter of the physical
optics, which in turn forces the optical design to compromise on
other important parameters, such as working distance and field-of-
view [15]. Assuming a fixed aperture size, larger NA lenses require
areduction in the working distance. Additionally, the complexity of
a lens design can be viewed as a function ofits optical invariant, i.e.,
ability to collect light over a large angle and field-of-view (FOV).
Increasing the NA has the effect of making it more challenging to
design for a large FOV as well. When considering the fluorescence
signal detection path, the fluorescent photons are only emitted at
the focus and detected on a photo-multiplier tube (PMT) such that
the backgrou