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This book is dedicated to memory of the late Tom
Schanz, a brilliant researcher, a compassionate
PI and Member of the Executive Board of the
SFB 837. With his critical mind and creative think-
ing, he significantly inspired scientific discussions
and often provoked out-of-the-box thinking about
new research ideas. Although Tom is not with us
anymore, we firmly believe he would have enjoyed
the successful outcome of the SFB 837 as much as
we do now. His legacy lives on in the substantial
work he put into the SFB 837, so all members of
the SFB 837 therefore gratefully acknowledge the
dedication Tom paid to “his” SFB.



Preface

“Modern tunnel construction techniques ... are only tolerant within ranges of variations of
the ground. It is therefore apparent that understanding and operating the system become
increasingly vital for successful tunnelling.”
– Sir Alan Muir Wood, 1921–2009

Ins Bergwerk ’nein, wo die Bergleut sein,
die da graben das Silber und das Gold bei der Nacht
aus Felsgestein
– From the “Steigerlied” (traditional German mining song)

About twelve years ago the Collaborative Research Center (Sonderforschungsbereich) 837
began to pick up its work studying how to understand and improve the process of Machine
Tunneling in all its aspects. Although the professors, post-docs, doctorates and students
were well-prepared to take on this journey, it is never clear at the outset of a research
project–and this was truly a large and involved undertaking–where the research will be
headed. So, in the last years many experiments have been executed and monitored, many
theories have been set up and validated, many models have been created and verified,
many software systems have been programmed and debugged, all without a guarantee
that success is around the corner.

Although the word “interaction” is part of the official title of the SFB 837 (“Interac-
tion Modeling in Mechanized Tunneling”), we firmly believe the overall success of the
SFB 837 is due to the fact that we took the word “interaction” seriously in our SFB. From
the formal meetings of the executive council of the distinguished professors to the infor-
mal gatherings of students, post-docs and group leaders in the Academic Lunches, we
lived and breathed interaction to the point working alone on a sub-project seemed utterly
strange . . .

Thus, all the more we are pleased to report to the knowledgeable public that there
has been some degree of success in the outcome of the SFB 837 and, in out humble
opinion, this level is not of mere nature. To pass the large body of wisdom, insight and
expertise gained during the completion of the SFB 837 to the public, we hereby present
this work of reference to the engineering community in the hope that it will contribute to

vii



viii Preface

the advancement of underground engineering as was done within the SFB 837, at least to
some small, but significant, extent.

We hope the reader will enjoy perusing this literary work with as much pleasure as the
co-authors had in preparing the book.

Bochum
August 2022

Günther Meschke



Acknowledgements

The Collaborative Research Center 837 (SFB 837) gratefully acknowledges the strong
support it has received from the Deutsche Forschungsgemeinschaft (DFG) (German Re-
search Foundation), Project 77309832, as well as from Ruhr University Bochum, Ger-
many, including not only generous financial support, but also support in areas of adminis-
tration, personnel and management that contributed substantially to the overall success of
this SFB 837.

We would like to express our gratitude to Prof. Dietrich Hartmann, who, with his inspi-
ration, visionary thinking and strong promotion of the SFB 837 as member of the steering
group in the early stages of the research initiative, was a key factor for the success of the
joint research initiative.

Special thanks also go to the managing director of the SFB 8387, Jörg Sahlmen, for his
thoughtful management of all administrative issues, to Dr. Karlheinz Lehner for his edi-
torial support and to the members of the administrative staff of the SFB 837, Elke Köster,
Melanie Breyer and Stefan Kunter for their unselfish and continuous support during all
phases of the SFB 837.

We would like to thank all former and present members of the Collaborative Research
Center for their strong commitment and team spirit during 12 years of research in the
SFB 837, guided by the common vision of advancing knowledge and fostering innovation
in mechanized tunneling.

Finally, the editors of this book would like to acknowledge the support of Springer
publishers for making this volume accessible to the readers, both in the analog and digital
world.

ix



Contents

1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
Günther Meschke

2 Advance Reconnaissance and Optimal Monitoring . . . . . . . . . . . . . . . 9
Elham Mahmoudi, Jan Düllmann, Lukas Heußner, Raoul Hölter,
Andre Lamert, Shorash Miro, Thomas Möller, Khayal Musayev, Christopher Riedel,
Steffen Schindler, Maximilian Trapp, Michael Alber, Matthias Baitsch,
Wolfgang Friederich, Klaus Hackl, Markus König, Peter Mark, and
Tamara Nestorovic
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.2 Seismic Reconnaissance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3 System and Parameter Identification Methods for Ground Models in

Mechanized Tunneling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
2.4 Three-Stage Concept . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
2.5 Soil-Shield Machine – Interactions . . . . . . . . . . . . . . . . . . . . . . . . 67
2.6 Monitoring of Building Damages by Radar Interferometry . . . . . . . . . 72
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

3 Excavation Simulations and Cutting Tool Wear . . . . . . . . . . . . . . . . . 93
Lukas Brackmann, Arne Röttger, Hoang-Giang Bui, Sahir Butt, Golnaz Hoormazdi,
Abdiel Ramon Leon Bal, Sebastian Priebe, Dennis Wingender, Hongwei Yang,
Daniel Balzani, Klaus Hackl, Günther Meschke, Inka Mueller, and
Jörg Renner
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
3.2 Excavation of Geomaterials in Mechanized Tunneling: Experiments and

Simulations on Failure Mechanisms . . . . . . . . . . . . . . . . . . . . . . . 96
3.3 Tool Wear in Mechanized Tunneling – Appearances, Mechanisms, and

Countermeasures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
3.4 Influence of Tool Wear on the Effectiveness of Excavation . . . . . . . . . 155
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158

xi



xii Contents

4 Face Support, Soil Conditioning and Material Transport in
Earth-Pressure-Balance and Hydro Shield Machines . . . . . . . . . . . . . . 165
Britta Schößer, Arash Alimardani Lavasan, Wiebke Baille, Thomas Barciaga,
Sascha Freimann, Mario Galli, Sebastian Kube, Peyman Mianji, Poria Saberi,
Marius Schröer, Markus Thewes, Andreas Vogel, Chenyang Zhao, and
Zdenek Zizka
4.1 Fundamentals of Face Support in Mechanized Tunneling Adapting

Conditioned Soil and Bentonite Suspensions as Support Media . . . . . . 167
4.2 Experimental Investigations of the Workability of Cohesive and

Non-Cohesive Soils . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172
4.3 Experimental and Numerical Investigations on the Support Pressure

Transfer of Slurry Shields SLS in Non-Cohesive Soil . . . . . . . . . . . . 179
4.4 Analysis of the Soil Structure and Particle Storage – Determination of the

Phase Composition in Soils . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191
4.5 Material Transport in the Excavation Chamber of Hydro and

Earth-Pressure-Balance Shields . . . . . . . . . . . . . . . . . . . . . . . . . . 199
4.6 Determination and Modification of the Flow Behavior of Soils for

Tunneling with Earth Pressure Shields . . . . . . . . . . . . . . . . . . . . . 212
4.7 Determination of the Transient Rheological Parameters of Bentonite

Suspensions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 228
4.8 TBM-subsoil Interactions Considering the Influence of Subsystems . . . 234
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 245

5 Tunnel Linings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 253
Gerrit Emanuel Neu, Florian Christ, Tagir Iskhakov, Christina Krikelis,
Diego Nicolás Petraroia, Sven Plückelmann, Maximilian Schoen,
Rolf Breitenbücher, Arash Alimardani Lavasan, Peter Mark, Günther Meschke,
and Jithender J. Timothy
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 254
5.2 Steel Fiber Reinforced Concrete (SFRC) for Tunnel Linings . . . . . . . . 255
5.3 Hybrid Segmental Tunnel Linings . . . . . . . . . . . . . . . . . . . . . . . . 271
5.4 Full-Scale Tester for Segmental Linings Subjected to Conditions in Real

Tunnels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 288
5.5 Annular Gap Grouts in Mechanized Tunneling . . . . . . . . . . . . . . . . 292
5.6 Deformation Tolerant Tunnel Lining . . . . . . . . . . . . . . . . . . . . . . 304
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 321



Contents xiii

6 Digital Design in Mechanized Tunneling . . . . . . . . . . . . . . . . . . . . . . 329
Abdullah Alsahly, Hoang-Giang Bui, Lukas Heußner, Annika Jodehl,
Rodolfo Javier Williams Moises, Markus Obel, Marcel Stepien, Andre Vonthron,
Yaman Zendaki, Steffen Freitag, Markus König, Elham Mahmoudi,
Peter Mark, Günther Meschke, and Markus Thewes
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 331
6.2 Information Modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 332
6.3 Digital Design of Tunnel Tracks . . . . . . . . . . . . . . . . . . . . . . . . . 341
6.4 Process-Oriented Numerical Simulation . . . . . . . . . . . . . . . . . . . . 351
6.5 Risk Assessment of Building Damage . . . . . . . . . . . . . . . . . . . . . . 383
6.6 Interactive Assessment of Tunnel Alignment . . . . . . . . . . . . . . . . . 394
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 399

7 Real-Time Simulation for Steering the Tunnel Construction Process . . . . 405
Ba Trung Cao, Lukas Heußner, Annika Jodehl, Markus Obel, Yara Salloum,
Steffen Freitag, Markus König, Peter Mark, Günther Meschke, and
Markus Thewes
7.1 A Concept for Real-Time Simulations During the Tunneling Process . . 406
7.2 Process Simulation Models for Logistic Processes . . . . . . . . . . . . . . 407
7.3 Real-Time Prediction of Tunneling-Induced Settlements . . . . . . . . . . 429
7.4 Real-Time Prediction of Building Damage . . . . . . . . . . . . . . . . . . . 441
7.5 Real-Time TBM Steering Support Minimising Building Damage Risks . 450
7.6 Application Development for TBM Steering Support . . . . . . . . . . . . 457
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 458



List of Contributors

About the Editors

Günther Meschke Structural Mechanics, Ruhr-Universität Bochum, Bochum, Germany

Rolf Breitenbücher Building Materials, Ruhr-Universität Bochum, Bochum, Germany

Steffen Freitag Institute for Structural Analysis, Karlsruhe Institute of Technology,
Karlsruhe, Germany

Markus König Computing in Engineering, Ruhr-Universität Bochum, Bochum, Ger-
many

Markus Thewes Tunneling and Construction Management, Ruhr-Universität Bochum,
Bochum, Germany

List of Authors

Michael Alber Applied Geology, Ruhr-Universität Bochum, Bochum, Germany

Abdullah Alsahly Structural Mechanics, Ruhr-Universität Bochum, Bochum, Germany

Wiebke Baille Soil Mechanics, Foundation Engineering and Environmental Geotechnics,
Ruhr-Universität Bochum, Bochum, Germany

Matthias Baitsch Bauinformatik und Numerische Verfahren, Bochum University of Ap-
plied Sciences, Bochum, Germany

Daniel Balzani Continuum Mechanics, Ruhr-Universität Bochum, Bochum, Germany

xv



xvi List of Contributors

Thomas Barciaga Dr. Spang Ingenieurgesellschaft für Bauwesen, Geologie und Umwelt-
technik GmbH, Witten, Germany

Lukas Brackmann Materials Technology, Ruhr-Universität Bochum, Bochum, Ger-
many

Hoang-Giang Bui Mechanics of Materials, Ruhr-Universität Bochum, Bochum, Ger-
many

Sahir Butt Structural Mechanics, Ruhr-Universität Bochum, Bochum, Germany

Ba Trung Cao Structural Mechanics, Ruhr-Universität Bochum, Bochum, Germany

Florian Christ Soil Mechanics, Foundation Engineering and Environmental Geotech-
nics, Ruhr-Universität Bochum, Bochum, Germany

Jan Düllmann Stahl & Stein, Meschede, Meschede, Germany

Sascha Freimann Vössing Ingenieurgesellschaft mbH, Düsseldorf, Germany

Wolfgang Friederich Geophysics, Ruhr-Universität Bochum, Bochum, Germany

Mario Galli Vössing Ingenieurgesellschaft mbH, Düsseldorf, Germany

Klaus Hackl Mechanics of Materials, Ruhr-Universität Bochum, Bochum, Germany

Lukas Heußner Concrete Structures, Ruhr-Universität Bochum, Bochum, Germany

Raoul Hölter Soil Mechanics, Foundation Engineering and Environmental Geotechnics,
Ruhr-Universität Bochum, Bochum, Germany

Golnaz Hoormazdi Mechanics of Materials, Ruhr-Universität Bochum, Bochum, Ger-
many

Tagir Iskhakov Structural Mechanics, Ruhr-Universität Bochum, Bochum, Germany

Annika Jodehl Tunneling and Construction Management, Ruhr-Universität Bochum,
Bochum, Germany

Christina Krikelis Building Materials, Ruhr-Universität Bochum, Bochum, Germany



List of Contributors xvii

Sebastian Kube Tunneling and Construction Management, Ruhr-Universität Bochum,
Bochum, Germany

Andre Lamert Geophysics, Ruhr-Universität Bochum, Bochum, Germany

Arash Alimardani Lavasan Soil Mechanics, Foundation Engineering and Environmen-
tal Geotechnics, Ruhr-Universität Bochum, Bochum, Germany

Abdiel Ramon Leon Bal Structural Mechanics, Ruhr-Universität Bochum, Bochum,
Germany

ElhamMahmoudi Computing in Engineering, Ruhr-Universität Bochum, Bochum, Ger-
many

Peter Mark Concrete Structures, Ruhr-Universität Bochum, Bochum, Germany

Peyman Mianji Soil Mechanics, Foundation Engineering and Environmental Geotech-
nics, Ruhr-Universität Bochum, Bochum, Germany

Shorash Miro Sicherheitsuntersuchungen, BGE Bundesgesellschaft für Endlagerung
mbH, Peine, Germany

Thomas Möller Geophysics, Ruhr-Universität Bochum, Bochum, Germany

Inka Mueller Technical Mechanics, Bochum University of Applied Sciences, Bochum,
Germany

KhayalMusayev Mechanics of Materials, Ruhr-Universität Bochum, Bochum, Germany

TamaraNestorovic Mechanics of Adaptive Systems, Ruhr-Universität Bochum, Bochum,
Germany

Gerrit Emanuel Neu Structural Mechanics, Ruhr-Universität Bochum, Bochum, Ger-
many

Markus Obel Mark Ingenieure GmbH, Bochum, Germany

Diego Nicolás Petraroia Concrete Structures, Ruhr-Universität Bochum, Bochum, Ger-
many

Sven Plückelmann Building Materials, Ruhr-Universität Bochum, Bochum, Germany



xviii List of Contributors

Sebastian Priebe Structural Mechanics, Ruhr-Universität Bochum, Bochum, Germany

Jörg Renner Experimental Geophysics, Ruhr-Universität Bochum, Bochum, Germany

Christopher Riedel Mechanics of Materials, Ruhr-Universität Bochum, Bochum, Ger-
many

Arne Röttger New Production Technologies and Materials, Bergische Universität Wup-
pertal, Wuppertal, Germany

Poria Saberi High Performance Computing, Ruhr-Universität Bochum, Bochum, Ger-
many

Yara Salloum Computing in Engineering, Ruhr-Universität Bochum, Bochum, Germany

Steffen Schindler Consult IKS, HOCHTIEF Engineering GmbH, Frankfurt am Main,
Germany

Maximilian Schoen Soil Mechanics, Foundation Engineering and Environmental Geotech-
nics, Ruhr-Universität Bochum, Bochum, Germany

Britta Schößer Tunneling and Construction Management, Ruhr-Universität Bochum,
Bochum, Germany

Marius Schröer Tunneling and Construction Management, Ruhr-Universität Bochum,
Bochum, Germany

Marcel Stepien Computing in Engineering, Ruhr-Universität Bochum, Bochum, Ger-
many

Jithender J. Timothy Centre for Building Materials, TU Munich, Munich, Germany

Maximilian Trapp Mechanics of Adaptive Systems, Ruhr-Universität Bochum, Bochum,
Germany

Andreas Vogel High Performance Computing, Ruhr-Universität Bochum, Bochum, Ger-
many

Andre Vonthron Computing in Engineering, VSK Software GmbH, Bochum, Germany

Rodolfo Javier Williams Moises Structural Mechanics, Ruhr-Universität Bochum,
Bochum, Germany



List of Contributors xix

Dennis Wingender Continuum Mechanics, Ruhr-Universität Bochum, Bochum, Ger-
many

Hongwei Yang School of Civil Engineering, Sun Yat-sen University, Guangzhou, China

Yaman Zendaki Structural Mechanics, Ruhr-Universität Bochum, Bochum, Germany

Chenyang Zhao School of Civil Engineering, Sun Yat-sen University, Guangzhou, China

Zdenek Zizka METROPROJEKT PRAHA, Prague, Czech Republic



1Introduction

Günther Meschke

Abstract

This book summarizes the main results from research performed within the Collabo-
rative Research Center “Interaction Modeling in Mechanized Tunneling” installed at
Ruhr University Bochum, Germany. Topics being covered include all relevant aspects
of mechanized tunneling ranging from digital design to steering support during tun-
nel construction. One subject area is concerned with the characterization and modeling
of ground conditions, advance exploration methods as well as face support measures.
A second subject area covers novel segmental lining designs with enhanced robustness
and the interaction between the grout and the surrounding soil. A third subject area is
concerned with computational simulation of tunnel advancement, logistics and excava-
tion processes including monitoring strategies and digital models for real-time support
of TBM construction. Finally, risk analysis and tunnel information modeling are com-
pleting the large range of topics. The individual research topics are each supported by
computational models, experimental research and in situ monitoring.

In order to meet the growing demand for an efficient and environmentally friendly trans-
port infrastructure, the use of the subsurface is often without alternative. Major projects,
such as the Alpine transversals (e.g. Brenner Base Tunnel), but also the construction or
expansion of inner-city underground transport lines to reduce the above ground traffic il-
lustrate the growing importance of tunnel construction, as can be vividly seen in Fig. 1.1.

Mechanized Tunneling has proven itself as an economical and flexible construction
method that continues to undergo a dynamic evolution process; shield diameters are con-
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2 G. Meschke

Fig. 1.1 Metro-systems improving the quality of life in urban areas: Example Vienna before [Source:
https://de.wikipedia.org/wiki/Kärntner_Strasse] (left) and after (right) completion of the metro sys-
tem in the city center [Source: https://commons.wikimedia.org/wiki/]

stantly increasing (an example can be seen in Fig. 1.2, right), and the range of scenarios
in which tunnel boring machines are deployed is continuously expanding, from clays to
granular soils to highly fractured or monolithic rock masses, from partially to fully satu-
rated ground, and from alpine mountain ranges with high overburden pressures to sensitive
urban areas with low overburden (Fig. 1.2, left). Today, the application range of tunnel bor-
ing machines is being extended to an ever increasing variety of geotechnical conditions.

Fig. 1.2 Illustration of mechanized tunneling in urban areas (left), breakthrough of a 17.5m Tunnel
Boring Machine in Seattle [Source: Washington State Department of Transportation (WSDOT) –
https://www.flickr.com/photos/wsdot/8260834957/] (right)

https://de.wikipedia.org/wiki/K�rntner_Strasse
https://commons.wikimedia.org/wiki/
https://www.flickr.com/photos/wsdot/8260834957/


1 Introduction 3

Mechanized tunneling is characterized by a number of advantages over competing tun-
neling methods. As a result of the shield casing, a high level of work safety is guaranteed;
due to the prefabrication, a high quality of the segment elements can be ensured and the
intended tunnel profile is maintained with great accuracy, without unintended additional
excavation. In addition to very high investment costs, these advantages are offset above
all by a lack of flexibility with regard to adjustments during tunneling to changing ground
conditions, e.g. marl-limestone alternating bedding or difficult geological conditions, such
as swelling clay rock.

The reliable, economical and environmentally compatible planning and construction
of tunnels on the basis of mechanized driving requires reliable knowledge of the expected
effects of tunnel driving on the existing infrastructure and environment, but also of the ef-
fects of the geological conditions or existing infrastructure on the tunnel driving process.
The generally heterogeneous geological conditions and the often only vaguely detectable
ground properties place special demands on prognosis models compared to other engi-
neering tasks. However, such models are indispensable for limiting driving-related risks
during the planning and driving stages, especially in the case of difficult geological and
tunneling conditions and special boundary conditions, for example, when tunneling un-
derneath existing buildings.

Research goals Heterogeneous geological conditions and often only approximated
ground parameters create, in contrast to other engineering projects, special challenges.
These circumstances and the constant expansion of the range of deployment of shield-
supported tunneling as well as the tendency to always larger shield diameters demand the
exploration of new problems that can only be effectively solved through truly interdis-
ciplinary research. Open problems demanding fundamental research arise in almost all
aspects of the mechanized tunneling process. Examples are the characterization of the
ground properties ahead of the tunnel face, the efficiency of the face support pressure
in Earth Pressure Balanced, slurry or variable density machines, the actual mechanism
in which the support fluids infiltrate the ground, tool wear, the efficiency of the cutting
process in heterogeneous ground conditions or the optimization of design and construc-
tion processes based on real-time interactive digital tools. Understanding the relevant
aspects and components of the mechanized tunneling process and their interactions is
a prerequisite for developing new concepts and improved technological solutions.

Due to the high degree of automation and the interlocking of a large number of sub-
processes and components, malfunctions and the failure of individual components often
cause delays in the process or even complete shutdowns. On average, tunnel boring ma-
chines achieve only 30%–50% of their theoretical performance capacity (Fig. 1.3, left).
Deficiencies in design are among the most common causes of failures in underground
construction (Fig. 1.3, right).

This and the constant expansion of the range of deployment of shield-supported tunnel-
ing to various ground conditions, the tendency to ever larger shield diameters and the strict
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Fig. 1.3 Causes of damage in mechanized tunneling [redrawn according to N. Bilgin, H. Copur &
C. Balci. TBM excavation in difficult ground conditions: Case studies from Turkey, Ernst & Sohn,
2016] (left); Frequency of damage events depending on the construction method [redrawn according
to T.K. Konstantis. Tunnel projects: Risks exposure, risk management and insurance coverage –
A realistic roadmap, Proceedings of the World Tunnel Congress 2017, 2017] (right)

requirements posed by society in regard to safety and impact on the environment during
construction, sustainability of the design and durability of the constructed tunnel necessi-
tate new insights into the manifold interactions between individual components, planning
phases and partial processes involved in mechanized tunneling. Innovative solutions can
only be effectively solved through truly interdisciplinary research.

The transformation to a green economy also induces a strong motivation in the un-
derground construction sector to develop novel designs for segmented tunnel shells with
less material consumption and thus a reduced CO2 footprint of the tunnel linings with-
out sacrificing safety or robustness. In the same spirit, innovation in the design of cutter
heads and novel materials for excavation tools both lead to a better wear resistance, and
thus to an improved efficiency of the tunnel advancement and less energy consumption.
A key ingredient in reducing unexpected standstill in tunnel processes is the knowledge of
the ground conditions ahead of the tunnel face, necessitating reliable methods of ground
advance exploration.

In order to maintain low settlements, and to ensure an economically feasible as well
as environmentally friendly construction process, realistic computational models are in-
dispensable for providing reliable prognoses during the planning and construction stages
of a tunnel project. These models become especially critical in difficult geotechnical en-
vironments as well as under special boundary conditions, such as driving under existing,
possibly fragile constructions. A prerequisite for a reliable numerical prognosis is the as-
sessment of the interactions between the components involved in mechanized tunneling,
the surrounding site, the ground, and any pre-existing structures. To render use of com-
plex 3D modeling feasible within a digital workflow requires a smooth integration of all
interacting tools.
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Digitalization The use of digital tools places specific demands on the planning processes
in tunnel construction, addressing the problems generated by decentralized data manage-
ment and separate submodels by adequately linking heterogeneous data sources via tunnel
information models. Although information model methods were first developed to be ap-
plied to improve the organization of above-ground building projects (Building Information
Models, BIM), they have been, and currently are, being extended to tunneling projects.

Standardized exchange formats such as the Industry Foundation Classes (IFC) are
being developed to ensure a universal data structure, coherent data exchange and in-
teroperability among projects partners. The capability of the Tunnel Information Model
(TIM) to connect information databases and graphical representations based on parametric
3D models allows a better visualization, coordination, and management of construction
projects and helps to reduce planning errors and project costs. Recent developments in
software platforms for tunnel information modeling have enabled a multi-level informa-
tion representation of the built environment with an adequate Level of Detail (LoD) and
collaborative design, and a parameterized analysis of alternative designs (Fig. 1.4).

In the future, tunnel information and simulation models will be used interactively, be-
yond the visualization of project data, also by real-time analyses of route variants and
accompanying risk forecasts, especially in inner-city tunnel construction. This places de-
mands not only on the efficiency of numerical simulation models and a seamless connec-
tion to digital tunnel information and logistics models, but also on the real-time capability
of complex tunneling and process simulation models.

a b

Fig. 1.4 Illustration of the tunnel information modeling framework: Main subdomain data mod-
els (a), the unified interaction platform and application layer (b)
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The SFB 837 In this context, the German Research Foundation (Deutsche Forschungs-
gemeinschaft, DFG) established the Collaborative Research Center “Interaction Modeling
in Mechanized Tunneling” (Sonderforschungsbereich 837, SFB 837) at Ruhr University
Bochum since 2010. Collaborative Research Centers are interdisciplinary scientific re-
search groups in which cooperative research is conducted under the umbrella of a central
research theme. Within the 20 subprojects of the SFB 837, a range of design concepts, nu-
merical models and new excavation technologies concerning mechanized tunneling have
been developed.

While research during the initial project phases focused mainly on tunneling in soft
ground, more recent research concentrated additionally on tunneling in difficult geological
conditions, which nowadays sets the limits on the application range of mechanized tun-
neling. Among other topics, research was concerned with the exploration of significant,
as yet unexplored factors that control tunneling processes in expansive soils as well as
with the design of novel deformation-tolerant tunnel linings to be used in such situations.
From interdisciplinary research between material scientists and geophysicists, essential
insights have been gained into the wear of excavation tools and the efficiency of excava-
tion in such difficult geological conditions. Simulation and risk models for the excavation,
advancement and logistics processes developed in the SFB 837 will enable improved,
environmentally-friendly and low-risk planning and construction processes. These models
have been extended to enable real-time prognoses and to provide a platform for the inter-
active digital design of urban tunneling projects. In doing so, the SFB 837 aims to create
new perspectives for innovative participative planning instruments in tunneling. Further-
more, by developing continuously updated real-time models, the SFB 837 has taken an
important step towards computer-aided steering of the mechanized tunneling process.

The research goals of the SFB 837 are concerned with relevant planning and con-
struction aspects of the many components of the mechanized tunneling process. They are
organized into four project areas (Fig. 1.5). Project area A is concerned with the charac-
terization and modeling of the in-situ ground and the disturbed ground conditions in the
vicinity of the cutting wheel as well as with advance exploration methods. The topic of re-
search in project area B is the modeling of novel segmental lining designs with enhanced
robustness and the interaction between the grout and the surrounding soil. Project area
C is concerned with the simulation of the advancement process and real-time prognosis
methods to support the TBM steering, as well as with optimal monitoring strategies, the
simulation of logistics processes and the modeling of the cutting process and the material
transport into the excavation chamber. The last project area D is concerned with research
on risk analysis in urban tunneling and model integration. These research themes are each
supported by computational models and are all included in an SFB encompassing tunnel
information model that was developed in the first period of the SFB.

Furthermore, interaction groups were formed in order to integrate and combine the re-
sults of different submodels and analyses. These originated partially through prototypical
cause-and-effect relationships, and partially from applications to actual reference tunnel-
ing projects.
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Fig. 1.5 Components and processes involved in mechanized tunneling and their representation
within four project areas (A–D) in the SFB 837

Structure of the book This book summarizes the main results from the SFB 837 related
to the four project areas included in Fig. 1.5:

A: Characterization of the subsoil and the face support mechanisms;
B: Lining systems and support;
C: Modeling and computational simulation of the tunnel construction processes including

the excavation and logistics and
D: Tunnel information modeling and risk assessment in urban tunneling.

Evidently, research within these project areas is highly interlinked. This leads to the
structure of this book, which organizes the developed concepts, methods, models for
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mechanized tunneling in soft ground and rock conditions as well as the findings from
experimental research into 6 chapters.

Chapter 2 is concerned with the characterization of the ground ahead of the tunnel face
based on geophysical exploration methods in association with computational methods for
the identification of joints and obstacles in the ground.

In Chap. 3, computational models for the analysis of excavation processes at the tunnel
face in soft, hard and mixed ground conditions along with the experimental and model-
based analysis of wear processes in the cutting tools are presented.

Chapter 4 focuses on the analysis of infiltration processes involved in the support of
the tunnel face and the material transport in Earth Pressure Balance and Hydro Shield
Machines.

Chapter 5 is concerned with the design of robust- and damage-tolerant segmented lin-
ings and the experimental and model-based characterization of the infiltration and the
stiffening behavior of various one- and two-component grouting materials.

Methods and models for digital design in mechanized tunneling are described in
Chap. 6. Here, the Tunnel Information Model is introduced to facilitate the manage-
ment of heterogeneous and distributed data and the interoperability of various submodels
involved in the design process. Furthermore, computational methods for the modeling
of tunnel-ground interaction within a digital workflow, and risk models for existing
infrastructure are described. Combining these submodels, a method for the interactive
assessment of tunnel alignment variants in urban areas is introduced.

Finally, Chap. 7 presents computational models for the support of the construction pro-
cess in real-time. This concerns a real-time prediction scheme for the logistics processes
and a software for the steering of tunnel boring machines considering different steering
targets, such as minimizing the damage risk in existing buildings. Uncertainties, of both
epistemic and aleatoric nature arising in mechanized tunneling are considered in the pre-
diction models.

Open Access This chapter is licensed under the terms of the Creative Commons Attribution 4.0
International License (http://creativecommons.org/licenses/by/4.0/), which permits use, sharing,
adaptation, distribution and reproduction in any medium or format, as long as you give appropriate
credit to the original author(s) and the source, provide a link to the Creative Commons license and
indicate if changes were made.
The images or other third party material in this chapter are included in the chapter’s Creative Com-
mons license, unless indicated otherwise in a credit line to the material. If material is not included
in the chapter’s Creative Commons license and your intended use is not permitted by statutory reg-
ulation or exceeds the permitted use, you will need to obtain permission directly from the copyright
holder.
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Abstract

Effective exploration techniques during mechanized tunneling are of high importance
in order to prevent severe surface settlements as well as a damage of the tunnel boring
machine, which in turn would lead to additional costs and a standstill in the construction
process. A seismic methodology called full waveform inversion can bring a consider-
able improvement compared to state-of-the-art seismic methods in terms of precision.
Another method of exploration during mechanized tunneling is to continuously mon-
itor subsurface behavior and then use this data to identify disturbances through pat-
tern recognition and machine learning techniques. Various probabilistic methods for
conducting system identification and proposing an appropriate monitoring plan are de-
veloped in this regard. Furthermore, ground conditions can be determined by studying
boring machine data collected during the excavation. The active and passive obtained
data during performance of a shield driven machine were used to estimate soil param-
eters. The monitoring campaign can be extended to include above-ground structural
surveillance as well as terrestrial and satellite data to track displacements of exist-
ing infrastructure caused by tunneling. The available radar data for the Wehrhahn-line
project are displayed and were utilized to precisely monitor the process of anticipated
uplift by injections and any subsequent ground building settlements.
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2.1 Introduction

In mechanized tunneling, which is a highly automated process, a tunnel boring machine
(TBM) sequentially excavates the ground and installs the tunnel lining. The high level of
automation causes restrictions for a dynamic adaptation of the construction process and
makes it vulnerable for unconsidered events. Sudden geological changes may endanger
the process of tunnel construction by causing unexpected surface settlements, damage to
the TBM or wear of the cutting tools. Since there is only a limited access to the front shield
of the TBM during the construction, its maintenance turns out to be cumbersome. Further-
more, damage of the TBM leads to construction delays which may cause accumulation of
running costs (e.g. personnel costs). Early identification of geological changes enables the
opportunity to initiate countermeasures by, for instance, adapting the excavation velocity,
changing the cutting tools or adapting the face pressure. During the planning as well as
the construction phase, exploratory drilling is typically performed to characterize prop-
erties of the ground. However, such drilling is not sufficient for estimation of the subsoil
properties along the whole tunnel track since it is locally limited.

Approaches that are suitable for exploring the space directly in front of the tunnel
face are provided by exploration seismics. However, state-of-the-art methods only process
the onsets of directly reflected waves and therefore neglect information of later arriving
waves. In order to improve today’s exploration techniques, the application of a methodol-
ogy called full waveform inversion (FWI) is proposed. Here, the whole information of the
seismic records is taken into account. Different FWI approaches are proposed, investigated
and validated with synthetic data and experimental laboratory data in Sect. 2.2.

Another possibility for exploration during mechanized tunneling is to analyze the gath-
ered hydro-mechanical data during the excavation process. Measuring the changes of
surface settlement or pore water pressure in various locations around the tunnel line is
a common practice, and through analyzing these data the geotechnical pattern of the sub-
soil can be recognized. Therefore, a pattern recognition approach based on supervised
machine learning is proposed and investigated in Sect. 2.3. To evaluate the surround-
ing geomaterial based on the measurements, one should carefully consider the associ-
ated aleatory and epistemic uncertainties in such problems. Uncertainties in geomaterials
are mainly due to their geologic origin, which implies their heterogeneity as well as
multiphase-nature at different aggregation states. Furthermore, the boundary conditions
are frequently complicated as a result of multi-phase interactions in projects such as
tunneling, making the conventional approaches of using soil sample and preliminary lab-
oratory studies on limited number of samples to predict soil parameters less trustworthy.
The impact of uncertainties on tunneling performance may be precisely assessed utilizing
the model adaptation approach, which is primarily concerned with the use of previously
acquired datasets in the subsequent prediction and TBM steering process. In this regard,
various uncertainty quantification methods like sensitivity analysis, random field and back
analysis were employed.
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Afterwards, a scenario-based framework pattern recognition is used to explore the geo-
logical formation ahead of TBM based on the subsoil response to the excavation process.
It takes into account several frequent geometrical variations of geological scenarios in
tunnel construction, such as layer change, interlayers, or a large rock boulder. As a result,
in the context of pattern identification, machine learning algorithms are used to identify
critical changes in geological conditions, such as incoming new soil layers or enormous
rock boulders.

Besides obtained data by sensors and gauges in the subsoil, TBMs constantly monitor
several variables during excavation. Therefore, one may determine ground conditions by
analyzing such machine data. Among all the monitored data, data on the movement of
the cutting wheel and the shield in relation to subsoil conditions for a shield driven TBM,
in particular, can be considered as formative data. Parameters as thrust force on cutting
wheel, torque on cutting wheel and advance speed are referred to as excavation-specific
data components, and they may be used as indicators for the Earth’s resistance to excava-
tion (ground conditions) and the condition of the cutting wheel (wheel design, tool wear,
and clogging), accordingly. The relation between different parameters on various projects
and their effectiveness are studied in the Sect. 2.5.

A comprehensive monitoring campaign, which is required to prevent any unexpected
or serious damage to above-ground structures, may include the use of available radar data
and terrestrial technologies for the above-ground observations in addition to subterranean
monitoring. Terrestrial settlement monitoring includes measurements of the interplay of
all (settlement) data prior to, during, and after tunnel construction. The data delivered
by these technologies may be detailed to the millimeter level for monitoring the settle-
ment or tilting of buildings in the impacted geographical extent of tunnel excavation.
Using the radar data, on-site installations, such as those found in buildings, are no longer
necessary. The technology captures complicated raw data signals (amplitude and phase in-
formation) provided by radar waves (electromagnetic waves) reflect on the upper mantle.
These data can be utilized in visualization process besides the actual settlement moni-
toring. Visualized in space and time, critical conditions such as torsional deformations
when underpassing structures in parallel can be recognized easier. Details about the above-
groundmonitoringmethods and data is presented in Sect. 2.6. The following section offers
a case study of monitoring displacements of existing infrastructure caused by the excava-
tion of the Wehrhahn railway tunnel in Dusseldorf using a series of 16 TERRASAR-X
photos.

2.2 Seismic Reconnaissance

Triggered by man-made explosions or natural earthquakes, energy is induced into the
ground and travels through it in the form of seismic body waves. These waves have differ-
ent propagationmodes, e.g. compressional waves that vibrate in propagation direction and
shear waves that vibrate perpendicular to the propagation direction. The propagation ve-
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locity of the different waves depends on the elastic properties of the ground. These are, in
the context of seismological applications, usually described in terms of the compressional
wave velocity vp (or P-wave velocity) and the slower shear wave velocity vs (or S-wave
velocity),

vp D
s

E.1 � �/
�.1C �/.1 � 2�/ ; vs D

s
E

2�.1C �/
; (2.1)

rather than in terms of Young’s modulusE and Poisson’s ratio �. The density of the ground
is denoted by �. Waves that encounter a stress free surface, e.g. the Earth’s surface, are
to some part reflected. Another portion of these waves induces surface waves with very
high amplitudes that propagate along the surface with a velocity slightly lower than the
shear wave velocity. At geological interfaces, reflections, refractions and conversions of
the seismic waves occur, whereby the amount of reflected, refracted and converted energy
as well as the refraction angle depends on the material contrast.

The physical behavior of the ground can be described by the elastic wave equation

�.x/ Ru.x; t/ � r � .C.x/ W ru.x; t// D f.x; t/; (2.2)

where C.x/ is the fourth-order material stiffness tensor which contains the elastic prop-
erties of the ground at the spatial position x. The external force vector at the time t is
denoted by f.x; t/ whereas the displacement vector is denoted by u.x; t/ and its second
derivative with respect to time by Ru.x; t/.

For exploration in tunneling, a non-destructive artificial signal is induced into the
ground. A wave propagation scenario within a two-dimensional tunnel environment with
a disturbance in front of the tunnel is illustrated by Fig. 2.1 for two different points in
time.
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Fig. 2.1 A horizontal single-force source (triangle) at the tunnel face emits a Ricker wavelet with
a peak frequency of 500Hz. The vibration direction and amplitude of the waves are indicated by the
red arrows. A rectangular shaped disturbance (indicated by its borders) with lower P- and S-wave
velocities is located in front of the tunnel. The reflection of the first P-wave at the Earth’s surface can
be observed in the left picture. The right picture illustrates the induced surface waves at the Earth’s
surface as well as the interaction of the waves with the disturbance
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The emitted seismic waves interact with anomalies and arrive at the geophones, which
record the signal. The gained seismic records contain information about the geological
conditions of the ground. Seismic exploration approaches utilize this information for the
purpose of inferring the structure of the ground.

2.2.1 State-of-the-artMethods for Seismic Exploration in Mechanized
Tunneling

State-of-the-art methods for seismic reconnaissance during mechanized tunneling are
based on tomography methods. Certain parts of the seismic waveforms are evaluated,
where most commonly reflected P-waves are extracted and processed for the purpose of
estimating anomaly locations and properties. Two exemplary systems which are used in
practice are Sonic Softground Probing (SSP) [49] and Tunnel Seismic Prediction (TSP)
[92]. SSP is used for reconnaissance in soft rock. Sources and receivers are placed at the
cutting wheel of the TBM and in the case that reflected waves arrive at the receivers, they
are extracted from the waveform and evaluated with migration techniques. The range of
SSP is specified to lie at about 40m [101]. In TSP, sources and receivers are placed in
boreholes along the tunnel wall. Also here, reflected waves are analyzed and evaluated
using various geotechnical approaches. TSP’s range is given with about 150-200m; how-
ever, the error margin increases rapidly with increasing distance to the TBM shield [20].
A methodology which is generally able to provide a detailed image of the subsoil is the
concept of full waveform inversion (FWI). The method can be expected to outperform
the state-of-the-art systems in terms of ranges, error margins and levels of detail since not
only parts of the acquired waveforms are evaluated, but the full measured signal.

2.2.2 Full Waveform Inversion

One of the first FWI approaches is introduced by Tarantola [110, 111] for acoustic as
well as elastic media. For FWI, a numerical model is set up which is able to approximate
forward wave propagation described by the elastic wave equation (Eq. 2.2). The ground
properties (e.g. expressed by the P-wave velocity vp, the S-wave velocity vs and the density
�) are discretized for the numerical application and the corresponding parameters which
specify the ground model can be stored in a modelm.

The goal of FWI is to minimize the difference of the synthetic seismic records and
the seismic records from field observations by adapting the ground properties m of the
numerical model iteratively. The ground model which produces the lowest difference of
the seismic data is assumed to be a good representation of the real ground. Since dif-
ferent ground formations are able to produce similar seismic records, FWI has to deal
with the ambiguity of the inverse problem. For that purpose, all prior information (e.g.
from exploration drilling, other exploration approaches or former construction projects)
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can be used to define an initial model which is close to the real subsurface in order to
move the inversion to reconstruct a physically meaningful ground model. Or, in different
approaches, prior knowledge may be used to implement a parametrization of the ground
model directly. Different objective functions can be used to quantify the difference of the
seismic records which have, depending on the FWI application, different advantages and
disadvantages [13]. The least squares norm is commonly used as misfit function,

�.m/ D 1

2

NsX
sD1

NrX
rD1

Z
T

�
usr.t Im/ � Nusr .t/

�2
dt: (2.3)

The considered time interval is denoted by T , the approximated displacements of the
current ground model m by usr.t Im/ and the displacements from the field observations
by Nusr .t/. The squared difference is summed over the number of all receivers Nr and the
number of all sequentially used sources Ns.

In the last decades, many different approaches of FWI have been developed, e.g. adjoint
time and frequency domain approaches, statistical FWI approaches or machine learning
approaches. There exist many different successful applications of FWI, even on the con-
tinental scale (e.g. [128]). However, FWI has not been applied yet for reconnaissance in
mechanized tunneling projects.

A high number of forward simulations is needed for FWI due to its iterative procedure.
Therefore, a real time application with three-dimensional tunnel models is not feasible
with nowadays computational resources. Since the efficiency of computational techniques
and resources have increased enormously in the last decades, it can be expected that an
application of FWI will become practicable in the future. Therefore, an early investigation
of the potential of FWI for reconnaissance in mechanized tunneling is necessary. Due
to the variety of FWI approaches, an investigation on their characteristics for different
ground conditions and scenarios is recommendable.

In Sect. 2.2.3, two Bayesian FWI approaches for application in mechanized tunneling
are presented. The application of adjoint inversion approaches is examined for a time do-
main approach in Sect. 2.2.4 and for a frequency domain approach in Sect. 2.2.6, where
synthetic reference data is used for inversion. However, also a validation of the proposed
inversion schemes with measured data is crucial. Since seismic measurements during to-
day’s tunneling projects are not performed for FWI but for other exploration approaches
and since rich field data, suitable for FWI, is difficult to get, a small-scale experiment is
constructed in order to acquire seismic data with which some of the proposed inversion
approaches are validated (Sect. 2.2.7). The validation with this experimental laboratory
is valuable since severe measurement and later modeling errors are included in the in-
version. Furthermore, small heterogeneities inside the specimen may be expected to have
a large scattering effect on the small-scale, but a vanishing effect in later tunneling sce-
narios, which makes the inversion even more challenging on the small-scale concerning
that point. Therefore, the validation of the methods by the acquired experimental data is
evaluated to be reliable.
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2.2.3 Bayesian Full Waveform Inversion

Instead of allowing the material properties to vary all over the model domain like in the
upcoming adjoint methods, the dimensionality of the inverse problem can be aimed to be
reduced. Dimensionality reduction can be achieved by either implementing a generally
suitable but simplified parametrization of the subsoil model or even a direct parametriza-
tion (e.g. of a boulder or a layer change) which is based on prior knowledge. The search
for a set of parameters with a misfit value close to the global minimum can then be per-
formed with Bayesian inference. In this approach, a prior guess with initial uncertainties is
specified. Parameter configurations are sampled and the prior guess and uncertainties are
multiply updated. The output is a statistical description of the model parameters, revealing
the sampled parameter configuration which is most likely representing the true subsurface.
Furthermore, uncertainty quantification can be performed in order to find out at which po-
sitions anomalies could potentially be missed. If the parametrization can approximately
describe the real subsurface, the proposed Bayesian FWI approaches can deliver precise
results, which will be shown in the further progress of the chapter.

Two methods are proposed, where both approaches include the unscented Kalman filter
(UKF) that is based onBayesian inference. The first method is called unscented hybrid sim-
ulated annealing (UHSA) [80] and the second method is called the UKF-controlled para-
metric level-set method (UKF-PaLS) [79]. In this section, the working principles of UHSA
and UKF-PaLS are briefly explained in words and UKF-PaLS is validated with synthetic
data. For a complete description of the two methods, readers are referred to [114].

2.2.3.1 Unscented Hybrid Simulated Annealing (UHSA)
UHSA is a global optimization algorithm which combines the UKF [39] with simulated
annealing (SA) [47]. The method is based on implementing prior knowledge in the form of
a user-defined parametrization of the disturbance. Commonly, a coarse representation of
the subsoil is already available after planning of the tunneling track, e.g. from exploratory
drillings, prior seismic surveys, geological maps, or other exploration techniques. Then,
for instance, if prior knowledge exists that there is a cuboid boulder somewhere in the
model domain, one could define the parametrization with its center location coordinates,
three edge lengths and the material properties. With respect to the parametrization, UHSA
conducts a global search in order to investigate the whole parameter space. In the course
of this, SA acts as the global search algorithm, proposing certain parameter configurations
and UKF acts as the local search algorithm, performing a local minimization for some of
those parameter configurations, where parameter configurations with comparatively small
misfit functionals are more frequently chosen as a starting point for local minimization.
Due to the strong dimensionality reduction, results of UHSA can be close to exact if
the chosen parametrization of the disturbance is sufficient; even when experimental sce-
narios are considered [115, 116] or when the parametrization is not fully correct [88].
UHSA results will be demonstrated on experimental examples directly in Sect. 2.2.7.1
and Sect. 2.2.7.2.
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2.2.3.2 UKF-Controlled Parametric Level-Set Method (UKF-PaLS)
The previously described method can only be applied if prior knowledge is available,
which is different for UKF-PaLS. In this method, the parametric level-set method (PaLS)
enables a parametrization of the disturbance domain. Radial basis functions, also called
bumps, are used to define the geometry of irregularly shaped objects. Prior to inversion,
the centers of the bumps are defined by the user. Placing the bumps, a region of inves-
tigation as well as a resolution is defined, where at this stage, also prior knowledge can
be included. Each radial basis function is controlled by two parameters, where one pa-
rameter basically defines the radial size of the bump, and the other parameter distorts the
shapes of the bumps. The UKF seeks to find the optimal configuration of level-set param-
eters and material properties. In order to facilitate the finding of a parameter configuration
corresponding to a misfit functional which is close to the global optimum, a multi-scale
approach is implemented (see e.g. [26]). This approach includes a low-pass filter with
a stepwise increasing cutoff frequency into the inversion. In early iterations, the simula-
tion and measurement data is filtered with a low cutoff frequency in order to resolve larger
structures, while in later iterations, higher cutoff frequencies are used in order to resolve
more details.

For UKF-PaLS, a 2D synthetic inversion scenario is presented. For more 2D as well as
3D examples, readers are referred to [114]. The computational model used for generating
the synthetic measurements is shown in Fig. 2.2, left. Simulations are conducted with the
spectral-element code SPECFEM2D [118]. Two rectangular disturbance domain objects
are located close to each other with higher wave velocities than the wave velocities of
the background domain, where the material is considered elastic with no attenuation for
both sets of material properties. The density is considered constant all over the model
domain. The top surface and all tunnel walls obtain free boundary conditions, while the
other model boundaries obtain absorbing boundary conditions. The initial UKF model is
shown in Fig. 2.2, right. 28 bumps are aligned on a regular grid, so that 2 � 28 D 56

level-set parameters and two material properties are to be determined during inversion.
The initial level-set parameters are chosen so that small areas of the disturbance material
are visible. In order to perform uncertainty quantification, the double standard deviation

Fig. 2.2 True model (left) and initial UKF-PaLS model (right). Ticks are in distances of 10m. In
the left figure, the double standard deviations of the initial parameters are illustrated by the medium
dark gray tone (see marking)
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Fig. 2.3 Estimates corresponding to the minimum misfit. The medium dark gray regions illustrate
the double standard deviations of the computed covariance matrix of the model parameters. Ticks
are in distances of 10m. Sources illustrated by red dots, receivers illustrated by green dots

of the initial covariance matrix of the model parameters is computed and illustrated by the
medium dark gray tone (see marking). Note that for the initial model, this measure does
not allow for any physical interpretation.

The inversionmethod is tested with two different source-receiver configurations, which
are visualized together with the inversion results in Fig. 2.3 by the red (sources) and green
(receivers) dots. Both configurations include 2 sources placed at the tunnel front and 7
receivers placed inside the tunnel at the front and walls. One configuration additionally
includes 9 receivers located at the Earth’s surface (compare Fig. 2.3, left). With both
source-receiver configurations, a precise estimation of the reference model is achieved,
where both objects are clearly resolved without melting together. All front and rear bound-
aries seen from the tunnel are well reconstructed. Due to the lack of receivers at the
Earth’s surface, top and bottom borders are slightly less precisely determined for the ex-
ample shown in Fig. 2.3, right. However, differences remain small. The high precision
emphasizes the gain of the dimensionality reduction since especially the resolving of rear
boundaries based only on reflected waves is a difficult FWI challenge. The uncertainties
which are again visualized by the medium dark gray areas show where objects are most
probably missed by the inversion, where the greatest uncertainties lie in the “shadow” of
the reconstructed objects.

2.2.4 Adjoint Time Domain Full Waveform Inversion

This section gives an overview of the implementation of the adjoint time domain inver-
sion method into the nodal discontinuous Galerkin solver NEXD [54]. The solution of the
forward problem is introduced briefly, the adjoint time domain inversion method is intro-
duced and examples for a successful inversion in 2D and 3D are given.

2.2.4.1 Forward Problem
The solution of the forward problem is an essential part of the inversion process as it has
to be performed multiple times during each iteration step. In this approach the discontin-
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uous Galerkin (DG) solver NEXD developed by [53] is used to perform these calculations.
NEXD is based on a velocity-stress formulation of the wave equation derived by [42] and
[43]. The computational model of the target region is divided into triangular or tetrahe-
dral elements and the solution vector containing stress and particle velocity components
is expanded into appropriate basis functions defined on the elements. By multiplying with
a set of test functions defined on the elements and integrating over each element, the elas-
tic wave equation is replaced by a large coupled system of ordinary differential equations.
Interaction and coupling between elements is realized by numerical fluxes. Depending on
the choice of basis functions, DG methods are either of modal or nodal type. Modal ap-
proaches use sets of orthogonal basis functions whereas nodal ones take multidimensional
Lagrange interpolating polynomials anchored to carefully selected nodal points [31]. In
the latter case, the expansion coefficients are identical to the values of the velocity-stress
vector at the nodal points. As NEXD is based on the nodal version of the DG method,
a quick overview of the semi-discrete scheme is given: Let now li .x/ denote the Lagrange
polynomials attached to the nodes xi [31]. Moreover, let q.xj ; t/ denote the solution vec-
tor in element k, representing the values of the stress and particle components at node xj .1

Then, using the Einstein summation convention, the system of ordinary differential equa-
tions for the expansion coefficients can be written as

Mk
ij

@

@t
q.xj ; t/ D �ASkij;xq.xj ; t/ � BSkij;yq.xj ; t/ � CSkij;zq.xj ; t/

C Mk
ij s.xj ; t/ �

Z
@Dk

rn.x; t/ li .x/ d˙; 1 � i; j � Np ; (2.4)

where A, B and C are matrices containing the material properties of each element, Mk

is the mass matrix, Skx , S
k
y and Skz are the stiffness matrices, rn.x; t/ are normal Riemann

fluxes and s.xj ; t/ is the source term. The number of interpolation points per element is
denoted by Np and @Dk denotes a line element of an element edge. Equation 2.4 is a sys-
tem of coupled ordinary differential equations, as the flux terms depend on the expansion
coefficients of adjacent elements. A more comprehensive derivation of Eq. 2.4 is given in
[53, 54].

2.2.4.2 Adjoint Inversion
The primary ingredient for the inversion process is the measured data, since this data con-
tains the information on the model that is to be calculated during the inversion process.
This data is either generated synthetically using a forward solver, e.g. SPECFEM or NEXD,
or data from seismic stations deployed in the field is used. The goal of the inversion pro-
cess is to recover the model Nm, that best explains the observed data.

1 The solution vector is denoted by the q in the context of this book to avoid the double definition
with displacement. If the interested reader takes a look at the literature detailing the mathematics
behind the NDG method the same solution vector will be denoted by u.
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The search for the best model Nm starts with a model m0 for which synthetic wave-
forms usr .t;m0/ are to be calculated by a forward simulation. These synthetic waveforms
are compared to the observed ones, Nu and the misfit between the observed and measured
seismograms is calculated according to Eq. 2.3. The modelm0 is adjusted iteratively into
models mj with waveforms usr .t;mj / at iteration j where mj should approach Nm with
increasing j in the sense of minimizing the misfit between synthetic and observed wave-
forms as defined by [119].

To minimize the misfit � an iterative approach is used which exploits information about
the misfit gradient [118]. The latter is obtained by taking the Fréchet derivative of Eq. (2.3)
with respect to m,

@�

@m
D

NsX
sD1

NrX
rD1

Z
T

�
usr .t;m/ � Nusr .t/

� � @u
s
r .t;m/
@m

dt : (2.5)

Calculating the Fréchet derivatives of the wavefield with respect to m, @u=@m, for all
variations of m would require large amounts of storage. Instead, [26] shows that the
misfit gradient can be more efficiently calculated with the help of an adjoint wave field
u�.m; xi ; T � t/, which in turn can be obtained as the time reversed result of a forward
simulation with so-called adjoint sources situated at the receiver positions and defined by

f�.m; xi ; t/ D usr .T � t;m/ � Nusr .T � t/ : (2.6)

Thus, the adjoint sources are the time reversed residuals between observed and predicted
waveforms injected at the receiver positions and propagated into the medium.

For a perturbation of density and Lamé parameters in the subsurface, �m D
.��;��;��/, the change of misfit is given by
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Z
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��

�
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�
dV ; (2.7)

where the misfit kernels are introduced according to [56] as

K�.x/ WD ��@�
@�

D �
TZ
0

�.x/u�.x; T � t/ � @2tu.x; t/ dt;

K�.x/ WD ��@�
@�

D �
TZ
0

�.x/.Tr.��.x; T � t///.Tr.�.x; t/// dt; and

K�.x/ WD �� @�
@�

D �
TZ
0

2�.x/��.x; T � t/ W �.x; t/ dt: (2.8)
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Here, � denotes the strain tensor and Tr.�/ its trace. The colon stands for the Frobenius
inner product. The kernels are defined with a negative sign, as the misfit is to be minimized
and therefore the negative misfit gradient is used. The strain tensor � is calculated from
the stress components used as variables in the simulation by inverting the isotropic stress-
strain relation.

Corresponding misfit kernels for the density, �, P-wave velocity, vp, and S-wave veloc-
ity, vs are given by

K 0
�.x/ D K�.x/CK�.x/CK�.x/;

Kvp.x/ D 2�.x/vp.x/K�.x/;

Kvs.x/ D 2�.x/vs.x/.K�.x/� 2K�.x// : (2.9)

So far, material properties and misfit kernels were defined as continuous functions of
position in the subsurface. In order to make the inverse problem finite-dimensional, a dis-
cretization of these functions is required. The discretization by elements introduced in
context with the forward simulation is used and the modelm is now considered as a vec-
tor containing all values of the material properties in the elements. This implies constant
values of the material parameters within the elements and it is possible to integrate the
kernels over the elements. Hence, pre-integrated element-specific misfit kernels NKk

� are
defined by Lamert [55] (explicitly given here for density)

NKk
� D ��k

Vk

Z
Dk

TZ
0

u�.x; T � t/ � @2tu.x; t/ dt dV ; (2.10)

where Dk denotes element k, Vk its volume and �k the value of density within this ele-
ment.

As mentioned before, in the NDG method field variables at position x are expanded
into Lagrange polynomials anchored at the nodal points. Hence, u� and u are expressed in
the form

u.x; t/ D
NpX
mD1

u.xm; t/lm.x/; x 2 Dk (2.11)

with the Lagrange polynomials lm.x/ and Np the number of nodal points. Inserting
Eq. 2.11 into Eq. 2.10 and changing the order of volume and time integral results in

NKk
� D ��k

Vk

TZ
0

NpX
mD1

u�.xm; T � t/
NpX
nD1

@2tu.xn; t/
Z
Dk

lm.x/ln.x/ dV dt: (2.12)
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The volume integral on the right hand side is identical to the mass matrix used and com-
puted in the NDG method,

Mk
mn D

Z
Dk

lkm.x/l
k
n .x/ dV : (2.13)

Since the elements from the NDG method are used as discretization for the inversion, the
mass matrix is already known and the pre-integrated kernels (Eq. 2.12) become

NKk
� D ��k
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TZ
0

NpX
mD1

u�.xm; T � t/
NpX
nD1

@2tu.xn; t/M
k
mn dt

D ��k
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TZ
0

u�.xm; T � t/Mk
mn@

2
tu.xn; t/ dt : (2.14)

The element kernels NK� and NK� are calculated in a similar way,

NKk
� D ��k

Vk

TZ
0

.Tr.��.xm; T � t///Mk
mn.Tr.�.xn; t/// dt;

NKk
� D �2�k

Vk

TZ
0

��.xm; T � t/ W .Mk
mn�.xn; t// dt:

(2.15)

For NKk
� the sum over n is applied to all components of � first and the inner product is to

be calculated before applying the sum over m.
With this method, it is possible to calculate the misfit gradient without the use of an

additional mesh. The values of u� and u at the nodal points x are directly given by the
NDG method. Moreover, since the element size is typically about half a wave length due
to computational stability, the resolution potential of FWI is conserved.

2.2.5 Inversion Procedure

Based on the gradients of the misfit function the L-BFGS (Low-memory Broyden-
Fletcher-Goldfarb-Shanno) [81] method is applied to find a local minimum. The L-BFGS
method uses models and misfit gradients of former inversion steps to approximate the
Hessian Hj of inversion step j , thus boosting the convergence of search for a minimum
to superlinear behavior. As proposed by [81] the approximation of the Hessian starts by
defining H0

j D 	j I where I is the identity matrix and 	j is a scalar which can be calcu-
lated from the model values and the misfit gradient of the latest inversion step. Afterwards,
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gradients and models from L former inversion steps are used to iteratively approximate
Hj based on H0

j .
The elastic properties of all elements contained in model mj are updated in direction

of the corrected gradient multiplied by a step length factor j̨ ,

mjC1 D mj � j̨Hj cj ; (2.16)

where cj is a vector composed of all the element-specific misfit kernels calculated in inver-
sion step j . If H0

j is chosen diagonal, Hj is diagonal as well and no matrix multiplication
is needed to calculate Hj . Thus, the multiplication of Hj and cj reduces also to a simple
multiplication for each entry of cj instead of a matrix-vector multiplication ensuring fast
computation of the model correction.

To determine j̨ , two trial step length j̨;1 and j̨;2 are chosen and a forward simula-
tion is performed for both step length and the resulting waveforms are used to calculated
the corresponding misfit. A second order polynomial, �. j̨ /, is fitted to the misfit of the
current model and the misfit for the two trial simulations. If existing, the minimum of the
polynomial is taken as the optimal step length for the next iteration. In case the optimal
step length is beyond the range of the trial step length, the maximum step length, j̨;2, is
doubled. If no minimum is found, the intermediate step length j̨;1 is halved and the old
value of j̨;1 is used as j̨;2. In both cases a further forward simulations is needed for the
new step length. This procedure is repeated until a minimum j̨;0 < ˛min � j̨;2 is found
or until j̨;1 or j̨;2 reach a maximum or a minimum value, respectively.

The computational cost of the procedure described above requires one forward simu-
lation for each seismic source to obtain the wave field for the current model, one forward
simulation for the adjoint wave field and two forward simulations for the test step lengths.
Due to an appropriate choice of 	j the test step lengths are not changed often. On average,
4-5 forward simulations per inversion step and per source are needed. Additional receivers
do not increase the number of forward runs since the adjoint sources at the receiver po-
sitions can be fired at the same time. The presented method is most effective for a low
number of sources and a high number of receivers within the observed region.

To ensure a stable and smooth convergence towards the minimum of the misfit function,
a hierarchical multiscale approach is used. As suggested by several authors [12, 73, 121]
the inversion starts with waveforms of low frequency content and higher frequencies are
admitted gradually. In this way, large scale structures evolve at the beginning of the inver-
sion which are gradually refined later as higher frequencies are added. Frequency content
is controlled by low-pass filtering the observed waveforms and the source time function
for the forward simulations in an identical way. This concept avoids the well-known cy-
cle skipping problem where the phase difference between measured data and synthetic
waveforms approaches one dominating signal period. Using low frequency content leads
to a smoother misfit function making it more likely for the FWI procedure to converge to
the global minimum. Adding higher frequencies gradually introduces additional detail in
the model and ensures the convergence to at least a local minimum close to the global one.
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Without this approach, the inversion tends to converge into a shallow local minimum far
away from the global one.

2.2.5.1 FWI in Two Dimensions
A common scenario during tunnel construction is the appearance of fractures in the rock
mass in front of the drilling machine. In case of large scale fractures, the location of
these fractures is often roughly known from geological surveys. Seismic waves interact
with fractures and are partially reflected and partially transmitted at the fracture similar
to a material contrast. Nevertheless, the dependency of transmission coefficient, reflection
coefficient, and phase shift on the inclination angle differs strongly compared to a material
contrast [86]. In this example we first generate synthetic waveforms for a fracture placed
ahead of a tunnel interface and investigate the potential of locating the fracture using the
inversion process. The synthetic waveforms are calculated using the 2D solver of NEXD.
The fracture is not directly modeled but described by an implementation of the Schoen-
bergs linear slip concept [104] by Möller & Friederich [72]. In this implementation, the
response of the fracture is described by a characteristic frequency, �, that is calculated
according to

� D Z1 CZ2


Z1Z2
; (2.17)

where Zi are the impedances of the surrounding media and 
 is the specific compliance,
or the inverse of the specific stiffness, of the fracture [72]. According to [86] the reflection
coefficient of a fracture is calculated by

Rj D
ˇ̌̌
ˇ̌ i!

2
�j
�vj

� i!

ˇ̌̌
ˇ̌; j D p; s (2.18)

where ! is the angular frequency of the incident wave, � the density of the surrounding
medium, vj is the P- or S-wave velocity and � D 1



is the specific stiffness of the fracture.

In this example, the reflective parameters of the fracture were chosen to emulate a ma-
terial contrast, were the medium in front of the fracture (closer to the source) has a P-wave
velocity of 3000m/s and an S-wave velocity of 2000m/s and the medium behind the frac-
ture has a P-Wave velocity of 1600m/s and an S-wave velocity of 1000m/s. The density
is identical in both media at 2200 kg/m3. An inversion for this fault structure is discussed
in detail by A. Lamert in [55] and [57] and will be referenced here for comparison.

Using the above parameters, reflection coefficients, Rp D 0:2 and Rs � 0:231 are ob-
tained for P- and S-waves respectively. Using these reflection coefficients, and a frequency
of 500Hz the specific stiffnesses for P-and S-wave are calculated as: �p � 50.79GPa/m
and �s � 23.31GPa/m, leading to characteristic frequencies of the fracture

�N D 15:4 kHz ; (2.19)

�T D 13:2 kHz : (2.20)
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Fig. 2.4 Displacement seismogram of the horizontal component recorded at a surface receiver at
the center of the simulation domain for the homogeneous model, the model incorporating a fault,
and the model incorporating a fracture. The zoom-in panel highlights waves reflected by the fault
or the fracture, respectively. The amount and amplitude of reflected waves is comparable for both
cases but the seismograms are not equal due to the different phase shifts introduced by the different
reflectors. ([55])

Figure 2.4 shows a comparison of the synthetic seismograms for the homogeneous
background model without any reflectors and the seismograms calculated for two cases in
which different reflectors were added. The first case shows the seismogram for a forward
simulation were a fracture with the above parameters is added to the model (Fracture).
The second case is a seismogram recorded at the same station in case of a fault (Fault).
The seismograms are not identical due to the inherent difference of the reflectors used in
the respective simulations. However, just by analyzing these seismograms, no assumption
can be made whether the reflector is a fracture or a fault.

Figure 2.5 shows the model for the generation of the synthetic data and the results
of the inversion for the fracture and for the fault. The fracture is best recovered in the
P-wave velocity model as a thin low velocity zone almost at the exact position of the
fracture in the initial mesh. It should be noted that a homogeneous velocity model with
a fracture only defined at the element edges is used to produce the synthetic waveforms but
during the inversion it is not possible to invert for the fractures itself. Instead the velocity
values of the starting model are changed to represent the data and, thus, will produce
an inhomogeneous velocity model without a fracture. The second observation from these
results is that even though their parametrization is identical, the results from the inversion
differ quite substantially.

From this data alone, no estimation of the true thickness of the fracture can be made,
as the resolution of the fractures thickness highly depends on the frequency of the source
wavelet. Nevertheless using these results, an operator will be able to determine if the
reflector is a fracture or a fault and the location of either.
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Fig. 2.5 Top: Homogeneous velocity model with fracture characterized by a red line (top row),
inversion result after 276 iterations (center row), and inversion result for a fault with comparable
reflection behavior like the fracture for comparison (bottom row). Bottom: Evolution of the misfit
normalized to the misfit value of the starting model with full frequency content. Jumps correspond
to an increase of the frequency content. ([55])
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2.2.5.2 FWI in Three Dimensions
This example was originally published as part of the PhD thesis by A. Lamert [55].

To test the capabilities of the inversion procedure on three dimensional data, a synthetic
test model is created with 100m length in x direction and 60m length in both, y and z
direction. A cylindrical tunnel with a diameter of 8m and 21m overburden extends 25m
into the medium parallel to the x-axis. The homogeneous background model has elastic
properties of vp D 3000m/s, vs D 1700m/s, and �D 2000 kg/m3 (see top row of Fig. 2.6).
A spherical cave with a radius of 1.5m is located 2m above the tunnel line and 20m
in front of the tunnel as first inhomogeneity. The cave is modeled as a void with a free
surface. A fault is located 46.5m ahead of the tunnel where the seismic velocities change
to vp = 2000m/s and vs = 1100m/s. The fault is rotated through 24.8° about the y-axis
and afterwards through 20.5° about the z-axis. A seismic source is located centrally at the
tunnel face pointing in the direction of .1; 0; 1/ to illuminate the ground with both, P- and
S-waves. Receivers are placed at the free surface, the tunnel walls and the tunnel face to
receive reflected waves as well as possible.

The starting model is a homogeneous model without the cave or the fault but with the
tunnel. As elastic parameters, the bed rock properties around the tunnel are used. The
mesh of this model consists of 65,747 elements and the simulation needs to be run for
8500 time steps (0.135 s simulation time) ensuring the observation of all reflected waves.
With this, the simulation time for a single forward simulation is increased to almost 30
minutes compared to a couple of minutes for the 2D examples. However, the chosen size
of the elements only allows to use a Ricker wavelet with a central frequency of 125Hz
leading to a spatial resolution 4 times smaller compared to the 2D examples. Increasing
the frequency would lead to excessive computational times since the computational time
grows with the fourth power of the frequency.

The inversion starts with a cutoff frequency of 50Hz increasing step wise to the max-
imum frequency of the Ricker wavelet during the inversion. Figure 2.6 shows the final
inversion result after 200 iterations from different perspectives. The color scale is chosen
such that a small band close to velocity values of the homogeneous starting model is com-
pletely transparent. From both edges of the transparent velocity band, the transparency
decreases to the maximum and minimum values. Thus, clouds of higher and lower wave
velocities compared to the bed rock become visible. The true position of the fault and the
cave are also depicted in the inversion result by a plane and a sphere, respectively.

Compared to the 2D fault example presented in [55], many more small scale inhomo-
geneities are created but the fault is still clearly visible. The strongest signal of the fault is
created on the left hand side of the tunnel axis for the P-wave velocity model (around the
coordinate (0m, 20m, 0m)) since waves from this area are directly reflected back to the
receivers. The strongest signal for the S-wave velocity model appear at the top (around
the coordinate (35m, 0m, 25m)). With the velocity values increasing in front of the fault
and decreasing behind it, a change at the fault from higher to lower wave velocities is ob-
vious. However, determining the unknown velocity value behind the fault is only possible
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Fig. 2.6 Real model (top) and inversion result after 200 iterations from three different perspectives.
All panels show the positions of the two obstacles: a fault illustrated as plane and a cavern illustrated
as sphere. Velocity values close to the homogeneous background model are made transparent to
show clouds of inhomogeneities. Receivers are represented by grey dots, the source at the tunnel
face is shown in red. ([55])
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with high uncertainties since the reconstructed values vary strongly in the region where
the fault is located. Additionally, the same effect as in the 2D example appears related to
the distance between tunnel and fault. Due to the increase of the wave velocity in front of
the tunnel, the fault plane is shifted to slightly higher distances from the tunnel. The lower
part of the fault appears curved. This is probably caused by the fact that waves from here
are mainly reflected to the receivers within the tunnel and only a small portion is recorded
by receivers at the surface. Thus, considering only the receivers within the tunnel, a small
aperture results. By using higher frequencies within the source signal, it can be expected
that most of the small inhomogeneities will disappear and a clear picture of the fault is
reconstructed similar to the 2D example. However, the provided computer would need
several months for such a calculation.

The size of the cavern is chosen to be slightly higher than the shortest wavelength and
is comparable to the size of the mesh elements as necessary for a stable simulation of the
highest frequencies. Considering the inversion result for the P-wave velocity, the cavern
appears as a small cloud with decreased wave velocity values not significantly smaller
compared to the inhomogeneities around it. Within the S-wave velocity model a small
cloud with clearly decreased velocity values can be seen with, however, almost the double
radius as the real cave. The velocity values do not decrease to very small values and thus
do not give a clear indication on the presence of a cavern in that area. Using a source
signal containing higher frequencies would be necessary to obtain a clear picture with
more reliable velocity values. However, the example clearly shows the potential of the
FWI procedure to reconstruct large and small scale objects also in three dimensions. The
problems of the computational effort can be expected to get less relevant in the future with
increasing computer power.

2.2.6 Adjoint Frequency Domain Full Waveform Inversion

The wave modeling and the application of FWI is more illustrative in the time domain
because an accurate selection of the considered period of time and an easy identification
of emerging amplitudes in the seismic records is feasible. However, the non-linearity of
the inversion is increased by this abundance of information. A separate analysis of single
frequency groups by a frequency domain approach allows a mitigation of the non-linearity
[1] by an intuitive application of a multi-scale approach where the used frequencies are
gradually increased during the inversion scheme.

Frequency domain approaches of FWI have already been studied for other applications
like the inversion of seismic records of a cross-hole experiment [85] or the inversion of
tomographic seismic data of a physical scale model [84].

The complex-valued frequency domain elastic wave equation

�!2�.x/ u.x; !/ � r � .C.x/ W ru.x; !// D f.x; !/ (2.21)
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is obtained by a Fourier transformation of the time domain’s counterpart in Eq. 2.2. The
complex-valued wave field u.x; !/ can be solved for an angular frequency ! and the
complex-valued excitation force f.x; !/.

An application of numerical schemes to solve Eq. 2.21 leads to a linear system of
equations. Therefore, the initial factorization of the system matrix enables the computation
of additional wave fields of the current ground model and the same angular frequency for
other source excitations by a comparatively low increase of the computational effort. This
makes the frequency domain approach favorable in terms of computational efficiency for
applications with a high number of sources.

In time domain modeling, an increase of the discretization level of the groundmodel for
modeling higher frequencies brings a need for a decrease of the time increment to ensure
numerical stability. This dilemma is avoided by frequency domain modeling and therefore,
the choice of the applied numerical scheme is not limited by this problem. Nevertheless,
finite element approaches are favorable because the Neumann boundary condition at the
free surfaces, which acts as reflecting surfaces, of the Earth’s surface as well as of the
tunnel walls are fulfilled implicitly.

A major drawback of the frequency domain modeling is that the artificial borders of
the considered computational domain have to be treated very carefully. If no high attenua-
tion effects occur within the subsurface domain, the reflections from the artificial borders
contaminate the whole wave field. In time domain modeling only the later points in time
are affected by these reflections which can be simply neglected by a reduction of the con-
sidered time interval.

An efficient way to suppress these erroneous reflections is an application of small
absorbing boundary layers at the artificial borders of the computational domain. The so-
called perfectly matched layer method enables a smooth absorption of escaping waves by
a coordinate stretching into the imaginary plane [9]. For shallow subsurface models like
in the considered tunnel models, an application of convolutional perfectly matched layers
is recommended [25].

The frequency domain Green’s functions g.x; !/, which are the system response to an
impulse excitation, are illustrated in a shallow two-dimensional tunnel environment for
excitation by a horizontal single force which is located at the front tunnel face in Fig. 2.7
for a frequency of 500Hz. An absorption of the elastic waves within the perfectly matched
layers (dashed regions) is observed. Even though a homogeneous ground model was used,
it is not recognizable by the wave field whether there is a disturbance in front of the tunnel
face or not.

Since the wave field is only solved for a limited number of currently investigated fre-
quencies of the i th frequency group the proposed misfit function of Eq. 2.3 is adapted
to

�i.m/ D
FiX
fD1

NsX
sD1

NrX
rD1

�
usr .!f Im/ � Nusr .!f /

��
usr .!f Im/ � Nusr .!f /

��
: (2.22)
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Fig. 2.7 Real part of the Green’s functions Re.g/ in x- (left) and y-direction (right) in a two-
dimensional tunnel environment for a frequency of 500Hz. Free surfaces are located at the Earth’s
surface and around the tunnel. The origins of the perfectly matched layers are indicated by the
dashed lines. The illustrated ground model has a homogeneous P-wave velocity vp D 3800m/s, S-
wave velocity vs D 2200m/s and density � D 2400 kg/m3. The applied source is a horizontal single
force

The number of frequencies within the current frequency group is denoted by Fi whereas
.�/� is the complex conjugate. The complex displacements of the reference seismic records
Nusr .!f / are calculated by a discrete Fourier transformation. A preservation of low fre-
quency features is guaranteed by combining the increasing frequencies with low frequen-
cies from former iteration steps.

The discrete adjoint gradient of the misfit function is calculated by differentiating the
misfit in Eq. 2.22 with respect to the discretized material properties (e.g. discretized within
single elements or at every node). For computing the gradient, the product rule has to be
applied and the derivative of the displacement with respect to the discretized material
properties is evaluated by using the according derivative of numerical representation of
Eq. 2.21. The resulting system of equations can be simplified by calculating the adjoint
wave field by using the negative derivative of the misfit function with respect to the dis-
placements at the receiver stations as adjoint source [26]. The computation of the adjoint
wave field in the frequency domain only needs low additional computational effort since
the already factorized system matrix can be reused again.

For minimizing Eq. 2.22 by changing the material properties of the current ground
model different techniques as steepest descent method, conjugate gradient method or the
L-BFGS method [81] can be applied to find a suitable search direction. The step length
can be evaluated by heuristic schemes or by e.g. calculating the minimum of a quadratic
approximation of the misfit function with three points [107]. Singularities occur for the
wave field at the sources as well as for the adjoint wave field at the receivers. Therefore,
the gradient has disproportionately high changes at these positions [83] and makes an
exploration of the ground in front of the tunnel more difficult. By a preconditioning of
the gradient, e.g. setting the gradient equal to zero around the sources and receivers, the
negative impact of this effect on the inversion scheme might be reduced.
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A deconvolution of the source function into a spatially dependent impulse part ı.x �
s/, which is equal to zero everywhere except at the considered source position s, and
a frequency dependent part h.!/ is in the frequency domain straightforward,

f.x � s; !/ D h.!/ ı.x � s/: (2.23)

By neglecting the frequency dependent part h.!/ for the forward wave modeling, the
Green’s functions g.x; !/ are calculated. The displacement at the receiver station can
be calculated with the Green’s functions by a convolution with the frequency dependent
source function

usr .!f Im/ D hs.!f / g
s
r .!f Im/: (2.24)

Under the assumption that the transfer function between the ground and a receiver r is
approximately equal for all receivers Nr, a simultaneous approximation of the source sig-
natures during every iteration of the inversion is possible. By setting the derivative of
Eq. 2.22 with respect to the source function hs.!/ equal to zero to satisfy the necessary
condition for a minimum [84], the source function is approximated by

hs.!f / D
PNr

rD1
�
gsr.!f Im/�� Nusr .!f /PNr

rD1
�
gsr .!f Im/�� gsr .!f Im/ : (2.25)

The calculated source function depends on the current ground model m. Therefore, the
source function is approximated for every iteration of a frequency group. Since the calcu-
lation of the displacements is with Eq. 2.24 only a linear operation, the already calculated
Green’s functions can be reused and no additional forward simulations are performed.

If the assumptions made are valid, the frequency domain approach enables an inversion
scheme in which no information of the source signature is needed in advance. This might
be a great advantage since a prior estimation of the source function is cumbersome.

In Fig. 2.8, the inversion results for a two-dimensional tunnel environment are illus-
trated, where different numbers and locations of sources and receivers are used. The
resulting P-wave velocity vp is shown on the left side and the S-wave velocity vs on
the right side. The ambient P-wave velocity is vp D 3800m/s and the ambient S-wave
velocity is vs D 2200m/s, whereas the density is � D 2400 kg=m3 and is assumed to be
constant. The reference ground model, which is illustrated on top of Fig. 2.8, contains
three disturbances in front of the tunnel track with different shapes and elastic properties.
Free surfaces are applied at the Earth’s surface and at the tunnel, whereas the absorbing
boundary layers are illustrated by the dashed regions.

For the computation of the wave fields, a finite element approach is used, where hi-
erarchical higher-order shape functions [108] are employed for efficiently increasing the
accuracy of the numerical scheme for higher frequencies (which lead to shorter wave-
lengths) by just adding additional shape functions without changing the initial mesh. For
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Fig. 2.8 Results of a full waveform inversion with a frequency domain model for a two-dimensional
tunnel environment with a different number and position of sources (triangles) and receivers
(squares). The P-wave velocity distribution is on the left side and the S-wave velocity distribution is
illustrated on the right side. In the first row the wave velocity distribution of the reference model is
illustrated. The shapes of the three disturbances are indicated within the inversion results
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the illustrated application, the ground properties are discretized in the nodes. The used
synthetic reference displacements are calculated with the same approach in advance to the
several frequency groups. As reference source functions Nhs Ricker wavelets with a peak
frequency of 500Hz, without a time delay and a scaling factor of 106 are used. A si-
multaneous approximation of the source function by Eq. 2.25 is applied for all results in
Fig. 2.8. For the first eight frequency groups only one frequency is employed. The other
thirty frequency groups contain a combination of an increased frequency and a lower fre-
quency. The inversion is performed by using 12 iterations for each frequency group. For all
four examples, the displacements in both spatial directions are measured at the indicated
receivers.

The used source and receiver configuration of the first example (second row of Fig. 2.8)
is likely to be used for today’s exploration approaches in mechanized tunneling. Only
one source is positioned in the middle of the tunnel face and the receivers are located at
the tunnel face as well as at the tunnel walls. The resulting wave velocities allow only
a prediction of the position of the first disturbance but neither its shape nor its actual
elastic properties are quantifiable accurately. Furthermore, spurious fluctuations of the
wave velocities occur which make an unambiguous prediction difficult. For the second
example (third row of Fig. 2.8), a source is added at the Earth’s surface 55m in front of the
tunnel. Therefore, not only reflected waves are analyzed but also directly refracted waves
of the second source are captured. The position of all three disturbances are hinted by the
resulting wave velocities, especially by the S-wave velocity. However, only the shapes and
properties of the first two disturbances can be predicted by the S-wave velocity. For the
third example (fourth row of Fig. 2.8), only nine evenly distributed receivers are added at
the Earth’s surface in comparison to the first example. The resulting wave velocities enable
a good prediction of the position and the properties of all three disturbances whereas only
the shape of the first two obstacles are predictable in an accurate way. A rapid increase
followed by a sudden decrease of the wave velocities occur at the borders of the third
disturbance, which produces a comparable reflection behavior since the gradient of the
ground properties is nearly the same as the gradient of the reference ground model. This
ambiguity of the seismic records has to be taken into account for evaluating the results
of the full waveform inversion. The fourth example (fifth row of Fig. 2.8) combines the
additional source of the second example as well as the additional receivers of the third
example. An accurate prediction of the position, shape and properties of the disturbances
is enabled on the basis of the inversion results.

It is observed that adding sources and receivers at the Earth’s surface improves the
prediction of geological changes in front of the tunnel face. The application of sources
and receivers at the Earth’s surface may not be possible in urban areas due to restrictions
on the access to the surface. However, as illustrated by the first example, a prediction of
the first reflection feature in front of the tunnel is already possible by only using sources
and receivers at the tunnel.

As already announced, a simultaneous approximation of the source signature was used.
A comparison of the real part of the reference and the approximated source signature of
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Fig. 2.9 The change of the real part of reference Nhs and approximated source signature hs for the
highest frequency of a frequency group !f;max of the first full waveform inversion example (second
row of Fig. 2.8) during the several iterations is displayed

the first example is illustrated in Fig. 2.9. Only the reference and the approximated value
of the highest frequency of the frequency groups is displayed.

A sufficient approximation of the source function is obtained which enables a full wave-
form inversion scheme without prior knowledge of the source signature.

Since the curvature of the tunnel as well as other effects are not considered by
a two-dimensional model, more realistic examples have to be investigated by using
three-dimensional tunnel models. Therefore, the proposed inversion scheme is tested on
a shallow tunnel domain where the reference ground model includes a spherical dis-
turbance in front of the tunnel track. The ambient wave velocities are vp = 4000m/s
and vs = 2400m/s, whereas the properties of the sphere are vp;sphere = 2800m/s and
vs;sphere = 1700m/s. The density is assumed to be constant with � = 2500m/s. The tun-
nel has a diameter of 8m and its center is located 18m below the Earth’s surface. The
sphere has a radius of 8m and its center is on the level of the tunnel’s center with a dis-
tance of 25m to the front tunnel face. The FWI is started again with an homogeneous
ground model.

Since the computation demand for the inversion schemes is still very high for three-
dimensional problems, only 16 freqeuency groups are used where the first nine groups
contain only single frequencies and the other seven groups combine two frequencies
within a group. The frequencies are only increased to f = 381.97Hz because the wave
field becomes more complex for higher frequencies and therefore a higher discretization
would be needed. But for the used disturbance size this frequency range is sufficient.

The full waveform inversion is performed for two different configurations of sources
and receivers. The first configuration only employs a source in orthogonal direction at the
center of the tunnel face as well as only receivers at the tunnel face and walls. The second
configuration uses additional sources and receivers at the Earth’s surface. The receivers
record the displacements in all three spatial directions. All sources use a Ricker wavelet
with a peak frequency of 500Hz, without a time delay and a scaling factor of 106. The
resulting wave velocity distributions are illustrated in Fig. 2.10, where the source and
receiver positions as well as the position of the disturbance are indicated, too.
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Fig. 2.10 P-wave velocity vp (left) and S-wave velocity vs distribution (right) of the full waveform
inversion results of a three-dimensional shallow tunnel domain for two different configurations of
sources (red spheres) and receivers (blue spheres). The position of the spherical disturbance of the
reference model is indicated by grid lines

For the first source-receiver configuration, the S-wave velocity field allows a prediction
of the front face of the sphere, whereas the P-wave velocity field only provides spurious
fluctuations directly in front of the area where the gradient is preconditioned (around the
sources and receivers). Nevertheless, these results allow the guess that a disturbance with
decreased wave velocities might be in front of the tunnel. The second source-receiver
configuration leads to improved inversion results. The S-wave velocity distribution gives
an accurate representation of the the position, shape and S-wave velocity of the sphere.
Whereas the P-wave velocity field only gives a blurred image of the sphere but its po-
sition and the trend of the P-wave velocity are identifiable. An application of additional
frequency groups containing higher frequencies would improve the representation of the
sphere by the reconstructed P-wave velocity field. Therefore, these results would allow
a more precise prediction of the disturbance.
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The three-dimensional results demonstrate that the two-dimensional results give good
insights into the influence of the different source-receiver configurations as well as that
seismic reconnaissance via full waveform inversion by an adjoint frequency domain ap-
proach provides promising results for synthetic seismic records.

2.2.7 Validation with Small-Scale Laser Experiment

In order to validate the FWImethods with real data, a small-scale laser experiment is set up
with which ultrasonic measurement can be acquired. The validation with ultrasonic data
brings a significant gain compared to the validation with synthetically generated data since
noise as well as measurement errors are naturally included. Furthermore, also modeling
errors occur when setting up the forward model. All of these error types also occur during
field scenarios, but not in synthetic tests, and therefore, the robustness of the FWI methods
against these error types can be tested with the laboratory data. Rich field data is difficult
to get, while in the small-scale experiment, a broad variety of scenarios can be tested in
order to prepare the methods for a later in-situ application. A picture of the experiment
with labeled components is provided in Fig. 2.11, while a sketch of the measurement chain
of the experiment is illustrated in Fig. 2.12.

Positioning
system

Laser 
interferometer

Ultrasonic
transducer

Optical table

Power amplifierFunction generatorComputer

Optical fiber
head

Fig. 2.11 Picture of the experiment with labeled components
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Fig. 2.12 Measurement chain of the experiment

On the computer, the source signal is specified which is forwarded to a function genera-
tor and then to a power amplifier. Arriving at the ultrasonic transducer, the electrical signal
is converted into a mechanical waveform. The transducer applies a force onto the specimen
and thus initiates a seismic wave which propagates through the specimen. A laser inter-
ferometer enables the contactless recording of seismic data, where a positioning system
allows the measurement at various points along predefined lines or areas. The recorded
signal is forwarded to the computer for data acquisition. In order to minimize vibrational
influences from the environment, the setup is placed on an optical table.

Intensive preliminary investigations are conducted with the aim to maximize the re-
peatability of measurements as well as their signal-to-noise ratios [114]. Firstly, it is found
out that a stacking of single measurements is necessary in order to achieve a repeatable
high-quality signal, where a minimum of 100 stacked measurements is recommended.
Secondly, it is shown that the attachment of aluminum tape on the specimen’s surface
when measuring on porous material is highly beneficial in order to improve the reflection
of the laser signal. With these methods, a signal-to-noise ratio of 4322 (or 36.4 dB) could
be achieved for 100 stacked measurements acquired on a concrete specimen with alu-
minum tape, where the signal-to-noise ratio of a single measurement without aluminum
tape amounted to 11.3 (or 10.6 dB) only.

2.2.7.1 Hole Imaging in an Aluminum Block
First validation of the methods is performed with ultrasonic data acquired on an aluminum
block which contains a drilling hole. Since a consideration of homogeneity and isotropy
is most widely valid for aluminum, simulation results may be expected to be closer to
the measurement than for rock materials. Therefore, modeling strategies such as the esti-
mation of the material properties and the transducer’s source function can be more easily
developed. More information on the experiment, the forward modeling and UHSAmay be
found in [114, 117]; more information on the time domain adjoint solution may be found
in [55].



2 Advance Reconnaissance and Optimal Monitoring 39

a b

Fig. 2.13 Aluminum block with a drilling hole. a Photo of measurement setup, b illustration with
measurement configuration. The shape of the transducer is illustrated in red. Points of laser mea-
surements are visualized by the green dots

The aluminum block with its drilling hole is shown in Fig. 2.13 with a photo of the
measurement setup in Fig. 2.13, left, and an illustration in Fig. 2.13, right. A coordinate
system is placed at the center of mass of the ideal block as shown in Fig. 2.13, right. The
outer dimension of the aluminum block is 200.4mm� 103mm � 100mm, where a hole of
16mm diameter is drilled throughout the y-dimension at .�10; y; 20/mm. The green dots
illustrate the points of laser measurement, the red cylinder visualizes the shape of the ul-
trasonic transducer. The source function which is sent to the transducer is a Ricker wavelet
with a central frequency of 300 kHz. In order to determine the material properties of the
specimen and the transducer’s source function, a second undisturbed aluminum block with
the same outer dimensions as above is used, which is illustrated in Fig. 2.14 (analogous to
the illustration in Fig. 2.13). Here, only a single measurement is acquired on the opposite
site of the transducer as illustrated. At all of the above-mentioned points of measurement,
200 single measurements are stacked in order to increase the signal qualities. Offsets of the
records are removed by subtraction of average amplitudes before signal arrival. Bandpass
filters with cutoff frequencies of 50 and 800 kHz are applied to each trace.

Before an inversion scenario can be set up, a forward model needs to be constructed.
In order to estimate the material properties and the transducer’s source signature, a model
corresponding to the setup shown in Fig. 2.14 is set up. Dimensions are carefully measured
and a brick is modeled and meshed, where all surfaces are defined as free boundaries. The
material behavior is assumed to be elastic and therefore, material properties reduce to
density �, compressional wave velocity vp, and shear wave velocity vs. Density � is deter-
mined and implemented into the model. With the spectral-element code SPECFEM3D [50],
numerical solutions to various gridded combinations of vp and vs are computed, where an
ideal Ricker is used as source function. By incorporation of the acquired measurement, the
misfit functionals are determined and the wave velocity combination corresponding to the
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a b

Fig. 2.14 Undisturbed aluminum block. a Photo of measurement setup, b illustration with mea-
surement configuration. The shape of the transducer is illustrated in red. The single measurement is
visualized by the green dot
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Fig. 2.15 Ideal Ricker source function and estimated source function. The waveforms are normal-
ized with their second local extremum

smallest misfit value is picked, which is vp = 6340m/s and vs = 3110m/s. In a next step,
the transducer’s source function is estimated. If it is assumed that the numerical model
captures all properties of the experimental model (e.g. in terms of geometry and material
properties), the source function in frequency domain Rexp.!/ can be estimated as [117]

Rexp.!/ D Sexp.!/

Ssyn.!/
� Rsyn.!/; (2.26)

where Rsyn.!/ is the ideal (Ricker) source function, Sexp.!/ the acquired waveform, and
Ssyn.!/ the simulated waveform in frequency domain for the angular frequency !.

Figure 2.15 shows the estimated source function after transformation to time domain
compared to the ideal Ricker source function. With the estimated waveform as source
function, a new simulation is set up, where the outcoming waveform is plotted in Fig. 2.16
(green), together with the measurement (black) and the simulated wavelet generated with



2 Advance Reconnaissance and Optimal Monitoring 41

0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

10−4

−1

0

1

2

time (s)

no
rm

al
iz

ed
di

sp
la

ce
m

en
t

(-)

measurement
simulation with ideal Ricker
simulation with source signature

Fig. 2.16 Visualization of the acquired measurement, the synthetic response to an ideal Ricker
source function, and the synthetic response to the estimated source signature shown in Fig. 2.15.
The waveforms are normalized with their second local extremum

the ideal Ricker (gray dotted). It becomes visible that the waveform agreement to the mea-
surement improves substantially compared to the prior estimation. The high correlation is
a sign for well-fitting material properties and a well-estimated source signature, forming
the basis for the upcoming inversion scenarios.

UHSA inversion In this section, UHSA is applied to the measurement data (setup
shown in Fig. 2.13), where the previously determined material properties and the esti-
mated source signature are used. Since UHSA is based on the implementation of prior
knowledge, a parametrization needs to be derived. Here, it is selected to consist of just
two center coordinates .x; z/ respective to the coordinate system in Fig. 2.13, right, where
the corresponding drilling spreads all over the specimen in y-direction. The diameter
of the drilling is considered to be known which has the advantage that with this kind
of parametrization with only two parameters, a relatively fast computation and a visu-
alization of the misfit functional is possible. The time window of investigation is set to
8:8 � 10�5 s since according to Fig. 2.16, a high agreement of experimental and synthetic
waveforms is observed during this time. In a first step, a misfit landscape is computed by
linear interpolation of 1024 sampled parameter configurations and visualized in Fig. 2.17.

The abscissa corresponds to the x-axis in Fig. 2.13, while the ordinate corresponds to
the z-axis. Several local minima are visible; however, there is a distinct global minimum
around the actual center of the boring at .x; z/ D .�10; 20/mm. UHSA is set up for 40
cycles, where the course of the algorithm is drawn onto the misfit landscape in Fig. 2.17. It
is visible that the SA algorithm rather accepts parameter configurations with smaller misfit
functionals as many SA samples lying in the red regions are rejected. If a SA proposal is
accepted, the UKF samples different parameter configurations with the aim to move into
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Fig. 2.17 Course of UHSA on the misfit landscape, where a certain location on the map specifies
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the direction of the neighboring local minimum, which succeeds in most cases. The global
minimum region is intensively explored and the parameter configuration with the lowest
misfit functional is found at .x; z/ D .�8:86; 19:17/mm, which is close to the actual
expected global minimum. The entire inversion requires 460 forward simulations within
55 hours of computation time on a 26-core computer with 2.4GHz each and 96GBRAM.

Time domain adjoint inversion In this section, the results for an inversion scenario
using the adjoint time domain FWI on the setup shown in Fig. 2.13 are presented. The
initial model is a homogeneous model described by the material parameters determined
above. The source time function used here is the green curve shown in Fig. 2.15. The
computational mesh consists of 285,588 tetrahedral elements. The computation time for
one single simulation on a machine with two Intel Xeon E5-2698 v4 processors with 20
cores each and 256 GB RAM on 40 threads is approximately 1.35 hours.

A comparison of the measured seismograms to synthetic ones showed large discrep-
ancies for the receivers closest to the source. Consequently, only the 20 receivers farthest
away from the source were used in the inversion process (see [55]). Figure 2.18 shows
the inversion results, where the changes in P- and S-wave velocities are shown in three
perspectives. Around the position of the drilling, a decrease of the P-wave velocity is vis-
ible. In addition, a number of other regions with altered wave velocities are observed,
where possible reasons are described in [55]. For the S-wave model, on the other hand,
an increase in velocity at the position of the drilling is observed. In [55], Lamert provides
a detailed analysis as to why an increase rather than a decrease is observed in this instance.
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Fig. 2.18 Inversion results of the P-wave velocity model in the left column and the S-wave velocity
model in the right column from three different perspectives for the inversion changing both P- and
S-wave velocities. Grey dots represent seismic stations and black dots the seismic source. ([55])

Using both velocity models, an inhomogeneity is identified in the vicinity of the true po-
sition of the drilling. The center is estimated by [55] at .x; z/ D .�15:5mm; 24:5mm/
with a radius of 6.5mm, while the true center lies at .x; z/ D .�10:0mm; 20:0mm/ with
a radius of 8.0mm.
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2.2.7.2 Layer Change Imaging in a Concrete Block
In this section, an experimental model with certain similarities to field models is used to
acquire ultrasonic data with which UHSA and UKF-PaLS are validated. For more infor-
mation, readers are referred to [114, 115]. The experimental model is shown in Fig. 2.19
with a photo in Fig. 2.19, left, and an illustration of the inner structure in Fig. 2.19, right.

The specimen is a concrete block which has a relatively large dimension in y-direction
compared to the other directions, enabling thus to perform the upcoming simulations in
2D instead of in 3D for the gain of a reduced computation time. Into the block, a linear
material change is incorporated, where the two materials are composed of different con-
crete mixtures. In order to illustrate a 2D tunnel geometry in the later simulation model,
the block has a material recess at x D 0. For the acquisition of the ultrasonic data, two
source locations are specified which are illustrated by the red dots. At each source loca-
tion, two source signals are released in the form of tone burst signals centered at 80 and
100 kHz. For each source signal, data is acquired at 532 receiver points, where the loca-
tions of the laser measurements are illustrated by the green lines. In order to improve the
laser reflection, aluminum tape is attached along the lines of measurement. At each point
of measurement, 100 single measurements are stacked. Bandpass filters with cutoff fre-
quencies of 10 kHz and 150 kHz are applied to each record. A

p
t -filter is applied to the

measurement data in order to approximately convert the amplitudes from the 3D spreading
to a 2D spreading as for instance performed in [85].

Same as in the previous section, a forward model is to be constructed, where the main
tasks are the determination of the background material properties and the estimation of the
source signal. For their estimation, only the receivers between x D 0:1m and x D 0:16m
are used within a reduced time window in order to minimize the impact resulting from
the disturbance. Afterwards, a homogeneous model is set up with the outer dimensions of
Fig. 2.19, right. The geometry and the mesh are defined, where again all boundaries ob-
tain free boundary conditions. Simulations are conducted with the spectral-element code
SPECFEM2D [118]. The density is determined and implemented into the model. After-

a b

Fig. 2.19 Concrete block with measurement configuration. Dimensions in m. Sources in red, lo-
cations of laser measurement in green. Left: Photo of the specimen. Right: Illustration of the ideal
inner structure with two materials in different colors
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Fig. 2.20 Parametrization
and determined geometry for
configuration 1 (red) and con-
figuration 2 (blue)

,

wards, material properties are determined in the same way as explained in Sect. 2.2.7.1,
where also attenuation is included. However, the misfit functionals increase for increasing
attenuation and thus, elastic material behavior without attenuation is considered for inver-
sion. Disturbance material properties are determined in a similar way like the background
material properties, where the material properties for both domains are shown in Fig. 2.19,
right. First estimations of the source functions are determined by a direct measurement
with a second transducer at the head of the first transducer. Afterwards, the source signal
is improved same as in the previous section by applying the relation Eq. 2.26 at a reference
receiver. For inversion, the receiver signals are cut in such a way that no reflections arrive
from the boundaries of the experimental model Fig. 2.19, left, in positive and negative
y-direction. The density is assumed to be constant all over the model domain.

UHSA inversion. Prior to inversion, a parametrization is set, which is visualized in
Fig. 2.20. It is composed of a linear connection of a top border position xt at z D 0 with
a bottom border position xb at zD 0:25m, a disturbance wave velocity vp,d and a Poisson’s
ratio �d.

Two source-receiver configurations are tested, where the first configuration includes
all receivers along the green lines in Fig. 2.19, right, and where the second configuration
includes the receivers only at the top surface z D 0. The inversion results are shown in
Table 2.1 and a visualization of the determined geometry as well as of the source-receiver
configurations is given in Fig. 2.20 for configuration 1 (red) and configuration 2 (blue). It
is observed that for both configurations, the determined values are very close to the ex-
pected true values. For configuration 2, xb is determined a little less precise since receivers
only occur at the top surface. The inversion scenarios took about 12 hours on a 26-core
computer with 2.4GHz each and 96 GB RAM, where 3762 (configuration 1) or 3933
(configuration 2) forward simulations were required.

Table 2.1 Inversion results
of UHSA: expected true value
and inversion results

Parameter Expected
true value

UHSA
(config 1)

UHSA
(config 2)

xt (m) 0.33 0.3256 0.3297

xb (m) 0.08 0.0770 0.0622

vp,d (m/s) 3900 3904 3903

�d (–) 0.2033 0.2088 0.1951

Parameter Expected
true value

UHSA
(config 1)

UHSA
(config 2)

xt (m) 0.33 0.3256 0.3297

xb (m) 0.08 0.0770 0.0622

vp,d (m/s) 3900 3904 3903

�d (–) 0.2033 0.2088 0.1951
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Fig. 2.21 Initial model. The
uncertainty measure intro-
duced in Sect. 2.2.3.2 is plotted
in medium dark gray

UKF-PaLS inversion The initial model for UKF-PaLS is set up with 216 bumps and vi-
sualized in Fig. 2.21, where analogous to Fig. 2.2, an uncertainty measure is plotted. Same
as UHSA, UKF-PaLS is validated with the two source-receiver configurations described
in the previous paragraph. Figure 2.22 shows the inversion results for both configurations
after 20 iterations compared to the expected true geometry illustrated by black dashed
lines. It is observed that for both configurations, most of the bumps outside the region of
the actual disturbance domain vanish while parts of the disturbance become visible. The
uncertainty measure correctly extends the region of the actual disturbance. However, there
a still errors which mainly occur due to measurement errors, noises and modeling errors.
At height of the tunnel, the disturbance is determined quite precisely for both configu-
rations, which would be most important for an application during mechanized tunneling.
Both computations require about 12 hours on a 26-core computer with 2.4GHz each and
96GB RAM, where 17360 forward simulations are consumed.

In summary, both UHSA and UKF-PaLS can determine the inner structure of the con-
crete block satisfactorily. With the dimensionality reduction applied in UHSA, results are
even close to exact. Primarily due to model side reflections which would not occur in
a real tunneling model and due to source-receiver configurations, the findings cannot fully
be compared with field scenarios. However, the experiment brings similarities enabling
a validation with a certain relation to mechanized tunneling.

Fig. 2.22 Inversion results after 20 iterations for receiver configuration 1 (left) and receiver config-
uration 2 (right). The expected true geometry is illustrated by black dashed lines
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2.2.8 Summary and Outlook

After the explanation of the principle of seismic reconnaissance in general, state-of-the-
art methods for application during mechanized tunneling are shortly presented. Changes
for the better are identified, directly leading to the field of full waveform inversion with
which a more detailed representation of the subsoil can be achieved. Four different FWI
approaches are introduced, that are two Bayesian FWI approaches, one adjoint FWI ap-
proach in time domain, and one adjoint FWI approach in frequency domain. Synthetic
inversion scenarios are created, where all of the methods are generally able to image the
anomalies in a tunnel environment. For the validation of the FWI methods with real data,
a small-scale laser experiment is set up with which ultrasonic data is created. Since noise,
measurement errors and later modeling errors occur, the grade of validation is evaluated to
be high. Two experiments are presented, where the tested inversion methods show a cer-
tain robustness against these kinds of errors, being able to reconstruct the anomalies which
are incorporated into the specimen. The results give a hint that the methods are generally
applicable for exploration during mechanized tunneling. However, it is to mention that the
methods are still far from delivering results close to real-time or within a time which would
be necessary for an application during mechanized tunneling. Nonetheless, with exponen-
tially growing computational power, full waveform inversion may become applicable in
the future.

2.3 Systemand Parameter Identification Methods for GroundModels
inMechanized Tunneling

Collecting data of excavation-induced changes on surroundings in a linear project like
tunneling may enable the engineers to adapt the computational model for subsequent
phases through back analysis and reduce uncertainty, subsequently. In this regard, sensi-
tivity analysis methods play a crucial role in selecting the most pertinent input components
that must be adjusted using available experimental or field data. The suggested concep-
tual approach aims to increase the efficiency of measurement-based system identification
in mechanized tunneling by using various mathematical approaches such as optimization
based back analysis, and optimum experimental design.

2.3.1 Back Analysis

Over the last decade, there has been a growth in the use of numerical models for predicting
ground behavior, surface settlements, and the loading and deformation of tunnel linings.
The rising power and efficiency of current computer technology, as well as significant
advances in computational mechanics, have fueled the development of more complicated
numerical models with more characteristics.
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In the numerical simulation of mechanized tunneling, more or less severe idealizations
are frequently used, such as modeling its stress-strain behavior using a simplified consti-
tutive law or initial boundaries, assuming simplified hydro-mechanical initial boundaries
in the subsoil, or a homogenization of soil mass. The epistemic uncertainties that arise
as a result of such models may result in either a conservative design or a significant risk
of instability. Back analysis techniques are commonly adopted in geotechnical applica-
tions to calibrate constitutive parameters for numerical simulation models. For large-scale
geotechnical applications where the region of the impacted ground is considerably larger
than the tested samples, a calibration technique based on existing measurements is re-
quired for an effective evaluation of the soil characteristics.

The observed excavation-induced changes in the measurement logs (ground displace-
ments, stresses, pore water pressures, etc.) will be utilized to update the computational
model in this regard through system adaptation. If the observations show that the design
values are not being followed, the back analysis may be used to determine realistic soil
properties and system performance without the need for additional field surveys. With the
significant development of computer technology and advanced algorithms, the concept of
back analysis via in-situ measurement can be implemented by an optimization procedure,
as illustrated in Fig. 2.23.

Real system MeasurementMeasurement

MeasurementModel output

Sufficient
agreement

Calibrated
parameter set

Simulation

New
parameter set No Yes

100 150

4.3%

Clay (K1)

Sand (Z1)

Clay (BK1)
Clay (BK2)

Sand (GZ2)

Clay (K2)

11.33

88

Fig. 2.23 The applied iterative approach via back analysis, from [59]
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Observations or measurements Qy are compared to model outputs y obtained from ini-
tial assumptions onmodel parametersm. To reduce the discrepancy between measurement
and model response, the model parameters are varied. In the end this corresponds to the
formulation of the objective function. The complexity of this problem emerges from the
circumstance that there are usually several model parameters that are correlated with each
other and that the system behavior is non-linear, explicitly in the considered geotechni-
cal applications. Therefore, finding that optimal parameter combination Om that causes the
minimum discrepancy between measurement and model response requires so-called opti-
mization algorithms as described in Sect. 2.3.4.

The aforementioned discrepancy between measurements Qy and model responses y.m/
is usually described by the objective function J as

Jmin.m/ D kQy � y.m/k: (2.27)

In case some of the measurements are of less relevance for the model or less trustwor-
thy, the objective function can be modified by including a vector of weighting factors w
that reflects the relevance of the individual measurements Qyi :

Jmin D
NX
iD1

wi

ˇ̌̌
ˇ Qyi � yi .m/:

Qyi

ˇ̌̌
ˇ (2.28)

It should be highlighted that the back studies must be undertaken immediately after
obtaining the recorded measurements in order for the project design and construction pro-
cedures to be reviewed and, if necessary, updated without significant delay during the
construction/excavation phase [90]. Iterative parameter identification can be automated
thanks to the availability of parameter optimization techniques.

A variety of optimization algorithms have been widely utilized to analyse different en-
gineering problems like optimizing geometry, performance optimization, parameter iden-
tification, etc. The back analysis techniques are widely used in geotechnical applications
primarily for the purpose of calibrating constitutive model parameters for numerical sim-
ulation models [48, 65, 70, 93]. Meier et al. [65] provides a detailed review of several
optimization algorithms, and their applications in the geotechnical problems.

Despite gradient based methods, evolutionary algorithms are shown to be efficient and
reliable in reaching the global optimal solution in a multidimensional space. As a simu-
lation mechanism of Darwinian natural selection, the Genetic Algorithm (GA) starts with
a population of solutions and then improves it through repeated applications of selection,
crossover, and mutation operators. Khaledi et al. [46] and Müthing et al. [77] used GA to
determine the parameters of a time dependent constitutive model.

Particle Swarm Optimization (PSO) is an evolutionary optimization algorithm that was
introduced in [44] working with a population (called a swarm) of candidate solutions. This
method randomly places a number of “particles” in the search space of a specified function
and then evaluates them at each point. Zhao et al. [127] carried out PSO to determine
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geotechnical parameters for an actual tunneling project (Western Scheldt tunnel). The
optimized parameters successfully captured the tunneling-induced ground motions.

2.3.2 Metamodeling

Depending on the size of the subsurface domain, the excavation length, and the appropriate
discretization, 3D finite element simulations of the mechanized tunnel can take anywhere
from half an hour to several hours to complete. Therefore, the existence of a tool that
allows for the execution of a large number of precise and detailed numerical models is
required for the use of most of the non-deterministic approaches. This is due to the fact
that uncertainty quantification and reliability analyses need thousands of model runs. As
a result, using surrogate modeling approaches to replace the tunnel’s original finite ele-
ment models is essential. Based on a given number of parameter samples conducted in
the original finite element (FE) model, several mathematical methodologies have been ex-
amined and confirmed. These techniques attempt to determine model input parameters,
mainly subsurface mechanical characteristics and boundary conditions, permitting a valid
employment of tunneling simulation models.

Surrogate models, also known as metamodels or emulators, are empirically generated
models (or mathematical functions) that link the inputs and outputs of a computermodel or
a complicated system. They originated in the idea of design of experiments (DOE), which
employed polynomial functions as a response surface methodology (RSM) [122]. Other
metamodels have since been created and used, including kriging [18], artificial neural net-
works, radial basis functions (RBF) by [51]. RBF later has been extended by [76], and
been called extended radial basis functions (ERBF). This method employs more than one
basis function for each input which leads to a linear combination of radial- and non-radial
basis functions to conduct the approximation. Unlike classic RSM, which simply calcu-
lates a least squares distance between data points, these approaches give an interpolation
surface that spans all training data points. Furthermore, unlike RSM, which assumes a cer-
tain shape for the approximation as polynomials, these approaches often include a series
of functions, each associated with individual points in the feature space. [14] presented
a surrogate modeling process that combines the proper orthogonal decomposition (POD)
method (also known as Karhunen Loe’ve decomposition [41]) with radial basis functions
abbreviated as POD-RBF. This technique showed promising results for approximating
finite element simulation responses in [10].

After reviewing the state of the art in metamodeling approaches and comparing their
characteristics and considering tunneling simulation as an application [45] presented a hy-
brid technique that integrated POD and ERBF approaches. Khaledi et al. enhanced the
POD-RBF method by replacing the radial basis functions with their extended version [76]
and abbreviated it as POD-ERBF. Miro et al. [70] suggested a framework for evaluating
and selecting the appropriate surrogate model for the approximation purpose.
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Among many researches which used metamodeling techniques to replace complex FE
models for system identification purposes as [35, 46], Zhao et al. [126] employed meta-
models to develop a hybrid estimation concept. In which a small scale submodel is taken
out of a larger complex model and continuous simulations are run in this submodel to
reduce computing effort. Metamodels are used in three levels to i) correlate soil param-
eters and nodal displacements on submodel boundaries, ii) correlate soil parameters and
tunneling-induced ground movements according to measurements, and iii) correlate tun-
neling process parameters and tunneling-induced building settlements.

The purpose of a surrogate model is to approximate the response u of a computational
model f .x/ D u with an approximation Qu. As a result, the model output u may be given
as

u D QuC �; (2.29)

where � is the approximation error. The common approach to surrogate modeling is to
perform computer runs for n sets of the input parameters fx1; x2; : : : ; xng, and then using
the generated pair points .xi; u.xi//, as training data to construct an approximation to the
original model.

Three steps are necessary to do this, namely:

1. Selecting an experimental design to generate training data.
2. Choosing (or developing) a metamodeling approach and fit its features based on the

data presented above.
3. Quantifying the approximation utilizing testing data and some error estimates to assess

the surrogate model.

Testing data are often created by running the computational model with input parameters
different from those used to create the training data. The third step is discussed further
below.

2.3.2.1 Accuracy Measures of Surrogate Models
The most significant aspect of a metamodel, as previously stated, is its agreement with the
original data, or prediction goodness. One may become aware of the links between model
complexity, sample size, and approximation method based on experience obtained from
multiple applications of various techniques, but it is difficult to know the metamodel’s
estimation accuracy in advance. As a result, every metamodel must be evaluated before
being used to guarantee that it is trustworthy.

Mahmoudi et al. [71], applied many measures to identify the extent of perfection in
a surrogate model, as Root Mean Square Error (RMSE), normalized Root Mean Square
Error (NRMSE), Mean Absolute Error (MAE), Mean Bias Error (MBE), Bias Factor,
Nash-Sutcliffe Efficiency (NS), Variance Account Factor (VAF), Performance Index (PI),
RMSE To Standard Deviation Ratio (RSR), NormalizedMean Bias Factor (NMBE),Mean
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Absolute Percentage Error (MAPE), Wilmott’s Index (WI), Legate and McCabe’s Index
(LMI), Expanded Uncertainty (U95), t-Statistic, Global Performance Indicator (GPI), and
Weighted Mean Absolute Percentage Error (WMAPE).

Additional techniques to investigating the correctness of the metamodel may be found
in the literature. The coefficient of prognosis, which is a model-independent statistic to
assess model quality, is suggested in [74]. It is used to generate a so-called metamodel
of optimum prognosis, which is a rough estimate that excludes irrelevant factors. Atam-
turktur et al. [4] proposes a coverage metric, in which the coverage of the design space
is examined in terms of appropriateness for metamodel development, and where extra
samples in the parameter space should be placed to increase the metamodel’s accuracy.

2.3.3 Sensitivity Analysis

In the concept of system analysis, the large number of input factors involved in a sophisti-
cated geotechnical computational model is a challenge. The essential elements that control
system reaction and must be calibrated using experimental or field data can be identified
using sensitivity analysis.

The approaches used in sensitivity analysis are either statistical or deterministic. Two
main categories are the so-called local and the global sensitivity analyses (GSA). To ad-
dress complicated models including non linear phenomena like a 3D numerical simulation
of TBM model advancement, GSA methods are recommended [68]. The performance of
different global sensitivity analysis techniques was reviewed in [62]. This study exam-
ines three distinct global sensitivity analysis approaches, namely Sobol’/Saltelli, Random
Balance Design, and Elementary Effect method. A decision graph is presented to aid in
the selection of a proper technique, taking into account several model properties such as
complexity, processing costs, and the number of input parameters. Based on the model fea-
tures, the user may use it as a reference to choose the most appropriate and cost-effective
strategy. Sophisticated SA approaches such as Sobol’/Saltelli give additional information
as detecting non-linearity and interaction effects for a better understanding of the system.
Therefore the designer may be ready to spend for their high computational costs in order
to get such knowledge.

One major drawback of global sensitivity analysis methodologies is the requirement
to construct a relatively large number of input-output data sets. As a result, the need of
advanced numerical models, which are computationally expensive, makes such analysis
impractical. The metamodeling notion presented in 2.3.2 is used as a solution.

Among the others, the Sobol’/Saltelli technique, has shown to be particularly useful
for a variety of geotechnical systems [69, 127] since it prioritizes parameter relevance and
highlights any interactions among them. Its main goal is to determine how the variance of
input parameters affects the variance of the model output. The total effect sensitivity index
STi is a comprehensive index that considers the interaction of variables [91]. In order to
employ Sobol’/Saltelli technique, two randomly chosen K � 2n matrices C1 and C2 are
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constructed for a generic model with n parameters, where K is the number of samples
taken from the model space.

Afterwards, a new matrix Ri is defined by copying all columns from C2 except its i th

column, which is taken from C1. Then, model outputs f .�/ for C1 and C2 are evaluated as
yC1 D f .C1/; yC2 D f .C2/ and yRi D f .Ri /: (2.30)

Finally, the variance-based indices for model inputs are evaluated as

STi D 1 � yC2 � yRi � f 20
yC1 � yC1 � f 2

0

; (2.31)

where yC1 , yC2 and yRi are vectors containing model evaluations for matrices C1, C2 and
Ri , respectively. The mean value f0 is further defined as

f0 D
0
@ 1

K

KX
jD1

y.j /C1

1
A
2

: (2.32)

Variance-based sensitivity method is not merely used to identify the effectiveness of input
factors, but also later employed in Sect.2.3.4 to optimize sensor localisation.

2.3.4 Optimal Experimental Design

The following explanation from [123] can describe the key motivation to pay attention to
monitoring design in general: Experiments are expensive and time-consuming to conduct
in order to gather a large enough set of experimental data. The goal of optimal experi-
mental design (OED) is to create the necessary dynamic experiments in such a way that
the parameters are estimated with the best possible statistical quality from the resulting
experimental data, which is usually a measure of the estimated parameters’ accuracy. In
other words, the goal is to create the best feasible tests based on model candidates in order
to make system identification straightforward. Fisher’s work [27] is widely regarded as the
first methodical and scientific investigation of the subject. Fisher implies that the variance
of a distribution obtained as an outcome of an experimental design may be used to ex-
plain the discovered information content in order to link data to information. As a result,
if some components of the monitoring or experimental design are ignored, the resulting
distribution will be different and the information content will be reduced. In this way,
the designer may compare which experimental design comes closest to a fully monitored
scenario while requiring the least amount of experimental work.

To describe the information content I of the experimental data Qy with respect to the
parameter mi , the formulation

I D @2 Qy
@2mi

; i D 1; : : : ; s (2.33)
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can be employed, where s is the dimension of the considered parameter space. The ma-
trix that accrues when considering all parameters and their correlations is often called
the Fisher-information matrix FIM, whereby several similar formulations exist. In [6],
the state of the art up to the 1970s is presented and the concepts of [27] are transferred
to more systematic and fundamental approaches. This FIM is still employed in recent
publications such as [120] that investigated where to place sensors to survey air pollu-
tion. In [52], a more statistical investigation is performed on sensor placements on dams,
wherein the mean square error of parameter identification results is employed to define
the quality of an experimental design. This approach was further developed by the em-
ployment of the bootstrap method in [94], where again repeated parameter identification
is performed to obtain a covariance matrix Cm of all considered parameters m. Another
aspect in the framework of OED is that one should differentiate between problems where
the parameters of interest need to be back-calculated as it is the case in the present thesis
and those where they can directly be measured. An example for the latter case is given
in [75] where it is described how to find optimal sensor placements to detect contami-
nants in a water network. As the water demand in such a network is uncertain, finding
these optimal placements is still a complex optimization problem, but it does not require
the additional step of parameter identification. With different deterministic and stochastic
optimization approaches, including different uncertainty scenarios, the optimal sensor lo-
cations are identified exhibiting quite different results and showing the need to consider
effects of uncertainty in OED applications. The experimental settings can be modified to
make the calibration of an unknown (or uncertain) input component as simple as possi-
ble. Furthermore, collecting data from tunnel construction measurements enables for the
validation of numerical models and the reduction of parameter uncertainties. The utility
QU (as inverse equivalent to the cost function) defines how a certain design ı reduces the
uncertainty and is to be maximized. Random output samples y are generated according to
the defined initial distribution of the input parameter m and the considered “experimental
design,” y D f .m; ı/.

Hölter et al. [34] used Bootstrap technique to evaluate and compare the specific design
scenarios and the aspect of including measurement error in a hydromechanical structure.
Among all the various approaches to conduct OED, in this study exclusively employing
sensitivity measures for performing OED, and Bayesian updating concept were applied.
However, GSA is still performed as first essential step to identify the most relevant model
parameters on which the specific OED approach is applied afterwards.

2.3.4.1 Spatial GSA
The benefit of sensitivity analysis in relation to the issue of OED is initially determining
which parameters are most relevant. The experimental design should concentrate on these
parameters since discovering a parameter that has no impact would be wasteful of the
generally limited resources. The conceptual relationship between GSA and OED is that
changing the parameters to which the model response is most sensitive results in a wider
bandwidth of outcomes. The greater the output variation, the easier it is to identify and
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distinguish the effect of particular parameters from uncertainty-related errors. As a result,
using a back analysis, as explained before in Sect. 2.3.1 back, it is feasible to determine
the most sensitive parameters with the greatest accuracy. First ideas to the concept of sen-
sitivity analysis in a spatially distributed manner for geotechnical purposes can be found
in [34]. Modern FE programs enable model answers to be provided for any point of the
FE model geometry. A GSA may be done for each of these spots to utilize the position
with the highest sensitivity to a given parameter to insert a sensor to identify this specific
parameter. However, it should be noted that the sensitivity index STi calculated using the
variance-based technique yields normalized values in each spot for all the considered pa-
rameters. Therefore, they may not be compared in various locations. This issue can be
overcome by including the importance of an output via its variance and using the updated
sensitivity index S�

Ti
,

S�
Ti;j;k

D Si 
j;k

maxk 
j;k
; (2.34)

where, S�
Ti;j;k

denotes the well-known sensitivity index as it was introduced in Sect. 2.3.3

for a certain parameter mi , but specifically for the j th model response obtained at the kth

position. 
j;k denotes the standard deviation of the j th model response obtained at the
kth position and maxk 
j;k corresponds to the maximum of the standard deviation of the
j th model response obtained from all of the considered positions. Contour plots may be
constructed via interpolation after getting S�

Ti;j;k
in each of the grid points, allowing for

improved visualization and explanation of the data. In terms of planning an experimental
setup, the contour plot areas with the greatest values of S�

Ti;j;k
are the optimum places

to install sensors of the matching response type j . The various values of S�
Ti;j;k

should
be employed as objective function weighting factors wi in the cost functions defined by
Eq. 2.28.

2.3.4.2 Bayesian OED
For several decades, applications of Bayesian updating have been applied in various fields.
Miro [68] and Nguyen [78] employed Bayesian interference to update 3D simulation mod-
els of tunnel excavations. The uncertainty of the prior estimation of the soil parameters
is therein reduced stepwise using measurement data that is obtained after each new ex-
cavation step of the tunnel, but each time affected with artificial random noise. As the
measurement data used for back calculation is at the same time an extension of the cur-
rent data knowledge, one might be interested to “update” the previous knowledge. This
concept was first formulated in [7] as

p.mjy/ D p.yjm/ p.m/
p.y/

: (2.35)

Herein, p.y/ describes the probability distribution function (PDF) of model output
that is used to normalise the result. Here, this would typically be noisy measurement data
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Qy that is somehow distributed around its mean value Ny. p.m/ accordingly is the PDF of
the model parameters. These would usually be soil parameters that are often very uncer-
tain in geotechnical engineering. Within the Bayesian concept, this distribution p.m/ is
called as “prior knowledge.” Accordingly, p.mjy/ is called the posterior knowledge as
it includes the new information y. The link between prior and posterior distribution is
the likelihood p.yjm/ that describes how probable the new data y is, given the known
probability distribution of m.

2.3.5 Case Study: TheMetro Line 5 in Milan

The Metro Line No. 5 in Milan is selected as an exemplary realistic case study to show
the use of previously mentioned approaches. This route, which runs from the north to the
west of the city, is composed of 2 12.6-kilometer tunnels with a center-to-center distance
of 16.7 meters between them. The first tunnel was completed in May 2012, and the second
tunnel was completed a month later in June. The outside diameter of the tunnel tubes is
D D 6:7m. Tunnel excavation was carried out utilizing EPB machines (tunnel boring ma-
chine with earth pressure balance shield). In the segment under consideration, the tunnel
axis is 15 meters below ground level. [24] developed an FE investigation to analyse the
soil-structure interaction behavior that is induced by the construction of the twin-tunnel.
This simulation of three soil layers using the HSsmall model [8], was used in our study as
well. The subsoil consists of a 20-meter-deep gravelly sand layer, lies beneath a 5-meter-
thick sandy silt soil layer, according to the geotechnical soil research. Finally, a gravelly
sand with a thickness of 5m (i.e. 25–30m below ground level) was discovered. For the
finite element simulation, drained conditions are considered because of the high perme-
ability of the soil (gravelly sand). This model was created with the FE-code Plaxis 3D
and is presented in Fig. 2.24 without the soil clusters. Table 2.2 lists the soil parameters
derived from the soil study and subsequent laboratory testing, as reported by [23, 24]. The
considered twin tunnel is excavated in an urban area and partially underpasses a nine-story
building. The building that is specifically considered in this model is selected because an
extensive monitoring program has been applied to it. Figure 2.25 depicts the building’s
location and relationship to the two tunnel tubes. The shallow foundation of the residen-
tial structure comprises five strip footings and intermediate concrete slabs. With a height
of 0.65m, the strip footings are placed around 4m below ground level. Figure 2.25 also
shows the monitoring arrangement, comprising 13 sensors placed throughout the build-
ing. The sensors capture local vertical displacements. At the same time, the location of the
TBM, applied face pressure, and grouting pressure are recorded. This allows the numerical
model to be validated, as well as, to some extent, the outcomes of an OED procedure.

The ultimate goal of design, monitoring, and back calculation is to prevent compro-
mising the integrity and serviceability of subsurface and above-ground structures. If an
appropriate model that can very accurately anticipate building behavior is produced, coun-
termeasures that lead to improved building safety may be more effectively assessed. As
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d = 16,7 m
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Fig. 2.24 FE model of considered interaction of twin tunnel bypassing the nine-storey building,
[103]
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Fig. 2.25 Top view of the considered building and location of applied measurement points [103]

Table 2.2 In-situ soil parame-
ters according to [24]

Parameter (description) Gravelly Sand Sandy Silt Unit

	 (Total unit weight) 20 17.5 kN=m3

˚ (Friction angle) 33 26 °

c (Cohesion) 0 5 kPa

Parameter (description) Gravelly Sand Sandy Silt Unit

	 (Total unit weight) 20 17.5 kN=m3

˚ (Friction angle) 33 26 °

c (Cohesion) 0 5 kPa
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a result, the goal becomes to produce a trustworthy model by identifying the important
soil features using the approach of back analysis outlined in Sect. 2.3.1, which will benefit
from incorporating OED principles.

In the previous studies by the authors, e.g., in [103] the in-situ measurement data were
employed to back-calculate the constitutive parameters of the surrounding soil. In that
study, the grouting pressure pv and face pressure ps, the site-related volume loss factor
VL, the friction angle '1, the small-strain stiffness G0;1, and the secant stiffness E ref

50;1 of
the first and the second soil layer, E ref

50;2 were evaluated to be the most important param-
eters. It should be noted that the secant stiffness E ref

50 is supposed to be associated with
the tangent stiffness E ref

oed and the unloading-reloading stiffness E ref
ur , by a factor of three.

When the term “stiffness” is used in the following, it refers to those three factors. Only
the measurement data received until the first tunnel tube is completed is used for model
validation, so that a forecast for the excavation of the second tunnel tube may be made and
compared to the measurement data. As a consequence, the findings shown in Fig. 2.26a,
are achieved. The measured settlements obtained after excavation of the first tube in the
thirteen measurement points shown in Fig. 2.25 are displayed here, along with the set-
tlements that correspond to the identified parameters using the actual FE-model and the
corresponding metamodel. The determined set of parameters is utilized for subsequent
experiments and for the prediction of the settlements produced by the excavation of the
second tube, as illustrated in Fig. 2.26b. The findings of the FE-model are compared to
the data when the second tube is completed. With the exception of R4, T1, T2, and T3
points, there is still a strong agreement. One should keep in mind that, in the considered
urban region, there are other buildings just adjacent to the one being studied, that produce
pre-stressing of the subsoil and consequently an increase in stiffness, resulting in the lower
settlements observed in reality.

Several GSAs are done in [103] to gain a better knowledge of the system behavior,
linking the aforementioned soil and system characteristics to average settlements and tilt-
ing along different axes of the building. The results of the GSAs performed following
excavation of the first and second tunnel tubes are presented in Figs. 2.27 and 2.28, link-
ing the seven examined input parameters to the vertical settlements of each of the thirteen
measurement locations. When looking at the shown findings, it is clear that they change
with time and space, but that the parameters E ref

50;1, G0;1, and VL have the most impact on
the analyzed outcomes. As a result, all subsequent research, have focused only on these
three parameters.

In a further step, a second GSA was run for the previously discovered key parameters
to examine the evolution of the sensitivity of the model response in time and space do-
mains with respect to each of the key parameters defined from GSA. The main idea of
spatial GSA as a tool for OED concept is introduced in [37]. This GSA is used in the same
way as previously to find geometrical sections that are particularly promising for sensor
positions, but with the output values of different places in the relevant area. Schoen et al.
[102] analysed the spatial and temporal variations in the sensitivity of different parame-
ters in various construction stages, namely during the passage of first tunnel, at the end of
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Fig. 2.26 Comparison of mea-
sured and a back-calculated
data of first tunnel excavation
and b measured and predicted
data of second tunnel excava-
tion [33]
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Fig. 2.27 GSA results utilized
in thirteen measurement places
to examine the influence of
the seven factors of interest
on settlements after the first
tunnel tube was excavated [33]
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Fig. 2.28 Results of GSA
applied in the thirteen mea-
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excavation of the first tube, and finally when both tunnels are bored. They concluded that
the influence of the secant stiffness E ref

r on the settlements increases with progress of the
tunnel excavation. Moreover, VL has a high influence on the settlements around the TBM
as surface settlements are directly related to the volume loss. Zhao et al. [125] also showed
that the sensitivity of the volume loss VL depends on both the location of the TBM, and
the magnitude of the surface loads above the tunnel. The spatial GSA findings reveal that
the impact of each input parameter changes geographically and temporally depending on
the excavation time step and location. As a result, the usefulness of monitored data for
parameter identification changes depending on the position of the sensor and the period
of monitoring. Therefore, in parameter identification process, it is far more necessary to
utilize data from those sensor locations that are particularly impacted by the respective in-
put parameter at the most. Afterwards, the GSA findings are utilized as weighting factors
for each monitoring spot and each input parameter in the cost function for back analy-
sis. These weighting variables are chosen based on spatial GSA results to provide more
weight to those measuring places where the effect of the corresponding input parameter
is considerable, and significant tunneling-induced settlement can be accurately recorded.
Therefore, their values vary in different construction phases. Including these weighing
factors in the back analysis improves the simulation model’s accuracy, bringing it closer
to the in-situ records.

Continuation of this research in relation to monitoring optimization, Hölter et al. [36]
employed the introduced Bayesian OED using the Approximate Coordinate Exchange
(ACE) in Sect. 2.3.4 to use obtained prior knowledge for improving the further searches.
After excavating the first tunnel tube, the vertical settlements are acquired at a grid of loca-
tions separated by 5m within the constraints of the employed FE-model. Latin hypercube
sampling technique is used to build a sample set of 120 combinations of the three param-
eters of interest, to generate a metamodel for the FE-model. The metamodel is generated
based on quadratic polynomial regression, allowing the settlement result to be received in
any of the 259 parameter combinations. To calculate settlement data between these points,
the polynomial interpolation approach described in [2] is used.

It is specified that six sensors should be located in this region. Because each sensor
location may be swapped in both dimensions of the surface, determining the ideal design
ı becomes a twelve-dimensional optimization issue. To begin, a random 6� 2 matrix in-
side the provided geometric limits should be simply constructed. It should be noted that
the initial design ı0, which determines where the ACE algorithm begins its search, has
a significant impact on the method’s performance. For example, if certain places of the
model’s boundaries which are not affected by the building or tunnel excavation at all are
chosen, the calculations result in high utilities and the model reaction will always be the
same. Accordingly, none of the investigated current designs is accepted as new best de-
sign ı� and the initial design ı0 is always kept. As a result, it is reasonable to position the
starting coordinates of the six sensors anywhere within the tunnel’s area of impact, such
that the different back analysis runs result in varying responses of the utility function u.
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Fig. 2.29 Initial design ı0 and
final design ı� of the Bayesian
OED mapped over displace-
ment field of the ground
surface. The position of the
building is shown in black [59]
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The obtained results are shown in Fig. 2.29. The settlement at the ground surface in
the whole model domain is illustrated as a contour plot between red and green for one
typical parameter combination, with the position of the building noted as a black block.
The locations of the sensors in the first design ı0 are represented by white squares. They
are clearly located in locations where big settlements occur for the reasons stated above.
The black crossmarks represent the ultimate design to which the algorithm converges, i.e.
the design with the highest utility. The black markings may be seen moving away from the
initial design and towards the border of the settlement basin. It should be noted here that
the settlement distribution refers to a single arbitrary realization of the input parameters
m. The settlement distribution may be broader or smaller for various combinations. The
resulting sensor configuration does not correlate to a specific set of parameters, but it is
expected to be the most reliable throughout the studied range of values.

2.3.5.1 Reliability Measures Updating
As mentioned before, engineers use inverse analysis techniques to increase the depend-
ability of proposed infrastructure projects such as mechanized tunnels by evaluating the
uncertainty propagation of soil parameters using recorded data. During different exca-
vation phases, the excavation-induced settlement of the surface structures impacted by
tunneling projects is commonly monitored. However, the strength characteristics of geo-
materials, on the other hand, shows spatial variability owing to their natural origin. Model
adaptation, which is primarily concerned with using previously acquired dataset in further
prediction, may be used to precisely analyze the impact of uncertainties on dependability
measurements. In this study, a recently developed approach for Bayesian updating of re-
liability is used while applying random field techniques to account for the geographical
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variability of the subsoil. The revised reliability measures may be calculated. They can be
used to identify the right steering settings or to select adequate countermeasures in order
to minimize long-term damage.

In this procedure, the spatial random variables are adjusted depending on the measured
data from the mid-term excavation phase. After that, the updated dependability metrics
for subsequent phases are being estimated. The introduced method is applied on the finite
element simulation of the twin tunnel project introduced in 2.3.5. The collected findings
demonstrate how the reliability update concept may be used to determine the long-term
viability of an initial geotechnical design for a mechanized tunneling project.

2.3.5.2 Random Field
In general, mechanized tunneling is often regarded of as a massive geotechnical project
over a broad region. Almost all attributes of subsoil must be handled as heterogeneous
materials owing to variation in lithological composition, stress history and sedimentation,
weathering and erosion, probable faults and fractures. As a result, for every stochastic
analysis, peculiarities of the spatial distribution of geological and geotechnical should be
characterized and taken into consideration.

Regression analysis, geostatistics, and random field theory are three basic kinds of sta-
tistical approaches for estimating spatial variability that have been established. Regression
techniques presume that all sample values within a medium have an equal and indepen-
dent probability, i.e., that they are not autocorrelated, which contradicts field observations
show that samples obtained closer together have a larger association than ones taken fur-
ther apart. As a result, regression approaches are better suitable for preliminary analysis
when just a small number of samples with wide distances between them are collected from
the site [87]. However, the autocorrelation approach in geomaterials is taken into account
in the other two categories.

Here, the Karhunen-Loève expansion method, which is extensively utilized in random
field theory, is applied [29, 109]. The spectral decomposition of the covariance function is
used in the Karhunen-Loève expansion, which may be written as

OH.x; �/ D �H.x/C 
H.x/

MX
iD1

p
�i ˚i .x/ �i .m/: (2.36)

The eigenvalues and eigenfunctions of a Fredholm integral equation, where the auto-
covariance function (i.e., autocorrelation function multiplied by the variance of the ran-
dom field) is specified as a kernel, are �i and ˚i.x/, respectively. The mean and standard
deviation are represented by �H.x/ and 
H.x/, respectively. M is the number of series
terms in the equation, and �i .�/ is a vector of uncorrelated random variables that repre-
sents the unknown parameters’ randomness. This vector will be subjected to modifications
in a Bayesian way later on in the model adaptation context. The further details regarding
random discretisation can be found in [61, 63]. A random field discretisation example of
Elastic modulus is shown in Fig. 2.30.
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Fig. 2.30 Random field exemplar

2.3.5.3 Bayesian Back Analysis
With a given performance function Gx , the failure event is defined as

PF D P ŒGx � 0� D
Z
f.x/dx; (2.37)

where f.x/ is the joint probability density function of x, x being the vector of uncertain
input variables.

Straub [106] presented the Bayesian back analysis approach, which is used here.
Employing the aforementioned Milan Metro tunnel in Sect. 2.3.5, Mahmoudi et al.

[59], performed a reliability analysis at the end of the second tunnel excavation, merely
considering the spatial uncertainty of material parameters. Afterwards, the Bayesian re-
liability updating concept is utilized to take into account the settlement recording at the
end of first tube excavation. The ground measurement is assumed to be recorded equal
to 12, 9 and 2mm at the measurement point from left to right after the excavation of the
first one is completed. These values are less than average amounts observed for the ho-
mogeneous cases. Figure 2.30 depicted a typical random field discretization generated by
Karhunen-Loe’ve expansion. The spatial arrangement of random field will be changed af-
ter applying the Bayesian updating technique. The results show a particular change in the
reliability measures prediction through considering the mid-term measurements. In addi-
tion, the effect of the arrangement and accuracy of the sensors on the reliability measures
were investigated. Table 2.3 shows the change in the failure probability indices before and
after Bayesian updating. Here the Mid-term measurement represent the monitored ground
settlement at the middle of two tunnels. The considered error for the measurement is noted
by 
m, the updated reliability index and correlated probability of failure were shown by
ˇ and Pf , respectively. The reader is referred to [59] for detailed information about the
applied techniques to obtain the reliability measures and updating them.
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Table 2.3 Reliability mea-
sures updated by mid-term
measurement

Mid-term Meas. (mm) 
m (mm) ˇ Pf

Without Meas. – 2.29 0.011

5 1 3.09 0.001

12 1 2.25 0.012

12 2 1.4 0.078

15 1 0.96 0.168

Mid-term Meas. (mm) 
m (mm) ˇ Pf

Without Meas. – 2.29 0.011

5 1 3.09 0.001

12 1 2.25 0.012

12 2 1.4 0.078

15 1 0.96 0.168

2.3.6 Pattern Recognition

Geotechnical construction has historically employed sensing technology for a variety of
objectives, including identifying geological irregularities, health structure monitoring, and
ensuring integrity. Using common instruments in geotechnics as e.g., strain gauges, load
cells or piezometers, a vast amount of data in the form of time series will be provided,
specifically, in large projects like tunneling. The high dimensionality and feature cor-
relation of large time series databases, along with noises, is an evident challenge when
studying them. This challenge can be overcome by using automated pattern recognition
algorithms to time series for translating a dataset representation of an item or relation-
ship to an output category. The data logs of pore water pressure and ground settlements
recorded by a TBM during tunnel excavation are assessed in this work. Due to the dif-
ferent stress distribution in the soil domain as a result of different geological formation,
the resultant vertical displacements and water pressure logs may vary substantially during
tunneling. As a result, the changes in sensor data trend or motif may be identified and la-
beled across different geological conditions through supervised learning methods. Pattern
recognition is referred to as a supervised learning process when a given pattern is assigned
to one of the pre-defined classes using pre-labeled data to construct a model. A supervised
machine learning (SML) algorithm can identify correlations and patterns in the fluctuation
of observed data and correlate it to potential geological formation changes.

The Support Vector Method (SVM) [17], is used in this work as a well-known ap-
proach for conducting SML. Several scholars have used SVM in geotechnical engineering
problems, tunnel excavation design, and reliability analysis [38]. Yao et al., [124] used
SVM to forecast the displacement of the surrounding rock of a railway tunnel for tunnel
safety estimation. Mahdevari et al. [58] used this technique as a nonlinear regression ap-
proach to forecast tunnel convergence after excavation. The results of performing SVM
and K-Nearest Neighbor (KNN) analysis were presented by the authors in [60]. The learn-
ing process in human brains is the motivation for neural nets. A neural network is made
up of a linked graph of perceptrons, each of which receives input from previous levels
and passes output to subsequent ones. The weight supplied to each individual link, which
is determined by the cost function and the optimizer, determines how each layer output
becomes the input for the following layer. The ultimate findings of a classification task
are really probabilities. The input dataset will be assigned with the label that received the
highest probability. A neural network, on the other hand, has a lot of hyperparameters to
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adjust. To successfully comprehend diverse datasets, multiple sets of hyperparameters are
required. However, the enormous number of hyperparameters makes it difficult to iden-
tify their values to achieve an accurate prediction/classification results. Therefore, finding
the appropriate settings of hyperparameters to create the model from a certain dataset re-
quires hyperparameter tuning. For instance, the number of neurons, activation function,
optimizer, learning rate, batch size, and epochs are the hyperparameters to be modified.
Although, there are several techniques concentrating on optimizing the hyperparameter
evaluation, the problem of determining the right combination of hyperparameters remains
a challenge. In this study, a network for optimization using the stochastic gradient descent
learning technique established in [89] is used. It includes five hyperparameters, namely,
the number of neurons in hidden layers, epochs, learning rate, batch size, and lambda
value. In order to tune these parameters a grid search is conducted.

In the following, the neural network concept as another supervised learning method, is
applied to predict any geological distortion ahead of a TBM excavating a 8.5m tunnel in
the depth of 8.5m. In order to train and validate the network, the gathered data from 10
ground settlement and ten pore water pressure sensors are employed. The details regarding
the system configuration is explained by the authors in [88].

In order to measure the accuracy level of trained neural network, various indications
can be used, namely accuracy, recall, precision and F1-score. They can be obtained as

Accuracy D TP

TS
; (2.38)

Precision D TP

TP C FP
; (2.39)

Recall D TP

TP C FN
; (2.40)

F1-score D 2
1

1
Precision C 1

Recall

; (2.41)

where TP indicates the number of cases in which machine predicted the right class, and
TS is the number of all the validation test data. FP and FN denotes the false positive and
false negative cases. Regarding multi-class cases as the present study, the precision and
recall values are firstly calculated for all the classes, and finally use the mean value as
a general metric.

The calculated metrics in various distance between the TBM face and the geological
anomaly is represented in Table 2.4. In this neural network, 5% white error is assumed for
the pore water and settlement gauges. The obtained results show acceptable accuracy level
for all the cases, however, the prediction accuracy increased when the distance decreased.

The highest accuracy in classification, according to the data in [59], belongs to the
combination of kriging and KNN, which improves recognition accuracy even when the
excavation is taking place at a distance from the anomaly. However, the SVM and neural
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Table 2.4 In-situ soil parame-
ters according to [24]

Distance [m] Accuracy Recall Precision F1 Score

69 76.08 66.69 83.82 74.28

39 83.32 78.52 81.32 79.90

9 84.94 76.85 84.78 80.62

Distance [m] Accuracy Recall Precision F1 Score

69 76.08 66.69 83.82 74.28

39 83.32 78.52 81.32 79.90

9 84.94 76.85 84.78 80.62
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Fig. 2.31 Overview of the three-stage exploration approach. (Reproduced with permission from El-
sevier from C. Riedel et al. “A hybrid exploration approach for the prediction of geological changes
ahead of mechanized tunnel excavation”. In: Journal of Applied Geophysics, 203, p. 104684 (2022))

network accuracy is sufficient for scenarios when the anomaly is predicted in the near
field, despite the fact that it requires less computing work.

2.4 Three-Stage Concept

The previously explained methods of the current chapter can be combined into one hybrid
method to improve the prediction of the subsoil properties as well as to reduce compu-
tational demand. In [88], a three-stage concept is presented which combines the pattern
recognition approach (Sect. 2.3.6), UHSA (Sect. 2.2.3.1), and the adjoint approaches in
time (Sect. 2.2.4) and frequency (Sect. 2.2.6) domain. The concept is shortly explained
in the following, where an overview of the three-stage exploration approach is given in
Fig. 2.31.

In the first stage, pore water pressures and ground settlements are continuously
recorded while the tunnel is excavated. The acquired data is processed by the pattern
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recognition approach in order to identify a potential anomaly. To do so, various machine
learning algorithms are trained for different scenarios, e.g. a fully homogeneous model,
an interlayer, a layer change or a boulder. The applied supervised methods, namely SVM
and KNN shown high accuracy to classify the geological condition ahead of TBM, merely
based on the monitored settlement and pore water pressure variation. If the SML approach
successfully identifies an anomaly, the TBM is stopped in order to perform a seismic sur-
vey. Subsequently, the second stage is initiated, which is FWI with UHSA. Here, all
available knowledge derived from the SML approach is processed, where the predicted
scenario of the SML approach is used to implement a parametrization of the anomaly.
UHSA might already bring a sufficient prediction; however, it is probable that some parts
of the anomaly are not reconstructed in its entirety because the chosen parametrization
might not be able to describe all features. Therefore, the third stage is executed in the
form of adjoint FWI, where the final model of UHSA is used as the initial model. Both
the time domain and the frequency domain approach can be used in order to finalize the
prediction of the subsoil properties and to image further details. In [88], the three-stage
concept is successfully tested with synthetic data, where the reference model contains
a boulder. Each of the three stages can improve the image of the anomaly and on the basis
of the final prediction, the location, shape and material properties of the boulder can be
precisely estimated.

2.5 Soil-Shield Machine – Interactions

This chapter summarizes some result from a research focused on identification of ground
conditions by analyzing machine data during excavation of shield driven tunnels in soils.
The goal of this research is to utilize TBMmachine data for estimating soil properties. Par-
ticularly data about movement of the cutting wheel and the shield with respect to subsoil
conditions have been analyzed. Towards this goal, the geological and geotechnical prop-
erties of subsoil have been continuously evaluated and the raw machine data collected at
a hydro-shield project. The raw data have been separated between active and passive pa-
rameters: Active parameters are set by the operator and include the cutting wheel rpm and
pressure of thrust cylinders. Passive parameters (thrust force on cutting wheel, torque on
cutting wheel, advance speed and rate of penetration) are the result of active parameters.
The latter are termed excavation-specific data components which may serve as an indica-
tor for the influence from the ground’s resistance to excavation (ground conditions) and
for the influence of the state of the cutting wheel (design of the wheel, state of tool wear
and clogging), respectively.
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2.5.1 Excavation-Specific Data Components

Table 2.5 distinguishes between excavation-specific and excavation-independent raw
TBM data. Those data must be revised for arriving at meaningful interpretations of in-
teractions between a TBM and the ground [22, 32]. For example, the total thrust force
FTh of the shield machine (raw data) must be stripped from excavation-independent data
as shown in Fig. 2.50 to arrive at data of tool forces FT to be compared with the soil
condition. The detailed procedure is given in [22].

To connect machine data with soil conditions the following should be considered. The
penetration rate Penraw is a target value in shield tunneling and requires a certain contact
force Fcon of the cutting wheel for soil with a given resistance to be excavated. Addition-
ally, the torque at cutting wheelMraw is a function of the specified penetration rate Penraw
and the resistance of the soil to be excavated. It is defined accordingly

� specific torqueMspec D Mraw=Penraw,
� specific penetration Penspec D Penraw=Fcon.

There are some general connections of the resistance of the soil with the specific torque
moment and the specific penetration as shown in Table 2.6.

Table 2.5 Excavation-specific and excavation-independent components of machine raw-data

Machine raw-data

Excavation-specific data components Excavation-independent data components

Influence from resis-
tance to excavation

Influence from state of
cutting wheel

Technical compo-
nents

Human components

� Influence from
ground conditions
(e.g. soil density)

� Design of cutting wheel
(diameter, grade of aper-
ture, type of tools)
� Actual state of tool wear
and clogging

� Influence from
friction forces
� Influence from face
support

� Operator’s skills
(adjustment of active
parameters)

Machine raw-data

Excavation-specific data components Excavation-independent data components

Influence from resis-
tance to excavation

Influence from state of
cutting wheel

Technical compo-
nents

Human components

� Influence from
ground conditions
(e.g. soil density)

� Design of cutting wheel
(diameter, grade of aper-
ture, type of tools)
� Actual state of tool wear
and clogging

� Influence from
friction forces
� Influence from face
support

� Operator’s skills
(adjustment of active
parameters)

Table 2.6 Tendency of excavation resistance for the main soil types (SPT-values [67, 112])

Soil Fine-grained soil (clay and silt) Weak rock,
claystone,
siltstone

consistency very soft soft-medium stiff very stiff hard
SPT-value (N) < 4 2–8 8–15 15–30 > 30

Increase of excavation resistance (increase contact force, decrease specific penetration)

Soil Medium to coarse-grained soil (sand and gravel) Weak rock,
sandstonePacking density very loose loose compact dense very dense

SPT-value (N) < 4 4–10 10–30 30–50 > 50

Soil Fine-grained soil (clay and silt) Weak rock,
claystone,
siltstone

consistency very soft soft-medium stiff very stiff hard
SPT-value (N) < 4 2–8 8–15 15–30 > 30

Increase of excavation resistance (increase contact force, decrease specific penetration)

Soil Medium to coarse-grained soil (sand and gravel) Weak rock,
sandstonePacking density very loose loose compact dense very dense

SPT-value (N) < 4 4–10 10–30 30–50 > 50
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Fig. 2.32 Schematic presentation of forces acting on cutting wheel of a hydro-shield machine: FT :
tool forces; FS : resulting force of face support pressure acting on area of cutting wheel drive; FB :
internal friction forces of main bearing; FC : internal friction force of hydraulic cylinders;FTh: thrust
force on cutting wheel raw-data [21]

2.5.2 Case Study: Application to a Hydro Shield Project

A reference project, involved a 2.27 km long tunneling project of diameter 9.5m driven
through terraced rubble of the quaternary near the river Rhine is considered. Details about
the project, the TBM and the geology and can be found in [21]. The soil consists of sand
and gravel as shown in Fig. 2.33.

The raw TBM data were processed as described above and plotted in Fig. 2.34. The
wide spread of the specific penetration can be attributed to different geological conditions
at the face as shown in Fig. 2.35.

To compare different projects with different shield machines the specific contact force
(SCF), which is contact force Fcon divided by the area of the cutting wheel ACW, is com-
puted. The Force Index FI is introduced as

FI D Penraw=SCF; (2.42)

and the Torque Index TI,
TI D Mspec=ACW; (2.43)

and show the plots in Fig. 2.35.

Fig. 2.33 Typical soil (left) and screenlines (right) at the hydro-shield drive [21]
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Fig. 2.34 Plot of specific torque vs. specific penetration at the hydro-shield project [21]

Fig. 2.35 Correlation of data with site conditions [21]

The different lines of the TI-FI plots reflect the different designs of the cutting wheel
and TBM specifics. Analysis of the soil conditions at the various projects leads to
Fig. 2.36. The torque of a shield TBM is mainly attributed to the shear strength of
the soil and contact force is attributed to the packing density or consistency of soil.

For future studies it is possible to employ soil characteristics from site investigation
to estimate the magnitudes of FI and TI, respectively. For a given penetration rate (the
target parameter) the torque and the contact force of the cutting wheel may be tentatively
estimated.
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Fig. 2.36 Force-Index vs. Torque-Index plots for a wide range of case studies [21]

Fig. 2.37 Dependency of the torque index to the force index with respect to the shear strength and
packing density [21]
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2.6 Monitoring of Building Damages by Radar Interferometry

One important aspect of the settlement damage research was the monitoring of building
damages using both traditional terrestrial- and advanced satellite-based monitoring tech-
niques. Also, a combination of terrestrial and extra-terrestrial proved to be of valuable
service to TBM operators. Of course, this presupposes proper damage assessment meth-
ods with validated mathematical and engineering theories are readily available.

2.6.1 On the Importance of Settlement Monitoring for theManagement
of Damage for Inner-City Tunnel Construction

The continuous increase in traffic volumes in metropolitan areas gives rise to further con-
struction of underground transport facilities. Typical examples are road or subway tunnels
usually driven by mechanized shield tunneling. This trend densifies the traffic facilities
in the underground and consequently reduces the coverage of existent building structures
[82].

With inner-urban tunneling projects reports on actual or potential damages due to set-
tlements of existing structures often predominate in the press. Such reports unmistakably
reflect the concerns of citizens and residents and let problems of acceptance arise that must
be expected to extend the construction period already in advance. Thus, in particular the
risk of damage to existent structures above-ground comes to the attention of developers
and construction companies at an early stage [66].

A look into the past shows that this topic was already taken up in the 1950s when
some rudimentary recommendations for the prediction of structural damage were first
developed. However, significant influences from the settlement event itself, as well as the
building materials and key properties of the structures, were not taken into account. It was
not until the 1970s that Burland &Wroth [16] published their approach that is still current
today, which made a semi-empirical prediction of potential damages to buildings due to
tunneling-induced settlements possible.

Up to now published semi-empirical approaches to compute vertical settlements can be
differentiated with reference to Fig. 2.38 into

� transversal 2D-approaches: Peck (1969), O’Reilly & New (1982), New & O’Reilly
(1991), and Mair (1996);

� longitudinal 2D-approaches: Attewell & Woodman (1982) and
� 3D-approaches: Attewell (1982).

In addition to its stiffness, the effective displacement of the structure is of central im-
portance in the evaluation of structural damage caused by tunneling-induced settlements.
Due to (too) far-reaching simplifications, e.g. with regard to the often highly heteroge-
neous building stock, the approach according to Burland & Wroth shows deficits that
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Fig. 2.38 Spatial extent of
the settlement trough due to
tunneling [95]

may lead to conservative but also to uncertain evaluation results. In tunneling practice, in
particular (too) conservative evaluation results, intended to protect the structures, lead to
expensive and time-consuming auxiliary measures (e.g. compensation injections).

2.6.2 Recent Methods of Damage Assessment Due to Tunneling Induced
Settlements

Skempton & MacDonald [105] developed the first purely empirical approach to evalu-
ate damages to above-ground structures due to settlements. The evaluation criterion for
damages therein are the so-called angular distortions �=L or ˇ, i.e., purely shear-based
structural deformations. Limiting values of these distortions classify the extent of damage
according to Table 2.7.

Burland & Wroth (1974) [16] and Burland et al. (1977) [15] recognized the deficits
of a purely shear-based approach and published an enhanced semi-empirical approach
to damage assessment, the Limiting Tensile Strain Method (LTSM). The basis of their
approach is the transformation of the structure into an equivalent mass-less beam with
a shear extension according to Timoshenko (1955) [113]. They recommend the evaluation

Table 2.7 Limits of angular
distortions �=L or ˇ according
to [105]

Extent of damage Limit for �=L or ˇ

Cracks in structures 1=500

Limited cracks in vulnerable masonry
structures (historical buildings)

1=1000

Structural damage of the facade 1=150

Extent of damage Limit for �=L or ˇ

Cracks in structures 1=500

Limited cracks in vulnerable masonry
structures (historical buildings)

1=1000

Structural damage of the facade 1=150
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Fig. 2.39 Definition of structural rotation and translation: deflection ratio �=L, tilt !, rotation � ,
angular strain ˛ and angular distortion ˇ [95]

of damage bymeans of the limiting tensile strain "lim, which indicates the onset of cracking
and is defined as the ratio of the relative deflection � of the beam to its length L, the so
called deflection ratio (cf. Fig. 2.39). Assuming the neutral axis at the center of gravity of
the beam, they derived the analytical equations Eqs. 2.44 and 2.45. Thereby "b;max is the
maximum bending strain due to direct tensile loading and "d;max is the maximum shear
strain caused by diagonal tensile loading (cf. Fig. 2.40, middle).
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In Eq. 2.44 and Eq. 2.45, the stiffness of the structure is estimated by the moment of in-
ertia of the equivalent substitute beam with length B , height H , shear modulus G, and
Young’s modulus E. The dimensions of the structure and the substitute beam are identi-
cal. Roof superstructures are not considered in the determination of H (Fig. 2.39). The
influence of the estimated bending stiffness EI on the shape of the settlement trough is
neglected in their approach, which makes the evaluation of the structural damage again
conservative. The green-field settlement trough itself – as the damage-inducing event –
can be determined using the approaches from Sec. 2.6.1 [97].
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Fig. 2.40 Damage assessment scheme acc. to Burland and Boscardin [95]

The damage categorization proposed by Boscardin & Cording [11] finally relates Bur-
land’s limiting tensile strain "lim to the expected damage at a structure. Moreover, dam-
aging contributions of horizontal strains could be integrated to the LTSM approach which
practically comprises four steps (cf. Fig. 2.40):

1. predict the green-field settlement trough,
2. define the substitute beam and apply settlements in green-field conditions,
3. compute bending and shear strains and
4. match the relevant strains to a damage category.

To limit the settlement trough’s region of influence, Mair et al. [64] proposed the 1mm
settlement line. For long structures that span several regions of the green-field settlement
trough, only those parts within that boundary are to be considered.
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2.6.3 Overview and Options for theMonitoring of Settlements

As mentioned above, the two most important approaches to settlement monitoring in-
clude traditional terrestrial monitoring and advanced satellite-based monitoring. A strate-
gic combination of terrestrial and extra-terrestrial monitoring proved to be even more
advantageous when the synergetic aspects of these methods were exploited.

2.6.3.1 Terrestrial Monitoring
Above all, the risk of damage can be more accurately assessed, controlled, and also pre-
dicted by monitoring or surveillance of above-ground structures. State of the art are terres-
trial methods that record mainly vertical displacements of structures due to shield driving
at the foundation or at the street level (e.g., barometric by tube water leveling). However,
three-dimensional monitoring, i.e. the measurement of displacements in all coordinate
axes including rotations, among others, with fully automatic total stations (Fig. 2.41), has
already been proven suited several times. A recent example is the new metro crossing
Amsterdam from north to south, where fully automatic measurement systems were used
to monitor the facades of settlement-sensitive historic buildings. Regardless the devices
used, all methods must

1. provide a sufficient short measuring cycle,
2. record data reliable over longer time periods and
3. should be highly accurate.

The accuracy of terrestrial methods is usually ˙0.2mm per 100m for total stations;
leveling (e.g., barometric by tube water leveling) achieves less than 0.2mm (per 100m)

Fig. 2.41 Left: reflector applicable on tripods or an a facade, right: Measurement with tachymeter
(total station) acc. to [95]
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or up to 0.1mm. Terrestrial settlement monitoring does not consist of individual measure-
ments, but of the interaction of all (settlement) measurements before, during and after
a tunnel construction measure. The boundary conditions and the scope of measurements,
including the methods used, are defined in a so-called measurement program. This takes
into account the expected settlement sensitivity (vulnerability) of individual structures
[66, 82].

2.6.3.2 Satellite-Based Monitoring by Radar Interferometry (Synthetic
Aperture Radar, SAR)

Since the launch of the German radar satellite TERRASAR-X, remote sensing systems for
settlement monitoring in large urban areas have become competitive due to the increased
geometric resolution of the radar system [5]. On-site installations, e.g. in buildings, are no
longer required. The method records complex raw data signals (amplitude and phase infor-
mation) of radar waves (electromagnetic waves) reflected at the Earth surface (Fig. 2.42).
Suitable natural radar reflectors are metallic objects or parts of buildings, e.g. a window
sill. These are visible as bright spots in the radar image (SAR image, Fig. 2.43). Water
surfaces and vegetation in forests or open spaces reflect the radar waves poorly or even
not at all and thus stay dark in radar images. Therefore, radar-interferometric settlement
monitoring is particularly suited in urban areas. For open spaces, additional measures as
installation of artificial reflectors becomes necessary.

The signals recorded by the radar sensor must be spatially and temporally stable to al-
low for superposition (interference) of two wave signals (coherent radar signals). By com-

Fig. 2.42 Principle of radar interferometry (simplified) according to [19]
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Fig. 2.43 Radar scan by SAR
with reflections of different
strength [19]

paring two phase positions �i recorded from slightly different satellite positions (SAR1
and SAR2) at the same position of an object, the interferometric phase �,

� D �flat_Earth C �topo C �disp C �path C �noise C n2�; (2.46)

can be calculated (phase shift). If the other components of the interferometric phase re-
main sufficiently stable, the phase fraction �disp can be used to infer the displacement, e.g.
of a natural radar reflector like a window sill. The displacement is then to be converted
from the satellite’s “line of sight” into the sought components of the vertical settlement
or uplift. With the SAR method for acquisition and evaluation, the physically limited res-
olution in azimuth direction is increased by combining multiple images from different
satellite positions.

However, in general, the interferometric phase � is composed of several components
that can have a significant impact on the accuracy of the method. Beside the target de-
formation �disp the further components are assigned to the impact of the Earth curvature
�flat_Earth and to the height model of the Earth surface �topo. �path and �noise capture pertur-
bations from the atmosphere and noise. With the remaining so-called “phase-unwrapping”
term n2� (with n 	 1), portions that exceed a complete wavelength are regarded. If the
expected settlements are larger than the wavelength used, the evaluation becomes com-
plex and erroneous. Further details on the technique used and the procedures (D-InSAR,
PS-InSAR) for the evaluation of radar images can be found in the literature [3, 40].

Comprehensive analyses in [100] prove that an accuracy of less than 1.5mm (stan-
dard deviation) can be reached with a sufficiently large sample. For the TERRASAR-X
radar satellite the maximum repetition rate today, i.e., the time interval between two sub-
sequent overflights, is 11 days. Thus, live monitoring of settlement data accompanying
the excavation process is not possible yet. But, future satellite missions are already sched-
uled that will reduce the repetition rate down to 4 days by combining several satellites.
The remarkable density of settlement information at so-called persistent scatterers (PS),
i.e. at long-term stable natural or artificial radar reflectors, amounts to approximately
25,000PS/km2 in inner-city regions.
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Fig. 2.44 conceptual combination of terrestrial and radar-interferometric techniques in tunneling
and its spatial coverage acc. to [19]

2.6.3.3 Combination of Terrestrial and Extra-Terrestrial Techniques
If the advantages of both terrestrial and radar-interferometric methods are strategically
combined, both performance and cost-effectiveness can be significantly increased. This
also comprises the advantages of the satellite-based method in terms of gathering evi-
dence. Without on-site installations, depending on the spatial resolution of the radar image
on the ground, the monitoring region can be expanded almost at free will and without great
additional expense. A potential combination of both methods is shown in Fig. 2.44.

The fundamental principle is the reduction of terrestrial measurements in favor of radar-
interferometric settlement monitoring. In the close range of the tunnel axis, terrestrial
measurements are still indispensable at the time of the shield passage, since short mea-
surement intervals are urgently needed for checking the alarm or threshold values. This is
different in the long-distance range in space as well as in time, areal satellite-based meth-
ods are preferred which require some time for stochastic evaluation of several overflights.
The best division of regions for terrestrial and radar-interferometric methods finally de-
pends on the topology, the geology, the damage risk of existent buildings and potential
compensation measures [98].

2.6.4 Data Handling and Visualization Techniques

Besides the actual settlement monitoring, visualization plays a decisive role [30]. Visu-
alized in space and time, critical conditions such as torsional deformations when under-
passing structures in parallel are recognized easier. Then, countermeasures can be taken
more quickly and in a targeted manner. Numerous commercial data management systems
offer closed solutions for visualization. This holistic and visual settings allow settlements
to be interpreted significantly easier. Visualization supports different perspectives, pro-
vides fading of additional information and various zooming options for detailed viewing.
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Fig. 2.45 VR-Lab at the Ruhr-Universität Bochum, Germany

Time-related data such as settlement data can be animated which offers a high degree
of interoperability between users. At best, a three-dimensional presentation of the re-
sults in a virtual reality (VR) environment supports the aforementioned analysis options
(Fig. 2.45).

Virtual Reality offers the possibility of creating a realistic computer-generated three-
dimensional and dynamic image of the reality. The generation takes place in real time
and can be converted to the user’s viewing angle. To perceive the 3D effect, tools such
as shutter glasses are required. A so-called flystick enables navigation. Both components
can be tracked to account for the current position and viewing direction of the user in the
computation of the image and perspective (Fig. 2.45).

If data is not only to be visualized but also made available for further analyses, e.g.
for FE computations, integral product models on a BIM (Building Information Modeling)
and IFC (Industry Foundation Classes) basis are needed [96]. Figure 2.46 exemplifies the

Fig. 2.46 Integral product
model for visualization of soil
(bore holes), ground water
level, tunnel, tunnel boring
machine, above ground infra-
structure and settlement data
obtained from radar interfer-
ometry [96]
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visualization of structures, tunneling, settlement data and the soil during construction of
the Wehrhahn line in Dusseldorf, Germany [30].

2.6.5 Case Study: Wehrhahn line in Dusseldorf

The Earth-observation TERRASAR-X satellite of the German Aerospace Center (DLR)
was launched in June 2007 to provide high-quality radar images from an altitude of
514 km. In the best available mode (Spotlight) the spatial resolution is about 1� 1m [28].
However, in the region of interest (Fig. 2.47), the tunnel construction site in Dusseldorf,
Germany [30], another mode (Stripmap) with a resolution up to 3�3m was used.

Results of displacements monitoring To monitor displacements of existent infrastruc-
tures induced by tunneling a set of 16 TERRASAR-X images are evaluated, gaining
already high density of persistent scatterers. A block of buildings near the starting shaft
(Fig. 2.48 and 2.49) illustrates the settlement effects in a very clear way. It is especially
appropriate, as the tunnel boring machine undergoes the buildings with only a small over-
burden between tunnel roof and existent foundations. Moreover, extended initial ground
injections are arranged here to “prestress” the remaining ground and compensate subse-
quent settlements.

Results of uplift monitoring To monitor the process of intended uplift by injections and
the following settlements a conventional rubber tube leveling systemwas established at the
foundations of the buildings close to the tunnel. The terrestrial data is used to verify and
calibrate the satellite data in space and time. For this purpose terrestrial and PS measuring
points are geo-referenced in identical coordinate systems and superimposed on the 3D
terrestrial laser scan model of the intra-urban area (Fig. 2.49) including positions on roofs,
facades and the ground surface.

Fig. 2.47 Radar-Image and tunneling axis (Dusseldorf, Germany) [99]
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Fig. 2.48 Tunnel lining and region of compensating injections [99]

Fig. 2.49 Distribution of persistent scatterer along with displacements after eight months [99]

Figure 2.50 shows a representative time-series of displacements obtained from PS mea-
surements compared to terrestrial values close to the PS points. All values are related to
initial values prior to the tunneling workout to ensure an overall identical basis. The ver-
tical ground movements derived from the PS-InSAR technique correspond very well to
the terrestrial values. This especially holds true, if the very small extents of movements in
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Fig. 2.50 Comparison of time-series of terrestrial determined displacements (solid lines) and satel-
lite determined displacements (dashed lines) during compensating injections and shield tunneling
crossing date [99]

a millimeter range are taken into account as well as certain inevitable local differences in
the single points. Figure 2.50 clearly illustrates the intended initial uplift of the injections
and its compensating effect on the subsequent settlements. Thus, an almost unaffected
state of the buildings is fulfilled. It should be noted that the displacements measured by
the satellite are given in line of sight (LOS). They have to be converted with the angle
of incidence to end up with purely vertical displacements that are comparable to the ter-
restrial measurements on ground. However, an exact evaluation of error rates is still in
progress.
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Abstract

The mechanized tunnel construction is carried out by tunnel boring machines, in which
the soil in front of the working face is removed, and the tunnel lining is carried out with
shotcrete or the setting of segments and their back injection. Advancements in this field
aim towards increase of the excavation efficiency and increase of the tool lifetime, es-
pecially in rock-dominated grounds. The latter is achieved by understanding the wear
mechanisms abrasion and surface-fatigue, and by knowledge of the microstructure-
property relation of the utilized materials. Improvements for tool concepts are derived,
based on experiments and simulations. A key parameter towards efficient rock exca-
vation is the shape of the cutting edge of the utilized disc cutters. Sharp cutting edges
have proven to generate higher rock excavation rates compared to blunt ones. The com-
pressive strength of the utilized steel has to be high, to inhibit plastic deformation and
thereby to maintain sharp cutting edges. This requirement competes with the demand
for toughness, which is necessary to avoid crack-growth in the case of cyclic loading.
Solutions for this contradiction lie in specially designed multiphase microstructures,
containing both hard particles and ductile microstructural constituents. Besides adapt-
ing the alloying concept, these required microstructures and the associated properties
can be adjusted by specific heat-treatments.
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3.1 Introduction

The excavation of soil and rock in mechanized tunneling is fundamentally different from
that in other tunnel construction methods, such as open construction pits or blast excava-
tion. In mechanized tunneling, tools are attached to a rotating shield, which also defines
the tunnel’s diameter. Thereby, the tools are selected taking into account the geological
conditions. For example, chisels and scrapers are used in the case of non-cohesive soil,
as they remove the geomaterial in a similar manner as a shovel. In contrast, disc cutters
are employed in soft and hard rock, where material degradation occurs by crack initiation,
crack propagation, and spalling of rock fragments. The profitability of tunnel construction
is largely defined by the efficiency and speed of soil excavation. The excavation efficiency
decreases due to the wear of the tools, so they have to be replaced upon reaching their
wear limit. Precise knowledge of the tool wear and the associated excavation efficiency
is essential for planning optimal tool change intervals and estimating construction costs.
This chapter deals with excavation of soil and medium-strength rock, and the wear of the
tools used for their excavation. It is important to understand both the soil-tool interaction
to describe the degradation mechanisms and the tool wear on the microscale, thus deriving
optimal material concepts for tunneling tools.

At the beginning of this chapter, the fundamental principles of soil and rock excavation
are explained, and the results of recent advancements in the understanding of the rock
excavation process are presented. The results of rock indentation tests and numerical sim-
ulations form the base for future design optimizations of tunneling tools, aiming towards
improved excavation efficiency. Subsequently, the results of numerical simulations of the
interaction between tunneling tools, such as disc cutters and chisel tools, and various soils
and rocks are discussed with a focus on the determination of evolving cutting forces, es-
pecially at material interfaces, as is the case if tunneling occurs in heterogeneous ground
conditions.

In the second part, the material concepts and wear mechanisms of tunneling tools are
examined. Tool wear is discussed on macro- and micro-scale by explaining the interac-
tion of the different tool microstructures and the abrasive particles in the ground to be
excavated. In addition to abrasive wear, special emphasis is placed on the influence of
cyclic mechanical loading and the connected wear mechanism of surface spalling. Several
material concepts, such as hardfacing alloys and tool steels, are considered concerning
their abrasive wear resistance and fatigue resistance. Furthermore, existing test methods
for abrasiveness of soil and rock, as well as fatigue tests are described and critically eval-
uated. The numerical simulations investigate the previously introduced wear mechanisms
on meso- and microscale. Mesoscale simulations address abrasive wear and focus on the
interaction of abrasive particles with the tool surface during a scratching process. A bridge
is built toward the scratch behavior of multiple particles, as well as particle mixtures from
single-scratch simulations. The microscale simulations explore the material response of
hard phase containing materials under static and cyclic loading conditions. The underlying
computational methods are explained in detail, and the results of crack propagation sim-
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ulations in different hard-phase containing materials are presented. Subsequently, novel
techniques of in-situ monitoring of tool wear and damages using vibration analysis are
presented. An experimentally based proof of concept for detecting damaged disc cutters
is provided, after a short digress into the fundamental principles of wear detection and
vibration analysis. A transfer of the gained results concludes the chapter with practical
recommendations on increasing tunneling efficiency and improving tool lifetime.

3.2 Excavation of Geomaterials in Mechanized Tunneling:
Experiments and Simulations on Failure Mechanisms

Mechanized tunneling relies on tunnel boring machines (TBMs) that have to be equipped
with appropriate tools for the excavation of the material along the anticipated path. The
terminology regarding the material “below our feet”, for which we use the term “geoma-
terials” in an overarching sense, is unfortunately convoluted. Conventionally, the material
below our feet is classified as either soil or rock. Appealingly simple, with only two
groups, the classification and its use in different scientific communities bears compli-
cations. In geo-engineering, for example, the term “soil” is at times used synonymous
with “ground,” the latter meaning “solid material below us” in an objective way. Further-
more, either group is diverse in composition and mechanical behavior. Soils represent
loose and unconsolidated sediments produced by the deposition of particles after their
transport through air or water over vastly variable distances. A first subgroup of soil, the
organic soils, with the adjective often dropped in agricultural context, is characterized by
a substantial fraction of organic matter and forms the pedosphere. The introduction of the
two further subgroups, granular and cohesive soils, rests on a mixture of structural and
mechanical characteristics. For soils, cohesiveness, actually at conflict with the defining
“loose,” results from the presence of water that mediates and amplifies electrical forces
between soil particles to the extent that they form aggregates with some shape stability, in
cases associated with significant plasticity. While the mechanical property, cohesiveness,
cannot be used alone to distinguish soils and rocks, the cause for the cohesion and its me-
chanical ramifications are strikingly different for them. The cohesiveness of rocks results
from welding of grains, either by a ”substance”, the cement, acting as a glue leading to
lithification of sediments or by the formation of ”intact” grain boundaries (held together
by interatomic forces as in metals or ceramics) during their genesis (crystallization from
melts or recrystallization by solid-state reactions).

The overall success and the predictability of costs of excavation projects critically
hinge on an (in the best of cases) a-priori knowledge or an experience-based principal
understanding of the deformation behavior of the subsurface material to be penetrated.
The selection of an appropriate excavation technique and associated tools requires at least
a material classification, but the more is known about strength parameters the better. The
excavation techniques and the activated failure processes shift from soil to rock. Cutting
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a b

Fig. 3.1 Two basic processes in excavation: indentation (a) and cutting (b)

or scraping suffices to disintegrate soils, while indentation and fragmentation is required
for rock (Fig. 3.1).

As a rule of thumb, the contents of organic matter decreases while the cohesiveness
increases with depth. On an absolute scale, organic soils and cohesive soils exhibit com-
pressive strengths as low as tens of kPa. The compressive strength of granular soils and
highly porous sedimentary rocks overlap (1 to 10 MPa); crystalline rocks may exhibit
strength up to a few hundreds of MPa. The significant changes in porosity during de-
formation and their effect on strength was first noted for soils; the related critical-state
concept [38, 104] also has some applicability to porous rocks [22]. Likewise, the concept
of effective stresses, introduced by Terzaghi for soils [93, 94], applies to rocks as well
[71].

3.2.1 Excavation of Soft Soils

The mechanized excavation of soils by means of tunnel boring machines is characterized
by the engagement of the scraper tools mounted on the cutting wheel with the ground. The
TBM advancement actually leads to a strong and transient tool-soil interaction, during
which the excavation tools penetrate the tunnel face and push the soil mass away, leading
to destructuration and failure of the material that ultimately enters the excavation chamber.
The excavation operation of soils involves the development of large displacements and de-
formations, as well as a strong coupling between skeleton deformation and pore pressure
variations causing significant fluid flow in partially and fully saturated soils [63, 64]. The
intrinsic complexity of mechanized excavation problems, associated to a great extent with
the interaction between the excavation instrument and the penetrated soil, has stimulated
experimental and numerical investigations [6–8, 52, 53] of tool-soil interaction processes.
Here, we report on the development of an experimental device that allows for measuring
the topology of the soil during the excavation and the evolution of the reaction forces on
the tool when penetrating dry and partially saturated soils, and on the validation and ap-
plication of single-phase [7, 8] and two-phase [53] numerical models based on the Particle
Finite Element Method (PFEM) [68] coupled with a standard hypoplastic formulation for
the modeling of granular materials [103].



98 L. Brackmann et al.

Fig. 3.2 Setup and main components of the developed excavation device (re-drawn after: [6])

3.2.1.1 RUB Excavation Device
The setup of the excavation device consists of a rectangular container filled in with sand
and enclosed by four Plexiglass walls. The relevant dimensions are indicated in Fig. 3.2.
The excavation tool is a rectangular Plexiglass panel with a height of 25 cm, displaced
along the excavation container by a stepper motor and a trolley mounted on a dual linear
guide rail system with sliding bearings. The excavation device permits adjusting the pen-
etration depth of the cutting blade. Four force transducers, attached to the cutting blade,
register reaction forces and torque during the experiment.

The excavation tests were carried out in dense Haltener Silbersand [76], a siliceous sand
with rounded grains. The following conditions were considered in the experiments: initial
height of sand in the container H0 D 30 cm, penetration depth of the tool dp D 10 cm,
and horizontal velocity of the tool Ovx D 1.2 cm/s. After each test run, the sand was leveled
to the same initial height (30 cm). Water-saturation is reached via a hose entering the
container; water is added until a level is attained that slightly exceeds the soil surface.

3.2.1.2 Computational Analysis of Tool-Soil Interactions
The computational plane-strain and 3D PFEM simulations of tool-soil interactions for
dry and water-saturated conditions, involving single and multiple cutting tool, used the
configurations displayed in Fig. 3.3. Excavation analyses of dry soils were performed
utilizing dimensions extracted from [20]: L D 2:2m, width w = 20 cm, initial height of
granular materialH0 = 30 cm, penetration depth of the tool dp = 20 cm, height of the tool
Htool = 25 cm and its thickness ttool = 2.5 cm. The tool moves with a prescribed horizontal
velocity of Ovx = 1.0 cm/s. In simulations with multiple cutting tools, the horizontal velocity
of the tools was Ovx = 15 cm/s. For simulation of the excavation of water-saturated soil, the
model dimensions were:L = 1.4m,w = 23 cm,H0 = 30 cm, dp = 10 cm, and ttool = 2.5 cm.
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Fig. 3.3 Initial geometry, model setup and boundary conditions of the 2D (top, re-drawn after: [53])
and 3D (bottom, re-drawn after: [7]) PFEM excavation models

In this numerical model, the height of the tool is 5 cm larger than in the experiments (i.e.
Htool = 30 cm), to avoid soil over-passing the tool at the end. A horizontal tool velocity
of 1.2 cm/s was applied. A frictional tool-soil interface discretized with triangular contact
elements (shown as a red layer in Fig. 3.3, top, was considered in plane-strain excavation
analyses, whereas a no-slip tool-soil interface was assumed for 3D simulations.

Excavation simulations for dry soil were performed assuming corn kernels [20]. The
geotechnical and hypoplastic parameters adopted for corn can be found in [7]. The initial
void ratio was set to e0 D 0:82 (relative density of Id D 0:35). Simulations of water-
saturated soil, were carried out for Silbersand, assuming an initial void ratio of e0 D 0:66

(Id D 0:70). The hypoplastic parameters adopted for this sand are contained in [6, 53].
The constitutive model was initialized using at-rest later pressure conditions.
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a

b

Fig. 3.4 Spatial distribution of the total velocities of the particles (in [m/s]) in the excavation ac-
cording to the a 2D and b 3D excavation models, for a tool horizontal displacement of Sx D 20 cm

In both 2D and 3D numerical analyses assuming partially or fully saturated soil, the
sides of the excavation models were impervious (Fig. 3.3), while the ground free surface
was allowed to drain freely (i.e., Opw D 0). In plane-strain simulations of partially saturated
sand, the saturated hydraulic conductivity Ksat

w was estimated from the Kozeni-Carman
permeability model [18]; the Soil-Water Characteristic Curve (SWRC) was defined via
van Genuchten’s model [97].

The spatial distributions of the total velocities of the particles in the deformed ground,
according to the 2D and 3D excavation models (Fig. 3.4), show higher velocities near the
cutting tool and within the heap of excavated material, than in the rest of the domain. The
simulation results also show a shear slip plane in the velocity field, propagating from the
bottom of the excavation tool towards the ground free surface.
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a b

Fig. 3.5 a Profiles of the ground free surface for a tool horizontal displacement of Sx D 40 cm.
b Evolution of the tool reaction forces, according to experiments and DEM simulations [20] as well
as PFEM analyses [7] (re-drawn after: [7])

The profile of the ground free surface computed with the PFEM is compared with
experimental and DEM results reported in [20] (Fig. 3.5a). In general, a very good corre-
lation between laboratory results and numerical predictions from the hypoplastic PFEM
model is observed for the assessed tool displacement. The evolution of the horizontal reac-
tion force generated on the cutting tool vs. its horizontal displacement, displays an initial
increase with a steep slope, where predictions obtained from PFEM analyses exceed DEM
and laboratory results (Fig. 3.5b). As the excavation process continues, the reaction forces
steadily increase due to the accumulation of granular material in front of the tool. For the
evaluated horizontal displacement range of the tool, PFEM predictions [7] agree well with
the results obtained from the DEM and the experiments presented in [20].

Tool-soil interaction analyses considering three cutting tools simultaneously excavat-
ing in soil are analyzed. The setup consists of one leading tool (tool 1) located ahead of
the other two trailing tools (tool 2 and 3), which are positioned at the same level (Fig. 3.3,
top). Similar to the PFEM results concerning excavations with a single tool (Fig. 3.4),
distinctive shear slip lines emerge from the lower part of each cutting tool (Fig. 3.6a). The
heaps in front of tools 1 and 2 exhibit a similar topology, characterized by an inclination
towards the centerline of the container, while the heap in front of tool 3 resembles a semi-
circular shape. Computed reaction forces on tools 1 (solid line) and 2 (dashed line) are
very close, due to the similarity in the topologies of their associated excavation fronts,
while for tool 3 (line with marks), higher reaction forces are calculated (Fig. 3.6b).

Excavation analyses in initially fully saturated Silbersand, are now considered. A stag-
gered topology of the ground free surface occurs, i.e., bumps of soil develop ahead of the
scrapper (Fig. 3.7a). In general, the computed and measured profiles of the free surface
are in good agreement (Fig. 3.7b). For the assessed horizontal displacement of 35 cm, the
maximum height attained by the heap of material in the test (denoted by OHmax) was nearly
OHmax D 20:26 cm, at a horizontal distance of 11.03 cm from the tool. According to the
PFEM simulations, the maximum height in the ground from the bottom of the tool (Hmax)
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Fig. 3.6 a Spatial distribution of the total velocities of the particles (in [m/s]) for a horizontal
displacement of the tools of Sx D 20 cm. b spatio-temporal evolution of the reaction forces in tools
1, 2 and 3 (re-drawn after: [7])

a b

Fig. 3.7 a Measured and b computed profiles of the ground free surface for a tool horizontal dis-
placement of Sx D 35 cm, in water-saturated excavations

is circaHmax D 22:63 cm computed at 10.29 cm ahead of the tool. It can also be observed
a denser nodal distribution in shear deformation zones of the soil (i.e. shear bands) as
compared to the rest of the excavation domain. This is achieved by means of an adaptive
re-meshing procedure based on a soil dilation criterion, incorporated into the hypoplastic
PFEM formulation for the improved capture of strain localization zones in the ground.

The capabilities of the proposed two-phase PFEM formulation are further assessed
by means of the the computed and measured profiles of the ground free surface at se-
lected tool displacements (Fig 3.8a). Experimental data (solid gray lines) show maximum
heights of the excavation heap of �18.6 cm and 22.75 cm, for tool displacements of 25 cm
and 45 cm, respectively. The maximum heights of the ground computed with the PFEM
model (solid and dashed black lines), for corresponding tool displacements, are 18.9 cm
and 25.5 cm. The computed and measured topology of the ground for the assessed tool
displacements, are in good agreement.
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a b

Fig. 3.8 Computed and measured a excavation profiles for tool horizontal displacements of Sx D 25

and Sx D 45 cm and b reaction force-tool displacement curves obtained from excavation analyses
in dry and water-saturated sand (re-drawn after: [53])

We evaluate the tool reaction force-displacement curves generated during excavations
in Silbersand (Fig. 3.8b). To complement the experiments performed in water-saturated
sand, dry excavation tests were also carried out. Test results in initially fully saturated
sand (red solid lines), show an initial increase of the reaction forces, followed by strong
oscillations in the reaction forces, where a maximum reaction force of around 1100 N,
at around 27.5 cm of tool displacement, is registered by the force transducers. Excavation
experiments performed in dry conditions (aqua solid line), on the contrary, show a maxi-
mum reaction force of 490 N at the final displacement of the tool, corresponding to 45 cm.
In this cases, no strong oscillations in the force plot are detected. Although the proposed
model (results in dark red and dark aqua solid lines) is not able to fully reproduce the large
oscillations observed in the reaction forces obtained from excavation tests in initially sat-
urated sand, the numerical results lie within the experimental range.

Finally, 2D and 3D excavation analyses in fully saturated Silbersand, are presented.
For these simulations, no-slip conditions at the tool-soil interface and a constant saturated
hydraulic conductivity of Ksat

w D 1 � 10�4m/s, are considered. Furthermore, the tool is
horizontally displaced at constant velocity of 10 cm/s. The spatial distributions of pore
water pressures in the deformed configuration of ground at a tool horizontal displacement
of 36 cm, assuming initially loose i.e. e0 D 0:79 (Id D 0:32) and dense i.e. e0 D 0:70

(Id D 0:58) sands, are investigated (Figs. 3.9 and 3.10). For the evaluated tool displace-
ment, pore pressures in the ground are mostly positive for initially loose sand, whereas
for the denser specimen, negative pore pressures develop ahead of the excavation tool
while the rest of the soil domain (e.g. near the left and bottom boundaries) undergoes pos-
itive pressures. Negative pore pressures are normally associated to the excavation [63] and
strain localization phenomena [83] of dense, dilatant materials. Comparable distributions
of pore pressures are computed with the 2D PFEM excavation model, for similar initial
soil densities.
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a

b

Fig. 3.9 a Three- and b two-dimensional spatial distributions of pore pressures (in [Pa]) in excava-
tions performed on fully saturated loose sand (e0 D 0:79) at a tool displacement of Sx D 36 cm

The topology of the ground free surface for a horizontal displacement of the tool of
36 cm, computed with both the 2D and 3D PFEM models, is analyzed (Fig. 3.11a). In
general, slightly higher elevations of the free surface are observed in simulation results
pertaining to dense sand (black solid line, blue dots), as compared to results involving
loose sand. For loose sand, the 2D excavation model (red line) predicts a higher elevation
of the ground free surface in comparison to its 3D counterpart (yellow dots). In the case of
dense sand, the predicted curves remain close for the most part. Predictions obtained from
the 2D and 3D PFEM models agree well. The computed evolution of tool reaction forces
with respect to the horizontal displacement traveled by the tool, is assessed (Fig. 3.11b).
Larger reaction forces are obtained for the tool-soil interaction carried out in the denser
sand. For this set of simulations, the difference in the force levels between dense and loose
sand is nearly sixfold at the end of the excavation process. For the selected soil parameters
and tool displacement range, predictions from both versions of the excavation model, are
in close agreement.
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a

b

Fig. 3.10 a Three- and b two-dimensional spatial distributions of pore pressures (in [Pa]) in exca-
vations performed fully saturated dense sand (e0 D 0:70) at a tool displacement of Sx D 36 cm

a b

Fig. 3.11 a Computed free surface profiles of the ground for a tool horizontal displacement of Sx D
36 cm. b Reaction force-displacement curves computed during the tool-soil interactions performed
with the 2D and 3D PFEM models, assuming dense and loose sands
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3.2.2 Experimental and Simulation based Investigation of Rock
Fragmentation

After briefly discussing the deformation characteristics of rocks, we present a suite of
laboratory indentation test on a variety of intermediate-strength rock types. Finally, a peri-
dynamic simulation model [13, 17] is presented that was used to simulate the indentation
processes.

3.2.2.1 Deformation Characteristics of Rocks
Here, we briefly review the state of knowledge of the deformation characteristics of rocks
focusing on aspects relevant for modeling purposes and intermediate-strength rocks. For
modeling purposes, two questions are immanent: “How many parameter are needed to
describe the deformation behavior? Where can the values of the relevant parameters be
found?”. We address the first one below and regarding the second we refer to data col-
lections in [3, 86]. For further reading, we suggest the compact overview [59] and the
extensive treatments [41, 71].

Rocks are aggregates of minerals, naturally occurring, in most cases crystalline com-
pounds of elements. The chemical composition of the most common rock-forming miner-
als is actually restricted to a limited number of elements, i.e., Si, O, Ca, Mg, Fe, Al, Na,
K, and H. The abrasiveness, the extent to which rock fragments scratch a (metallic) tool,
is controlled by the hardness of the minerals, well known for the common rock-forming
minerals and classified by Mohs (relative) scale. In contrast, fracturing of rocks, the ele-
mentary step of excavation, is controlled by the structure formed by the minerals. Planning
as well as substantial modeling of an excavation project obviously requires a quantitative
description of deformation behavior.

Elastic deformation of rocks is probably of subordinate relevance for their excavation.
Elastic strains resulting from removal of material, the creation of openings, will remain
well below 1% in most cases, because elastic moduli of rocks range from a few to a few
tens of Gigapascal [34]. Elastic in-situ parameters are constrained by surveys using elastic
waves. However, such dynamic parameters often significantly exceed the relevant static
parameters [29]. This discrepancy originates from rock-mass heterogeneity associated
with fractures and faults that also causes a scale dependence of elastic parameters. The
arrival of elastic waves reflects the fastest paths associated with the least damaged rock
sections, while static parameters represent bulk behavior dominated by the weakest sec-
tions. Non-linearity and inelasticity even for modest stress perturbations associated with
excavation (typically orders of magnitude smaller than Young’s moduli) are further con-
sequences of the damage inventory.

As for any polycrystalline solid, the strength of rocks, i.e., a measure of the maximum
stress they can bear in a specific loading configuration, depends on state variables, such as
stress tensor components, temperature, and chemical milieu, and internal variables, such
as grain size and porosity, including crack density. Under compression, the prevailing
condition in the subsurface, geomaterials tend to fail on localized planes exhibiting obtuse
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angles to the maximum principal (compressive) stress. This morphology and orientation
relation led to address the failure planes as shear faults.

The presence of cracks and pores leads to the prominent dependence of compressive
strength on mean stress. Failure of low porosity rocks in compression is accompanied
by dilation, a relative increase in their volume, because failure results from nucleation,
growth, and interaction of microfractures; therefore their strength increases with “con-
finement.” The higher the porosity is the more shear-enhanced compaction may occur,
counterbalancing the dilation. Porous rocks may develop localized compaction bands
normal to the largest principal stress or deform in a ductile manner by non-localized cat-
aclastic flow [96] at sufficiently high confinement. Pore collapse can even be induced by
isostatic loading owing to the stress concentrations on grain contacts.

The faster the loading the stronger the rock appears; however, the effect of loading rate
on strength is irrelevant for most technical applications since a change of one order of
magnitude in strength requires more than 10 orders of magnitude change in strain rate.
An increase in temperature tends to weaken rocks. With the potential exception of some
carbonate rocks, evaporates, and claystones, the reduction stays well below an order of
magnitude as long as temperatures stay below about 300 °C, the current limit for engineer-
ing subsurface projects. The limited number of data on samples of significantly different
size indicates a reduction on strength with increasing size that likely reflects a scaling be-
tween the size of pre-existing flaws and sample size. The presence of water tends to have
a weakening effect; the identification of the underlying physical and chemical processes
has proven difficult.

Before representing descriptions of the failure of rocks, it seems mandated to empha-
size that the user of such relations (and associated empirical parameters) has to answer the
question what is to be modeled. The immediate interaction of a cutting tool and a rock is
probably dominated by the strength as determined on rock samples that are intact before
the experiment, in the sense that pre-existing interfaces do not completely dissect them.
In-situ, the pre-existing inventory (size, density) of discontinuities (joints, faults) affect
failure progression and the fragment size. Studies on rock properties distinguish (intact)
rock and rock mass (including mesoscopic structure, joints, faults).

Frictional strength poses a lower limit for the compressive strength of rock masses.
Frictional strength of interfaces in rocks varies significantly with their roughness and the
acting normal stress. Frictional sliding is associated with local wear of asperities and thus
strongly depends on deformation history.When described by a conventional linear relation
between shear stress and normal stress, Amonton’s law, the intercept, often addressed as
cohesion, tends to increase with roughness. The slope, the coefficient of friction, converges
to values between about 0.6 and 0.8 for many rocks, an empirical observation today known
as Byerlee’s law or, probably more appropriately, rule [11].

In contrast to metals, rocks -not unlike concrete- exhibit a uniaxial compressive
strength C that is about an order of magnitude larger than their tensile strength T [59].
The determination of tensile strength is technically cumbersome and thus such experi-
ments are seldom performed. In contrast, measurements of the mode I fracture toughness
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KIc , the resistance of a material against propagation of a single tensile fracture, are simple
and thus often performed. From a fracture mechanical perspective, tensile strength obeys

T D KIc=
p
�cini (3.1)

and thus constitutes a measure of the size of the pre-existing crack cini that leads to the
macroscopic failure.

Fracture criteria of rocks, surfaces in the three-dimensional space of principal stresses,
have been extensively investigated for more than half a century [71]. The commonly used
linear Mohr-Coulomb criterion postulates that failure occurs on a plane, for which a criti-
cal shear stress

j� j D S C �int
n (3.2)

is reached, where S denotes an intrinsic shear strength and �int the coefficient of inter-
nal friction. The shear strength is related to the uniaxial compressive strength as S D
C=
�
2
�q
1C �2int C �int

��
. Such a linear description is often acceptable for the limited

range in normal stress relevant for technical applications. However, this formulation im-
plies that the slope of the criterion �int and the orientation of the failure plane with respect
to the least principal stress, ˇ, are related by

ˇ D �

4
˙ arctan�int

2
: (3.3)

Experimental evidence does not support this assertion but documents an increase in the
failure angle and a decrease in the coefficient of internal friction with increasing mean
stress [59]. The non-linearity is reflected by the empirical Hoek-Brown criterion, in its
most general form requiring the determination of three parameters [27]. Quite some effort
has been spent on relating the parameters to rock-mass indices to allow for modeling
of failure on the meter to decameter scale. Costamagna et al. [21] related failure to the
Cardano condition for the existence of three real-valued eigenvalues of the characteristic
equation of the stress tensor to arrive at linked friction and fracture criteria involving three
parameters.

Murrell [67] extended the micromechanical Griffith concept of failure [37] to overall
compressive stress states to arrive at a non-linear criterion with a single parameter,

�2oct D 8T 
oct D 2

3
C
oct; (3.4)

where �oct D
q
.
1 � 
2/2 C .
1 � 
3/2 C .
2 � 
3/2/=3 and 
oct D .
1 C 
2 C 
3/=3 de-

note octahedral shear and normal stress, the latter being identical to mean stress.
The second equality in Eq. 3.4 reflects the relation between tensile and uniaxial com-

pressive strength C D 12T , inherent in the criterion, in good agreement with experimental
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evidence. The fundamental criticism of fracture-mechanics based criteria as Eq. 3.4 ad-
dresses the notion that compressive failure is not caused by the propagation of a single
critical defect. In contrast, compressive stresses eventually penalize growth [26] and the
formation of the shear fault results from complex interaction and coalescence of multi-
ple micro-cracks [58]. Subsequent fracture-mechanical treatments of compressive failure
related the parameters of Mohr-Coulomb type linear criteria to the central parameters
fracture toughness and initial crack length amended by a microscopic friction coefficient
addressing the sliding of closed microfractures [5, 62, 89].

3.2.2.2 Laboratory Indentation Tests
Rock fragmentation in mechanized tunneling involves in general two basic processes:
indentation and cutting (Fig. 3.1). In both processes, the fragmentation depends on the
penetration depth of the used tool, though they differ in whether the tool travels normal
(indentation) or parallel (cutting) to the rock surface. When penetration increases up to
a critical depth, the rock behavior transits from non-localized deformation to localized
deformation, i.e., fracturing, the latter of which is favorable for rock fragmentation. The
simple, well-reproducible and accurate indentation test has long been utilized to measure
different material properties, such as hardness [43], yield stress [91], and fracture tough-
ness [85], though mostly for glasses and ceramics, and to assess rock properties, such as
drillability and cuttability [90, 92]. The maximum indentation pressure pmax is a pivotal
parameter in interpretation of indentation tests; it represents the specific energy for remov-
ing a unit rock volume in cutting experiments with a Non-Truncated Tip Indenter (NTTI)
[92].

The indentation process can be continuously monitored using advanced experimental
techniques, such as electron scanning microscopy [54], digital image correlation [107],
acoustic emission [19, 106], infrared thermography [57], and electronic speckle interfer-
ometry [19]. Numerical simulations, based, for example, on the discrete element method
[40] and the finite element method [56], have also been performed. These experimental
and numerical studies revealed that rock indentation involves several operating processes
including volumetric compaction, plastic deformation, and macro fracturing.

Many simplified models have been proposed to explain the stresses and the deforma-
tion under indenters in brittle solids, perhaps most notably in glasses, among which is the
cavity expansion model (CEM) [42, 51]. Ever since its transfer to rock, a frictional geo-
material [19, 39], the model has gained popularity, but formulations were limited to the
Non-Truncated Tip Indenter (NTTI). Such ideally sharp indenters suffer from severe wear
due to the high stress concentration at their tips. The tool wear lowers the fragmentation
efficiency as energy is invested in the deformation of the tools instead of in rock break-
age, which motivates usage of cutting tools with truncated tips. The use of Truncated Tip
Indenters (TTI) changes the failure mechanism; a phase of compressive failure below the
flat indenter precedes the tensile splitting. Often, indentation tests conducted using a TTI
were erroneously interpreted using relations developed for NTTI. The incorporation of
tip truncation by [1] does not account for the ultimate fracturing. Recently, Yang et al.
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[105] proposed a model based on the CEM for TTI that captures plastic deformation in
compression and brittle tensile fracturing, and finite sample size. Here, we use the term
“plastic” for macroscopically non-localized deformation irrespective of the deformation
mechanisms on grain scale.

Mechanical and acoustic emission responses during indentation The investigations
performed focused on intermediate-strength rocks, positioned between the two endmem-
bers, soil and rock, either due to “weak” minerals (e.g., calcite, clays, halite) or “weak”
structures (e.g., porous), because they pose particular problems regarding the “right” se-
lection of excavation tools. We describe the general response of such intermediate-strength
rocks to indentation using exemplary data from tests on a variety of sandstones, lime-
stones, and tuffs with compressive strengths (UCS) from 11 to 140MPa (Table 3.1). The
damage progression and failure process was monitored during the indentation test using
an acoustic-emission (AE) system (ASC Milne, Applied Seismology Consulting, UK).
The uncertainty of locating AE hypocenters is around 8˙ 2mm that is comparable to the
size of the used AE sensors. Testing apparatus, procedures and specimen preparation are
detailed in [105].

Typically, the force increases almost linearly to a distinct peak during the indentation
process (Fig. 3.12); AE hypocenters gradually form a cluster beneath the indenter during
the loading (Fig. 3.13). At the end of a test, the AE hypocenters trace the macroscopic
fracture closely, indicating the validity of the AE technique for monitoring of the failure
process. The indentation pressure typically exhibits a plateau-like maximum preceding
the peak force, indicating that growth of the damage zone, where compressive failure con-
ditions are reached, eventually proceeds at almost constant energy input until the tensile

Fig. 3.12 Force, indentation pressure, number and total number of AE counts over an interval of 20 s
as a function of time for a Gildehaus sandstone specimen of 84mm diameter and 100mm height.
Tests performed in displacement control with a constant piston velocity of 0.05mm/min
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a b c

d e f

Fig. 3.13 Cumulative temporal-spatial distribution of AE hypocenters (circles) at different percent-
ages of peak force (a–d) indicated in Fig. 3.12 by the vertical dashed lines, end of test (e) and
photograph after indentation test (f). The marker size indicates the relative magnitude of AE energy.
Crosses indicate sensor locations. The color bar indicates time relative to the one at peak force (with
regard to [105])

tangential stress at the rim of this zone suffice to induce growth of a macroscopic tensile
fracture that ultimately splits the specimen. When peak indentation pressure is surpassed,
the cluster region representing the damage zone below the indenter does barely grow fur-
ther (Fig. 3.13c, d), until growth of the macroscopic fracture becomes apparent.

The force-displacement curves for the “hard,” Anröchter Sandstone (AS in Table 3.1),
with the highest uniaxial compressive strength (140MPa) among the tested rocks, differ
from that for the “weak” to “intermediate-strength” (uniaxial compressive stress less than
about 80MPa) rocks regarding the post-peak stage of indentation. For the intermediate-
strength rocks, indentation beyond peak force is associated with a drop to a finite load that
is then maintained for a displacement of several tenths of millimeters, during which the
median crack propagates towards the bottom of the specimen. For the hard rock, brittle
fracturing after peak force is more violent and typically results in coeval splitting of the
sample and total loss of load bearing capacity.

Analysis of the results of indentation tests Analysis of the mechanical and acoustic-
emission response indicates that the failure associated with rock indentation involves
successively initial elastic deformation, punch-in of indenter into the specimen associated
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a b

Fig. 3.14 Correlation between indentation characteristics and the two conventional strength param-
eters, unixial compressive strength (a) and fracture toughness (b). Uniaxial compressive strength
(UCS) was only determined for dry samples. Indentation tests were not performed on saturated
GBS samples. Error bars indicate standard deviations; a minimum of 3 tests were performed for
each rock variety and saturation condition

with gradual formation of a crushed zone, formation of a damaged zone, and nucleation
and growth of a macroscopic fracture that eventually splits the sample in half. We simpli-
fied sample failure due to indentation with a conceptual model as detailed in [105]. The
model emphasizes the role of the peak-indentation pressure pmax that indicates the resis-
tance of the tested rock to compressive failure in the damage zone, e.g., described by the
Mohr-Coulomb failure law (Eq. 3.2), that precedes the initiation of macroscopic tensile
fracturing.

The experimentally observed maximum indentation pressures correlate with fracture
toughness for the eight investigated rocks (Table 3.1). While saturation of samples with
water systematically reduced toughness, the sample-to-sample variability is too large to
identify an effect of saturation on maximum indentation pressure (Fig. 3.14a). The correla-
tion between pmax and uniaxial compressive strength (UCS) is also positive but the highly
porous Gildehaus sandstone (GBS) seems to deviate from the general trend (Fig. 3.14b).
The correlation of the maximum indentation pressure with the two strength parameters
is consistent with our interpretation that it marks the transition from non-localized com-
pressive failure in the damage zone to localized tensile fracturing at its boundary. The
maximum indentation pressure increases with sample size, as evidenced by results for
GBS specimens with a diameter from 30mm to 84mm.

For a specific rock variety, the sample-to-sample variability in maximum indentation
pressure is not random, but we find an inverse correlation between pmax and the associ-
ated penetration depth dpmax (Fig. 3.15a). The pairs (dpmax, pmax) do however show no
systematic relation for the suite of rocks.
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a b

Fig. 3.15 Correlation between maximum indentation pressure and associated penetration depth in
dimensional (a) and normalized form (b). Markers in blue, black and cyan indicate sandstone, tuff,
and limestone, respectively. All but the encircled data points represent tests on samples with 30mm
diameter. The legend holds for (a) and (b)

To address material differences, the data is presented in normalized form, according
to the theoretical analysis of [105]. Uniaxial compressive strength serves as a zero-order
estimate of the stress corresponding to the yield conditions for the material in the dam-
age zone, and we thus normalize maximum penetration pressure by it. The damage zone
grows until its boundary reaches a pre-existing flaw, for which the tangential stress on
the boundary corresponds to the critical stress concentration, the fracture toughness. For
a given material, critical penetration depth and damage zone size correlate; damage zone
size and the stresses in it–determined by compressive failure conditions–control the stress
concentration on pre-existing flaws. The size of initial flaws scales approximately with
.KIC=UCS/

2 [5]; thus, we use this ratio to normalize critical penetration depth. As a re-
sult, there appears to be a general decreasing trend between the ratio of pmax/UCS and
dpmax=.KIC=UCS/

2 (Fig. 3.15b); yet, some differences between the various tested rock
types with compositional differences remain. A potential reason could be the material-
dependence of the initial flaw-size relation beyond that accounted for by the two strength
parameters. Furthermore, Zhu et al. [108] found that the initial-flaw size scaling involves
a dependence on porosity beyond its effect on fracture toughness and uniaxial compressive
strength.

3.2.2.3 Numerical Investigation of Rock Fragmentation
Simulation of rock excavation requires tools that can handle the discontinuities associated
with fracturing leading to fragmentation. We developed a peridynamic model [87, 88]
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providing a natural way of incorporating discontinuities in the simulation domain. All
peridynamic simulations were carried out using an extended version of the open source
software Peridigm [55, 70]. The interested reader is referred to [14, 16] for further details
on the simulation model.

We performed two sets of simulations with respect to the kinematics of the disc. Simu-
lations of indentation tests (see Sect. 3.2.2.2 and [105]) were performed to provide insight
into the formation of the crushed zone at the tool-rock interface and of tensile fractures
emanating from that zone. Linear Cutting Machine (LCM) tests [79, 80] were treated to
estimate the cutting forces required in the excavation process as a function of penetra-
tion depth. Besides homogeneous materials, we also considered mixed or heterogeneous
ground conditions, situations where two or more types of rock or soil with significantly
different mechanical properties are exposed at the tunnel face, to assess the variability of
loads on the cutting discs and associated wear (see also Sect. 3.3.5).

These analyses are motivated by the characterization of the impulse load exerted on the
cutting disc when it traverses a material interface, as this can cause excess vibration in the
cutter head and increased fluctuations in torque and thrust of TBM. These peak loads also
complicate the extraction of damage sensitive features based on the force oscillations.

Simulation of indentation tests Our simulations of indentation tests cover a total of six
specimen sizes, with a combination of three diameters 30, 50 and 84mm and two heights
50 and 100mm. The truncated-tip indenter used is the same for all simulations (Fig. 3.16).
For validating the current model, we use the experimental data from indentation tests on
Gildehaus Sandstone reported in [105]. A qualitative validation relates to the formation of
the crushed zone, fromwhich tensile cracks initiate, while a quantitative validation rests on
comparing the force-penetration data obtained from the experiments and the simulations.

Fig. 3.16 Indenter geometry
used in [105] (dimensions are
given in millimeter)



116 L. Brackmann et al.

Fig. 3.17 Temporal evolution (left to right columns) of the fracture process during the indentation
test (top row), the associated damaged and cracked regions are filtered out for visualization (bottom
row)

The temporal evolution of fractures occurring due to the indentation load is presented
in Fig. 3.17 for a specimen with 30mm diameter and 100mm height. The simulations
capture the experimental observation of the successive formation of the crushed zone and
the initiation of a central macroscopic tensile fracture splitting the sample in half. The
interaction of the growing fracture with the sample’s boundary leads to crack tip bifur-
cation [13, 15] and the crack branches. Finally, the specimen splits into two main and
several small fragments. The loading stiffness as well as the peak load predicted by the
simulation are in a good agreement with the experimental records (Fig. 3.18). However,
the post-peak behavior differs slightly, which can be explained by the absence of damping
in the simulations. As the main fracture starts propagating, the two large fragments move
opposite to each other and separate faster than in the experiments, causing the indenter to
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Fig. 3.18 Comparison of the
force and penetration relation-
ship measured in experiments
and computed from the simula-
tion model
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loose contact with the rock as soon as the specimen splits and thus the force at the inden-
ter goes to zero. The progressing fracture opening can be can be observed qualitatively by
comparing the last two columns of Fig. 3.17.

Simulation of rock excavation with cutting discs At the level of a single cutting disc,
interactions between the rock and the cutting disc can be characterized by the reaction
force, which is decomposed into normal, rolling and side forces. These forces need to
be estimated for an individual disc to predict the performance of a TBM, i.e., the global
torque and thrust requirements. In the LCM test [35, 78] developed at the Colorado School
of Mines (CSM) to predict the performance of a single cutting tool, the cutting disc moves
along the rock specimen at a known penetration level and the reaction forces are measured
at the cutting disc. We use this test as a benchmark for our analysis model.

We performed peridynamic simulations of the LCM test with a cutting disc of con-
stant cross-section and a diameter of 432mm for four levels of fixed tool penetration.
The dimensions of the specimen are 0.4m � 0.4m � 0.15m in the simulations and
we ascribed properties of an elastic-brittle constitutive relation corresponding to Col-
orado red granite (Young’s modulus 41.0GPa, Poisson’s ratio 0.234, uniaxial compressive
strength 158MPa, fracture energy 85.7 J/m2). The simulation results obtained from the
rock cutting with a tool penetration depth of 7mm (Fig. 3.19a) show an evolving dam-
aged zone beneath the cutting disc; the temporal evolution of rolling, normal and side
forces (Fig. 3.19b) are examined from 0.1 to 0.3m to avoid the influence of the specimen
boundaries. The average normal forces obtained from the peridynamic simulations [14]
agree well with the experimental data from LCM tests [35] (Fig. 3.19c).

Simulations of excavation with cutting discs in mixed ground The excavation process
in mixed ground conditions is analyzed using a scaled-down cutting disc. The analyses
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Fig. 3.19 Simulation of the LCM test showing the evolving fragmentation and crushing zone in the
rock (a), evolution of cutting forces for a tool penetration of 7mm (b) and average normal cutting
forces for different tool penetrations compared against the results from the LCM experiment [35] (c)

consider a cutting disc moving from soft soil to hard rock medium. The soil material is
modelled using an elastic-plastic constitutive relation and the rock material is modelled
using an elastic-brittle constitutive relation. The soil’s yield strength was 100KPa and the
rock’s fracture energy Gf = 23.7 J/m2.

The simulated reaction forces at the cutting disc vary significantly with lateral dis-
placement for the two penetration levels (Fig. 3.20b, d). The normal cutting forces are
negligible (for the chosen yield strength) when the disc cutter is in the soil domain, but
forces increase as it approaches the soil-rock interface (cutting length of 0.05m) and when
it thrusts through the rock domain. The peak in the cutting forces increases with an in-
crease in tool penetration. Plastic deformations in the soil as well as the damage level in
the rock also increase with increasing penetration levels (Fig. 3.20a, c).
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Fig. 3.20 Peridynamic simulation of a cutting disc working in mixed ground conditions (soft soil
to hard rock domain) with a penetration of p = 2mm and p = 3mm. Plastic deformations and
damage/fragmentation in hard rock is shown in a and c and the associated cutting forces acting on
the disc are shown in b and d, respectively. (The vertical grey line represents the soil-rock interface)

3.2.3 Implications for Mechanized Tunneling and Outlook

Tool-soil interactions are a central component of mechanized tunneling excavations. The
complexity of these interactions underlies the rapid evolution of the ground free surface
and the development of large deformations, accompanied by the flow of the interstitial
fluid in water-saturated soils. Laboratory tests performed on dry and water-saturated sand
using a custom-made excavation device provided first-hand information regarding the
topology of the material and the reaction forces generated on the tool during the excava-
tion process. The presence of interstitial fluid and the development of shear bands strongly
influences the reaction force-displacement curve. Presumably, this influence is associ-
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ated with localized pore-pressure variations in the soil during the excavation. Numerical
simulations of tool-soil interactions demonstrated that the proposed hypoplastic PFEM
formulations were able to reproduce the main features of the mechanized excavation pro-
cesses, including the soil deformations and the reaction forces on the tool. Furthermore,
the presented models provided valuable insight into the spatial distribution of pore pres-
sures in the ground and the effects of the initial density of the soil on the excavation
process. Ongoing and future research concerning soil excavation include numerical simu-
lations of mechanized excavations using an EPB cutting wheel model. Relevant boundary
conditions, such as the required support pressure at the tunnel face, rotational speed and
penetration rate of the wheel, will be considered. We will investigate the evolution of the
torque generated at the wheel, the flow of excavated material at the face and the spatial
distribution of pore pressures in the soil.

A crushed zone develops in rocks when the cutting discs installed on a rotating cutter
head are hydraulically pressed against the tunnel face; as the disc continues to penetrate
further, stresses around the crushed zone increase to the point that eventually macroscopic
fractures are initiated. Fractures associated with neighboring discs coalesce leading to
fragmentation and disintegration of the rock. Experimental investigation and analytical
modeling of indentation tests identified the governing parameters for the involved mech-
anisms, non-localized damaging and localized brittle fracturing. The peak indentation
pressure appears to indicate the transition from non-localized damaging below a trun-
cated indenter to localized brittle fracturing, pre-requisite for the rock fragmentation that
is aimed for in excavation procedures. Therefore, in practice, the tool has to exceed the
penetration depth associated with the peak indentation pressure for efficient rock exca-
vation. The corresponding thrust force may then be estimated through the established
correlation between normalized peak indentation pressure and penetration. Thus, rock in-
dentation tests performed in the laboratory provide relevant information on determination
of operational parameters, such as thrust force and optimum penetration. In-situ, the rock
fragmentation in mechanized tunneling is obviously complicated by many other factors,
such as lithostatic stresses and the water-weakening effect, whose effects are poorly un-
derstood, and are therefore subject of ongoing research.

Numerical analyses performed using the framework of peridynamics theory have been
proposed to predict the performance of a TBM in various scenarios. Results obtained
from the indentation tests provided insight into the formation of the crushed zone from
where the localized tensile fractures initiate leading to rock disintegration. Furthermore,
the cutting forces obtained for a full-scale linear cutting test agree with the experimental
recordings. Future work should account for different disc geometries, tool penetrations,
tool spacings and cutting speeds. The cutting forces obtained from simulations of cutting
discs moving from a soft ground domain to a strong rock layer yield a peak load at the
soil-rock interface. The model was expanded to account for localized abrasive wear caused
to the disc due to the cutting forces. Mechanized tunneling in mixed grounds results in
highly variable loads on the cutting discs that may cause abnormal cutter wear leading to
unexpected TBM stoppage.
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3.3 Tool Wear in Mechanized Tunneling – Appearances, Mechanisms,
and Countermeasures

Wear of tunneling tools causes downtimes of the TBM, both in a planned manner but more
critically at unforeseen times if the wear rate of the tools exceeds preliminary wear pre-
dictions. It is crucial to understand the effective wear mechanisms that arise in the various
geological conditions, to predict the rate of tool wear and its influence on the efficiency of
the tunnel boring machine. Based on this assessment, the material concept for the tunnel-
ing tools can be adapted to minimize tool wear and reduce the risk of failure. This chapter
illustrates the macroscopic appearance of the most important wear mechanisms, explains
the underlying tribological micro-mechanisms, gives examples on how the wear behavior
of materials can measured, and points out possible improvements for material concepts.

Tools in tunneling are subject to high mechanical impact loads that are caused by boul-
ders and retaining walls, and abrasive wear. Both cause damage to the tools, which must
be replaced in the case of mechanical overload (breakage by brittle fracture) or when the
wear limit of the tool is reached. These tool replacements result in downtimes, which
reduce the economic viability of the tunneling project [47]. To minimize downtimes for
tool replacements, a large number of wear forecast models were developed in the past,
which are mainly based on simple abrasiveness parameters of the soil to be removed,
semi-empirical equations, or empirical values [45, 49, 60]. With the help of these wear
forecast models, optimal tool replacement times can be determined in advance, support-
ing logistical planning of the tunneling project. Unfortunately, there are sometimes large
deviations between the estimated and the actual tool wear occurring during operation.
The reason can be traced back to the complexity of the description of tool wear. Wear
does not only depend on the abrasiveness of the soil to be excavated, the tool concepts
used, or the machine parameters, but wear is a system variable. To understand how wear
of tunneling tools can be counteracted efficiently, we follow a top-down approach. After
the description of the macroscopically visible wear, the tribological system of tunneling
tools is illustrated and tooling concepts that derive from the tribological system explained.
Then, the micromechanisms of wear are investigated, and finally laboratory experiments
and test-rigs for wear-prediction and wear-investigation are presented. A subdivision into
soils and rocks is made to cope with the variety of grounds and therefore utilized tunneling
tools,

3.3.1 Soils: Excavation, Tooling Concepts andWear Appearances

Excavation of non-cohesive soils is mainly carried out by scraping the soil surface to
detach the loosely bound soil particles (Fig. 3.24a). The commonly used tools for this
purpose are chisels and rippers [36]. The wedged shape of the chisels causes a peeling
process within the soil when the rotating TBM shield is pressed against the soil surface.



122 L. Brackmann et al.

Table 3.2 Classification of material groups with applications in mechanized tunneling

Material Group Application Microstructure Hardness

construction steels welded constructions Ferritic-Pearlitic lowest

QCT Steels chisel substrates tempered martensite medium

tool steels cutting discs tempered martensite
C 5–15% carbides

medium-high

metal matrix composites wear protective layers Ni-based metal matrix
C 50%WSC

high

cemented carbides cutting edges 70–95%WC in Co-based
matrix

highest

Material Group Application Microstructure Hardness

construction steels welded constructions Ferritic-Pearlitic lowest

QCT Steels chisel substrates tempered martensite medium

tool steels cutting discs tempered martensite
C 5–15% carbides

medium-high

metal matrix composites wear protective layers Ni-based metal matrix
C 50%WSC

high

cemented carbides cutting edges 70–95%WC in Co-based
matrix

highest

After being detached from the soil-corpus, the loose particles drop into the feed section
of a transport screw at the bottom of the TBM-shield and are transported away from the
tunnel face. Based on this excavation mechanism, chisel tools experience mainly abrasive
wear. Due to the tool’s motion relative to the soil particles, the tool surface is frequently
scratched by the abrasive particles. To counteract abrasion, tools are locally protected with
wear protection elements, such as inserts of cemented carbides and hardfacings produced
by a built-up welding technique [47]. However, the material response to abrasive wear
differs for the wear-protective elements and the substrate (Table 3.2). The wear-protective
elements, such as the cutting edge, inlays, and welded wear-protective layers, are worn
evenly at a low and steady rate. In contrast, the substrate can experience uneven abrasive
wear that may have an increasing wear rate over time. For example, suppose a wear pro-
tective element is lost due to missing support of a worn substrate. In that case, the wear
rate at the place of the missing wear-protective element will increase drastically, compared
to other areas of the tool, which still possess their wear-protective elements (Fig. 3.21).

Fig. 3.21 Illustration of the graded build up of a chisel tool, consisting of a steel substrate and
cemented carbide wear-protective elements
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The abrasive attack on chisel tools is most pronounced at the cutting edge, which
constantly encounters new soil layers and bears the highest cutting forces. Impacts, for
example due to contact with large rock particle inclusions (e.g. pebbles) or layer inter-
faces, also act directly on the cutting edge; therefore, adequate toughness is necessary to
avoid catastrophic fracture. The necessary combination of high resistance against abrasive
wear and high fracture toughness renders the cutting edge the most demanding part of the
tool. Cemented carbides of the type WC-Co have proven to be the only suitable group
of materials, fulfilling the requirements for the cutting edge in practice. The microstruc-
ture of cemented carbides consists of 70-95Ma% tungsten monocarbidesWC , which are
embedded in a cobalt-based binder phase [10].

To increase the fracture toughness, coarse grades with a Co-binder content of 15Ma%
or more are chosen for the cutting edge. At the same time, wear protective inserts on other
places of the chisel tool may use a lower binder content to increase their wear resistance,
as strong impact loads act less frequently on those parts. Other chisel parts, such as the
backside, only experience wear due to excavated particles falling on them. In these cases,
build-up welded wear-protective layers made of Ni-based metal matrices incorporating
30-50 Vol% Fused Tungsten Carbide (FTC) hard particles represent an easily applicable
and cost effective solution to protect the steel substrate of the tool from abrasive wear. The
substrate material forms the body of the tunneling tool and is the carrier of all functional
elements, such as cutting edges and wear-protective elements. External forces acting on
the tool are transmitted through these functional elements into the substrate, which must
absorb and transmit the forces into the TBM superstructure. To avoid fracture because of
mechanical overloads, the substrate has to be tough and must be able to dismantle criti-
cal stress peaks by means of small plastic deformations. Nevertheless, the substrate must
also have the mechanical strength to bear the cutting forces during TBM operation and
support the tool’s functional elements. Quenched and tempered steels such as 42CrMo4
or 30CrNiMo8 are commonly employed as substrate materials for tunneling tools because
of their high strength and sufficient toughness. A heat treatment of the forged base body
enables the strength and toughness to be adapted to the needs in a wide range. Convention-
ally, quenched and tempered steels are hardened martensitically and tempered to a high
degree to increase their toughness [9].

3.3.2 Rocks: Excavation, Tooling Concepts andWear Appearances

Rocks cannot be excavated efficiently by scraping tools. Instead, cutting discs are used,
which break down aggregates by induction of compressive stresses. The cutting discs roll
over the rock surface in a circular path. Due to their direct contact with the rock and
its fragments, cutting discs are exposed to abrasive wear, similar to chisel tools. How-
ever, their load collective is dominated by the high mechanical forces due to higher shear
strength of rock compared to soil, as well as by a cyclic loading occurring upon repeated
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Fig. 3.22 Wear appearances on the cutting edge of cutting discs. aNew cutting disc, b even abrasive
wear, c flank wear, d surface fatigue, e plastic deformation

impact with the rock surface [47]. Therefore, cutting discs are typically not designed in
a graded assembly of the substrate and dedicated wear-protection elements. Instead, the
cutting disc is manufactured from forged tool steel with high strength and toughness and
significantly higher hardness than the quenched and tempered steels used for substrates
of chisel tools. In cases of extreme abrasive wear, cemented carbide studs may also be
inserted into the cutting edge of cutting discs to increase the wear resistance.

The changes in geometry of the cutting edge during the use of the cutting disc de-
pend on the activated wear mechanism (Fig. 3.22). Severe tapering of the edge as seen in
Fig. 3.22c, for example, results from the different relative movements of soil particles to
the cutting edge and the flanks of the cutting disc. While the contact of the cutting edge to
the soil can be described as a rollover movement with ideally no relative movement, the
flanks are in constant relative movement to soil particles. Especially the repeated move-
ment of cutting discs in previously formed grooves can lead to flank wear.

Another form of uneven wear can be found on stuck or blocked cutting discs. If the
cutting ring of the whole tool assembly is unable to rotate freely, one side is in constant
contact with the soil and therefore worn out. This mechanism can occur especially in
adhesive grounds or in case of a blocked roller bearing, for example, by infiltration of
abrasive particles into the bearing assembly.

Surface fatigue mainly occurs on the surface of the wear-protective elements that are
applied on tunneling tools. Worn tools show signs of spalling, as well as small cracks
(Fig. 3.23).

The wear due to surface fatigue is concentrated to the parts of the tool that are regularly
impacted by large abrasive particles. Due to the gradual sequence of the micro-processes
of surface fatigue, the wear loss of the wear-protective elements can increase sharply after
a particular time. Small fatigue cracks accumulate in the first stage of surface fatigue, but
the actual wear loss only occurs in the last phase of spalling. Due to surface fatigue of
the wear-protective elements, the soft substrate material underneath becomes exposed to
the ground. As a result, the abrasive wear that has been prevented previously by the wear-
protective elements increases and can lead to rapid unforeseen damage of the tunneling
tools and even their support structures.
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Fig. 3.23 Surface fatigue on the cemented carbide inserts of a chisel tool

3.3.3 Tool Wear Micromechanisms-Classification and Fundamental
Concepts

The interaction of the tools with the ground can only be understood by developing a fun-
damental understanding of the tribological system. With this understanding, measures can
be derived that improve the wear resistance of the tools and thus prolong their lifetime.
The tribological system consists of the tool (base body), the wear-causing soil (counter
body) and all other relevant variables such as the collective load (penetration, transfer-
ring forces), the surrounding medium (groundwater) and the intermediate medium (e.g.
bentonite suspension) (Fig. 3.24) [23].

Four main wear mechanisms are distinguished, including abrasion caused by hard parti-
cles scratching the tool surface and surface disruption resulting from cyclical mechanical
or impact stresses causing wear on TBM tools. Tribo-chemical reactions and adhesion
have to be mentioned as well, however, they play a subordinate role in the wear damage to
TBM tools. In reality, the main wear mechanisms overlap. For the derivation of suitable
wear protection measures, the goal is to identify the dominant primary wear mechanism
by developing a basic understanding of the tribological system. Because TBM tools are
exposed to hard, abrasive particles and cyclical mechanical loads, both main wear mech-
anisms will be examined in more detail below. Once the dominant wear mechanism has
been identified, it is essential to understand the interactions between the components in
the material to be excavated and the individual structural components of the tool. With
this knowledge, specific metallurgical measures can be derived that increase the tool life.

3.3.3.1 Abrasive Wear
Abrasive wear is the mass loss of a body due to scratching and/or grooving by a harder
counter-body. In the case of mechanized tunneling, grains of quartz (SiO2, ca. 1100–
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Fig. 3.24 Schematic illustration of the tribological system of a a chisel tool and b a disc cutter

1200HV0.05) [81], corundum (Al2O3, ca. 2000–2200HV0.05), or other hard non-
metallic compounds represent the counter-body; they are regarded as abrasive particles
because their hardness exceeds the hardness of the steels (max. 900HV10) [10] used for
the base construction of tunneling tools and the TBM itself, therefore causing abrasive
wear.

Four distinct micro mechanisms of abrasive wear can be distinguished [33]: Micro
ploughing, micro chipping, micro fatigue and micro cracking. Micro ploughing in its ideal
form is not connected to mass loss, as the grooving of the base material by an abrasive
particle is accomplished by severe plastic deformation to the sides of the formed groove.
However, repeated ploughing of the material surface will lead to mass loss due to micro
fatigue. Therefore, hardening mechanisms will embrittle the plastically deformed mate-
rial and cause spalling at a future ploughing event. Micro chipping describes the removal
of material in the form of a chip, which is ablated by an abrasive particle that scratches
the surface of a body. Ideally, the volume of the chip matches the volume of the remain-
ing groove. In a ledeburitic cold-work tool steel (Fig. 3.25b), the softer metal matrix is
protected against abrasive wear by hard carbides. However, these reinforcement phases
possess low fracture toughness due to their high hardness. Thus, ledeburitic cold work
tool steels are susceptible to brittle failure induced by micro-breaking.

The dominant micro-mechanism of wear depends on the present tribological system.
However, the main impact factors are the morphology and hardness of the abrasive par-
ticles, the hardness and microstructure of the scratched material, and the force and speed
at which the abrasive particles interact with the abraded surface. The so called fab value
helps to draw conclusions on the dominant micro-mechanism, integrating metallurgical
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a b c

Fig. 3.25 aMicro cutting in a steel matrix, b micro ploughing of the steel matrix, c micro cracking
of brittle carbides and the surrounding metal matrix due to severe plastic deformation

investigations and the characterization of the grooves resulting from the abrasive wear:

fab D Ag � As
Ag

; (3.5)

where As describes the volume of material displaced laterally through plastic deformation
by micro-plowing (positive value) or the volume removed laterally by the wear furrow
through micro-breaking (negative value), and Ag represents the volume removed by an
abrasive particle in a single scratch event. An fab value of 1 characterizes pure micro-
chips, micro-breaking is preferably present in the case of fab < 1 and micro-ploughing
in the case of fab > 1. The fab value describes abrasive wear between an abrasive par-
ticle and the constituents in the microstructure of the abrasively loaded material on the
micro-scale. Deriving appropriate measures, micro-breaking can be counteracted, for ex-
ample by increasing the material toughness. Otherwise, micro-ploughing can be reduced
by increasing the hardness of the material. Thus a compromise has to be found for reduc-
ing the material removal due to wear because the material hardness and the toughness are
inversely proportional to each other.

It is essential to understand that the cases of uneven wear presented in Sect. 3.3 are
nevertheless based on the exact same micro-mechanisms, ploughing, chipping, cracking,
and micro-fatigue, as evenly distributed abrasive wear and do not represent their own
wear mechanisms. They are instead the result of certain parameter combinations in the
tribological system.

3.3.3.2 Surface Fatigue
Surface fatigue is a wear mechanism, which is often insufficiently considered in the con-
ceptualization of tooling and material concepts for mechanized tunneling. It is based on
crack initiation and crack propagation at the tool surface due to cyclic mechanical loading.
This type of loading occurs when the rotating tool hits larger soil particles such as rocks
or gravel. However, also changing soil layers such as schistosities or slates, which cause
a rapid change of the ground properties, can exert cyclic loading on the tunneling tools.
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Fig. 3.26 a Stress distribution at the tool surface upon impact of soil particles and location of crack
initiation, b, c repetitive impact of soil particles causes increase of the crack density and crack
propagation, d material particles are spalled off the tool surface as cracks coalesce

Therefore, mixed grounds are especially capable of inducing cyclic loading, which has
to be recognized and considered before choosing the tooling equipment. Surface fatigue
must be distinguished from the micro fatigue mechanism of abrasive wear because surface
fatigue requires no lateral movement of soil particles relative to the tunneling tool. There-
fore, surface fatigue can also take place in hard rock excavation with cutting discs, which
roll ideally over the rock surface whenever they get into contact. However, surface fatigue
and abrasive wear often overlap to various extents, which hampers the determination of
the dominant wear mechanism in practice. Awareness and understanding of the underly-
ing wear mechanism are necessary to recognize the risks of wear due to surface fatigue
and take appropriate action at an early stage. The wear mechanism surface fatigue can be
subdivided into three stages crack initiation, crack propagation, and spalling (Fig. 3.26).
Crack initiation can occur by either fracture or debonding of brittle phases, such as hard
particles or non-metallic inclusions, inside the material when the forces of an external
loading event cause internal stresses that exceed the strength of the brittle phase itself or
it’s interfacial bonding strength, respectively. The loading event that causes the crack ini-
tiation does not have to exceed the tensile strength by itself; it instead acts as a trigger of
residual stresses due to accumulated lattice defects around the brittle phase.

Crack initiation can take place after several loading events, which by itself do neither
exceed the material strength nor its yield strength. In many cases, however, crack initiation
is bypassed due to internal defects such as micro cracks or pores originating from the
manufacturing process. The following stage of subcritical crack growth is characterized
by an incremental extension of the crack, whenever external mechanical loading is applied.
The material’s microstructure has a crucial role in the interaction with the crack, which is
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growing by dislocation movement processes at the crack tip. In particular, the morphology,
distribution, and volume content of brittle, hard particles define the crack path inside the
material, as the fracture or debonding of the hard particles consumes less crack energy
than growth inside a tough metal matrix. The metal matrix controls the crack-velocity, as
the crack growth rate mainly depends on the propagation velocity between the brittle hard
phases. In the last stage of surface fatigue, small particles are spalled from the surface,
causing the actual wear loss. This stage occurs when the subcritical-cracks have grown
to a length that reduces the load-bearing cross section of the material to such an extent
that it cannot withstand external mechanical loads. Alternatively, multiple micro-cracks
from different starting positions join below the material surface, leading to the spalling of
a particle enclosed by the cracks [48].

3.3.4 ToolWear Tests

Wear tests are a fundamental component in the design process of material concepts for
tunneling tools. Their purpose is to compare and to quantify the wear behavior of different
materials. Wear tests should aim towards accurate representation of the tribological system
in which the materials will be used to be meaningful and precise.

3.3.4.1 Tool Wear Tests for Abrasive Wear
Several standardized lab tests to measure soil abrasivity have been developed to predict
the service life of tunneling tools in abrasive grounds (Table 3.3). Results of LCPC-tests
and the Cerchar test can be found in several soil property reports of tunneling projects
describing soil abrasivity. These tests are based on the abrasion of test specimens with
a standardized indentation hardness (LCPC: 60–75 HRB; Cerchar: 550–630 HV). While
these tests are user-friendly, they do not necessarily permit prediction of the wear rate in
tunneling due to the simple classification of complex soils with index-values (e.g., 0 =
extremely abrasive; 10 = not abrasive) tools for several reasons. First, the standardization
of the test samples based on their indentation hardness is insufficient, as different materials
with the same indentation hardness can have different wear rates in the same soil, as

Table 3.3 Overview of the most commonly employed abrasivity tests, as well as notable tunneling
test-rigs for investigating wear on non-cohesive soils

Wear test Specimen design Rock grain size (mm)

LCPC-Test Metal-propeller 6.3 [95]

Cerchar Abrasivity Test Metal-pin Solid-body [72]

ASTM-G65 Metal plate 0.6 [2]

Soft ground abrasion tester (SGAT) Steel-propeller 10 [24]

Penn State Soil Abrasivity Test (PSAI) Steel-propeller 7 [77]

RUB-Tunneling Device (RUB-TD) Pins on Metal-propeller 4 [50]

Wear test Specimen design Rock grain size (mm)

LCPC-Test Metal-propeller 6.3 [95]

Cerchar Abrasivity Test Metal-pin Solid-body [72]

ASTM-G65 Metal plate 0.6 [2]

Soft ground abrasion tester (SGAT) Steel-propeller 10 [24]

Penn State Soil Abrasivity Test (PSAI) Steel-propeller 7 [77]

RUB-Tunneling Device (RUB-TD) Pins on Metal-propeller 4 [50]
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Fig. 3.27 Wear loss of vari-
ous steels and wear resistant
materials correlated to their
hardness

outlined on the example of the steels S275JR and C45 in soft-annealed condition, which
both fulfill the hardness requirements of the LCPC-test but yield different wear rates when
tested against the same abrasive (Fig. 3.27).

Reasons for the different wear resistance can be found in the microstructures of the
steels, which both have a ferritic/pearlitic structure, but differ with regard to the size and
distribution of the cementite lamellae of the pearlite and the overall pearlite content. The
tempering steel C45 has a higher pearlite content than the construction steel S275JR, due
to higher carbon content and more finely dispersed cementite lamellae [9]. The presence
of the cementite lamellae (ca. 1100–1300HV0.05) causes higher resistance against the
grooving wear exerted by the abrasive particles in the LCPC-test, compared to the mostly
ferritic microstructure of the steel S275JR.

Wear is a system property and has to be measured as such. Efforts have been made
by several groups of researchers to recreate the tribological system of tunneling tools on
a laboratory scale for wear testing (Table 3.3). The test rigs use a metal propeller, which
rotates inside a conditioned soil sample, and acts as a carrier for wear specimens or the
wear specimen itself. The wear-rate is determined by the mass-loss of the propeller, or the
attached wear specimens. The TU Wien Abrasimeter [24], the SGAT, and the PSAI [77]
have a vertical assembly of the rotating specimen in common, which is disadvantageous as
it causes a time dependence of the wear test. The soil particles in contact with the rotating
metal propeller are crushed over the course of the wear test, causing a steady decrease of
the grain size and, therefore, a time-dependent change of the tribological system [46].

RUB-Tunneling Device The RUB-Tunneling Device was designed with the idea to
create an accurate replication of the tribological system of tunneling tools. For the in-
vestigation of abrasive wear it uses a metal propeller, which acts as a carrier for up to 12
wear-pin specimens. The main difference to previously described test-rigs is the horizon-
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Fig. 3.28 Rub-Tunneling Device wear test-rig for experiments in non-cohesive soils

tal mounting of the metal propeller and a lateral movement of the soil-sample, relative
to the wear-specimens. Both features are realized by the setup of the test-rig on a lathe,
using the main spindle to rotate the metal propeller and the automatically driven support
to move the soil-specimen (Fig. 3.28).

The wear-pins are constantly moved through fresh soil, which helps to keep the soil-
properties as constant as possible over the whole test duration. Also, the replication of
machine parameters such as penetration rate and rotational speed of the tools is possible.
The soil-specimen can be conditioned with regard to grain-size, composition, and water-
content before the experiment. In addition, further conditioning media such as bentonite
suspension may be added through injection ports during the experiment. In the following,
we present and discuss a selection of results that were obtained with the RUB-Tunneling
Device.

Experiments on S275JR wear-pins show that the wear-rate increases with increasing
penetration rate and is virtually independent from the rotational speed (Fig. 3.29a). This
behavior can be explained with the increasing cutting forces, which are created at higher
penetration rates due to a higher contact pressure between the tools and the soil. The in-
crease of the cutting forces facilitates the indentation of abrasive particles into the material
and therefore allows the formation of deeper wear scratches. A similar explanation applies
to the observations made on the influence of the soil grain-size (Fig. 3.29b). Larger soil
particles lead to a higher wear rate than small particles, as they create wider and deeper
wear-grooves. In addition, coarse abrasive particles have the ability to extract small hard
phases inside the tool material together with the surrounding matrix material. However,
this effect does not apply to the steel S275JR that was tested in this study, as the material
does not contain any hard phases.

Increasing non-uniformity of the soil causes an increase of wear (Fig. 3.29c), as the
storage density of the soil can be increased when soil-particles with different sizes are
present. Higher storage density leads to higher cutting forces, and therefore to increased
wear. Dry soil has the lowest wear rate, as any presence of water increases the storage
density of the soil and therefore increases the cutting forces (Fig. 3.29d). The peak of
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a b
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Fig. 3.29 Influence of the a rotational speed, b mean size of the abrasive particles, c irregularity
number, d water content on the wear rate of S275 steel pins

the wear rate is found at a water content of 7.5%, followed by a decrease of the wear
rate with higher water contents. The wear rate is highest when the pores between the soil
particles are completely filled with water, leading to the maximum saturation of the soil,
but simultaneously the water content is low enough to not significantly reduce the friction
between the soil particles [50].

3.3.4.2 Tool Wear Tests for Surface Fatigue
Testing the resistance of materials against surface fatigue, requires to focus the attention
on the underlying micromechanims of subcritical crack propagation. Often, internal de-
fects such as pores or microcracks originate already from the manufacturing processes.
Therefore, the stage of crack initiation can be considered as completed and the service
lifetime of a tool is mainly dependent on the crack propagation.We developed a test-setup
for the lab-scale investigation of subcritical crack growth. It is based on the setup first
presented by Jones et al. [44] and uses a spherical ceramic indenter that cyclically loads
a flat specimen with a constant load and frequency [48]. Hertzian contact stresses due to
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a b

c d

Fig. 3.30 Influence of the a metal matrix hardness, b mean width of the crack path, c mean free
matrix length, d hard phase volume content on the fatigue life of various hard alloys (with regard to
[12])

the cyclic loading cause the growth of a cylindrical crack around the contact area between
the indenter and specimen [30]. As surface fatigue mainly occurs at the hard but brittle
wear protective layers of the tunneling tools, these materials were the focus of attention.

Investigations on cemented carbides and several hard alloys on Fe, Ni, and Co-basis
showed that the material’s resistance against subcritical crack propagation depends on the
content and morphology of metal matrix and hard phases, as well as on the mechanical
properties of the respective phases (Fig. 3.30) [12]. In general, the metal matrix controls
the crack propagation velocity due to its high toughness compared to the hard phases.
High contents of the metal matrix and a microstructure with large metal matrix cells, cre-
ating large distances between adjacent hard phases are therefore beneficial to the crack
propagation resistance. For the same reason, large hard phase sizes lead to a high crack
propagation resistance, if materials with the same hard phase content but with different
hard phase sizes are compared. In terms of mechanical properties, the strength of the in-
dividual microstructure constituents mainly determines the crack propagation resistance.
As the subcritical crack propagation in the metal matrix originates from the gliding be-
havior of dislocations, strengthening of the metal matrix inhibits this mechanism and is
therefore an effective method to increase the crack propagation resistance. Our investi-
gations showed that martensitically hardened Fe-based metal matrices offer the highest
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a b

Fig. 3.31 Setup of the RUB-Tunneling device for testing the behavior of cutting discs under cyclic
loading. a Overview of the test rig without built in counterbody, b close-up of the relative position
of counterbody and cutting disc specimen

strength, followed by Co-based alloys. The Ni-based alloys that are commonly used for
build-up welding have a weak metal matrix and therefore a low resistance against crack
propagation. Cutting discs represent the second group of tools that is affected by surface
fatigue. The RUB-Tunneling device wear-test rig was modified to accommodate miniature
specimens of cutting discs (Fig. 3.31).

The specimens are pneumatically pressed against a counterbody, either made of rock
or tool-steel, which is rotated by the main spindle of the lathe. Load cells in horizontal
and vertical position enable measuring of the cutting forces, depending on the applied
contact pressure, as well as on the rotational speed and type of the counterbody. To test
the response of different tool-steels to cyclic loading, the cutting disc specimens roll over
a metal counterbody with a weld seam, which exerts an impulse on the specimen on each
rotation.

The tests were conducted over a duration of three hours (10,000 load cycles) with
rotational speeds and estimated contact pressures that match the conditions reported from
real tunneling projects. The strength of the metal matrix and the included hard phases
have a significant impact on the behavior of the steels under cyclic loading; cracks are
initiated at the surface of the cutting edge in most of the investigated steels and grow into
the material (Fig. 3.32). Low metal matrix strength leads to severe plastic deformation of
the cutting edge and fast crack initiation, due to facilitated mobility of dislocations. Large
hard phases on the other hand act as barriers to the plastic deformation of the surrounding
metal matrix, but the accumulated stresses at the matrix/hard phase boundary can lead to
brittle fracture, as soon as the strength of the hard phase is surpassed. Therefore, sudden
crack initiation and propagation are possible.

To gain more information about the high cycle fatigue behavior of the investigated
steels, SN-curves were determined by the means of rotational bending tests (Fig. 3.33).
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Fig. 3.32 a Cross section of a worn laboratory scale cutting disc, b cutting edge of construction
steel S355, c cutting edge of cold work tool steel 90MnCrV8, d cutting edge of hot work tool steel
X40CrMoV5-1, e cutting edge of cold work tool steel X153CrMoV12-1, f large carbides inhibit
plastic deformation, due to their high Young’s modulus and low plastic deformability
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Fig. 3.33 Fatigue test results of different tool steels, obtained by rotary bending tests

The results indicate that the fatigue strength of carbide-rich cold work tool steels, such
as X153CrMoV12-1, is lower compared to hot-work tool steels as X40CrMoV5-1, which
contain no large eutectic carbides. However, by reconfiguring the heat-treatment, a con-
tent of about 10 vol% retained austenite could be implemented in the microstructure of
the X153CrMoV12-1 steel. This led to an increase of the fatigue strength, due to stress
induced transformation of the retained austenite and the subsequent formation of compres-
sive residual stresses. A cold work tool steel with low carbon content that was also tested
showed the worst fatigue properties. This behavior could be traced back to predominantly
intergranular fracture of the grain boundaries, resulting in a brittle fracture behavior and
low energy dissipation during crack propagation.

3.3.5 AbrasiveWear Modeling

Wear is related to sliding contact and abrasive wear occurs when a surface containing
hard particles slides on another softer surface. The sliding causes the hard particles to dig
into the softer surface and as the sliding motion continues, grooves are formed on the soft
surface from where the material is removed. The volume lost due to abrasive wear can
be quantified by considering the normal force between the two surfaces FN , the abrasive
wear coefficient kabr, which depends on the average roughness of a surface, the hardness
of the material to be abraded H , and the distance of sliding x in an Archard type wear
model Vwear [4],

Vwear D kabr
FNx

H
: (3.6)

The simulation model is verified using a sliding test for the abrasive wear. A steel block
is resting under its body weight on a rock surface, it then slides on the rock specimen for
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Fig. 3.34 Simulation setup and geometry of the steel and rock specimen for the wear test (a). Accu-
mulated wear on the steel specimen surface after a sliding distance of 6.4 cm on Fell sandstone (b)

Fig. 3.35 Comparison of the
theoretical total volume lost to
abrasive wear with the peridy-
namic simulation model with
respect to varying hardness of
the rock surface
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a known distance of 6.4 cm, as shown in Fig. 3.34a. The test is performed for three types
of rocks with different hardness values: Sherwood sandstone (H D 4:8 � 106 Pa), Fell
sandstone (H D 5:28�107 Pa) and Dealbeattie granite (H D 1:48�108 Pa). Accumulated
volume lost due to abrasive wear from Fell sandstone on the steel surface, computed using
the peridynamic simulation model, is shown in Fig. 3.34b. Volume lost due to abrasive
wear computed from the simulation model using rocks of varying hardness is compared
with the theoretical values obtained from Eq. 3.6 in Fig. 3.35.

The verified model for abrasive wear can now be used to compute the volume lost on
the cutting tools due to abrasion. The simulations performed for the LCM test in mixed
ground conditions (Sect. 3.2.2.3) are used to investigate the abrasive wear on the cutting
discs for two different penetration levels; p = 2mm and p = 4mm. Figure 3.36a shows the
accumulated wear on the cutting disc at three stages, i.e. in the soil domain (left column),
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Fig. 3.36 Comparison of the abrasive wear on the cutting disc working in mixed ground conditions
(Fig. 3.20) at two different penetration levels; p = 2mm top row and p = 3mm bottom row of a).
Total volume lost on cutting disc due to abrasive wear over cutting length (b)

at the soil-rock interface (middle column) and in the rock domain (right column). It can
be seen that the accumulated wear on the cutting disc increases significantly as the disc
continues to move into the rock domain. Total volume lost due to abrasive wear at the
cutting disc is plotted over the cutting length for both penetration levels in Fig. 3.36b.

3.3.6 Simulation of Abrasive Tool Wear on theMesoscale

The interaction between tunneling tools and soil or rock causes abrasive wear in the tun-
neling process. Many different methods have been already used to describe the abrasive
behavior of sand and rock, such as laboratory tests, field tests, and numerical simula-
tions. The application of numerical analysis improves the design methodology and allows
to achieve a more optimized shape for cutting tools. Numerical methods can be used to
simulate the interaction between machine components and the ground. We introduce an
efficient wear model for estimating the abrasive wear rate caused by a mixture of parti-
cles. Such a model can help the engineer to understand the wear mechanisms better, to
determine the reasons for the cutting tool failure, and consequently to optimize the design
of the tool components. The goal is to reduce the number of required laboratory tests in
the design procedure of the TBMs, and thus to save costs.

Our wear model is based on the idea of extrapolating the behavior of a scratch caused
by a single abrasive particle to the total wear rate of the particle mixture, employing re-
lations resulting from 3D particle simulations. This objective is reached in two steps: in
the first step, a single scratch test is modeled to investigate the cross-sectional geometry
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of the resulting groove and to understand the dominant wear mechanism. In the second
step, the results of single scratch tests are extended to the wear of the mixture by means
of equations for the number of contact particles and normal contact forces obtained from
particle simulations. Numerical methods used for these procedures are the Finite Element
Method (FEM) for simulation of single scratch test and Distinct Element Method (DEM)
for modeling of particle mixture. These steps are explained in detail in the following sub-
sections.

3.3.6.1 Single Scratch Test
Abrasion can be numerically reproduced in a controlled way by simulating a single asper-
ity scratch test where a pin or a conical indenter penetrates the surface of the specimen and
slides over it. Scratch damage ranges from plastic grooving in ductile material to cracking
and chipping in brittle material. The scratched surface is a result of the active micro-
mechanisms of abrasion, namely, plowing, wedging, and cutting (see also Sect. 3.3).

A three-dimensional scratch process is modeled and simulated using a coupled
damage-plasticity material model, implemented as a user subroutine (UMAT) in the
finite element code Abaqus. The model consists of a rigid tip with a predefined radius and
a flat deformable specimen (see Fig. 3.37). The specimen is fixed, and the tip slides over
the surface in such a manner that a groove forms. The width and length of the specimen
should be large enough to eliminate boundary effects. In the simulations, a displacement-
controlled loading was applied in two steps:

� In the indentation step, a vertical displacement along the thickness of the specimen is
applied to press the indenter down until it reaches the specified indentation depth.

� In the scratching step, a horizontal displacement is applied to slide the indenter in the
z-direction at the constant indentation depth prescribed by the indentation step.

The contact area and the reaction forces were recorded during the process. The material
properties of quartz (SiO2), which is much harder than the steel of the specimen, are
assigned to the tip. As a result, the tip does not wear during the scratching movement,

Fig. 3.37 Schematic represen-
tation of the scratch test in the
initial undeformed configura-
tion
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Table 3.4 Mechanical proper-
ties of the tested materials

Material Quartz (SiO2) Steel (1.0570)

Young’s modulus (GPa) 73 210

Poisson’s ratio 0.17 0.33

Density (kg/m3) 2200 7800

Hardness (GPa) 9.8 2

Material Quartz (SiO2) Steel (1.0570)

Young’s modulus (GPa) 73 210

Poisson’s ratio 0.17 0.33

Density (kg/m3) 2200 7800

Hardness (GPa) 9.8 2

and can be considered rigid. We selected material properties of standard steel DIN 1.0570
AISI1024, which is commonly used in machine components, for the specimen to be
scratched. Table 3.4 lists the mechanical properties of quartz and the steel used in the
model.

The initial model for the tip and the specimen used in the numerical simulations with
their discretization are depicted in Fig. 3.38. A very fine mesh or a uniform fine mesh
for the specimen will drastically increase the computation time, especially in the three-
dimensional models. However, a coarse mesh is not sufficient to capture the plastic defor-
mation and the localization of damage. Therefore, we employed mesh refinement around
the scratching zone to reduce the number of elements and consequently speed up the sim-
ulations and at the same time obtain sufficiently accurate results.

The single asperity test was performed for an indentation depth of 0.002mm. A total
sliding distance of 0.1mm was realized by the tangential movement of the tip. An illus-
tration of the simulation results with groove is depicted in Fig. 3.39. The influence of the
abrasive particle size on the wear volume is typically studied for abrasive particles up to
around 100 µm. Hence, the simulations were performed for three tip radii of 25, 50, and
100 µm with the cone angle of 60° (see Fig. 3.40). In these simulations, the indentation
depth is constant and equal to 0.003mm.

The smaller the tip radius is, the lower shoulders of the groove are obtained, and
consequently more wear is caused (Fig. 3.41). Thus, the wear volume increases with
decreasing tip size for constant indentation depth. In addition, the employed coupled

a b

Fig. 3.38 a Spherical tip with a radius ofRD 50 µm, bmesh for the specimen used in the numerical
simulations
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a b

Fig. 3.39 A groove resulting from a single scratch test for d D0:002mm andRD50 µm. aDistribu-
tion of equivalent plastic strain in 3D view and b result of a microscopic height profile measurement
(blue is low and red is high)

a b c

Fig. 3.40 Representation of the tips used in the simulations. a R D 25 µm, b R D 50 µm and c
R D 100 µm

damage-plasticity model accounts for the damage induced on the specimen, which re-
sults in the volume loss of the surface. In experiments, the particle size effect is studied
using a grid of particles or tips. For a grid of particles under constant pressure, the force
per particle has a direct relation with its radius. Because the number of particles per unit
area decreases for larger particles, it results in a larger amount of wear caused by every
single particle. The cross-sectional geometry of the groove caused by a tip with a radius
of 100 µm reveals a completely plastic deformation with large shoulders and no material
removal. In contrast, for the scratch cross-section built by the tip with a radius of 25 µm
almost no shoulders are observable, and a large wear volume is recorded. This effect is
discussed in the following Sect. 3.3.6.2, where a grid of particles is simulated using DEM.

3.3.6.2 Total Abrasive Wear of a Mixture
Particle simulations permit extension of the prediction of abrasiveness of individual par-
ticles to the actual ground consisting of abrasive particles with different sizes and shapes.
The simulation of a mixture of particles was performed using the distinct element method
in PFC3D software. The abrasive particles were simulated as quartz grains, as quartz is
one of the most abrasive minerals in common soils.
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Fig. 3.41 Particle size effect (left) distribution of equivalent plastic strain for a R D 25 µm, c R D
50 µm and e R D 100 µm and (right) cross-section of the groove for b R D 25 µm, d R D 50 µm
and f R D 100 µm

The setup for the particle simulation consists of a box with unit dimensions filled with
a mixture of particles with different radii. Two types of particles were assumed with the
same mechanical properties, but different diameters, DA 	 DB , and a defined volume ra-
tios �A and �B D 1 � �A. The particles are generated randomly inside the box and then
settled down by applying gravity. Due to the small size of particles, the settling step takes
a long time and is the most time-consuming step in the simulation. To have a satisfactory
settlement prediction, the box is shaken in which a relative small velocity is applied to
the side walls. A linear contact model is considered between the particles. The simulation
results indicated that the inter-particle friction coefficient does not have a significant ef-
fect on the number of particles being in contact with the surface. Therefore, all wall and
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Fig. 3.42 Relation between
number of contacts and par-
ticle diameter for different
volume ratios of a A-Particles
and b B-Particles
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particle contacts are supposed to be free of friction. Pressure is applied to the top surface
of the particles.

A parametric study was performed to derive a relation between the number of contact-
ing particles as a function of particle size and volume ratio. By varying the diameter and
volume ratio, a database is created for each particle type. Figure 3.42 presents the results
for the number of contacts per unit area by A- and B-particles. Best curve fitting to these
data points is performed using the MATLAB curve fitting tool. Finally, expressions for the
number of contacting particles Nc are found as

Nc;A D 0:9 �
.2�1=rAB/
A D�2

A ; Nc;B D 0:9 �
.1=rAB/

B D�2
B ; (3.7)

in which �A C �B D 1 and rAB as a ratio of DA to DB for DA 	 DB . These relations are
used in the next section to estimate the total abrasive wear rate of the particle mixture.

The contribution of a particle to the total abrasive wear rate is defined by

Pvi D fab Ag;i vt ; (3.8)

where vt indicates the tangential relative velocity between the abrasive particle and the
tool. The average area of a groove caused by all particles of type i , Ag;i , is obtained from
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Abrasive material and steel properties
ASTM-G65

Groove cross-section
Single scratch simulation
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Estimation of abrasive wear rate
Wear model

Fig. 3.43 Calculation procedure of abrasive wear model

the single scratch simulations. It is supposed to be a function of influencing parameters,
i.e., the mean particle size and the normal contact force (or indentation depth).

The total wear rate Pv of a material is the summation of the wear rate for particles in
contact with the tool surface,

Pv D
nX
iD1

Nc;i Pvi ; (3.9)

in which n is the number of particle types and Nc;i is the number of contacts per unit
area for particles of type i . The abrasive wear rate is determined using the calculation
procedure illustrated as a flowchart in Fig. 3.43. The parameters influencing the abrasive
behavior and the wear rate can be divided in three categories: abrasive medium character-
istic, machinery component properties, and the contact mechanism.

The abrasivity of rocks can be deduced from their mineralogical composition, espe-
cially the fraction of hard minerals such as quartz. The important mechanical and geomet-
rical properties of particles are size, shape, and hardness. Based on the literature, larger
particles generate a higher contact force, remove the material surface faster, and create
a harder texture. However, our observation in the single scratch test is opposite to the size
effect reported in the literature. We found that smaller particles, with sharper tips, cause
more wear in the form of material removal compared to the plastic deformation caused
by larger particles. We speculate that, under a constant load, a smaller particle penetrates
deeper into the material and creates a larger groove area.

In general, material removal rate is linearly related to particle hardness. Harder parti-
cles act as rigid indenters compared to softer particles and increase the surface roughness.
However, for the occurrence of significant abrasion, the ratio between the hardness of the
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particles and the surface is important. For a hardness difference higher than
1.2, the abra-
sive wear rate remains constant. In tunneling applications, the most abrasive particles are
quartz, which is almost five times harder than steel surfaces, such as that of construction
steel (see Table 3.4). Therefore, it is supposed that the possible variation in the hardness
of sand particles does not influence the resulting abrasive rate.

3.3.7 Simulation of Tool Wear byMicro-Cracking

Wear-protective layers of tunneling tools, used to protect the soft substrates from abra-
sive wear, are subjected to surface fatigue. This wear mechanism is mainly governed by
elasto-plastic deformations, crack initiation and crack propagation on the microscale (see
Sect. 3.3.3.2). These effects may not be visible on the macroscale at first, but may lead
to macroscopic cracks during the excavation process and ultimately to failure of the tool.
For instance, if the cracks cluster, parts of the tool’s surface break out. These phenom-
ena are affected by the material’s microstructural properties, namely the microstructure
morphology and the material properties of the constituents. The surface layers of mining
tools consist of metal matrix composites (MMC), which contain brittle carbide inclusions
surrounded by a ductile metal matrix. The inclusions supply the resistance against abra-
sion whereas the properties of the ductile matrix provide crack resistance and thus, the
necessary resistance against surface fatigue. Numerical simulations of crack propagation
through microstructures can be carried out based on voxel data obtained from micro-CT
scans. Basing the simulations on structure images enables the observation of the governing
effects, even in complex three-dimensional structures. This property is beneficial, because
imaging processes of real microstructures suffer from the problem that the measurement
of crack surfaces in three-dimensional bodies, especially for the crack propagation over
time, is extremely costly if not partially impossible. Additionally, the mechanical fields,
such as the plastic deformations and the stress distributions, can be visualized and in-
vestigated in the numerical simulations. Furthermore, the simulations enable comparative
studies of different microstructures promising to improve those regarding crack growth
resistance and thus wear by design and material choice.

3.3.7.1 Simulation Framework for Ductile Crack Propagation
on the Microscale

We developed a numerical method for the efficient simulation of ductile crack propagation
at finite strains based on voxel data cf. [101], which enables robust and mesh-independent
simulations and is capable of simulating crack propagation along a priori unknown crack
paths through brittle as well as ductile materials. Its starting point is the so called Eigen-
erosion approach for crack propagation as introduced in [84] and implemented into the
Finite Element Method in [69]. This approach was extended to ductile fractures at finite
strains in [100].
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a b dc

Fig. 3.44 Simulated tension test of a a brittle plate, which is loaded vertically with an over time
linearly increasing displacements, b its resulting reaction force for different numbers of elements
and c the specimen and d reaction force of a plate of ductile material, taken from [100]

The developed algorithm leads to plausible results as demonstrated for the example of
a simple tension test (Fig. 3.44). A brittle plate fractures into two parts along a crack
perpendicular to the load direction. A shear zone develops at an obtuse angle to the
pulling direction. The mesh convergence of the brittle as well as the ductile specimen
is demonstrated in the reaction forces. Previously, this algorithm was shown to be capable
of simulating subcritical crack propagation under cyclic loading in [102]. For the efficient
simulation based on voxel data, the approach is combined with the Finite Cell Method in
a new algorithmic framework [101]. Thereby, the problem of meshing the complex mi-
crostructures is circumvented because therein, the mesh is generated independently from
the inner material boundaries. The material boundaries are imposed by decomposing the
elements, the so called “finite cells”, into subcells. These subcells are constructed con-
formingly according to the material interfaces allowing for a suitable integration of the
material coefficient jumps inside the finite elements. A special discretization technique,
which ensures efficiency on the one hand and a certain accuracy and numerical stability
on the other hand, is applied. In order to maintain accuracy of the crack propagation, the
mesh is adaptively refined at the crack tip by splitting the finite cells into separate finite
elements whenever the crack enters a finite cell.

We demonstrated the concept of the proposed algorithm and its efficiency using an ar-
tificial microstructure as an example (Fig. 3.45). It consists of a spherical tungsten carbide
inclusion that is surrounded by an 
-carbide layer and a ductile nickel matrix, is simulated
with the boundary conditions in Fig. 3.45d to show the concept of the proposed algorithm
and its efficiency. Hereby, a tetrahedral mesh, a semi-regular hexahedral mesh with hang-
ing nodes and the proposed algorithm is applied. As shown in Fig. 3.45b, e, the crack path
is independent of the chosen discretization type. Furthermore, the semi-regular hexahedral
FE mesh and the proposed algorithm lead to a very similar reaction force, cf. Fig. 3.45c.
In Fig. 3.45f, the computational efficiency of the proposed approach is demonstrated by
comparing the number of equations, that are solved in each Newton-Raphson iteration.
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a b c

d e f

Fig. 3.45 Simulation on an artificial microstructure in a and boundary conditions in d resulting in
the final crack paths for b a tetrahedral mesh and e a hexahedral mesh. In c, the resulting reaction
forces and, in f the number of equations in each Newton step are shown, cf. [101]

Especially, in the beginning of the simulation of the proposed approach, the number of
equations is reduced by a factor of 5 compared to the semi-regular hexahedral FE mesh.
However, this academic example was constructed with the purpose of examining the ac-
curacy rather than efficiency. Since all elements in the material interface are fractured in
the end, no significant gain in the computational costs can be reached by the proposed
method. This circumstance will change when considering real microstructures with only
a small fraction of ruptured material interfaces.

3.3.7.2 Voxel-Based Analysis of Crack Propagation Through MMC
We performed simulations on the microstructure obtained from micro-CT scans to exam-
ine crack propagation in MMC used as wear-protective layer on tunneling tools. A typical
micro-CT scan of the metal matrix composite Ferrotitanite (Fig. 3.46) consists of grey-
scale values that represent the density of the specimen and is obtained by measuring
the X-rays, which are emitted by an X-ray tube and which penetrate the specimen. The
brighter the value, the higher the intensity of the measured X-rays and thus the lower the
density of the investigated voxel. For the application, the resulting grey-scale values are
processed to erase noise and artifacts. Afterwards, they are binarized by application of
a threshold value to identify the distribution of the two composites, here the brittle and
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Fig. 3.46 Voxel data as grey-scale values obtained from a micro-CT scan, which is cleaned and
binarized into the inclusion (green) and iron matrix phase (silver) and contour plot of the von Mises
stress under one dimensional tension in axial direction

stiff titanium carbide inclusions and the ductile iron matrix. Even though the resulting mi-
crostructure is of a high complexity, it is discretized without high computational effort by
the FCM. Based on this, efficient simulations are carried out on these data. As an example,
the result of a one dimensional tension test without the assumption of crack propagation
is shown in Fig. 3.46. The material properties of the inclusions are obtained from the lit-
erature whereas the material parameters of the iron matrix are fitted to tension tests to
accurately represent the behavior in the plastic regime. The von Mises stress is high in
the inclusion phase compared to the stress in the ductile matrix (Fig. 3.46). Hence, loads
applied on the Ferrotitanite are primarily carried by the stiff inclusions.

A representative section is selected from the whole scan, under linearly increasing
deformation in one direction and symmetry boundary conditions in lateral direction, cf.
Fig. 3.47a, for the simulation of crack propagation through the microstructure. The crack is
initialized as shown in Fig. 3.47b, c by assuming eroded elements at the beginning of the
simulation, because the numerical framework only considers crack propagation and not
crack initiation. The numerical parameters for the crack propagation, namely the Griffith-
type energy release rate Gc and a regularization parameter �, are obtained by fitting them
so that the results of a specimen of a tension test breaks into two parts under the correct
tensile stress. The overall material behavior is elastic even though one of the constituents,
here the metal matrix, behaves elasto-plastically. Furthermore, the crack propagates in
steps instead of breaking the material into two parts at once. The resulting crack surface
propagates in general straight through the microstructure in agreement with observations
from the experimental results.

3.3.7.3 Influence of Different Inclusion Shapes on Crack Propagation
The crack propagation through different microstructure morphologies is investigated, to
improve the material microstructure of the layers applied to the mining tools regarding
surface fatigue. Therefore, simulations are carried out under the assumption of simplified
inclusion shapes.
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a b c

d e f

Fig. 3.47 a Boundary conditions of a one-dimensional tension test on MMC microstructure with
b initial crack and microstructure, c consisting of titanium carbide inclusions (green) and iron matrix
(silver) resulting in the reaction force in d and the crack path in d and e, cf. [101]

The inclusion shape depends on the production process of the material. The simplified
microstructure of a cold-work steel, produced by hot-isostatic pressing (HIP), is charac-
terized by spherical chromium carbide inclusions embedded in the ductile steel matrix
(Fig. 3.48). In contrast, the inclusions are shaped as ellipsoids in Fig. 3.48d, which is
typical for hot-rolled steels. Symmetry boundary conditions with an externally applied
deformation (Fig. 3.47) are applied, which increases linearly over time. In the resulting
crack paths of the cold work tool steel microstructure containing the spherical carbides
(Fig. 3.48b, e), the crack primarily propagates around the inclusions whereas the crack in
the microstructure containing ellipsoids propagates straight through the inclusion phase.
This effect occurs because the crack propagates along the energetically most favorable
path. Different from the case with ellipsoids, now the path around the spherical inclusions
is energetically more favorable than the one intersecting them. The same effects are ob-
served in experiments. For instance, the crack in Fig. 3.48c through a real microstructure
which inherits rather spherical inclusions avoids propagation through the chromium car-
bides. However, cracks propagate through the ellipsoidal inclusions as well (Figure 3.48f),
as also observed in the simulations.
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a b c

d e f

Fig. 3.48 Microstructure consisting of a spherical and d ellipsoidal chromium carbide inclusions
(green) within ductile steel matrix and b, e the resulting crack paths (gold) that occur under the
boundary conditions in Fig. 3.47a. c and f show the microstructure of comparable experiments

Fig. 3.49 Reaction force
of one-dimensional tensile
test with boundary condi-
tions in Fig. 3.47a of the cold
work steel microstructures in
Fig. 3.48a, c

The maximum forces and displacements are extracted from the force-displacement
curves, to decide, which morphology leads to a higher resistance against crack propagation
and thus surface fatigue. The cold work tool steel microstructure with spheres (Fig. 3.49)
is capable of enduring a higher force and larger imposed mechanical energy than the mi-
crostructure which includes ellipsoids. Therefore, it is expected that the unrolled material
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inherits a higher resistance against surface fatigue than the rolled material. In general, the
simulation of crack propagation for the investigation of the crack resistance can also be ap-
plied on different forms of microstructures, e.g., ones which result from other production
processes, like casting. Furthermore, microstructures with different inclusion sizes and
microscopic material properties can be analyzed. Improvements can be suggested regard-
ing the choices of microstructures of the metal matrix composite layers on the tunneling
tools by comparing the results of these simulations.

3.3.8 Monitoring of tool wear and damages

We investigated the possibility of monitoring the cutting tools of a TBM in real time to
ultimately reduce maintenance and downtimes. While performance and other parameters
of TBMs are routinely monitored [65], monitoring the cutting tools directly has to over-
come many challenges. In civil structures and rotary machinery, such as jet engines, wind
turbines and trains, where monitoring systems are already in use, the conditions are often
assumed to be quasi static. During operation, the different phases of an operational cycle
of a machine, are considered as a whole. They are therefore static, as the machine just
repeats the same cycle. However, for a TBM this assumption is taken to a different mag-
nitude compared to other machines. Factors that influence the “cycle” of a TBM are the
amount of overburden, cavities and excavated materials leading to the shield partially not
being in contact to the tunnel face as well as water content, shield force/head pressure and
most importantly the type of rock or soil.

We introduced the general principles of machine monitoring and damage detection be-
fore discussing possible sensor technologies and where these can be applied regarding
TBM. To address the possibility of monitoring a TBM, we used vibration-based experi-
mental data from the RTD (Sect. 3.3.4.1) as a small scale model of the disc cutters. Then
strategies and methods will be explained, and finally we conclude with a proof of concept
using artificial damages.

3.3.8.1 Principle of wear and damage detection
The fundamental concepts of detecting damage in machine parts and structural compo-
nents come from condition monitoring (CM) and structural health monitoring (SHM),
respectively, and are highly application specific (e.g., [32]). The damages that should be
detected need to be defined to build a monitoring system. Furthermore, the operational
and environmental conditions should be determined to evaluate limitations of the data ac-
quisition. The acquisition requires selecting the type, number, and location of sensors. It
is important to normalize data, to separate damage relevant information from other influ-
ences. After that, feature extraction and information condensation take place. Finally, the
extracted features need to be statistically analyzed and classified into damaged and undam-
aged cases. This last step is called statistical model development and can be performed
involving one of three common methods: supervised learning, unsupervised learning or
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novelty detection. The first and second are neural-network based methods, while the sec-
ond and third method do not require a priori knowledge of the damaged case [28].

The economical aspects of a monitoring system are to be considered, in particular in the
planning and testing phases. With more knowledge about the quality and characteristics of
collected data and specifics of the monitored machine/structure, analysis methods become
more robust and data acquisition can be reduced, lowering monitoring costs.

Our research concentrated on the most common damages of disc cutters and their bear-
ings, using vibration-based feature extraction. For disc cutters these damages are wear,
impact damage, split ring loss or blockage due to seal failure of the bearings [31] and
for bearings these are single-point defects and generalized roughness faults [109]. While
bearings are well investigated regarding monitoring [25, 61, 99], monitoring of disc cut-
ters is in its infancies [82, 98] and until today rarely been used on actual TBMs [66].
Currently, the prediction of wear is based on many parameters of TBMs, which are al-
ready monitored, like cutter head revolutions per minute (RPM), cutter head torque, axial
force and displacement of thrust jacks [65]. We explored the use of acceleration (model
333B30–PCB Synotech) and force (KM40–ME-Systeme) sensors in a small scale model
of a TBM.

3.3.8.2 Vibration-based monitoring
Every machine that carries out physical work generates vibrations. These vibrations fun-
damentally depend on the properties of each machine component, i.e., geometry, material
parameters, velocity, etc. While the machine is running, all of its components experience
wear, which changes their properties and therefore the characteristics of the generated vi-
brations. The basic idea of monitoring is to determine how these vibrations change over
time and distinguish between an operational state and a damaged one.

Most of the time, machines have components, like gears, bearings, and shafts, that gen-
erate repetitive signals, i.e., with systematic frequencies. These signals can be classified
into stationary and non-stationary, meaning that statistical properties do not change over
time, continuous or transient, and random or deterministic. The classification is important
for a selection of an appropriate signal processing method, like Fourier transform, Hilbert
transform, digital filters, and demodulation.

The greatest advantages of using vibrations for monitoring are the immediate response
of vibrations to changes and the ability to identify the actual faulty component. Oil anal-
ysis, for example, can take days for wear to be detectable based on the accumulation of
metal chips and even then it is unclear from which part these originate [75].

3.3.8.3 Proof of concept
To demonstrate that damages can be detected with the RTD, we use data from experiments
and two models. Each of these datasets contains data for an undamaged and damaged case.
Two different methods for damage detection, namely the Hilbert transform and a complex
demodulation algorithm, were used to investigate the capability of damage detection [73].
We extracted the same feature with both envelope generatingmethods and compared them.
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The data show that for the different datasets the Hilbert transform,

Ex D F �1.F.xi / 2U / D xi C iH.xi/ ; (3.10)

with the discrete time series xi , the Fourier transform F , the Heaviside step function
U , the Hilbert transform H and the resulting Envelope of the data Ex , extracts damage
relevant feature more efficiently.

Based on the results from [73], we conducted a larger study with purely experimen-
tal data to correlate the initial findings with an increasing, albeit artificially introduced,
damage state of disc cutters [74]. We performed 65 experiments with three individual disc
cutters of same geometry and material and up to four different damage states. The exper-
iments were done using the RTD described in Sect. 3.3.4.1. However, the conditions the
disc cutters were performing at can be described as rather ideal. Rocks were not used at
this stage, instead the disc cutters rolled on a steel surface. We removed low frequency
components from the recorded data using a moving average filter

Nxi D xi � 1

2nC 1

iCnX
kDi�n

xk : (3.11)

Here, 2nC 1 D 21 is the size of the used box car window of the filter. After this step,
only high frequency noise and the interaction of the damage of the disc cutter, which
happens exactly once every rotation, is left. Figure 3.50a shows an example of the raw
data obtained from these experiments. Here, the disc cutter had a damage of roughly 2mm

Fig. 3.50 a Exemplary time domain data of a disc with a damage interacting every two seconds.
b The same data with the moving average removed from it, still showing the damage interaction
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in size. Figure 3.50b shows the results of the filtering method. In this short example, the
interaction can be seen four times with an interval of two seconds in between.

After the data is cleansed, the envelope is calculated according to Eq. 3.10 and trans-
formed to the frequency domain, where the feature, called damage indicator (DI) from
here on, is extracted. The DI we chose is the maximum value of the envelope between
0.45 and 0.55Hz, as the frequency of the interaction of the damage is expected to be
roughly 0.5Hz. This expectation is based on the a priori knowledge of the speed of the
RTD and the ratio of diameters of the parts involved. In an attempt to further improve the
correlation between DI and damage size, the DI is normalized by the total energy of the
signal

ET D 1

N

N�1X
kD0

kFkk2 ; (3.12)

with the total number of discrete samples N in the frequency domain.
The results for disc cutters A and B show a correlation between DI and damage size

for both considered disc cutters (Fig. 3.51). DI from disc cutterA benefit from the normal-
ization, while the same is not true for disc cutter B . Results for the third disc cutter were
not conclusive and are not considered here. An extended analysis of these results revealed
that the operational conditions have greater impact than expected [74].

a b

c d

Fig. 3.51 The left column of plots, a and c, shows the damage indicator (DI) without normalization
and the right column, b and d, show the DI with normalization. In the first row, only data of disc
cutter A, green color, and in the second row data of disc cutter B, red color, is shown. Each of the
four figures shows data from a force sensor on the left y-axis, represented by circles, and the right
y-axis shows data from an acceleration sensor, represented by triangles
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3.3.8.4 Outlook
In the future, we will expand our investigations towards disc cutters used on Anröchter
sandstone, a rock with moderate anisotropy and low porosity (see Sect. 3.2.2.2. Ex-
ploratory tests showed that the rock is initially free of fractures. Specimens are drilled
from blocks with a core drill. To define a baseline, data with mainly damage free discs
and bearings will be collected. The baseline will then be used for statistical analysis to
discriminate among damage sensitive and insensitive features. The monitoring will be
improved by using high frequency sensors and video footage of the experiments. We plan
to improve on the currently used sensors to enable modal analysis. Video footage will be
used to correlate as many parts of the data as possible to different non-damage-related
events, such as rock fracturing. Improvements of the data analysis will consider fitting
algorithms, methods as well as using neural networks for direct disc cutter monitoring.

3.4 Influence of Tool Wear on the Effectiveness of Excavation

The material concept for tunneling tools is based on two main aims. A long and well
predictable service lifetime helps to keep maintenance interruptions short and a high tun-
neling efficiency allows for fast penetration rates of the TBM. Based on the results of our
laboratory testing and numerical modeling of tool wear, several recommendations can be
derived to improve material concepts for tunneling tools and thus the excavation process.

Counteracting the dominant wear mechanism, which depends on the properties of the
excavated ground, is the key to increase the tool’s lifetime. Selection of the optimal ma-
terial or an optimal tool design is based on suitable wear tests and in-depth analysis of
the tribological system during the planning stage of the tunneling project. For granular
soils, which will mainly be excavated by scraping tools, the hardness of the soil parti-
cles, their size and morphology have to be considered for the material choice of wear
protective layers and inserts on chisels, reamers, and scrapers to inhibit abrasive wear. Fur-
thermore, the presence of boulders, schistosities and other soil-inhomogeneities should be
assessed to evaluate the extent of cyclic mechanical loading that is to be expected. If severe
cyclic loading is predicted, it is advisable to choose materials with a low content of hard-
phases for wear-protective layers or inserts to increase their content of the crack-resistant
metal matrix. Küpferle [46] showed for cemented carbides that the fatigue strength of a 15
vol%-Co grade is increased by about 80 %, compared to a 6 vol%-Co grade under cyclic
compressive loading. Thus optimizing Co-content bears the potential for significant im-
provement potential for wear protective inserts, that wear out due to fatigue micro-spalling
under the repetitive impact of abrasive particles.

Apart from the hard-phase volume content, the behavior of the metal matrix in wear-
resistant composite materials was identified as the decisive factor to promote a high fatigue
strength. The commonly used Ni-based metal-matrix composites of NiBSi or NiCrBSi,
reinforced with fused tungsten carbide hard particles, are susceptible to fatigue cracking
due to their comparably low strength Ni-metal matrix, which promotes premature crack
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initiation at a low number of loading cycles. In contrast, Fe-based and Co-based hard
alloys offer significant fatigue strength, due to their metal matrices, which exhibit a higher
strength than Ni-based metal matrices (Fig. 3.30). Despite the challenges connected with
the use of Fe-based hard alloys, such as higher processing temperatures and restricted
availability of well-established hard phases, they represent a promising material concept.
Possible applications that allow for the replacement of fused tungsten carbide with soft
carbides of the type M7C3, comprise soils with a hardness of the soil particles below 1000
HV (e.g. Flint), or soils with severe cyclic load potential due to large particle sizes and
thus high impact energies during contact to the tool.

Regarding disc cutters, tool lifetimes can especially be improved for tunneling in soft-
rock with a low amount of inhomogeneities. Then, the disc cutters are only rarely sub-
jected to severe mechanical loads and the main wear mechanism is abrasion, as the disc
cutters are dragged through the ground with a large relative movement. In these cases,
carbide-containing cold-work tool steels like X153CrMoV12-1 or 90MnCrV8 may re-
place the currently used hot work-tool steels (X50CrMoV5-1) with a low content of
hard-phases to achieve high abrasion resistance. Adjusted heat treatments can be applied
to form low (< 15 vol%) amounts of the tough phase retained austenite to increase the
fatigue strength and fracture toughness of these cold-work tool steels (Fig. 3.33). This
metastable phase can transform to the hard phase martensite, featuring a higher resistance
against abrasive wear. In addition, subcritical crack growth is stopped due to the residual
compressive stresses that are created as a result of the lattice transformation. For exca-
vation of hard rocks or heterogeneous soils, the hot-work tool steels remain the superior
choice due to their overall high fatigue resistance. To guarantee the desired material be-
havior, tool manufacturers and suppliers must pay attention to the chemical purity of the
utilized steel and to the heat-treatment. Especially the contents of sulfur, phosphor, and
oxygen have to be kept to the lowest possible level, as these elements form non-metallic
inclusions, which promote crack initiation under cyclic loading. Refinement processes
such as electro-slag remelting can reduce the content of these unwanted elements and can
increase the overall homogeneity of the steel, which improves the mechanical properties.

3.4.0.1 Implications for Tunneling Efficiency
To realize the predetermined advancement rates of the TBM, the tunneling tools must be
capable of excavating a certain amount of ground-volume in a fixed timespan. The exca-
vation process includes the release of soil particles from the tunnel-face and the removal
of the material from the excavation chamber. The excavation process of rock by the means
of disc cutters involves introducing compressive stresses and subsequent crack propaga-
tion inside the rock, which eventually leads to chipping. To achieve high efficiency of this
excavation mechanism, the applied external force has to be converted into the newly cre-
ated crack surface, which encloses a maximum rock volume. The energetic assessment
implies a positive impact of large single cracks in the rock on the tunneling efficiency, in
comparison to a high number of small cracks that take up the same amount of fracture
work than one large crack. Therefore, rock excavation should aim for large fragment sizes
of the released material.
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Fig. 3.52 a Experimental
setup of uniaxial rock inden-
tation testing, b calculated
energy consumption of vari-
ous system components in the
indentation test, c blunting of
a soft indenter over several
cycles of use

a b

c

Uniaxial indentation tests on several rock types (see Fig. 3.52a), as well as rock ex-
cavation experiments at the RUB-Tunneling Device were conducted, to investigate the
interaction of different tool geometries with rocks. The most significant finding of the in-
dentation experiments was that indenters with a sharp tip, which produces a small contact
area and therefore high stresses in the contact area, facilitate the propagation of a large
median crack, in contrast to blunt indenters. Blunt indenters cause the formation of a large
pseudo-plastic zone at the rock surface, which is characterized by pore collapse and prop-
agation of a high number of microcracks and therefore dissipates energy but will not lead
to the desired fragmentation (see Fig. 3.52b). In addition, the plastic deformation of the
indenter itself takes up a significant amount of the externally applied work. For these rea-
sons, blunt indenters and correspondingly blunt cutting edge geometries of disc cutters
appear unfavorable concerning the tunneling efficiency. Based on this result, geometry
changes of the cutting edge during the tunneling process, which are caused by plastic de-
formation or other wear phenomena, must be critically assessed. Indentation tests with an
indenter made of soft steel (300 HV30) on Fontainebleau sandstone revealed successive
blunting of the indenter tip after several tests (see Fig. 3.52c). In correlation, the necessary
indentation forces to fracture the rock specimen increased significantly. Excavation exper-
iments on Anröchter sandstone with a pristine disc cutter (2.8mm cutting edge width) and
a worn disc cutter with blunted cutting edge (4.0mm cutting edge width) demonstrated
the impact of the tool geometry change on the tunneling efficiency. At the same contact
pressure, the new disc cutters excavation performance was much better, compared to the
blunted disc cutter (see Fig. 3.53). The large difference can be traced back to the rock frac-
ture behavior that is caused by the disc cutters. While the new disc cutter caused fracture
of large rock particles, the blunted disc cutter only generated rock dusting by releasing sin-
gle rock grains and small chips. This experimental investigation confirms the previously
presented theoretical analysis and emphasizes the importance of cutting edge retention of
the disc cutters for the tunneling efficiency during rock excavation.



158 L. Brackmann et al.

Fig. 3.53 Comparison of the
excavation capability of a disc
cutter with small edge width
(2.8mm cutting edge width)
and a disc cutter (4.0mm cut-
ting edge width), measured on
Anröchter sandstone
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Abstract

The excavation process in mechanised tunnelling consists of various technical compo-
nents whose interaction enables safe tunnel driving. In reference to the existing geolog-
ical and hydrogeological conditions, different types of face support principles are ap-
plied. In case of fine-grained cohesive soils, the face support is provided by Earth Pres-
sure Balanced (EPB) machines, while the Slurry Shield (SLS) technology is adapted
in medium-grained to coarse grained non-cohesive soils even under high groundwater
pressure. For both machine techniques, the support medium (the excavated and con-
ditioned soil (EPB) or the bentonite suspension (SLS)) needs to be adapted for the
specific application. Within this chapter, the theoretical, experimental and numerical
developments and results are presented concerning the fundamentals of face support in
EPB and SLS tunnelling including the rheology of the support medium, the material
transport and mixing process of the excavated soil and the added conditioning agent in
the excavation chamber of an EPB shield machine as well as the constitutive models
for investigations of the near field interactions between surrounding soil and advancing
shield machine.
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4.1 Fundamentals of Face Support in Mechanized Tunneling
Adapting Conditioned Soil and Bentonite Suspensions
as Support Media

Two important variants of pressurized face tunnel boring machines include TBMs with
Slurry Shields SLS and Earth Pressure Balance (EPB) machines. In the following sections,
background information will be given to show how the experimental investigations and
models of soil structure can be used to analyze and improve the excavation process.

4.1.1 Face Support in EPB Tunneling

In mechanized tunneling with Earth Pressure Balance Shields (EPB Shields), the machine
uses the excavated soil to stabilize the tunnel face against earth and possibly existing wa-
ter pressures and thus to generate a static equilibrium. For this purpose, the excavated
soil is compressed in the excavation chamber until a state of stress is reached that corre-
sponds to the required support pressure. Fluctuations and a constantly required adjustment
of the support pressure during excavation significantly show the influence of the changing
material properties of the mostly heterogeneous construction ground on the tunnel face
support. For controlled support pressure transfer and safe advance, the support medium,
i.e. the excavated soil, must have various material properties. The required properties in-
clude sufficient workability and flow behavior of the supporting medium. If the excavated
ground does not provide the required muck behavior in its natural state, it is necessary
to award it such properties. These properties of the soil can be changed and positively
influenced for tunneling with earth pressure shields by soil conditioning.

Shield excavation can be divided into two discontinuous phases: excavation and the as-
sembly of segment lining. Figure 4.1 schematically shows the structure of an EPB shield.
By rotating the cutting wheel (2) and simultaneously extending the hydraulic jacking
presses (10), the machine penetrates the ground. For this purpose, the jacking presses
use the last segment ring built as a thrust bearing and press the cutting wheel against the
working face (1) via the pressure bulkhead (4). If the excavation chamber (3) is completely
filled, a supporting pressure can be built up via the extension speed of the jacking presses
(10) as well as the speed of the screw conveyor (6) or transferred via the thrust plate (4) to
the soil mixture located in the excavation chamber (3).

The workability and the flow behavior of the soil mixture in the excavation chamber (3)
is essential for reliable support pressure transmission. For this purpose, stators or rotors
(5) are arranged on the thrust plate (4) as well as on the cutting wheel back (1) to mix
the excavated soil. In the protection of the shield (12), the segments of the tunnel lining
(11) are assembled to a circular profile. For this, a vacuum is created between the segment
stone and the vacuum plate of the erector. Meanwhile, the segments are held in their
position and orientation by the extension and pressing of the hydraulic jacks (10). The
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Fig. 4.1 Schematic illustration of an EPB shield [94]

cavity created thus receives its final securing immediately after driving and is therefore
capable of absorbing the forces and resulting stresses that occur during ring closure. The
excavated material transported by the auger conveyor (6) is transported out of the tunnel
using conveyor belts (8) or wagons (not shown here). In case of need, e.g. an increased
groundwater infiltration, the screw conveyor (6) can be retracted and the opening closed
with a sliding gate (7).

Support pressure transfer The steering and control of the support pressure in EPB
tunneling depends primarily on the soil and, if applicable, on its degree of conditioning.
Furthermore, machine-related factors such as the direction of rotation, the rotational speed
of the cutting wheel and the position of the screw conveyor influence the support pressure
control. [11, 16, 62]

The density of the supporting medium is changed by the addition of conditioning
agents, in particular by the addition of foam, water or polymers. The conditioning agent
is injected into the soil during tunneling through injection nozzles in the cutting wheel
and the excavation chamber. As the added amount of foam increases, the density of the
supporting medium decreases. Due to the inherent weight of the supporting medium, the
density of the material is of great importance for the build-up of a supporting pressure
and its control. The support pressure is measured by pressure sensors which are installed
over the entire surface of the pressure wall. Due to the relatively inert behavior of the sup-
port medium, support pressure fluctuations between +/- 0.3 bar must be considered during
tunneling [11, 16–18].

Figure 4.2 shows a simplified schematic of the interaction between the support pressure
and the earth and water pressure.
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ground surface

groundwater level

Fig. 4.2 Pressure interaction between the EPB-TBM and the tunnel face

Application range for EPB machines and experimental investigations According to
Maidl (1995) [62], the supporting medium should have plastic properties, viscoplastic de-
formation behavior and sufficient flow behavior. These properties can be summarised in
the term workability. The ideal consistency of the supporting medium is often described as
pasty. In cohesive soils with sufficient plasticity, a very soft to soft consistency should be
aimed for [16, 62]. Using the term workability, for cohesive soils, both possible clogging
risks must be excluded, and a homogeneous support pressure transfer must be ensured.
Since a cohesionless, in-situ soil often does not have the necessary properties for suffi-
cient workability, this is realised by adding conditioning agents, including foam, water or
bentonite suspension. Figure 4.3 shows the extended application range for the use of earth
pressure shields according to Maidl (1995) [62].

To investigate and measure workability and rheology of soil, various experimental pro-
cedures were analysed and further developed within the Collaborative Research Center
837. These experiments are described in the sections below, and their essential evaluation
methodology is outlined.
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Fig. 4.3 Extended application range for the use of EPB shields after [16]

4.1.2 Face Support in Slurry Shield Tunneling

In tunnel boring machines (TBM) with fluid support (Slurry Shield machine, SLS), active
support of the working face is provided by a pressurized fluid, usually a bentonite suspen-
sion. The required pressure is applied via an air cushion in the working chamber, which
is separated from the excavation chamber by a submerged wall (Fig. 4.4). In addition to
the advantage of active face support and thus protection against soil and water inflow,
fluid support is particularly suitable for the support of challenging ground conditions with
sensitive control of the support pressure [28].

Support pressure transfer The supporting effect in slurry-shield tunneling is achieved
by the bentonite suspension creating an excess pressure compared to the surrounding earth
and water pressures and penetrating into the pores of the existing soil [39, 53, 78]. The
origin of this principle as well as prevailing theories lie in diaphragm wall technology
and are transferred to tunnel construction [61]. The penetration behavior is significantly
influenced by the yield point of the suspension and the ratio of bentonite particle size and
pore space. A distinction is made between three penetration processes of the bentonite
suspension into the soil [78]:
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� formation of an outer filter cake (Fig. 4.5a),
� pure penetration of the bentonite suspension into the soil (Fig. 4.5b),
� formation of an inner filter cake (Fig. 4.5c).

The formation of an external filter cake (see Fig. 4.5a) occurs when the pore size of
the soil is smaller than the dispersed particles in the bentonite suspension. In this case, the
suspension does not penetrate into the soil but a filtering of bentonite particles takes place
at the surface of the supported soil. The bentonite particles lying flat on top of each other
and act as a sealing membrane [39]. Among other things, this is important in tunneling
when the excavation is stopped in order to prevent the tunnel face from collapsing [39].
The ability of the filter cake formation as well as its thickness and the filtrate water release
can be determined by the filter press test according to API RP 13B-2 [3].

If the bentonite particles within the suspension are smaller than the smallest pore di-
ameters in the soil, the suspension including the bentonite particles can penetrate far into
the soil (see Fig. 4.5b). The suspension causes a supporting flow force, which is trans-
ferred into the soil via the grain structure and prevents grains from falling out and thus
the soil to be supported from collapsing [39, 53]. During penetration, shear stresses occur
on the grain surfaces due to the yield point of the suspension, which lead to stagnation of
the suspension after a defined depth. This seals the pores and prevents further flow of the
suspension [52].

If the particle size of the bentonite dispersed in the suspension lies between the mini-
mum and maximum pore diameter, the suspension with contained bentonite particles can
penetrate into the soil, but at pore constrictions the solid particles are filtered from the
suspension, as they are too large to pass through the pore channels. Due to the succes-
sively increasing deposition of bentonite particles in front of the pores, the pores become
clogged over time. An internal filter cake is formed (see Fig. 4.5c) [78].



172 4 Earth-Pressure-Balance and Slurry Shield Machines

= γ ∙ ℎ = γ ∙ ℎ

ℎ

ℎ

σ

, σ

σ

1

σ

, σ

= γ ∙ ℎ = γ ∙ ℎ

ℎ

ℎ

σ

1

= γ ∙ ℎ = γ ∙ ℎ

ℎ

ℎ

σ

, σ

1

a b

c

Fig. 4.5 Mechanisms of support pressure transfer. a filter cake formation, b penetration, c internal
filter cake after [28]

4.2 Experimental Investigations of theWorkability of Cohesive
and Non-Cohesive Soils

Experiments to investigate the workability of both cohesive and non-cohesive soils in-
clude the slump test, the ball measuring system, the COSMA large-scale testing device and
a displacement-controlled penetration testing device, among others. A novel new device
to detect the penetration depth of bentonite suspension in non-cohesive soils will also be
introduced.

4.2.1 Slump Test

To investigate the flow behavior of cohesionless soils, the slump test has become widely
accepted both in laboratories and in tunneling practice. This test method, initially used for
concrete technology and anchored in DIN EN 12350-2:2019 [30], provides index values
for the workability of conditioned soils or excavated material. This means that the flow be-
havior of conditioned soils cannot be measured directly but can be determined indirectly
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Fig. 4.6 Photo study on the influence of the FIR on the slump and slump yield determined in the
slump test. Successive increase of FIR in 5 vol.% steps from left to the right [94]

via the slump and slump flow. An increasing Foam Injection Ratio (FIR) increases the
slump and slump flow rate. Figure 4.6 shows an example of the influence of FIR on slump
and slump flow based on slump tests carried out on sandy soil. While coarser soils react
much more sensitively to a change in the FIR in the slump test, an increase of between
5 vol.% and 10 vol.% is necessary for fine sands in order to determine clear differences
regarding the slump. In this research, the range of workability of cohesionless unconsoli-
dated soils–determined in the slump test–is defined according to [16] for a slump between
10 cm and 20 cm.

There is no standardised test procedure among the various authors, which shows a se-
vere weakness concerning the comparison and reproducibility of test results. In addition,
this test method fails with fine-grained cohesive soils. Which reveals a further disadvan-
tage with regard to the field of application of the slump test. Furthermore, the determi-
nation of rheological parameters such as viscosity or yield point with the slump test is
only possible indirectly. For this reason, existing test methods were further developed into
a new test method within the context of the Collaborative Research Centre 837, with which
a wide range of soils can be investigated with regard to workability.

4.2.2 Ball Measuring SystemAnd cosma

To determine rheological parameters of foam conditioned fine sand Galli (2016) [40] and
Freimann (2021) [36] used the Rheolab QC rheometer and the associated ball measuring
systems from Anton Paar (see Fig. 4.7).
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Fig. 4.7 Rheolab QC rheometer fromAnton Paar (left) and different ball bearing attachments (right)
[40]

LSphere

M,n

η,ρdSphere

Fig. 4.8 Experiment with soil-foam mixture in the ball rheometer (middle); schematic sketch (left
& right)

During the rheometric investigation, the sphere moves rotationally around the mea-
suring system axis with radius L through the sample at a predefined speed n, thereby
generating a displacement flow. The vertical mounting strut of the sphere has a very small
thickness in the direction of movement in order to reduce the disturbing influences. The
experimental setup is shown in Fig. 4.8.

The recorded torque M can be formulated as a function of the rotational speed n.
The choice of the measurement profile for generating rheological material quantities is of
decisive importance, as it defines the rotational speed of the ball as a function of time.
The measurement profile Galli (2016) [40]) developed, contains a total of six revolutions
of the sphere. A complete revolution includes 360°, avoiding measurements in the zone
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close to the point of immersion of the ball in the sample to avoid possible interferences in
the measurement. This zone is defined as one ball diameter before and after the point of
immersion. During the measurement, the speed increases logarithmically and the torque
is recorded using 31 measuring points (see Fig. 4.8, right). To determine the rheological
material quantities from the known geometric and physical data, the conversion factors
CSS (Conversion Shear Strength) for calculating the shear stress and CSR (Conversion
Shear Rate) for calculating the shear rate according to Galli (2016) [40] are used in the
Rheoplus software. These conversion factors were determined based on calibration tests
with different fluids for the measurement system used in this research so that the shear
stress � and the shear rate 	 can be calculated as

� D CSS �M; (4.1)

and

	 D CSR � 
; (4.2)

with shear stress conversion factor CSS, torque M , shear rate conversion factor CSR and
speed 
.

4.2.3 COSMA – Conditioning of Soil in Mechanized Tunneling Using
Additives

The COSMA large-scale testing device, as shown in Fig. 4.9, was designed to test con-
ditioned sands under pressure conditions, such as those encountered with EPB shield
machines during tunneling. The test device consists of a cylindrical container (h = 0.7m;
Di = 1m; v = 550 `) with an agitator installed in the centre and is mounted so that it
can be tilted by approx. 100°. Within the Collaborative Research Centre 837, the first in-
vestigations under atmospheric pressure conditions were carried out and analysed in the
large-scale test device with the ball rheometer in order to be able to evaluate the use of
a ball rheometer in the excavation chamber.

To determine the rheological properties of the conditioned loose rock in the large-scale
test rig, a spherical rheometer was installed at the bottom of the sample container. The
ball rheometer consists of a ball with a diameter of 80mm, which is connected to the
drive shaft via a rod (d = 40mm, h = 95mm) that is eccentrically arranged by 55mm.
Thus, it is possible to examine samples with a maximum grain size of 16mm, taking into
account. The drive shaft is driven by a hydraulic swivel motor. Thus, the ball is moved
by a differential pressure in the hydraulic hoses of the drive between the end bearings on
a circular path with an angle of 338° at a constant speed. Due to the installed components,
in contrast to the small-scale rheometer tests, it is not possible to vary the rotational speed
of the ball rheometer during a test. The oil pressure of the hydraulic unit can be mea-
sured, recorded and evaluated with two pressure sensors from HBM. The speed of the ball
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Fig. 4.9 COSMA large-scale test stand and installation position of the ball rheometer [36]

rheometer can be adjusted depending on the speed of the hydraulic unit of the drive shaft.
The differential pressure, which is set according to the set speed, is software recorded at
a frequency of 1Hz for the entire duration of the test.

4.2.4 Load-Controlled Penetration Test Device

Freimann (2021) [36] adapted the test principle from the falling cone test [31], which
originates from geotechnics, and the Kelly ball test [4], which are used to test the fresh
concrete. Furthermore, Hansbo (1957) [46] and Merrit (2004) [65] provided important
insights into the design of the test rig as well as the evaluation of the data. To investi-
gate the workability of conditioned cohesionless soil, [36] conducted a parameter study
with different penetration body geometries as well as different ballasting. The measured
values were correlated with slump test results from the same soil-foammixture. The force-
controlled test consists of a sample cylinder, into which the medium to be tested is filled,
and a steel frame construction, which guides the penetration body or shaft via a sliding
bearing, (Fig. 4.10).

The cones used have a width of 15 or 21 cm and a height of 13 or 18.5 cm. They
weigh 800 g (small cone) and 890 g (large cone). The bullet mould used in the preliminary
investigations is 18.5 cm high, 15 cm wide and weighs 4500g. The steel shaft, to which
a thread attaches the penetration bodies, has a diameter of 1.5 cm and a length of 100 cm
(weight 1160.5 g). Freimann (2021) [36] selected the large cone shape and a penetration
weight of 2050g by evaluating penetration tests as well as slump tests and shear strength
tests carried out in parallel. This test setup made it possible to map the most extensive
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Fig. 4.10 Construction of the load-controlled penetration test device [36, 94]

realizable penetration range between the slump limits of 10 cm and 20 cm (acc. to Budach
(2012) [16]) in the penetration test. The resolution of the force-controlled penetration test
was greatest with these design parameters for foam-conditioned loose rock. To carry out
the experiment, the penetration element is positioned directly above the soil sample and
the clamp on the upper part of the shaft is loosened. Then the penetration depth is read off
via a scale and the measuring flag.

Calculation of the shear strength using the load-controlled penetration test device
To determine the undrained cone shear strength Curfc, an equation established by Freimann
(2021) based on DIN EN ISO 17892-6, 2017-07 is

Curfc D 0:27 � g � m

i2
; (4.3)

with gravitational acceleration g, penetration mass m and penetration depth i .
In addition, the shear stress acting on the surface of the cone results from the input

parameters fall weight W , penetration depth i and the opening angle of the penetration
cone. Figure 4.11 shows the forces and stresses acting during the test. The evaluation of
the shear stresses acting on the cone has already been studied in the experiments by Abd
Elaty et al. (2016) [1] and Perrot et al. (2018) [77] for fresh concrete and grout. After
completion of the penetration process, a state of equilibrium is established between the
penetration force W of the falling cone and the opposing force resulting from the shear
force Fsh and the normal force Fn acting perpendicular to the cone surface. The shear
stress � acting on the wetted cone surface can be calculated with the help of the penetration
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Fig. 4.11 Force interaction at the penetration cone during the penetration test with W (penetration
force), Fsh (shear force resulting ofW ), Fn (normal force resulting ofW ) and � (shear force at cone
surface) (left). Dimensions at the penetration cone to determine the fictive penetration depth if , with
hf (free height of the cone) sf (free length of the cone) and h (total height of the cone) (right) [36]

forceW , the opening angle of the drop cone ˇ and the wetted cone surface A,

� D w � cos ˇ
2

A
: (4.4)

The wetted cone surface A results from the measured penetration depth.

4.2.5 Displacement-Controlled Penetration Test Device

An important material parameter when driving with earth pressure shields (EPB shields)
in cohesive unconsolidated rock is the consistency of the soil. It determines the flow be-
havior of the excavated material or the support medium in the excavation chamber and
the auger. Furthermore, depending on the consistency and other material parameters, e.g.
the plasticity index, sticking phenomena can occur on the cutting wheel during tunnel-
ing, which can cause high costs due to power losses, cleaning measures and possibly also
increased wear. The experimental identification of a critical consistency of the excavated
material during the excavation process and an appropriately adjusted conditioning of the
soil can help to make EPB excavations safer, more cost-efficient and easier to plan in
the future. Based on the findings from Freimann (2019) [38] and Freimann (2021) [36],
the load-controlled penetration test was further developed into a displacement-controlled
version. The displacement-controlled version takes up the principle of penetration into
flowable and displaceable media, while differs from the force-controlled version from
Freimann (2021) [36] with regard to the control and the induced impulse. The test results,
i.e. penetration depth and penetration resistance, are digitally measured and logged. The
new test device (Fig. 4.12) can measure flow behavior for both cohesionless and cohesive
soils using different correlations. In particular, cohesive soils cannot be investigated with
the previously presented slump test. This limitation in the field of application is entirely
eliminated by the displacement-controlled penetration test due to the new test procedure.
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Fig. 4.12 Construction of the displacement-controlled penetration test device [94]

4.3 Experimental and Numerical Investigations on the Support
Pressure Transfer of Slurry Shields SLS in Non-Cohesive Soil

Detailed investigations on the stability of the tunnel face have been carried out using raw
data gained from on-site measurements. Based on the insight gain during these analyses,
a new device was developed based on the electric resistance measured in real time.

4.3.1 Investigations on the Tunnel Face Stability in Mechanized
Tunneling with Fluid Support

The interactions between excavation tools and ground are particularly relevant for the
consideration of face stability in mechanized tunneling with fluid support. For a better
understanding of the interactions between machine and ground, also with regard to the
tunnel face support, construction process data from tunneling projects were analysed. For
this purpose, tunneling data from three reference projects with comparable machine di-
ameters were used. For tunneling in soil, scrapers and reamers were identified as relevant
tunneling tools. For each cutting wheel, homogeneous cutting zones were defined, each
with a constant number of excavation tools within a cutting track. Figure 4.13 shows the
subdivision of the three cutting wheels into three, four and five cutting zones. The aim was
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Fig. 4.13 Cutting wheels of projects P1, P2 and P3 (top row) and the division into cutting zones
(bottom row) after [104]

to determine characteristic mean values for the sequential passage of the mining tools at
a local point of the working face [104].

To observe the transient processes during tunneling, excavation data are necessary. Raw
data such as revolutions of the cutting wheel per minute (RPM) and advance rate (AR) are
recorded directly and the penetration depth of the cutting wheel per revolution is calculated
from this. The recording is done as actual or average values per ring. To take a closer look
at the interaction between cutting tool and ground it is necessary to adapt the data to
a single cutting tool. A cutting tool moves forward and in a rotational motion at the same
time, it follows a spatial spiral. Each tool of a cutting track excavates only a part of the soil
at the tunnel face of a complete wheel rotation. The penetration depth of a tool therefore
depends on the number of tools on a cutting track (n), this results in an average penetration
depth per tool. The time spans (ttool) between two successive tools can be determined from
the cutting wheel revolutions per minute (RPM) as

ttool D 1

n � RPM
(4.5)

according to the same principle. In this time span, the pressure transfer mechanism can
form without being disturbed [104].



4 Earth-Pressure-Balance and Slurry Shield Machines 181
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c  P3 d 

Fig. 4.14 Correlation of penetration of one cutting tool with timespan between subsequent tools
after [104]

The evaluation of the penetration depth of a cutting tool during one pass with the time
span between the pass of subsequent tools is shown in Fig 4.14a–c. Homogeneous cutting
zones are considered separately and are color coded. Furthermore, linear trend lines are
shown in each diagram, which have the same slope with a slight offset within a project.
The same trend was observed in all three projects with regard to the excavation sequence.
The penetration depth of a cutting tool increases with increasing time between two tools.
The reason for this phenomenon lies in the distance between the tools and the centre of the
cutting wheel. The greater the distance, the more tools are in a cutting track and the lower
the penetration depth of each cutting tool. The trend lines shown in Fig. 4.14d characterise
all homogeneous cutting zones of the three projects. Marked in red is the typical cyclic
time interval and the typical penetration depth d of the tools in a fluid-assisted advance
[104].

The interaction between the pressure transfer mechanism and the cutting tools can be
described at the local level with two general situations. The first case (Case A) occurs
when a passing tool at a local tunnel face location removes the entire infiltrated zone with
bentonite suspension. Due to the abrupt removal, it may result in increased pore water
pressures in front of the tunnel face caused by the flow of slurry. This is in contrast to case
B, where only a part of the infiltrated zone is removed over which the pressure transfer
takes place. Both cases are compared in Fig. 4.15 [121].
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Fig. 4.15 Definition of case A and B of the interaction at the tunnel face during excavation after
[122]

Since in Case B only a part of the pressure transfer mechanism is removed, it is nec-
essary to describe it in more detail. After partial removal, immediate “re-penetration” of
bentonite suspension takes place each time a cutting tool passes through. That means,
bentonite suspension penetrates in an area of the soil skeleton where there are already
deposited bentonite particles from the previous suspension pass. Due to only partial re-
moval of the pressure transfer mechanism, occurring changes in pore water pressure and
effective stresses are less abrupt compared to Case A [120].

The stagnation gradient fs0 is

fs0 D a�f

d10
; (4.6)

with a as an empirical factor from the experiments, a D 2 or 3.5; �f the yield point of the
supporting fluid (ball harp or pendulum device) and d10 as the characteristic grain size of
soil (10% passage in sieve analysis).

In numerical simulations, Zizka [119] shows for Case A that the existing pressure gra-
dient during excavation is much lower than the stagnation gradient of the slurry during
primary penetration in steady state (ring building phase). The stagnation gradient de-
scribes the pressure drop across the penetration depth of the slurry and is an important
parameter in DIN 4126 [29] for the support pressure transfer mechanism. The stagnation
gradient fso is calculated according to Eq. (4.6). In Case A, as a result of the local damage
of the supporting pressure transfer mechanism, the pore water pressure increases globally
outside the penetrated zone (see Fig. 4.16a) [123]. The build up of the pressure transfer
mechanism is heterogeneous during excavation and can be transferred according to one of
the following modes (compare mechanisms described in Talmon et al. [100]):

� Flow pressure–in areas where the soil including pressure transfer mechanism is freshly
cut, comparable to pressure transfer suggested by [9];

� pressure drop over the partially formed pressure transfer mechanism and flow pressure–
in areas where the pressure transfer mechanism is still forming and has not yet been
completely formed, comparable to pressure transfer suggested by [14];
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Δu Δσ‘ Δu Δσ‘ Δu Δσ‘

Case A Case B-1 Case B-2a b c

Fig. 4.16 Efficiency of the pressure transfer mechanism for different interaction t the tunnel face
during excavation stage, illustrated for the elevation at the tunnel axis after [124]

� pressure drop over the fully formed pressure transfer mechanism–in areas where the
mechanism is almost completely developed, corresponds to the transfer suggested by
Kilchert and Karstedt [52].

Case B implies that after the partial excavation of the pressure transfer mechanism,
only this part needs to be rebuilt during re-penetration. For a more detailed consideration
of case B, it is necessary to distinguish between Case B-1 and Case B-2. Figs. 4.16a and
b the differences on the basis of existing stresses and their distribution are shown [123].

Case B-1 is characterised by no increasing pore water pressure outside the penetrated
zone (Fig. 4.16b). Experiments have shown that the pore pressure distribution is linear
and decreases to zero within the penetrated zone [119]. This case is characterised by
a higher pressure gradient during excavation relative to the stagnation gradient at steady
state. Anagnostou and Kovari [2] already proposed this hypothesis, which was proven in
the experiments. The fraction of the suspension overpressure that is converted into effec-
tive stresses in the soil skeleton depends only on the penetration depth of the bentonite
suspension. This implies that the ratio of the transferred pressure to the applied pressure
is well predictable. The application of the approaches described in DIN 4126 [29] for the
calculation and consideration of the stagnation gradient can be safely applied for Case B-1
[123].

Compared to Case B-1, Case B-2 is characterised by a non-linear pore pressure dis-
tribution during primary slurry penetration (Fig. 4.16c). The existing pressure gradient
during excavation is lower than the stagnation gradient fs0 according to DIN 4126 [29] in
the steady state. Since increased pore water pressures also occur outside the sliding wedge
to be supported, the efficiency of the support is lower than in Case B-1 and it is more diffi-
cult to be predicted. The application of the approaches from DIN 4126 [29] can therefore
lead to uncertain results [123].

For the required Case B-1, Fig. 4.17 was developed to substantiate the recommendation
for a minimum stagnation gradient according to DIN 4126 for Slurry Shields [29]. With
Fig. 4.17 it is possible to receive the minimum stagnation gradient, which implies an
efficient support of the tunnel face and avoids pressure losses due to escalating penetration.
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The diagram does not take into account the additional increase of the existing pressure
gradient during excavation for case B-1.

Figure 4.17 is based on four fixed values for the slurry overpressure �scrown (20, 60,
100 and 140 kN/m2) under variation of the tunnel diameter D and the sliding angle of the
wedge '. The sliding angles used for the calculation are typical for cohesionless soils. The
unit weight of the suspension is assumed to be 12 kN/m3 and it is thus on the safe side, in
contrast to the unit weight of fresh slurry. To calculate the minimum stagnation gradient,
the areas of total penetration and penetration within the sliding wedge are overlaid (see
Fig. 4.18). When the maximum decrease in efficient slurry overpressure transfer averages
exactly 5 kPa over the entire tunnel face, the recommended minimum stagnation gradient
is achieved [123].

For tunneling practice, it is important to aim for case B at the tunnel face without
a very deep penetration of the slurry to ensure sufficient efficiency. The minimum stagna-
tion gradient fs0 for this case can be determined according to Fig. 4.17. In this context,
it is important to emphasise that increasing the slurry concentration does not necessarily
improve the efficiency of the support, as it may lead to Case A. The results shown here
apply to fresh suspension, which is why the penetration depth of the suspension is higher
than that of loaded slurry [80]. The efficiency of pressure transfer in tunneling practice
can be influenced in several other scenarios. Broere [14, 15] already investigated exca-
vation through a semi-confined aquifer. This excavation situation can be characterised as
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Slurry penetrated zone

Zone with efficient pressure transfer

D

Fig. 4.18 Stagnation of supporting fluid inside the soil skeleton with 0 < fs0 < 1 after [119]

excavation through a permeable soil layer with limited dimensions in vertical direction, as
the permeable soil layer is confined in two impermeable layers. The direction of flow is
thus limited for the slurry and the efficiency of pressure transfer is reduced and especially
true for Case A. Similar problem can occur in excavations between artificial structures,
e.g. diaphragm and pile walls, where the flow field is also limited [119]. In addition to the
tunnel face environment or boundaries, there may be a heterogeneous working face where,
for example, Case A occurs in the lower half and Case B in the upper half. This situation
is shown in Fig. 4.19a. Coarse grained soil with a higher permeability favours Case B
and leads to the dissipation of the increased pressure from the finer soil. The efficiency of
pressure transfer is increased with Case A compared to the entire face. Figure 4.19b shows
a possible case with simultaneous presence of Cases A and B, which can be triggered by
different homogeneous cutting zones at the working face. The presence of case A here can
also reduce the coverage with Case B. Compared to the heterogeneous working face, the
difference here lies in areas with the same permeability. Therefore, it can be assumed that
the distribution of the increased pore pressure is dominated by the presence of Case A in
the part of the tunnel wall [119].

a b

Fig. 4.19 a Heterogeneous tunnel face, b homogeneous tunnel face with simultaneous presence of
Case A and B at the tunnel face within homogeneous soil conditions after [119]
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With specified soil conditions and cutter wheel design, it is possible to adjust factors
such as suspension concentration and excavation settings to achieve Case B across the
entire tunnel face. The following measures can be taken [119]:

� Decrease the yield point of the slurry – note, that the criterion for the local stability of
the tunnel face after DIN 4126 [29] still have to be fulfilled, furthermore, minimally
recommended slurry stagnation gradient to avoid efficiency decrease (Fig. 4.17) is to
be achieved.

� Increase slurry excess pressure to obtain deeper slurry penetration–note that this mea-
sure is efficient only in coarse soils.

As soon as Case B has been confirmed experimentally with adjusted parameters, the
minimum required support pressure can be designed easily by standard approach de-
scribed for instance in DAUB recommendation for face support.

4.3.2 Development of a New Device for the Detection of the Penetration
Depth of Bentonite Suspension in Non-Cohesive Soil

The penetration depth of bentonite slurry into saturated soil is usually determined in col-
umn tests. Information on the penetration depth is provided either by visual inspection
through the usually transparent cylinders or by the distribution of the pore water pres-
sure within the soil sample. Up to now, however, there has been no way to measure the
mechanisms by which bentonite particles are deposited in the pore structure of the soil.

A total of three measuring cylinders are developed on the basis of geoelectric resis-
tance measurements. In the first preliminary test stage, the aim is to differentiate between
various materials relevant to tunnel construction on the basis of their electrical resistance.
A cylinder with eight measuring electrodes forms the basis for these investigations. A low
voltage (5 volts) is introduced into a sample (water, bentonite suspension, water-saturated
soil or soil-suspension mixtures) via the measuring electrodes and the resulting current
intensity is measured. This results in a total of four electrical resistances, which are de-
rived from the eight measuring electrodes and provide information about the electrical
resistance at different points within the sample. Very good results are already achieved in
this first step [55].

In a second series of experiments, a new measuring cylinder is designed on the basis
of the previously described cylinder and the number of measuring sections was tripled.
The materials of the cell, the installation methodology and the input voltage are retained.
The conversion to electrical resistance is done digitally and recorded by a measurement
program. Figure 4.20a shows the experimental setup, Table 4.1 the material compositions
of the three selected experiments. Figure 4.20b shows an example of the evaluation of the
three tests (Table 4.1) of the soil 0.5 to 1.0mm with varying pore fluid. The aim of these
tests is to find out whether the electrical resistances of different material compositions can
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Fig. 4.20 a Experimental setup of the scaled experiments, b electrical resistance measurement of
varying material compositions after [55]

Table 4.1 Material compositions after [55]

Variation 0.5–1.0mm
and B1 6%

0.5–1.0mm
saturated

0.5–1.0mm
and B1 3%

Pictogram

(1) 0 to 75mm 75mm to 200mm –

(2) 0 to 125mm 125mm to 200mm –

(3) 0 to 125mm – 125mm to 200mm

Variation 0.5–1.0mm
and B1 6%

0.5–1.0mm
saturated

0.5–1.0mm
and B1 3%

Pictogram

(1) 0 to 75mm 75mm to 200mm –

(2) 0 to 125mm 125mm to 200mm –

(3) 0 to 125mm – 125mm to 200mm

be detected in the measuring cylinder. It is found that both the saturated soil from the soil-
suspension mixture with high solids content and different soil-suspension mixtures within
the measuring cylinder can be distinguished from each other on the basis of electrical
resistance [55].

The finding of being able to measure different resistance zones within a soil sample
forms the basis for penetration tests on a larger scale. Figure 4.21a shows a schematic
diagram of the test setup, Fig. 4.21b shows the test setup in the laboratory. 24 electrodes
(6 levels of 4 electrodes each) are embedded in the penetration cylinder. For the recording
of the resistances to the second, a measuring program is developed, which makes it pos-
sible to set all necessary parameters (measuring time, waiting time, number of measuring
cycles) and to carry out the measurement automatically as well as to display it in real time.
In addition to the penetration cylinder, two other cylinders (suspension and filtrate water
reservoir) are required to carry out a test [55].

A measurement cycle starts below the soil sample (�2 cm) and ends above the soil
sample (53 cm). When the suspension stagnates and the resistance values stabilize, the
measurement is stopped. Figure 4.22 shows an example of the results of three penetration
tests (a to c). Bentonite product B1 was used fot the penetrating slurry. In the input plane
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Fig. 4.21 a Schematic test setup, b test setup in the laboratory after [56]
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Fig. 4.22 Electrical Resistance measurements during bentonite penetration (0.5–1.0mm, 0.30 bar).
a B1 4%, b B1 5%, c B1 6% [56]

(-2 cm), the electrical resistance decreases as the solid content of the suspension increases.
The same phenomenon can still be seen in the first measuring level in the soil body (2 cm).
The electrical resistance then increases with increasing penetration depth. Based on the
development of the electrical resistance of each individual measuring level, conclusions
can be drawn about the penetration depth of the suspension; a stagnation of the measuring
value here indicates that a measuring level has been reached. The penetration depth can
be estimated to within 5 cm due to the vertical electrode resistance. Furthermore, it can be
seen from the evaluations that the electrical resistance decreases more quickly at low solid
concentrations and reaches a stagnant measured value earlier [55].

The electrical resistance data shown in Fig. 4.22 form the basis for further evaluation
possibilities. By looking at the last measured value and the graphical evaluation via the
penetration depth (Fig. 4.23), it is possible to obtain information about the deposition of
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Fig. 4.24 Evaluation of the electrical resistance over penetration depth after 180 s of penetration
[54]

bentonite particles. Figure 4.23 shows the evaluation of a sand with 0.5–1.0mm grain
diameter and the corresponding penetration depths of bentonite suspensions with three
different solid contents (4%, 5% and 6%). Based on the electrical resistances and the
optically assessed penetration depths, it can be concluded that with the 4% and 5% sus-
pensions all measurement levels (2 cm to 17 cm) were reached. This is not the case with
the 6% penetration. Based on the respective gradients between two measuring points, de-
posited bentonite particles in the grain structure can be visualized.

The electrical resistance of the penetrated soil is directly related to the content of ben-
tonite particles. When the soil is changed (Fig. 4.24) to a grain size of 0.063–4.0mm,
the filtration mechanisms become even clearer. The gradients increase and the penetra-
tion depths decrease in the same course. Here, too, measurement levels that have not been
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Fig. 4.25 Resulting percentage solids content of the pore fluid at different penetration depths [54]
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Fig. 4.26 a Temporal development of slurry penetration depth [119] of B1 6% into 0.063–4.0mm,
b soil cylinder after penetration of B1 6% into 0.063–4.0mm, c temporal development of electrical
resistance [54] of B1 6% into 0.063–4.0mm

reached can be recognized by a clearly steeper gradient of the connecting lines. Further-
more, the difference in electrical resistance within a graph indicates a clear change in
particle content.

Figure 4.25 provides a correlation to the remaining solid content within the pore fluid.
The lowest measured resistance in the first measurement plane (2 cm) is set to 100% solids
content, the highest value to 0% solids content (= pure water). In a direct comparison it
becomes clear that the soil 0.063–4.0mm filters more particles over a shorter distance
under the same experimental boundary conditions and therefore leads to a faster increase
of the electrical resistance. In [54], further penetration tests will be analysed and a direct
reference to supporting pressure calculations will be made.

Figure 4.26a, c shows investigations on the penetration behavior of a bentonite suspen-
sion with 6% solids content into a soil with 0.063–4.0mm. Figure 4.26a shows the results
of Zizka [119] based on the evaluation of the displaced filtrate water. Figure 4.26c shows
the evolution of the electrical resistances over time for the same soil-suspension combi-
nation. Based on the filtrate water analysis, a penetration depth of about 3.5 cm can be
derived. Kube [54] determines that the bentonite particles penetrate more than 6 cm into
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the soil, which can be seen in the development of the electrical resistance in the different
measurement levels. The measuring planes 2 cm and 4 cm are reached completely, 6 cm
almost completely and 8 cm reach only a few particles, which lower the electrical resis-
tance. Penetration studies with measurement of the electrical resistance at different levels
can therefore not only provide information about the pure penetration depth but also about
the distribution of bentonite particles in the soil body.

4.4 Analysis of the Soil Structure and Particle Storage –
Determination of the Phase Composition in Soils

In Sect. 4.1.2, the three different infiltration procedures and resulting mechanisms of sup-
port pressure transfer were introduced. In the present section, the effect of bentonite slurry
infiltration on shear strength and on microstructural changes in the bentonite slurry will be
discussed. In the first part of the section, the materials used and the methodological exper-
imental approach are presented. This includes a method for the measurement of particle
storage of bentonite solids, thus, bentonite concentration as function of penetration length
at the end of the infiltration process.

4.4.1 Material and Methods

Three sands with different grain size distributions (0.1 to 0.5mm, 0.5 to 1mm, 1 to 2mm)
are used to mimic the support mechanisms in the experiments. The initial bentonite con-
centration is identical in most of the tests performed and was chosen to be 6%, which
resulted in the formation of an external filter cake for the finest sand (0.1–0.5mm) (see
Fig. 4.5a), whereas the use of sands with grain sizes of 0.5–1mm and 1–2mm led to the
internal filter cake formation (Fig. 4.5c) and pure penetration (Fig. 4.5b), respectively.
The grain size distributions of the sands used are provided in Fig. 4.27a. A common
commercially available sodium-activated bentonite powder with high plasticity proper-
ties and swelling capacity is used for slurry preparation. The bentonite has a liquid limit
ofwL D 317%and a plasticity index of IP D 253%. The slurry is prepared through mixing
bentonite powder with tap water with the mixing ratio 60 g/l for 10 minutes. Subsequently,
the slurry is kept 16 to 18 hours at rest in a temperature-controlled room before being
used for the experiments. The flow behavior of the B60 slurry obtained from rheometer
(at 20 °C) is shown in Fig. 4.27b. An infiltration column, shown in Fig. 4.28, is used to
perform infiltration tests and the preparation of samples for the element tests. The column
itself is equipped with 16 pore pressure sensors radially distributed along the height, which
measure the pore water pressures during bentonite slurry infiltration over time. One fluid
reservoir containing about 30 l bentonite slurry is connected to the inflow (bottom) side
of the column, and a second fluid reservoir is connected to collect the slurry or water at
the outflow side. The mass contained in both reservoirs is continuously monitored. A hy-
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Fig. 4.27 Soil and slurry classification data

Fig. 4.28 Laboratory setup for infiltration tests and sample preparation for element tests

draulic gradient of �p D 50 kPa was applied through respective air pressures of 90 and
40 kPa on the fluid in the inflow and outflow containers, respectively. All infiltration tests,
except for the samples prepared for microstructural investigation, are performed with an
upward flow. The test duration was about 45min. However, in case of sand 1–2mm show-
ing pure penetration mechanism, the test has to be stopped after approximately 3min since
the inflow reservoir discharges very fast.

The given sand is filled into the column by air-pluviation method. The density achieved
is controlled by measuring layer wise the mass of the sand filled for a given layer thick-
ness. Subsequently, CO2 is flushed through the sand filled column for 1 hour replacing the
pore air. The sample is saturated by de-aired water. Permeability tests performed after the
saturation phase together with the precise measurements of density ensured the control of
initial soil conditions and reproducibility of test results. The time-dependent slurry pene-
tration data is then calculated using the balance measurements assuming one-dimensional
fluid displacement with a uniform infiltration front over the cross-sectional area of the
column. The samples for the planned tests (measurement of bentonite concentration and
rheology, triaxial tests, microstructural investigation) are taken after the infiltration test
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from the column. For this purpose, moulds of different sizes and geometries are designed
and produced. The moulds were installed inside the column prior to and during the air-
pluviation of the host sand. They were acquired at the end of the experiment through
dismantling of the column in a segment wise manner. The arrangement of the moulds in-
side the column is schematically shown in Fig. 4.28, where a) is the sample mould for
the microstructural investigation, b) is the triaxial split mould, and c) are the perforated
hollow cylinders to entrap the infiltrated slurry at target heights.

4.4.2 Particle-Storage and During Bentonite Slurry Infiltration

A method to directly measure the locally distributed bentonite concentration after the end
of the infiltration tests was developed. The concept consist in entrapping the infiltrated
pore fluid at different distances from the infiltration front, thus, at different heights in the
column. For this, 16 flat aluminum cylinders with dimensions 2 cm in height and 6 cm in
diameter providing an inner volume of about 30 cm3 were produced and perforated with
multiple 5mm diameter holes at top and bottom surfaces. The perforated cylinders were
placed during air-pluviation at the target heights hi . In order to avoid reciprocal effects
during one-dimensional flow between neighbor cylinders, the cylinders at height hiC1
were shifted also radially with respect to the preceding lower cylinder. After the end of
infiltration and pressure release, the overlaying soil was extracted carefully until reaching
the top of the cylinder. The fluid volume of about 30 cm entrapped in the cylinder was
collected from the container using a pipette and filled into glasses. The collected fluid
samples tested regarding their bulk rheological properties using a rheometer. A second
sample from the same height was used to measure the solid content by oven drying. By
this method, an correlation between solid content and bulk rheological properties is estab-
lished. Further, the method of direct measurement of concentration can be used to calibrate
the indirect measurements using geoeelectric methods as presented in Sect. 4.3.2.

In Fig. 4.29, the concentration profile obtained by the direct method for the sands result-
ing in the three different infiltration mechanisms is shown. For sand 1–2mm, no change
in the slurry concentration is observed, which indicates the pure penetration of the slurry.
However, for the other two sands, where formation of an external filter cake and internal
filtration is expected, a sharp decrease in measured bentonite solid content can be ob-
served. In case of the finest sand (Fig. 4.29a), the concentration decrease occurs over the
first 10 cm from the infiltration front from c0 D 50 g/l to c D 2 g/l. For the medium-coarse
sand (Fig. 4.29b), an initial penetration of the slurry without any bentonite filtration and
a constant concentration of about 50 g/l followed by a sudden drop of concentration down
to a concentration of c � 2 g/l occurs over 6 cm distance.

It was shown that the developed direct measurement of locally distributed final ben-
tonite solid content reflects well the interaction of the sand skeleton with the infiltrated
slurry and provides an insight into the quantitative filtration of bentonite solids inside the
grain skeleton. Further, the results will be used for the calibration of model parameters
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Fig. 4.29 Particle storage in
terms of bentonite concentra-
tion vs. height for the different
infiltration mechanisms: for-
mation of external filter cake
(a), internal filter cake (b),
pure penetration (c)

a

c

b

for the implementation of the continuum model of [89] for the simulation of filtration
process of bentonite slurry into grain skeleton and the resulting change in porosity and
permeability. Details of this work are published in [68].

4.4.3 Shear Strength of the Bentonite-Infiltrated Sand

The following paragraphs deal with the effect of bentonite slurry penetration on the shear
strength of the granular soil. This investigation is motivated by two reasons. Firstly, de-
pending on the properties of the granular soil and the bentonite slurry, different infiltration
mechanisms and pressure transfer mechanisms occur. As a result, the zone where the ben-
tonite slurry has penetrated into the pores can partly extend over the potential slip surface
of the active earth pressure wedge (see Fig. 4.15). Further, bentonite penetration and filtra-
tion induce a decrease in permeability, resulting in a concentration of pore water pressures
at the working face [115] due to the reduced drainage. This can in turn lead to a decrease
in effective stress and a resulting change in shear strength. Secondly, the shear strength
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of the soil matrix is one of the main components controlling the cutting tool wear and
subsequently the excavation process [113].

In order to study the effect of bentonite penetration on the shear strength of sand, con-
solidated undrained monotonic triaxial tests were performed on a sample of clean sand
(grain size 1–2mm) and a bentonite-infiltrated sample of the same sand. In both tests, the
initial relative density was very similar with ID D 71% and ID D 67% for the clean sand
sample and the infiltrated sample, respectively. Both values refer to density of the sand
grain skeleton (without the bentonite solid content of the infiltrated sample). Both sam-
ples were taken as undisturbed samples from the column test. For this, the triaxial mold
in the form of a split mold equipped with a latex membrane is placed inside the column at
the respective height close to the infiltration front (Fig. 4.28).

Subsequently, the sand is filled into the column. It is to be noted that a vacuum is ap-
plied to the split mold during filling the column with sand in order to ensure a good contact
between the inner surface of the split mold and the latex membrane, and thus, to ensure
a defined volume and shape of the sand sample inside the split mold. Prior to the bentonite
infiltration, the soil column is saturated with water. The bentonite slurry was infiltrated
into the sand by applying a hydraulic gradient of 50 kPa between the inflow and outflow
sides of the column. After the end of bentonite infiltration, vacuum is applied again to the
split mold to avoid any deformation of the sample due to stress release during disman-
tling of the column and removal of the overlaying soil. The split mold together with the
bentonite-infiltrated sample is carefully extracted and sealed by lids at top and bottom.
The sampling procedure for the clean sand sample is similar, except that the excavation
of the mold takes place after saturation with water. The mold with either the clean sand
or the bentonite-infiltrated sand sample is transferred to the triaxial device and mounted
into the triaxial device. The drainage system is saturated with de-aired water. After en-
suring the appropriate B-values greater than 0.95, the sample is consolidated at 100 kPa
effective stress, with a cell pressure of 700 kPa and a back-pressure of 600 kPa. After con-
solidation, the samples were monotonically sheared at undrained condition. The results
for both a clean sand as compared to and a bentonite-infiltrated sand sample are shown in
Fig. 4.30a–c.

As shown in the prior section (see Fig. 4.29), the combination of sand grain size of
1–2mm with bentonite slurry with initial 60 g/l solid content results in pure penetration
mechanism, where no bentonite particles are filtrated out of the slurry. The solid content
of the bentonite slurry remains unchanged over the penetration length. The bentonite con-
centration is therefore homogeneous inside the infiltrated triaxial sample and equal to the
initial value of 60 g/l. The results indicate that the qualitative behavior of the clean sand
and the infiltrated sample is similar. They show an increase of deviator stress q (as measure
of the shear stress) until they reach a maximum value at about 15 % axial strain, followed
by a subsequent decrease in deviator stress (see Fig. 4.30a). With further increase in axial
strain, the samples tend towards a stationary condition, known as critical state, in which
shearing can continue without further changes in effective stress or volume. The differ-
ence in peak deviator stress between the clean sand and the bentonite-infiltrated sample
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Fig. 4.30 Results of mono-
tonic undrained triaxial tests
on clean sand (grain diameter
1–2mm) and bentonite-
infiltrated sand (grain diameter
1–2mm, bentonite concen-
tration of used slurry 60 g/l):
deviatoric stress vs. axial
strain (a), pore pressure vs.
axial strain (b), stress path as
deviatoric stress q vs. mean
effective stress p0, with (c)

a

c

b

was found to be 10 to 15%, with smaller peak deviator stress for the latter. Accordingly,
in Fig. 4.30b, the pore pressure decrease after the slight initial pore pressure increase cor-
responds to dilative behavior for both sample conditions. The less steep decrease in pore
pressure for the infiltrated sample indicates a smaller rate of dilation for the infiltrated
sample than for the clean sand. Again, from the stress path shown in Fig. 4.30c, a smaller
peak deviator stress for the bentonite-infiltrated sample is visible. According to [101], peak
strength is the result of both the rate of dilation and the steady friction (at critical state)
inside the soil. Considering the critical state friction as dominated by the grain skeleton,
and therefore being identical for the clean sand and the bentonite-infiltrated sand, it is pre-
sumed that the rheological properties of the bentonite suspension reduces the contribution
of dilatancy to the peak friction.



4 Earth-Pressure-Balance and Slurry Shield Machines 197

4.4.4 Microstructural Investigation of Bentonite Slurry
and Bentonite-Sand Contact Zone

In the following, the microstructural investigation of the bentonite slurry at initial state and
after being subjected for 16 h to 100 kPa applied pressure in contact with the host sand
(0.1–0.5mm grain size) is presented. In both cases, the microstructure was investigated
using the Cryo-BIB-SEM technology (Broad Ion Beam polishing and Scanning Elec-
tron Microscopy under cryogenic conditions) as presented by [91], building on the first
prototype established by [27]. Cryo-BIB-SEM is a suitable technique to image pore-fluid
distribution in porous media [90]. For the investigation of the pure slurry at initial state, the
bentonite slurry was prepared with a water contentw corresponding to 1.1 times the liquid
limit water content of the bentonite (w D 1:1wL D 349%). Few drops of the slurry were
placed in a small container and rapidly frozen in slushy Nitrogen. About 1mm2 large, flat,
and damage-free cross-sections were cut into the samples using Cryo-BIB (Leica TIC3x),
following exactly the protocol of [91] (see Fig. 1 in [91]), except for the water phase in
the samples having been sublimated under controlled conditions in the SEM (Zeiss Supra
55 equipped with Leica VCT100) prior to sputter coating with Tungsten. The sample
cross-sections were investigated and imaged with high magnification across large areas
using simultaneously the SE2, BSE, and EDS detectors (SE2: Secondary Electrons, BSE:
Backscattered Electrons, and EDS: Energy Dispersive Spectroscopy).

For investigation of the bentonite-sand contact zone, five specially designed sampling
molds with dimensions 8mm (length) � 3mm (width) � 12mm (height) were embedded
with ca. half of their height into a sand-filled column. The molds were distributed equally
over the area of the sand-filled column. Subsequently, the slurry was carefully poured onto
the sand surface, thus, also into the half-embedded sampling moulds. By this manner, the
bentonite-sand interface was captured inside the sampling mould. After completing filling
the slurry volume on top of the sand, an air pressure of 100 kPa was applied for about 16 h.
After the end of the test, the slurry was carefully removed until reaching the sampling
moulds. They were carefully excavated, then the sampling molds were opened and the
small samples were directly frozen in slushy nitrogen. The subsequent procedure (Broad
Ion Beam polishing) was the same as for the pure bentonite slurry.

Figures 4.31 and 4.32 show the resulting images for the bentonite slurry (B60), and the
sand-bentonite contact zone, respectively.

In Fig. 4.31 (left), the white and light grey zones indicate the solid phase, which is
mainly constituted by the highly porous bentonite matrix and contains few other compo-
nents like feldspar (green particle in the center) or carbonates (few small orange particles).
The matrix is divided into sub-areas separated by larger elongated pores of arbitrary ori-
entation. The bentonite solids inside the matrix are forming a network, in which distinct
particles cannot be distinguished. Similar results were reported in [5] for a Calcium-
bentonite slurry. The bentonite solids arrange themselves in a manner to form the walls of
the pores of about 0.5 to 5�m in average diameter. The arrangement resembles a honey-
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Fig. 4.31 Cryo-BIB-SEM images of the pure bentonite slurry with w D 1:1wL: SE-image with
bentonite solid phase in white/light grey and sublimated pore space in dark grey/black color (left),
and EDS-image indicating chemical main elements of the solid phase (right)

Fig. 4.32 Cryo-BIB-SEM images of the contact zone of coarse sand 1–2mm with bentonite slurry
(4% bentonite content) uploaded with 10 g/l fine sand 0.1–0.5mm: BSE-image (left), and EDS-
image (right); picture width 1.3mm

comb structure, however, with much less regular geometrical arrangement in the case of
the bentonite slurry.

The Cryo-BIB-SEM images of the bentonite-sand contact zone (Fig. 4.32) reveal three
different phases. Firstly, the large (1–2mm) and small (0.1–0.5mm) quartz sand grains
are shwon in orange in the EDS-image and in dark grey in the corresponding BSE-image.
The bentonite solids in the pore space between the sand grains are shown in turquoise in
the EDS-image, whereas the elongated bentonite solids are visible in white in between the
black sublimated pore space. The image reveals that the bentonite particles are oriented
parallel and perpendicular to the circumference of the sand grains. The zones in beige
color (and a medium grey scale) indicate the existence of a third phase. However, it is
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also possible that the beige zones indicate a layer of saw dust prevailing during the BIB-
SEM procedure and hindering the view on the bentonite slurry in the pore throats. The
microstructural study indicated that the initial irregular fabric of the bentonite slurry was
affected by the pressure conditions and the contact with the sand grains and changed to
a more parallel arrangement with an orientation perpendicular to the sand grain surface.

4.5 Material Transport in the Excavation Chamber of Hydro
and Earth-Pressure-Balance Shields

The simulation of material transport processes require the development of specific numeri-
cal methods, each having their own particular numerical challenges. Also, the constitutive
models for inflow, mixing and interactions at the cutting wheel and in the excavation
chamber can be derived with some care from these numerical methods.

In Sects. 4.5.1–4.5.3, a computational fluid mechanics model for the material transport
in EPB shield machines, developed by Dang and Meschke [25, 26] is presented. The
respective findings and results from applications of the numerical model to an EPB shield
machine are contained in Sect. 4.5.4 (see [26] for more details).

4.5.1 Introduction

The excavated soil in front of the cutterhead of earth pressure balance (EPB) shield tunnel
boring machines (TBM) is typically modified by means of conditioning agents such as
water and conditioning foams, forming a soil paste in the pressure chamber [105]. The
cutterhead and the pressure chamber in the EPB-shield machine are shown in Fig. 4.33.

screw conveyor

fixed mixing armrotating mixing arm

rotator

bulkhead

cu
tt

er
he

ad

Fig. 4.33 Earth-pressure balance (EPB) shield tunnel boring machine. The cutterhead, pressure
chamber and screw conveyor are marked by the dotted green line [25]
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The transport and mixing processes inside the pressure chamber have an overarching
influence on face stability and steering of the machine and more broadly on the entire
excavation process as the soil paste is used as the support medium for the tunnel face in
order to avoid ground surface displacement and the flow of water into the chamber [61].
Gaining insight into such processes is therefore undoubtedly of interest to the practicing
engineer on one hand and poses several challenges to the researcher on the other. A re-
curring obstacle in the way of studying the processes inside the pressure chamber, for
instance, is the fact that such processes are often not empirically accessible using sensory
mechanisms. The pressure distribution in the chamber is a prominent example of such
limitation, where the pressure gauges on the bulkhead and the cutterhead can only provide
a partial picture of the actual distribution inside the chamber. Numerical simulations have
proven to be valuable tools in complementing this lack in empirical data, and many stud-
ies have attempted to use numerical methods for the simulation of various aspects of the
transport and mixing processes in TBMs [25, 26]. In addition to obtaining a fuller picture
of the pressure distribution, numerical methods can be used as frameworks to study ways
in which the transport and mixing processes can be manipulated to bring about desirable
effects. For instance, numerical simulations can be used as cheaper alternatives to exper-
iments for the optimization of the configuration of the mixing arms in order to maximize
mixing efficiency inside the chamber.

The mixture of soil and conditioning agents in the pressure chamber is typically con-
sidered as a viscoplastic fluid [44, 64]. The Binghammodel [13] and the Herschel-Bulkley
model [22] are popular choices to model such viscoplastic fluids, see also [74]. Given that
the rotation of the cutterhead and consequently the soil mixture inside the chamber are
relatively slow, the Stokes equations, see, e.g., [35] often provide a good approximation
for the fluid flow. Nevertheless, the nonlinear term in the Navier-Stokes equations are not
dominant for low-velocity fluid flows, and the extension to the Navier-Stokes equations
normally does not pose significant numerical challenges for such flows. It is moreover of-
ten necessary to include, at least weak, compressibility to capture an accurate description
of the flow because of the presence of the air component in the soil mixture.

The strong form of the Navier-Stokes equations are given by

�

�
@u
@t

C u � ru
�

� r � � C rp D �f in ˝ � ŒT0; T �;
@�

@t
C r � �u D 0 in ˝ � ŒT0; T �;

(4.7)

where u is a vector-valued function representing the velocity of the fluid, p is a scalar
function representing the pressure of the fluid, t denotes time and ˝ is the domain. T0
and T denote the start and end time, respectively. � is the fluid density and f is a body
force function. The stress tensor � is a function of the rate of strain tensor D.u/, which is
defined as the symmetric gradient of velocity D.u/ WD 1

2
.ru C ru>/.
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Introducing the isothermal compressibility coefficient �� ,

�� WD 1

�

@�

@p
; (4.8)

and expanding the continuity equation, the strong form becomes
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(4.9)

The density-pressure relations for the soil mixture are described as follows (see also [26]),
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where �0 is the initial mixture density and ˚a
0 and ˚ sw

0 are the initial volume fractions of
air and solid-water, respectively, at atmospheric condition. fa.p/ is air density as a func-
tion of pressure. The air volume fraction can be calculated as

˚a
0 D FIR

1C FIR

�
1 � 1

FER

�
; (4.12)

where FIR and FER are the foam injection ratio and the foam expansion ratio, respec-
tively [34]. We use a regularized Bingham model as the constitutive model. The standard
Bingham model for compressible fluids with Stokes’ hypothesis, i.e., zero bulk viscosity,
can be written as(

� D 2�D.u/C D.u/
kD.u/k�y � 2

3
�.r � u/I if k�k > �y;

D.u/ D 0 if k�k � �y;
(4.13)

where � denotes the constant plastic viscosity and �y denotes the yield stress. The Bing-
ham model can alternatively be written as(

� D 2�eD.u/ � 2
3
�.r � u/I if k�k > �y;

D.u/ D 0 if k�k � �y;
(4.14)

where the equivalent plastic viscosity�e is defined as�e WD�C �y
2kD.u/k . The regularization

function in [75] is employed, which can be written as

�e;" WD �C �y

2kD.u/k .1 � e �2kD.u/k
" /; (4.15)
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where " is a numerical parameter introduced to smooth out the exact Bingham formulation
in Eq. 4.14. The plastic viscosity and yield stress of the soil mixture are considered as
functions of pressure, see Sect. 4.5.5.

The solution to the flow problem in the pressure chamber of TBMs is a challenging
task, and special numerical methods are often necessary for such simulations. Some of
these challenges are outlined in Sect. 4.5.2. Furthermore, the theoretical aspects of two
numerical approaches are discussed. The first approach in Sect. 4.5.3 is based on the
shear-slip mesh update method and the immersed boundary method, and the second ap-
proach in Sect. 4.5.4 is based on the finite cell method. In addition, adaptive geometric
multigrid methods as well as parallelization strategies and scalability from the perspec-
tive of high-performance computing for the solution of large-scale problems are discussed
in Sect. 4.5.4. A numerical model for the pressure chamber of EPB-shield TBMs is pre-
sented in Sect. 4.5.5, and the numerical results with focus on the pressure distribution in
the chamber are discussed.

4.5.2 Numerical Challenges

The adequate definition of the geometry of the problem involves a sufficiently detailed
description of the computational domain with consideration for the essential components
of the cutterhead and pressure chamber such as the cutterhead rotators, the agitator and the
fixed mixing arms, see Fig. 4.34 on one hand and the sufficient resolution of the discretized
domain for numerical computation on the other.

A variety of CAD formats, such as boundary representation (B-rep) [98] and construc-
tive solid geometry (CSG) [81] are often employed for the former. The vastly different
requirements for the CAD representation of TBM components in the design stage, where
the majority of the CAD data is often produced compared to the requirements for such data
for numerical computation manifests itself as a myriad of deficiencies and errors in the

Fig. 4.34 The geometrical
components of the cutterhead
and pressure chamber of EPB-
shield TBMs: the cutterhead
rotators, the fixed and rotating
mixing arms and the screw
conveyor [25]

rotating mixing arms

fixed mixing arms

rotators

screw
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available CAD data from the perspective of numerical tools that in turn requires laborious,
often manual, corrections before numerical simulations can be carried out. Many numer-
ical methods such as iso-geometric analysis (IGA) [47] that aim to integrate CAD and
numerical analysis for instance rely on nonuniform rational B-spline (NURB) patches in
the CAD data being non-overlapping, which is not necessarily satisfied during the creation
of the CAD data. On the other hand, the sufficient resolution of the discretized computa-
tional domain requires the solution of large-scale numerical problems, especially in 3D,
with problems ranging up to millions of degrees of freedom (DoF), motivating the use of
parallelization methods and high-performance computing (HPC) algorithms and hardware
in order to obtain scalable solutions.

Furthermore, the rotating components of the geometry, namely the cutterhead and the
screw conveyor introduce additional numerical challenges. For instance, the finite ele-
ment method, which is one of the most popular numerical tools for the solution of the
flow equations described above does not immediately allow for the extreme distortions in
the discretized domain that result from the rotation of the geometry, and further consid-
erations are often necessary. The combination of the shear-slip mesh update method and
the immersed boundary method and the finite cell method are discussed in Sects. 4.5.3
and 4.5.4, respectively.

4.5.3 Shear-Slip Mesh Update – Immersed Boundary Finite Element
Method

In this section, a combination of two numerical methods, namely the shear-slip mesh
update (SSMU) method [102] and the immersed boundary (IB) method [69, 97] are de-
scribed for the simulation of the pressure chamber and the screw conveyor. More specifi-
cally, the IB method is used for the treatment of the screw conveyor and the SSMUmethod
is used for a number of rotating objects, including the cutterhead rotators and the mixing
arms.

The shear-slip mesh update method is an FEM-based method, optimized for the simu-
lation of rotating objects in a fluid domain. The computational domain is partitioned into
fixed and rotating zones, in which Eulerian and arbitrary Eulerian-Lagransian (ALE) for-
mulations are used, respectively. A thin mesh layer, called the shear-slip zone is inserted
between every rotating zone and the adjacent fixed zone. The division of the domain into
different zones is shown in Fig. 4.35.

While the mesh in the fixed and rotating zones remains untouched during the sim-
ulation, the shear-slip zone must be re-meshed at every simulation step as it borders
a non-moving boundary in the fixed zone and a moving boundary in the rotating zone,
see the Black points in Fig. 4.35. Note that the rotating zone undergoes a rigid body mo-
tion, and therefore its mesh is not distorted during the rotation. An advantage of the SSMU
method in comparison with conventional ALE methods is the limitation of the zone where
re-meshing is necessary to a relatively small part of the domain, namely the shear-slip



204 4 Earth-Pressure-Balance and Slurry Shield Machines

Fig. 4.35 Illustration of the different zones in the SSMU method. The fixed and rotating zones are
designated by blue and yellow colors, respectively. The shear-slip layer, designated by red color,
connects the fixed and rotating zones. The nodes in the shear-slip zone are connected to a fixed on
one side and a rotating mesh on the other, see the black nodes [26]

zone(s). The ALE formulation of Eq. 4.7 takes the following form
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where um is the velocity of the mesh, which only appears in the convective terms. See [25]
for a more detailed description of the SSMU formulation.

The immersed boundary method is another technique for the simulation of moving
boundaries in a fluid domain. While the SSMU method is practically limited to objects
that undergo rotation, the IB method can handle general movements and provides a more
flexible approach to such simulations. The solid object is allowed to move freely in the
fluid domain in the IB method without requiring the computational mesh to conform to
the boundary of the solid object, thereby bypassing the necessity for re-meshing as the
solid object moves in the fluid domain, see Fig. 4.36.

To this end, the nodes in the computational domain are divided into three categories:
solid nodes, which are covered by the solid object, adjacent nodes, which are those nodes
in the fluid domain that belong to elements cut by the solid object and fluid nodes, which
compose the rest of the domain, see Fig. 4.36. The movement of the solid object is taken
into account by imposing either an appropriate body force or an appropriate Dirichlet
boundary condition on the solid and adjacent nodes, see [25] for a detailed description of
the technical aspects.

The SSMU method for the simulation of the cutterhead rotators and the mixing arms in
the chamber and the IB method for the simulation of the screw conveyor are used in this
section. It should be noted that the SSMU method can also be used to model the screw
conveyor; however, the small gap between the screw surface and the conveyor wall on the
one hand and between the screw head and the mixing arms on the other as well as the
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Fig. 4.36 A moving boundary within a fluid domain in the immersed boundary method (left). Note
that the mesh does not conform to the boundary of the moving object. And the different types of
nodes in the IB method (right). The solid and adjacent nodes are designated by red and green colors,
respectively. The fluid nodes constitute the remaining nodes in the mesh [25]

inclination of the screw would make the pre-processing steps, i.e., the preparation of the
fixed, rotating and shear-slip mesh zones rather complex in comparison. Therefore, the
IB method is used for the screw conveyor. Similarly, the IB method can be used for the
simulation of the cutterhead rotators and the mixing arms. The SSMU method, however,
is more computationally efficient for rotating objects and provides a more straightforward
way for the application of boundary conditions as well as post-processing the results as
the mesh conforms to the boundaries of the solid objects. The technical aspects of the
coupling between SSMU and IB methods is described in [25].

4.5.4 Finite Cell Method with Adaptive Geometric Multigrid

The generation of boundary-conforming meshes for complex geometries is often a time-
intensive and error-prone process and marks a standing challenge in analysis using con-
ventional numerical methods such as the finite element method that rely on the existence
of such discretization of the domain. A variety of techniques such as the cut finite element
method (Cut-FeM) [19], the extended finite element method (XFEM) [8], the immersed
boundary method [69, 97], see also Sect. 4.5.3 and the finite cell method (FCM) [32, 76]
attempt to avoid the need for a boundary-conforming mesh to address this issue.

The finite cell method is a fictitious domain method that employs adaptive integration
for the resolution of the arbitrary physical domain, while a structured background mesh is
used as the computational domain as shown in Fig. 4.37 where a rotating solid object is
embedded in a fluid domain, also compare with the SSMU method in Fig. 4.35.

Essentially, the need for a boundary-conforming tessellation of the physical domain
is circumvented by postponing the resolution of the physical domain to the integration
stage. Adaptive integration is widely used in order to ensure sufficiently accurate numer-
ical integration in the finite cell method. We use space-tree data structures, see, e.g., [20]
for the discretization of the background mesh [85]. Space trees allow for adaptive mesh
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Fig. 4.37 An arbitrary rotating solid object, namely a cross-shaped rotating arm is embedded in
a fluid domain (physical domain). A structured background mesh is used in the finite cell method.
Note that adaptive mesh refinement is used in addition to adaptive integration in order to better
resolve the boundaries of the solid structure

Fig. 4.38 Resolution of the TBM pressure chamber and cutterhead through adaptive refinement in
the finite cell method

refinement (AMR) as well as the efficient handling of large computational domains on
distributed-memory systems with a low memory footprint. In addition to adaptive inte-
gration, AMR is employed as an extra layer for the resolution of the physical domain, as
shown Fig. 4.37. The resolution of the pressure chamber and cutterhead of the TBM is
illustration in Fig. 4.38.

The mixed finite cell formulation of the Navier-Stokes problem described in 4.5.1 fol-
lows the general steps of the finite element method [86]. The strong form is multiplied by
appropriate test functions from the left and integration by parts is used to transfer deriva-



4 Earth-Pressure-Balance and Slurry Shield Machines 207

tives from the trial functions to the shape functions. However, unlike the finite element
formulation, the boundary terms in the weak form on the Dirichlet part of the physical
boundary �D do not vanish because the solution space of the finite cell method in gen-
eral does not conform to the physical domain. The Nitsche’s method [73] for the weak
imposition of the boundary conditions is used, which leads to a consistent weak form and
does not introduce additional degrees of freedom in the global system. In addition to the
considerations for the imposition of essential boundary conditions, volume integrals are
multiplied by a function ˛.x/ that penalizes the fictitious parts of the domain. As model
problem, incompressible Newtonian fluids are considered in this section for illustration.
The strong form of the incompressible Navier-Stokes equations for Newtonian fluids are
obtained by replacing � D 2�D.u/, where � is the constant viscosity, and assuming den-
sity to be constant,
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which in addition to the boundary conditions
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form the Navier-Stokes boundary value problem. �D and �N are the Dirichlet and Neu-
mann parts of the boundary, respectively. w and h are prescribed functions and n denotes
the normal vector to the boundary with unit length.

The weak form of the mixed FCM formulation of the Navier-Stokes problem for in-
compressible Newtonian fluids, following the procedure described above, is obtained as
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where .v; q/ are the infinite-dimensional vector-valued velocity and scalar pressure test
functions, respectively. ˝e is the extended domain, in which the physical domain ˝ is
embedded. � is the scalar stabilization parameter in Nitsche’s method, which is typically
computed using a generalized eigenvalue problem. The penalization function ˛ D ˛.x/ is
defined as (

˛ D 1 in ˝;

˛ D 0 in ˝e n˝: (4.20)
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In practice, ˛ � 1 is used outside of the physical domain in order to avoid severe ill
conditioning of the system.

Aside from additions described above, the solution process remains relatively similar to
the finite element method. Given the uniformity of the computational steps, the structured
background mesh and the availability of appropriate data structures such as space trees,
the finite cell simulation pipeline provides ample opportunities for massive parallelization
and the use of high-performance computing hardware. Nevertheless, the scalable solution
of the resultant linear system is a potential bottleneck. In this regard, iterative solvers are
the natural choice as direct solvers typically have high complexity on the one hand and low
concurrency for parallelization on the other, see, e.g., [83]. The convergence of virtually all
iterative solvers however depends on the conditioning of the linear system, making the use
of iterative solvers for the finite cell method a challenging task as the resultant system is
usually severely ill conditioned, especially when small cut fractions between the physical
domain and the background mesh are present. Therefore, development of tailored iterative
methods for the finite cell is essential to scalable simulations, see, e.g., [49, 50, 79, 85, 86].

We focus on adaptive geometric multigrid (GMG) methods. GMG methods are among
the most efficient linear solvers as they can lead to optimal convergence, where the itera-
tion count of the solver is independent of the problem size, see [45]. Geometric multigrid
methods are based on the idea that the problem on the fine grid can be solved using
a hierarchy of coarser grids. Broadly, the highly oscillatory frequencies of the error are
smoothed on the fine grid, while the smooth frequencies are projected onto the coarse
grid. The smoothing operator constitutes an integral part of the multigrid methods, and
the convergence and effectiveness of the solver heavily depends on the suitability of the
smoother to the problem at hand. We develop a restricted additive Vanka-type smoother
for the solution of the finite element formulation of the Stokes problem in [84]. The re-
stricted additive smoother is shown to be competitive with the multiplicative smoother in
terms of convergence and provides more favorable properties in terms of complexity and
parallelization.

In the context of the finite cell method, special smoothers which consider the ill-
conditioning of the system matrix are necessary for multigrid methods to converge [85,
86]. In [85], a hybrid multiplicative-additive Schwarz smoother for the solution of the fi-
nite cell formulation of the Poisson equation with adaptive geometric multigrid methods
is used. It is shown that the proper treatment of cutcells in the finite cell system plays
a crucial role in the performance of the geometric multigrid method. Strong and weak
scaling of the finite cell method with adaptive geometric multigrid for the Poisson equa-
tion for problems with up to 1.1 billion degrees of freedom on distributed-memory clusters
is shown in [85], see also Figs. 4.39 and 4.40. Two smoothers for the finite cell formu-
lation of the Navier-Stokes equations are proposed in [86]. It is similarly shown that the
treatment of cutcells is an important aspect of the smoother operator. Results indicate that
adaptive geometric multigrid with appropriate smoothers can be a scalable solver for the
finite cell method.
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4.5.5 Numerical Results

A 3D model of the pressure chamber is presented in this section and focus on the pressure
distribution inside the chamber. The model and the results presented in this Subsection
have been presented by Dang and Meschke in more detail in [26]. As mentioned, the
pressure distribution is relevant for the determination of the tunnel face stability. While
sensors provide a discrete picture of the distribution and the average pressure in the cham-
ber can easily be estimated, insight into the actual distribution of pressure in the chamber
is not well studied and is important for the design of the chamber and the determination of
safe operational parameters. The model is based on the SSMU-IB approach described in
Sect. 4.5.3. The model includes the rotators and two sets of mixing arms connected to the
cutterhead, two sets of mixing arms connected to the bulkhead and the screw conveyor,
see Fig. 4.34. Note that the length of the screw conveyor is shortened in order to reduce
the computational effort as the transport process is not the focus of the model. The cham-
ber has a diameter of 7m, a width of 0.61m at the center and an outer width of 0.92m.
Although the geometry of the cutterhead is simplified, see Fig. 4.34, the openings where
the excavated soil enters the chamber and the closed parts are represented. Inflow bound-
ary conditions are imposed on the openings of the cutterhead, where the inflow velocity is
calculated as the normal component of velocity as

un D utbm
"opening

; (4.21)

where utbm is the advance velocity of the TMB and "opening is the opening ratio of the cut-
terhead. A zero-pressure boundary condition is applied at the exit of the screw conveyor.
Partial slip boundary conditions are imposed on the surface of the chamber and the rota-
tors. The advance speed of the machine is utbm = 1.5mm/s. The cutterhead has a velocity
of 0.3 rad/s in the counter-clockwise direction when looked at from the tunnel, and the
screw conveyor has a velocity of 2 rad/s in the clockwise direction when looked at from
the outlet. The parameters of the model are described in more detail in [25].

The soil-water-foam paste inside the chamber is assumed to be homogeneous, whose
pressure-dependent plastic viscosity and yield stress are chosen according to those of
foam-conditioned sand as follows (see [64]),

�y D 1500C 0:017p; (4.22)

� D 6700C 0:032p: (4.23)

The cutterhead rotators and the two sets of rotating mixing arms modeled using the
SSMU method. Therefore, a total of three rotating zones and three shear-slip zones are
necessary as shown in Fig. 4.41 (left). On the other hand, the screw conveyor is modeled
using the IB method. An auxiliary mesh for the conveyor is used to keep track of the solid
boundary within the fluid domain as shown in Fig. 4.41 (right).

Figure 4.42 shows the pressure contours in the chamber at three time steps. The pres-
sure at sensor locations on the bulkhead is shown in Fig. 4.42. The pressure along the
symmetry axis of the chamber on the cutterhead and the bulkhead is shown in Fig. 4.42.
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Fig. 4.41 Illustration of the computational mesh of the pressure chamber and screw conveyor. The
fixed and rotating mesh layers for the cutterhead rotators and the mixing arms are shown on the left.
There is a thin shear-slip mesh layer between every rotating layer and the fixed mesh, which are not
shown to increase clarity. The auxiliary mesh of the screw conveyor is shown on the right [25]

The following observations can be made

� The pressure distribution in the chamber evolves in time.
� An increase in pressure can be seen from the left to right direction in the middle and

bottom of the chamber, while the pressure is almost constant from left to right at the
top of the chamber, as shown in Fig. 4.43. This observation is consistent with field
measurements, see, e.g., [12].

� Although the fluid pressure is close to the hydrostatic pressure along a significant por-
tion of the axis, local pressure fluctuations, e.g., a pressure drop the vicinity of the
screw conveyor and local variations near the rotators and mixing arms can be seen.
Furthermore, the effect of the screw conveyor on the pressure contours in Fig. 4.42 is
easily noticeable.

� The pressure is observed to be the same on the cutterhead and on the bulkhead, which
agrees with monitoring data, see, e.g., [105].

The influence of the design of the chamber, the material properties of the soil paste and
the operational parameters of the TBM on the pressure distribution in the chamber can

Pressure

Fig. 4.42 Pressure contours in the chamber at 25 s, 27 s and 29 s, from left to right [25]
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Fig. 4.43 Pressure distribution at discrete sensor locations at 27 s. The symmetric axis of the bulk-
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to the left and right of the symmetric axis are denoted by the blue and red colors, respectively. The
computed pressure at the sensor locations on the bulkhead are shown in the middle. The pressure
profile on the symmetric axis on the bulkhead and the cutterhead are shown on the right [25]

also be studied using the numerical model. In [26], two chamber designs with multiple
variations of the compressibility and rheological parameters of the soil paste are studied.
It is seen that more compressible and more viscous soil pastes can lead to an increase in
the pressure unbalance in the chamber. Furthermore, pressure fluctuations are observed to
heavily depend on the design and size of the chamber. The readers are referred to [26] for
a detailed discussion of the findings.

The results seem to point that the assumption of a linear pressure distribution along
the vertical axis of the chamber, which is common in the design of TBMs is not strictly
valid. Furthermore, fluctuations in the pressure distribution are in general undesirable as
they could potentially deteriorate the stability of the tunnel face. The drop in pressure
near the conveyor is especially critical, as it could lead to a loss of support in front of the
cutterhead. The presented computational models can therefore be valuable tools to provide
a more accurate picture of the pressure distribution inside the chamber on one hand and to
allow the investigation of the influence of chamber design, material properties as well as
operational parameters on the pressure distribution on the other hand.

4.6 Determination andModification of the Flow Behavior of Soils
for Tunneling with Earth Pressure Shields

The determination and the modification of the flow behavior of soils specifically found
at TBMs with earth pressure shields has been extensively investigated. In particular, new
evaluation methods, new test devices and novel conditioning agents were developed as
a result of detailed research carried out within the project.
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4.6.1 Correlation of Slump Tests and Rheometrically Determined
Parameters

Galli (2016) [40] investigated the relationships between slump, slump flow and condition-
ing parameters of fine sand and sand. Both soils could be conditioned to the recommended
range of suitable workability according to Budach (2012) [16] with the examined water
contents (2 to 12 wt.%). With increasing foam and/or water content, the slump and slump
flow increases. The grain-to-grain contact is successively eliminated, and the flow be-
havior of the sample becomes more dominant. The relationship can be established by
approximating the data (Fig. 4.44, left), which results in

SF.S/ D 20C 0:039� S2; (4.24)

with slump flow SF [cm] and slump S [cm].
However, the flow motion is a non-static phenomenon in its origin and cannot be ex-

pressed by a single parameter resulting from a state of equilibrium at rest. Galli, 2016
[40] investigated the slump regime and spread regime models with own experimental test
results. By correlating the slump test results with the results from the rheological inves-
tigations by means of a ball rheometer using the Bingham yield curve model, the final
conversion model between slump yield stress and BMS yield stress is expressed as

�0.S/ D .220:26 � S2 � 11916:06� S C 164643:75/0:5; (4.25)

with yield point �0.S/ and slump S .

x

z

After lifting of cone

rx(z‘‘))

rx(z

dz

dz‘‘

Before lifting of cone

x

z‘‘

Fig. 4.44 Mean slump flow values SF over corresponding mean slump values S and standard
deviations from experiments on different soil foam mixtures; dashed lines represent Slump/Slump
flow relationship according to Eq. 4.24 (left). Sliced slumping behavior: mass conservation before
and after lifting of the cone due to assumed incompressibility (right). [40]
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4.6.2 Empirical Analytical Approach to Estimating the FIR During EPB
Tunneling

There are no general models for predicting the amount of foam used in EPB tunneling,
as both the residual water content after the addition of foam and the ground itself play
a decisive role. EFNARC [33] gives recommended foam injection rates for different soils,
but only takes the porosity of the soil into account. Due to the numerous test runs of the
slump test with the cohesionless soils fine sand, sand and fine gravelly sand, Freimann,
2021 [36] developed a prediction model for the estimation of the foam injection rate.
A decisive factor influencing soil conditioning is the granulometry of the soil. The results
show that the soil parameter best estimates the foam injection rate and recommends Eq.
4.26 (R2 D 0:94) for the calculation.

FIRS D 0:897� S � 2:433 � w � 72:842 � d50 C 69:649 (4.26)

with foam injection rate FIRS [vol.%], water content w [wt.%], slump S and grain size at
50 wt.% sieve passage.

The regression model used has an adjusted coefficient of determination of 0.94, which
indicates an excellent approximation. Qualitatively, the conclusion can be made that the
higher the coefficient for the slump, the higher the estimated foam injection rate. Further-
more, the value of the FIR increases with reduced coefficients for the water content and
the grain diameter d50. In Fig. 4.45, the estimated settling dimensions are shown graph-
ically by applying Eq. 4.26 as a function of the actual foam injection rate. The different
colors indicate the three soils investigated. The linear regression function is described by
the black line and shows the very good approximation.

Fig. 4.45 Correlation of the
estimated FIR using the em-
pirical analytical approach and
the actual FIR [36]. Soil: Fine
sand, sand and fine gravelly
sand, w D 4–12 wt.
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4.6.3 Analysis of theWorkability of Conditioned Soils and Test Results
by the Correlation Between Slump Test and Penetration Test
Results and BMS

The analysis of the workability of conditioned soils can be done with a penetration test
and compared with other investigation methods that characterize the flow of soil-foam
mixtures typically found in TBMs.

4.6.3.1 Analysis of theWorkability of Conditioned Soils
with the Penetration Test

The results of the penetration tests show a similar material behavior to that as when per-
forming the slump tests and the rheometer tests. The fluidity of the sample increases with
increasing water content or FIR. Thereby the measured penetration depth increases, which
causes the shear strength and shear stress values to decrease. All soil-foam mixtures could
be investigated over the range of sufficient workability defined by the slump test. The
evaluation of the measured values from the penetration tests clearly shows the influence
of the water content and the amount of foam added to the investigated soil-foam mixtures.
The achieved penetration depths were between 3 and 14 cm. Figure 4.46 shows the aver-
age penetration depth as a function of FIR for fine sand. In addition, the maximum and
minimum penetration depths are indicated by the water content and the FIR.

i = a·FIR3 + b·FIR2 - c·FIR + d
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Fig. 4.46 Mean penetration depth values and maximum and minimum values from experiments on
fine sand-foam mixtures [36]
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curfc = a·FIR-b
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Fig. 4.47 Mean shear strength values curfc of fine sand-foam mixture determined with the Pen-
etration test and maximum and minimum value. Regression with power function (left). Mean
preliminary yield point values �0,P,v of fine sand-foam mixture determined with the Penetration test
and maximum and minimum value. Regression with power function (right) [36]. Soil: Fine sand,
w D var.; FER D 15; FIR D var.; cone 60°

Figure 4.47 shows the results of the penetration tests performed concerning the aver-
aged undrained shear strength curfc and the maximum and minimum values of the shear
strength exemplarily for fine sand. The calculated shear strengths of the samples range
from 0.258kPa to 6.036 kPa. As already expected, due to the increasing penetration depth
over the FIR, the value of the undrained shear strength decreases with increasing FIR.
The influence of the FIR on the undrained shear strength decreases with increasing FIR.
The trend of the data can be approximated using a power function for all soil-foam mix-
tures investigated. In addition, the results show that the scatter of the values increases
with increasing foam injection rate and water content which is caused by the influence of
low penetration depth in the regression function. To determine the preliminary penetration
yield point, the displaced soil-foam mixture’s accumulation at the penetration cone must
be considered. This observation is shown schematically in Fig. 4.47 (right). Therefore,
the preliminary penetration yield point is calculated through fictitious penetration depth
if resulting from the free cone side sf. The trend of the measured values for the prelimi-
nary penetration yield point shows an almost identical course with values of almost 200
to 6000Pa.

The experimental results of the penetration tests with different soils and conditioning
parameters have shown that information about the workability or the soil conditioning
is possible due to the penetration depth. The penetration behavior of the samples reacts
sensitively to the varying conditioning parameters of water content FIR. Using the 60°
cone, it was possible to determine the shear strength and the preliminary yield point. The
comparison of the initial penetration yield point with the penetration depth shows an ex-
cellent approximation using a power function, independent of the soil and conditioning
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parameters. The preliminary penetration yield point �0,P,v can thus be calculated as

�0,P,v D 60723 � i�2:033; (4.27)

with penetration depth i and the preliminary yield point determined with the penetration
test �0,P,v.

4.6.3.2 Comparative Analysis of the Applied Investigation Methods
for the Flow Characterization of Soil-FoamMixtures

Both the slump test and the penetration test are static tests, i. e. the result of the tests
stems from the determination of values after the flow or test movement of the material has
ended. Figure 4.48 shows all averaged results of the force-controlled penetration test of
the individual test series with the associated maximum and minimum penetration depths
over the respective slump dimensions. Referring to the limits of the slump dimension rec-
ommended in the literature for the workability of conditioned soils, the measured values
result in a penetration range for adequate workability between approx. 8.0 and 11.5 cm.
However, a large scatter range of the penetration depth can be seen in the range between
the slump dimensions 10 cm and 20 cm. Due to this scattering of the data, it is not pos-
sible to define strict limit values of the penetration depth for suitable workability for all
investigated soil types.

The grey dashed lines represent the scatter range of penetration depths resulting from
the measured data. From the intersections of these lines with the limit value for sufficient
workability from the slump test (10 and 20 cm), an overlapping range between I = 9.5
and 11.0 cm is obtained. Following, the grey area indicates a reliable penetration range

i = 0.0014·S3 - 0.0546·S2 + 0.903·S + 3.8389
R² = 0.9352
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Fig. 4.48 Mean penetration depth as a function of the determined slump S from the slump test for
all investigated soil-foam mixtures [36]. Soil: var.; w D var.; FER D 15; FIR D var.; cone 60°
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Fig. 4.49 Mean penetration shear strength curfc as a function of the determined slump S for all
investigated soil-foam mixtures [36]. Soil: var.; w D var.; FER D 15; FIR D var.; cone 60°

for soil-foam mixtures with sufficient workability. The measured values from the tests
show that the data in this penetration range exclusively exhibit slump values 11.5 and
18.0 cm. Based on the experimental results, the values of penetration depth for sufficient
workability amounts to a ratio of 1/4 for an initial sample height of 14.0 cm. Thus, the
range for adequate workability is somewhat larger for the slump test with a ratio of 1/3.
The penetration test must have a higher sensitivity to allow the same significance of the
test results. The detectable increase in penetration depth from a slump of about 22.0 cm is
due to the physical limitations of the slump test.

Figure 4.49 shows the mean shear strength values determined from the penetration tests
for all investigated soil-foam mixtures, correlated to the corresponding slump dimensions.
The shear strengths determined from the penetration test have values ranging from 0.44
to 0.76 kPa within the slump value range for adequate workability. In previous research,
wing shear tests were used to determine shear strengths of 0.3 to 1.5 kPa for conditioned
cohesionless soils with a settlement dimension of 10 to 20 cm [16].

The values of undrained shear strength determined by penetration testing are within
these values and thus within an equivalent range of scales. The trend of the data points
indicates that within the slump dimension range between approx. 5 cm and 7 cm, a change
in the material behavior occurs. Using multilinear regressions with intersection points at
a slump of 5 or 7 cm, an exemplary range of values for shear strength can be identified
as a change in the material properties from stiff to flowable. The gradient of the linear
regression function for the corresponding shear strength values from a settling dimension
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τ0(BMS) = 168.03ln(τ0(P),v) - 778.3
R² = 0.7284
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Fig. 4.50 BMS yield point as a function of preliminary penetration yield point for foam-conditioned
fine sand [36]. Soil: Fine sand; w D var.; FER D 15; FIR D var.; BMS12; 60°cone

of 5 or 7 cm indicates a more flowable test medium than for soil-foam mixtures with
a slump dimension of less than 5 or 7 cm.

The reliability of the rheological parameters from the penetration tests can only be
confirmed using the results from the rheometer tests as a calibration standard. Figure 4.50
shows the BMS yield points from the ball measuring system using the Herschel-Bulkley
model over the preliminary yield points from the penetration test for foam-conditioned
fine sand. The data do not show a linear relationship. The magnitude of the yield points
from the penetration test shows values nearly twice as high as the yield stresses from
the ball rheometer tests. Using Eq. 4.28, the course of the data can be shown in the best
possible way.

�0(BMS) D 160:03 � ln.�0(P),v/ � 778:3; (4.28)

with yield point �0(BMS) determined with BMS and preliminary yield point �0(P),v deter-
mined with the penetration test.

Substituting Eq. 4.27 into Eq. 4.29, the flow limits for the penetration test corrected
based on the results from the BMS can be determined. Using the corrected yield points
from the penetration test, a correction factor for the penetration yield point can be calcu-
lated on the one hand via the ratio of �0(P),corr to �0(P),v. This correction factor is 0.54 on
average. Thus,

�0(P),corr D 160:03� ln.52116� i�1:983/ � 778:3; (4.29)
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with corrected yield point �0(P),corr determined from penetration test and penetration
depth i .

By considering the correction factor in Eq. 4.29, Eq. 4.30 can be defined to determine
the yield point of soil-foam mixtures based on penetration depth. Taking into account the
correction factor, yield point limits of 231 to 477 Pa can be determined for the penetration
depth limits for adequate workability of soil-foam mixtures,

�0(P) D 0:54 � W � ˇ

2

A
; (4.30)

with penetration yield point �0(P), penetration force W , point angle of the cone ˇ and
moistened surface of the cone A.

Conclusion Soil-foam mixtures represent a complex multiphase system, making it diffi-
cult to quantify workability or flow behavior. The material may exhibit different physical
states depending on the degree of conditioning. The higher the water content or FIR, the
more the sample exhibits fluid-like behavior. Dry or low-conditioned soil material, on the
other hand, exhibits solid-like behavior.

One of the most important material properties of the support medium in EPB tunneling
is the workability or flow behavior, which is influenced by soil conditioning and is used
as a basis for the development of conditioning concepts. A fundamental factor for the
optimal investigation of the workability of soil-foam mixtures is homogeneous material
or shear conditions. These conditions are very difficult to achieve due to drainage effects
of the test medium, heterogeneous flow conditions in rheometer tests or wall effects in
the slump tests or penetration tests. The results from the laboratory tests are consequently
subject to a certain degree of uncertainty since it is not possible to exclude all of these
systematic sources of error. Figure 4.51 shows the test methods used in this research are
assigned to the different material behaviors based on the findings from the test results.

stiff

flowable. fluid

Rheometer (BMS)

Slump Test

Penetration Test

Water content (w); Foam injection ratio (FIR)

Sufficient workability

S ≈ 25 cmS ≈ 5 cm

i ≈ 3 cm
curfc ≈ 6,0 kPa

i = 14 cm – 2,5·dmax
curfc ≈ 0,4 kPa

τ0,BMS ≈ 140 Pa

Fig. 4.51 Classification of the analyzed investigation methods based on the different material state
forms of the soil-foam mixture [36]
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4.6.4 Analysis of the Flow Behavior of Conditioned Soils

Various rheological parameters influence the flow behavior of the conditioned soil in the
excavation chamber. Two essential parameters are viscosity and yield stress. Considering
the results of the Slump Tests, the corresponding results of the rheological tests with BMS
can be reflected. Since there are generally accepted limits for workability for the Slump
Test with a slump between 10 and 20 cm, the results of the rheological investigations were
examined with the corresponding slump results to determine a yield stress range for the
soils examined. Figure 4.52 shows an example of the yield stress range for fine sand,
considering the ball diameters used. The results of the Slump Tests were only evaluated
for a slump of 10 and 20 cm without consideration of the conditioning parameters (w,
FER and FIR). The horizontal lines show the mean value of the corresponding BMS yield
stresses for these slumps independent of the ball diameter. The average values are 250 Pa
for a slump of 10 cm and 130 Pa for a slump of 20 cm and indicate a range of yield stresses
for optimum conditioning of the fine sand [37, 40–43].

The results for the other soils show that the yield stress range can vary depending on
the soil, whereby medium sand and coarse sand could not be conditioned with foam alone
for a slump of 10 cm. Table 4.2 represents the mean values of the yield stresses for all
examined conditioned soils with foam, which represent the desired slump.
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Fig. 4.52 Average BMS yield stresses and standard deviations corresponding to the Slump results
(10 and 20 cm) of fine sand-foam mixtures [40]
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Table 4.2 Average yield
stresses for slump range
dBMS12 with cf D 3% [42]

Soil yield stress
Slump10 (Pa)

yield stress
Slump20 (Pa)

Fine Sand 250 130

Fine sandy medium sand 310 190

Medium sand 270 190

Sand 250 130

Medium sandy coarse sand – 130

Coarse sand – 100

Soil yield stress
Slump10 (Pa)

yield stress
Slump20 (Pa)

Fine Sand 250 130

Fine sandy medium sand 310 190

Medium sand 270 190

Sand 250 130

Medium sandy coarse sand – 130

Coarse sand – 100

Further studies with Herschel-Bulkley model The flow curves obtained by means of
rheological laboratory tests with the BMS are exemplarily shown in Fig. 4.53 (left) for
fine sand with a water content of 12 wt.% and illustrate the shear stress as a function of
an increasing shear rate. The flow curves were approximated by applying the Herschel-
Bulkley flow curve model. Based on the observed, measured values in the tests, the shear-
thinning flow curve model, according to Herschel-Bulkley, is used for the evaluation of
the rheological tests utilizing the BMS.

The measured data are shown as data points in the graph and represent the average of
the six rounds of the rheometer. The standard deviation is also shown based on the indi-
vidual measured values. The different colors indicate the increasing FIR. With increasing
shear rate, a slight increase in shear stress can be seen depending on the conditioning
parameters. The higher the foam injection rate of the samples, the more significant this
effect. The influence of the water content and the FIR have a significant effect on shear
stress. The higher the water content and the higher the foam injection rate, the lower the
determined shear stresses. The results of the BMS yield point determination show the ex-
pected trend that the BMS yield point decreases with increasing FIR and water content
(Fig. 4.53, right). However, the BMS yield point is not to be defined as a sharp value since
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Fig. 4.53 Average flow curve data of fine sand-foam mixtures with water content w = 12 wt.% and
increasing foam content (BMS12); curve fitting with Herschel-Bulkley Model (left). Development
of BMS yield point of fine sand-foam mixtures (right) [36]
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the material behavior in the range of shear rate = 0 can only be determined via the Model
functions. Winnefeld (2001) [111] refers to this range of the yield point also as yield zone.

4.6.5 Implementation of a Ball Measuring System in the Large-Scale
Test Device cosma to Investigate the Flow Behavior of Soil-Foam
Mixtures

For the full scaling of the rheometric experiments, the suitability of the rheometer for
the rheological investigation of conditioned soils under atmospheric pressure conditions
should first be tested in a first series of experiments with the COSMA large-scale test rig.
This makes it possible to test the possibility of using several rheometers at different instal-
lation heights on the pressure wall in the excavation chamber of an EPB shield machine
to generate data on the flow behavior of the supporting medium during tunneling. To de-
termine the influence of the conditioning grade on the torque of the ball rheometer in
COSMA, three different soil-foam mixtures were investigated (see Fig. 4.54). These are
the phase- and extreme value-adjusted torque curves over the test time for the investigated
soil-foam mixtures exemplarily shown for a speed of 8 rpm. The different colors of the
curves indicate the different conditioning parameters. The red dashed line represents the
torque of the rheometer at no load.

0

1000

2000

3000

4000

5000

6000

7000

8000

0 10 20 30 40 50

To
rq

ue
 M

 [N
cm

]

Time t [s]

fS, FIR=40 vol.%
fS, FIR=55 vol.%
fS, FIR=100 vol.%
No load Torque

Fig. 4.54 Comparison of the torque curves of the ball rheometer in COSMA for the investigated
soil-foam mixtures for a speed of 8 rpm [36]. Soil: Fine sand; w D8 wt.%; FER D 15; FIR D var
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It can be clearly seen that the torque of the ball rheometer decreases with increasing
foam addition quantity. Differentiation between the individual soil-foam mixtures with
different conditioning parameters is possible in principle, but the measuring range is very
small. For a soil-foam mixture with a settling dimension of S=10 cm, torques of approx.
5000 - 6200Ncm could be recorded in the large-scale rheometer tests. The torque curves
for a soil-foam mixture with a settling dimension of S=20 cm (approx. 4200 - 5300Ncm)
and an overconditioned soil-foam mixture with a settling dimension of S D 25 cm (ap-
prox. 4100–5200Ncm) show almost identical values of the torque at certain test times.
Furthermore, the torque curves of these two tests show only slightly higher torque values
than those recorded when the rheometer is idle (approx. 4000 - 5100Ncm), which can be
attributed to the excessive power of the drive of the ball rheometer. Thus, it can be seen
that the sensitivity of the ball rheometer with the described test setup has weaknesses in
the area of the limit of workability (S D 20 cm) but allows a rough comparison of the
curve progressions. The aim of rheometer tests is to determine the rheological parameters
of the test medium based on flow curves or the recording of shear stresses via the shear
rate. The shear stresses are determined via the resistance moment of the rheometer and
the shear rate via the speed of the rheometer. For the large-scale rheometer tests with the
COSMA large-scale trainer, representative torque values were therefore calculated for the
respective speed of the rheometer. For this purpose, the difference between the measure-
ment data of a respective conditioned sample and the no-load torques for the individual
speeds is determined.

In Table 4.3 and Fig. 4.55, the median of the individual data is shown and supplemented
with the 1st and 3rd quartile value to show the range of the measured representative torque
values of a specific soil-foam mixture. Figure 4.55, left, shows the median of the differen-
tial torque from the rheological tests with soil-foam mixtures and the median of the torque
values at idle. It is clear that the torque of the ball rheometer decreases with increasing
foam addition. The different colors represent the three different foam injection rates. The
data points of the median values are only connected for better illustration. The spread of
the values (Fig. 4.55, right) decreases the higher the foam injection rate so that a mean
spread of the torque values for an FIR of 40 vol.% of approx. 500Ncm and for an FIR of
100 vol.% of approx. 150 to 100Ncm could be determined. The torque values determined
show the highest values in each case for a speed of 2 rpm.

Table 4.3 Results of the analysis of the large-scale rheological investigations with three selected
soil-foam mixtures

soil w cf FER FIR � Torque (N cm)

(wt.%) (vol.%) (–) (vol.%) 2 rpm 4 rpm 6 rpm 8 rpm

fine sand 8 3.0 15 40 1526 1187 1257 1274

fine sand 8 3.0 15 55 536 374 409 424

fine sand 8 3.0 15 100 196 93 83 201

soil w cf FER FIR � Torque (N cm)

(wt.%) (vol.%) (–) (vol.%) 2 rpm 4 rpm 6 rpm 8 rpm

fine sand 8 3.0 15 40 1526 1187 1257 1274

fine sand 8 3.0 15 55 536 374 409 424

fine sand 8 3.0 15 100 196 93 83 201
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Fig. 4.55 Representation of the median and the 1st and 3rd quartile of the measured torques over
the speed of the ball rheometer in the COSMA large-scale test rig (left) and representation of the
scatter range of the measured values of the differential torque (right). [36]

To generate rheological flow curves with the ball rheometer in the COSMA large-scale
test facility and thus also determine the yield point of conditioned samples, a complex
calibration of the ball rheometer is required, e.g. according to the procedures of Galli
(2016) [40] with a rheologically defined calibration medium.

Overall, the large-scale rheological investigations show that a rough qualitative assess-
ment of the degree of conditioning is possible with the experimental setup used, but that
the system has weaknesses regarding the sensitivity of the measurements and in control.
Figure 4.55, right, shows the scatter of the measured values from the minimum value to
the maximum value of the differential torque. The overlap of the individual scatter ranges
for the respective speeds is clearly visible so that, for example, a differential torque of
1000Ncm at a speed of 2 rpm can be covered in all three measurement series. To gener-
ate torque curves over the speed or flow curves, a great deal of effort is required in the
preparation and execution of the tests as well as in the test evaluation. By using an electric
motor, a more sensitive data recording could be achieved. In addition, by installing an
electric motor, the complete rotation of the rheometer of 360° can be realised.

4.6.6 Displacement-Controlled Penetration Test Device – Results

Similar to the Kelly-Ball Test [4] or the Fall Cone Test [31] the test results, conducted with
the new penetration test, show that the correlation between penetration resistance and con-
sistency of cohesive soils is possible. Consistency and the resulting indentation resistance
have a non-linear relationship. Depending on the consistency, the expected penetration
stresses on the test cylinder can be approximated via an exponential function (Fig. 4.56,
left). Penetration tests under pressure conditions have also shown that the external pres-
sure has no qualitative influence on the measurement results. Only the penetration stresses
are increased by a factor of 1.5 on average (Fig. 4.56, right and Fig. 4.57).
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Fig. 4.57 Stress as a function of external pressure and consistency, Soil: Clay/Marl (left), Clay
(right). Change of material properties [94]

By evaluating and analysing the test results, further correlations between plasticity and
the corresponding measured penetration stress can be established (Fig. 4.56, right). By
interpreting the measured data, the change in material properties from a non-flowable
to a more flowable excavated material that may no longer be prone to sticking can be
recognized. This is shown both by the results as a function of consistency and by the
results as a function of plasticity, see (Fig. 4.57).

4.6.7 Development of New ConditioningAgents – Soil Conditioning
Using High-Density Foam

Another study deals with the expansion of the application range of EPB tunnel boring
machines through the development of a new conditioning agent or the procedural pro-
duction of a foamed suspension. The test results obtained were compared with different
conditioning methods, including a non foamed high density slurry (HDS) with a density
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Fig. 4.59 Slump test for the conditioning methods investigated (left), water permeability for the
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of � = 1.7 g/cm3, foam and slurry foam (SF). The aim was to condition, i.e. ensure work-
ability and reduce water permeability of, a soil on the edge of the application range of
EPB shields with soil conditioning. Figure 4.58 shows the grain size distribution as well
as the range of application of EPB shields according to Budach (2012) [16]. Figure 4.59
shows on the left selected photos of the different conditioning methods and on the right
the results of the permeability tests.
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Table4.4 Recommendation matrix for the use of Foam, Slurry Foam, High Density Foam and High
Density Slurry as conditioning agents for coarse soils while ensuring workability and compliance
with permeability limits

Conditioning/
Criterion

none High Density
Slurry (HDS)

Foam Slurry Foam
(SF)

High Density
Foam (HDF)

workability � (X) (X) X
permability � � (X) � X

Conditioning/
Criterion

none High Density
Slurry (HDS)

Foam Slurry Foam
(SF)

High Density
Foam (HDF)

workability � (X) (X) X
permability � � (X) � X

�: not fulfilled; (X): fulfilled with restrictions;X: completely fulfilled

In the tests, the conditioning of coarse and highly permeable soils with a foamed high-
density suspension was able to fulfil both the criteria regarding workability and the limit
values for water permeability (see Table 4.4). In particular, large reserves could be created
in the reduction of water permeability, which can be particularly useful in the case of
unplanned shutdowns of the TBM and high water pressures.

4.7 Determination of the Transient Rheological Parameters
of Bentonite Suspensions

Bentonite suspensions are the supportingmedium for stabilising the tunnel face during soil
excavation in slurry shield tunneling. Their rheological properties are largely determined
by the solid content of dispersed bentonite particles in the carrier medium water. The
support mechanism is based on an equilibrium principle in that the suspension is pressed
into the pore space of the soil under an adapted hydrostatic support pressure. This reliably
counterbalances the acting groundwater pressure and earth pressure [78].

Support pressure transfer occurs via various mechanisms on the microscale, which
lead to changes in the soil mechanical and hydromechanical parameters of the ground
and the rheological parameters of the support medium (macroscale). The application of
the supporting pressure provokes various reactions: With pressure-induced suspension
penetration, a flow of the existing pore fluid is generated in the pore space. Due to the
suspensions yield point, shear stresses are transferred to the grain surfaces, which act
against the direction of flow. At the same time, bentonite particles from the suspension
are deposited on the inlet surface to the grain structure and at pore throats. As a result,
the permeability of the soil within the penetration zone decreases and the flow velocity
reduces until the suspension finally stagnates in the pore space. The support pressure is
transferred to the tunnel face as a reaction from the combination of flow pressure, grain-
to-grain pressure and fluid pressure. As tunneling continues, the respective proportions
change cyclically in the course of soil excavation at the tunnel face [78].

The incorporation of bentonite particles in the pore space is the result of filtering these
particles out of the suspension. As the flow through the pore space progresses, the solid
content of dispersed particles in the suspension decreases continuously. Since the rheology
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of the suspensions is determined by the bentonite content, the flow behavior changes fun-
damentally with this decrease. If the solid content in the suspension falls below a certain
value, the bentonite suspension with non-Newtonian flow behavior changes into a fluid
with Newtonian properties. In this case, the special rheological properties of yield point
and thixotropy would be lost.

Bentonite suspensions are non-Newtonian fluids with yield point and structurally vis-
cous, thixotropic flow behavior. Structural viscosity describes the decrease in viscosity
with increasing shear rate. Time-dependent thixotropic behavior shows an increase in
viscosity with decreasing shear rate. This behavior is reversible and determined by the
intensity and duration of an induced shear rate. The decrease in viscosity arises from
a structural change in the fluid, which ensures that the individual fluid particles slide past
each other more easily. In non-Newtonian fluids, the viscosity is not constant [78].

The traditional predominant models for describing the flow behavior of bentonite sus-
pensions include the Bingham and the Herschel-Bulkley model. However, none of these
models is able to represent the full spectrum of bentonite suspensions, as either aspects of
shear-thinning behavior are omitted or the determination of the yield point is inaccurate.
These errors are exacerbated by the fact that the measuring techniques and equipment used
do not fully account for the thixotropic effect of the suspensions [63].

For Newtonian fluids (viscous, no yield point, no thixotropy), there is a linear relation-
ship between the shear stress � and the shear rate P	 via the constant proportionality factor
viscosity 
 [67],

� D 
 � P	: (4.31)

The shear stress is the force referred to a surface whose direction is parallel to the surface
of attack. The shear rate is the shear velocity in a rectilinear layer flow [106].

According to DIN 1342-3 [107], the Herschel-Bulkley model is used to describe non-
Newtonian flow behavior. This describes flow curves with yield point and variable vis-
cosity, whereby the time dependence or thixotropy is not recorded. The Herschel-Bulkley
model assumes that the viscosity does not remain constant after the yield point of the
suspension has been exceeded in relation to the shear rate and shear stress. The model is
composed of three nonlinear parameters,

� D �0 C k � P	n; (4.32)

with � as shear stress, �0 as flow index, k as “consistency index” [Pa sn], P	 as shear rate
and n as flow index.

Thixotropy and yield point are usually considered as separate phenomena, although
they show a tendency to occur in the same fluid. There is general consensus that they
are caused by the same basic physics. Accordingly, thixotropy is attributed to the same
microstructure that exists in a fluid and resists large rearrangements (for which the yield
point is responsible) until it is broken by flow. Although the yield point, viscosity and
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Fig. 4.60 Rotational and oscillatory rheometers with incorporated measuring geometry

thixotropy parameters are determined separately, they influence each other in their char-
acteristics [66, 70].

The rheological properties of the bentonite suspensions used in the column test (Section
4.3.2) were determined with rotational and oscillatory rheometers (Fig. 4.60). The solid
concentration of the suspensions was systematically changed. In the rotational test, a con-
centric cylinder geometry according to the Couette system was used, and in the oscillatory
test, a cone-plate geometry was used [72, 93].

For the experimental investigations, various measurement programs were developed
that are capable of mapping the rheological properties of the suspensions and their changes
with decreasing solids content. The aim was to detect the transition from non-Newtonian
to Newtonian flow:

� Flow behavior by means of a standard flow curve via specification of the mechani-
cally induced shear rates: The flow curve is described by an up-sweep region with
increasing shear rate and a subsequent down-sweep region with decreasing shear rate.
A discernible loop between the up-sweep and down-sweep regions characterizes the
thixotropy effect present.

� Thixotropy test: shear jump with recovery: At an initially low shear rate, the viscosity
value in the fluid at rest is determined. This is destroyed by the subsequent high shear
rate input and rebuilt in the subsequent quiescent mode. The basic ability to rebuild the
internal structure and the time required can be evaluated.

� Determination of elastic and viscous modulus by amplitude sweep test: The oscillation
test investigates the development of the storage modulus G0 and the loss modulus G00

with simultaneous acquisition of the shear stress � . The storage modulus G0 describes
the elastic behavior and the loss modulus G00 the viscous behavior of the test sample.
In addition, the yield point of the suspension can be determined at the transition point
between elastic and plastic behavior [51, 60].

The combination of these three methods allows an in-depth analysis of the transient
rheological properties of the suspensions.
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Fig. 4.61 Flow curves of a bentonite suspension with solid content 60 kg/m3: (left) first up-sweep
and down-sweep measurement (cycle 1 – blue), (right) subsequent cycles 2, 3, 4, 5 (green) with
identical shear rate range (up-sweep and down-sweep) as repeated measurements

Flow curve: A particular challenge in determining the rheological properties of ben-
tonite suspensions is the markedly time-dependent flow behavior. Thixotropic solidifica-
tion is defined as the increase in the yield point of a thixotropic liquid during the rest period
after completion of a flow movement. It is therefore reversible [63]. The yield point has its
minimum value, the dynamic yield point, at the end of the flow movement and approaches
its maximum limit value, the static yield point, asymptotically during the rest period. The
limit values and the course of the curve are basically temperature-dependent. Figure 4.61
shows the differences in the level of the measurable yield stresses (static and dynamic)
over different measuring cycles.

The objective of this measurement program is to investigate the flow behavior of the
bentonite suspensions at very low and very high shear rates. The bentonite suspension
is sheared from low to high shear rate linearly increasing for the upward curve. Starting
from the high shear rate, the suspension is sheared linearly decreasing to the low shear rate
for the downward curve. With the aid of the flow curve, it is possible to analyze the flow
behavior of the suspension over the entire shear process using various flow and viscosity
models.

In Fig. 4.62 (right), the logarithmic axis view reveals the irritations of the suspension
20 kg/m3 for the shear stress curve and viscosity curve (up-sweep region), slight irritations
are visible for 30 kg/m3 for the viscosity.

Thixotropy test: For carrying out a thixotropic test, the method shear jump with recov-
ery was chosen as a rotational test with specification of the shear rate [67]. The measuring
program consists of three sections. The first reference section is characterized by resting
shear stress at a low shear rate. A constant viscosity value is aimed for, which will later be
adopted as a reference value during structural reconstruction. In the loading section, a high
shear stress is introduced into the suspension. The gel character of the suspension from the
resting phase is converted into the sol character by changing the internal structure. This
results in a constant equilibrium state between the shear force and the flow resistance of
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Fig. 4.62 Results of measuring program in logarithmic scale: flow curve (continuous lines), viscos-
ity curve (dotted lines)

the sample. Finally, the structure recovery section is performed, which is again character-
ized by a low shear stress. The aim of the measurement program is to determine the time
required for a suspension to fully regenerate–or whether a thixotropy effect is measurable.

This thixotropy test evaluates the proportional regeneration of the suspension during
a specified time of the recovery phase. The viscosity value read is compared to the rest-
ing viscosity from the reference phase, which represents the 100 percent viscosity values.
Figure 4.63 shows the structure recovery evaluation. At time t1, the curve shows a vis-
cosity value 
1, which corresponds to 100 percent structure reconstruction. The viscosity
value 
2 corresponds to the percentage structure reconstruction at time t3, at the end of
the recovery phase. The objective of this evaluation is to determine the time of structure
reconstruction at the end of the recovery phase. In the positive case, the tested fluid shows
a thixotropic reconstruction.

Amplitude sweep method: Within oscillation tests, the upper cone geometry oscillates
while the lower plate geometry remains rigid. Doing so, the test sample is subjected to
sinusoidal deformation with small amplitude. In the amplitude sweep method, the de-
formation of the suspension is determined by measuring the shear stress � , the storage
modulus G0 and the loss modulus G00.

The storage modulus G0 is a measure of the deformation energy stored in the sample
material during the shear process. According to [67], fluids that fully store deformation
energy exhibit fully reversible deformation behavior. They are present in unchanged form
after a load/unload cycle. The storage modulusG0 represents the elastic behavior of a spec-
imen.

The loss modulusG00 is a measure of the deformation energy consumed in the specimen
material during the shear process and lost to the test specimen afterwards. Mezger [67]
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Fig. 4.63 Results of measuring program shear jump with recovery

describes fluids that lose energy during the shear process exhibit irreversible deformation
behavior. They are present in altered form after a load/unload cycle. The loss modulusG00

represents the viscous behavior of a sample. Loss factor tan ı is the quotient of the lost
and stored deformation energy and gives the ratio between the viscous and the elastic part
of the viscoelastic deformation behavior [67]. We have

0 � tan ı � 1; (4.33)

with 0 � ı � 90ı; (4.34)

tan ı D G00

G0 : (4.35)

It is valid that

� tan ı > 1 (with G00 > G0) for a fluid state of the sample,
� tan ı < 1 (with G00 < G0) for a solid state of the sample and
� tan ı D 1 (with G00 D G0) at the transition point of solid-to-fluid state of the sample.

The storage modulus and loss modulus are adapted to evaluate the yield and yield point.
A solid state must be present in the linear viscoelastic range to determine the yield point. At
the transition pint, the aggregate state of the sample changes from the solid state to the fluid
state. This shear stress value corresponds to the true yield point of the sample (see Fig. 4.64).
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Fig. 4.64 Results of the measurement amplitudes sweep curve: Shear stress over deformation

4.8 TBM-subsoil Interactions Considering the Influence
of Subsystems

The process of tunnel excavation and the corresponding hydro-mechanical coupled in-
teractions between TBM, tunnel structure and soil impose complex stress patterns, pore
pressure evolution and flow regimes in the vicinity of tunnel (e.g. near-field). In case of
mechanized tunneling, these interactions are mainly induced by the subsystems such as
overcut, shield conicity, face pressure and tail void grouting in the near-field of the tunnel.
For instance, the pore pressure contour in the vicinity of the TBM obtained from a finite
element simulation of mechanized tunnel excavation in a fine-grained soil with low hy-
draulic conductivity (e.g. 1�10�9m/s) as shown in Fig. 4.65 shows a significant evolution
of the pore pressure ahead of the Tunnel as well as around the shield tail.

Such evolution of the pore-pressure, as shown in Fig. 4.65, has been observed through
various in-situ measurements and monitoring data. For instance, the field measurements
carried out by [9, 10, 48] have shown the stresses and pore pressures around the TBM
evolve non-monotonously. The main reason for such observation is the stepwise TBM ad-
vance that lead to the variation of hydro-mechanical (HM) interactions around the TBM
upon evolution of the arching mechanism by TBM advance, distinct moving and station-
ary pressure transfer mechanisms to the soil during drilling and standstill phases, filter
cake formation in front of the cutting head by the slurry shield tunneling and infiltration
at the shield tail due to the deposition of the grout fine particles at the annular gap. In
order to properly simulate these complex coupled interaction in the tunnel near-field, it is
essential to conduct a coupled HM analysis in conjunction with an adequate constitutive
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Fig. 4.65 Evolution of pore pressure field in vicinity of TBM in a low permeable ground

model that is capable of accounting for the soil behavior under the complex effective stress
path. However, on one hand, the use of advanced soil models is crucial for enabling an
accurate prediction of system response; on the other hand, use of an advanced constitu-
tive model often entails exact knowledge about enormous constitutive parameters, where
some parameters are difficult to obtain due to the complex and costly in-situ or labora-
tory tests. For instance, previous studies showed that calibration of advanced constitutive
models to model the Western Scheldt tunnel in the Netherlands [118] as well as the Mi-
lan metro line 5 [92] requires comprehensive investigations that could not be achieved
without monitoring data. In order to overcome this challenge, development of hierarchi-
cal constitutive model families that consist of models with different features and levels of
sophistication can allow activation of particular features in a specific subdomain without
a need to re-calibrate the model parameters can significantly reduce the computational
cost and improve the prediction quality.

4.8.1 Hierarchical ConstitutiveModeling

The level of the sophistication of a constitutive model can significantly affect the com-
plication in the calibration of the model parameters. Commonly, the basic constitutive
models include a few number of parameters that can be calibrated trough standard labo-
ratory tests. Moreover, various investigations are available in the literature in which the
possible range of the parameters for different types of the soils and even empirical corre-
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lations to the field tests are provided. Therefore, the model parameters can be calibrated
with a high degree of certainty, however, the basic models are often unable to realistically
represent the behavior of the system. In contrast, advanced constitutive models are capable
of predicting the soil behavior specially under complex hydro-mechanical boundary con-
ditions, while the calibration of their enormous parameters require advanced laboratory
testing procedure. Additionally, the lack of literature about the model parameters which
sometimes have no physical definition lead to high degree of uncertainty in the parameters
and correspondingly in the model predictions. To overcome this obstacle, adaptive consti-
tutive modeling is an effective approach to apply advanced models only to the near-field of
the tunnel with complex stress path while the rest of the model (i.e. far-field) is modelled
by adopting a simple model. In order to facilitate the constitutive model exchange and
the corresponding internal variable evolution during the TBM movement, development of
hierarchical constitutive model families that consist of consistent models with different
features is an essential choice.

In case of mechanized tunneling in granular subsoils, several studies [112, 117] have
indicated that the hierarchical model family including the Mohr-Coulomb model as the
basic one, hardening soil model as the intermediate one and the hardening soil model
with the small strain stiffness as the advanced model in this family can be considered as
an adequate hierarchical model in which several soil features such as soil damping and
shear modulus degradation upon shear straining, stress dependency of soil stiffness, grad-
ual mobilization of friction and dilation angles with stress evolution, distinct stiffness for
primary loading, oedometric loading and un-/re-loading can be taken into consideration.
Nevertheless, these features can be deactivated by employing the Mohr-Coulomb model
through the basic model in this family.

The behavior of natural clays is strongly affected by effects of anisotropy and struc-
ture. The anisotropy due to the fabric of a clay (i.e. spatial arrangement of the particles
or aggregates) implicates that the mechanical behavior of the clay depends on the load-
ing direction. The natural structure of the clay due to the inter-particle bonding leads to
an increase in stiffness and strength, which may partially or fully eliminate due to de-
structuration upon straining [21]. The behavior of such natural structured clays becomes
even more complicated when subjected to non-monotonic that may lead to inelastic and
nonlinear response even at small load increments.

To address the complex constitutive behavior of natural clays, a constitutive model
family based on the critical state theory was implemented in a hierarchical framework.
This model family is represented at its simplest end by the Modified Cam-Clay model
(MCC) [82] in the frame of conventional elastoplasticity (stress dependent elasticity,
isotropic hardening/softening upon volumetric plastic staining). As the second member
of this family, SANICLAY [23, 24] model is that additionally accounts for intrinsic and
stress-induced anisotropy by incorporating rotational and distortional hardening rules
(MCC C anisotropy). The SANICLAY-D [99] that is capable of addressing the destruc-
turation upon degradation of inter-particle bonding due to volumetric and deviatoric
plastic strain (SANICLAY C destructuration). As the most sophisticate member of this
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family, the SANICLAY-B-D [7, 95] is developed in the frame of bounding surface plastic-
ity (BSP) to address the degradation of the stiffness and accumulation of the strain upon
to non-monotonous loading (SANICLAY-D + Bounding surface plasticity). In the most
advanced SANICLAY-D-BSP model of this family, an elastic nucleus is incorporated to
allow simulation of elastic behavior, while the size of elastic nucleus is controlled through
a model parameter.

In the collaborative research center 837, this hierarchical constitutive model family
is efficiently and robustly implemented in a three-dimensional finite element software.
Additionally, to enable computationally stable numerical simulations of the mechanized
tunneling process, an Euler algorithm with automatic subdivision of the size of the strain
increments (substepping) and automatic error control [96] was used for the explicit time
integration of the constitutive laws of the bounding surface model. Moreover, the Lode an-
gle � dependency of the bounding surface F , plastic potential surfaceG and critical stress
rations M and N were incorporated to the model while the implementation was carried
out in a hierarchical framework, including a family of constitutive models with different
features and level of sophistication. The development of such hierarchical model family
enabled (a) systematic calibration of the based on different laboratory tests as presented
in [7], and (b) activation and deactivation of the model features without a need for further
calibration or parameter adjustment. Figure 4.66 shows the shape of the bounding surface,
N-Cone (Lode angle dependent critical state surface) and plastic potential surface for the
enhanced model.

The parameters of the model family were calibrated for a well-studied natural struc-
tured Onsøy clay from Norway on the basis of a systematic protocol for the hierarchical
calibration of the enhanced model as shown in Fig. 4.67. By considering the calibration
protocol, the essential laboratory tests (e.g. oedometer test, monotonic anisotropically con-
solidated undrained triaxial tests under compression and extension and cyclic undrained
triaxial tests) and the sampling types (e.g. disturbed or intact) required for the calibration
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Fig. 4.67 Systematic protocol for the hierarchical calibration of the enhanced bounding surface
plasticity model family

of the model features are defined. For this purpose, the laboratory tests on natural Onsøy
clay from the Ruhr-Universität Bochum, Norwegian Geotechnical Institute and Karlsruhe
Institute of Technology (KIT) [6, 59, 71, 109, 110] were taken into consideration. The con-
stitutive parameters obtained from the calibration of SANICLAY model family for Onsøy
clay are listed in Table 4.5.

In this hierarchical model family, deactivation of the anymodel feature that corresponds
to the values listed in the bracket in Table 4.5 would reduce the number of required exper-
iments.

Figure 4.68 show the comparison between the numerical and experimental results for
a cyclic undrained triaxial test on Onsøy clay after model calibration based on various
types of loading on reconstituted and intact samples. Additionally, to gain a better in-
sight into the large number of constitutive parameters and their possible correlations with
respect to the model response at the loading, unloading and reloading states, a global sen-
sitivity analysis carried out based on [87] for small, intermediate and large stress ranges.
The results shown in Fig. 4.69 reveal that the stress level and loading condition (e.g.
loading and un/reloading) significantly affect the impact of the parameters on the model
response.

To assess the influence of the model features on the numerical estimation of ground
settlement, a synthetic model of a shallow tunnel with a diameter of D D 10m and 1D
overburden depth in a homogeneous Onsøy clay under drained conditions along with the
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Table 4.5 Parameters of SANICLAY model family calibrated against different types of laboratory
tests on structured Onsøy clay (values in the parentheses used to inactivate particular features of the
model)

Type Parameter Unit Value Description

Critical state soil
mechanics MCC

� – 0.012 Elastic swelling parameter
� – 0.3 Elastic Poisson’s ratio
� – 0.164 Elastoplastic compression parameter
Mc – 1.44 Critical stress ratio in compression
Me – 0.83 Critical stress ratio in extension

Non-associated
flow rule

Nc – 1.2 Defining shape of BS in compression
Ne – 0.7 Defining shape of BS in extension

Initial conditions e0 – varies for
each test

Initial void ratio

K0 – 0.5 Coefficient of earth pressure at rest
p0;s;init kPa 80 Defining initial size of BS
YSR – 1.0 Yield stress ratio

Anistropy and
rotational
hardening

˛0 – 0.24 (0) Defining initial rotation
c˛ – 100 (0) Controlling rate of rotation
s˛ D z˛ – 5.7 (0) Controlling bounding attractor

Structure and
destructuration

Si;0 – 8 (1) Defining initial structure
ki – 1 (0) Controlling rate of destruction
A – 0.5 Controlling fraction of plastic strains

Bounding surface
plasticity

seln – 1.1 (100) Defining size of elastic nucleus
h0 – 250 (10,000) Defining initial shape hardening stiffness
adam – 25 (0) Controlling rate of stiffness degradation

Additional
parameters

	 kN/m3 16.35 Density
	 0 kN/m3 6.35 Density below the groundwater table
kf m/s 1�10�9 Permeability

Type Parameter Unit Value Description

Critical state soil
mechanics MCC

� – 0.012 Elastic swelling parameter
� – 0.3 Elastic Poisson’s ratio
� – 0.164 Elastoplastic compression parameter
Mc – 1.44 Critical stress ratio in compression
Me – 0.83 Critical stress ratio in extension

Non-associated
flow rule

Nc – 1.2 Defining shape of BS in compression
Ne – 0.7 Defining shape of BS in extension

Initial conditions e0 – varies for
each test

Initial void ratio

K0 – 0.5 Coefficient of earth pressure at rest
p0;s;init kPa 80 Defining initial size of BS
YSR – 1.0 Yield stress ratio

Anistropy and
rotational
hardening

˛0 – 0.24 (0) Defining initial rotation
c˛ – 100 (0) Controlling rate of rotation
s˛ D z˛ – 5.7 (0) Controlling bounding attractor

Structure and
destructuration

Si;0 – 8 (1) Defining initial structure
ki – 1 (0) Controlling rate of destruction
A – 0.5 Controlling fraction of plastic strains

Bounding surface
plasticity

seln – 1.1 (100) Defining size of elastic nucleus
h0 – 250 (10,000) Defining initial shape hardening stiffness
adam – 25 (0) Controlling rate of stiffness degradation

Additional
parameters

	 kN/m3 16.35 Density
	 0 kN/m3 6.35 Density below the groundwater table
kf m/s 1�10�9 Permeability

previously calibrated parameters was developed. The length of the TBM and tubing rings
are assumed to be equal to 10m and 2m, respectively. The conicity of the shield is mod-
elled with a contraction factor which develops from 0% at the tunnel face to 0.5% at the
shield tail. The face support pressure at the tunnel crown scrown and invert sinvert are as-
sumed to be 85 kN/m2 and 248.5 kN/m2, respectively. In this model, the backfill grouting
pressure is applied as a normal surface pressure equal to 135 kN/m2 in the tunnel crown
and 255 kN/m2 in the tunnel invert in the shield tail. The ground water table is assumed to
be 2m below the ground surface. To assess the impact of overconsolidation ratio (OCR),
two scenarios were considered as the normally consolidated (NC) or slightly overconsoli-
dated (OC) subsoil with OCR=1.0 and 1.3, respectively.

The comparison of the settlement trough in the tunnel longitudinal and transversal di-
rections shown in Fig. 4.70. As seen, the MCC model incorporating isotropic hardening
resulted in the least ground settlements with uv,max MCC D 6.6 cm for the assumed condition
(i.e. horizontally oriented tunnel in a homogeneous stratum). In this idealized condition,
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Fig. 4.68 Cyclic undrained triaxial test on Onsøy clay. a Effective stress path, b stress-strain be-
havior

Fig. 4.69 Sensitivity of verti-
cal strain to model parameters
in an oedometer test

the anisotropy of the soil has a minor influence on the surface settlements. However, the
consideration of destructuration seems to be essential for a realistic prediction of the sur-
face settlements because significantly larger deformations have been observed at the soil
surface when these features have been accounted. Since the generation and dissipation of
the excess pore pressure has not been considered in these drained analyses (i.e. no con-
solidation), the influence of bounding surface plasticity is found to be relatively small;
however, the bounding surface plasticity feature of the model led to considerably larger
settlements in case of slightly OC natural Onsøy clay.
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Fig. 4.70 Numerical estimation of surface settlement in a homogeneous Onsøy clay layer [103].
a Transversal direction OCR D 1.0, b transversal direction OCR D 1.3, c longitudinal direction
OCR D 1.0, d longitudinal direction OCR D 1.3

4.8.2 ConstitutiveModel Adaption for Mechanized Tunneling

The novel concept of constitutive model adaption for mechanized tunneling was proposed
by [57], who applied the Hardening Soil model family (HSsmall, HS and MC) to shallow
and deep tunnels. The main objective in this concept was to develop a framework that
allows progressive exchange between basic and advanced constitutive models and vice
versa in the model upon TBM advance. Results of this study showed that the numerical
model can predict the system behavior in terms of tunnel deformation, surface settlement,
and stress redistribution in the vicinity of the TBMwhen the advancedmodel (i.e. HSsmall
model) is employed in the near-field of the tunnel with an approximate size of 2–3D,
where D states the diameter of the tunnel. Figure 4.71 illustrates the distribution of the
plastic strain components in the soil for a shallow and deep tunnel with depth of 1D and
5D (D = 8.5m) in a typical granular soil with a friction angle of 35 degrees where the
advanced model is assigned to the entire domain. As seen, the excavation of the tunnel
leads to a significant plastic strain evolution in the near-field of the tunnel while the rest
of the model remains almost uninfluenced. Therefore, the use of the more sophisticated
model can be advantageous in the TBM near-field because most of the advanced features
of the sophisticated models get activated upon plastic straining while the rest of the model
can be adequately simulated by adopting the basic constitutive model.
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Fig. 4.71 Plastic strain distribution during TBM excavation [57]. a volumetric strain in shallow
tunnel, b deviatoric strain in shallow tunnel, c volumetric tunnel in deep tunnel, d deviatroic strain
in deep tunnel

Additionally, [57] indicated that considering adaptive constitutive modeling approach
in mechanized tunneling can also reduce the uncertainty in the numerical predictions due
to uncertain constitutive parameters. This observation is attributed to the fact that the ad-
vanced constitutive models, despite their capabilities to better estimate soil behavior under
complex stress path, have more constitutive parameters that have to be determined through
complex experimental tests. Accordingly, the uncertainty or error in the calibration of
these parameters can be directly propagated into the tunnel simulation results. In contrast,
basic models such as Mohr-Coulomb (MC) and Modified Cam-Clay (MCC), despite in-
ability to offer reliable stress-strain soil behavior under complex load conditions, have
fewer parameters which can be directly determined from standard laboratory tests with
high level of certainty. To study this phenomena, a series of numerical analyses carried
out for a shallow tunnel with an embedment depth of 1D (D=8.5m) by assuming three
different numerical scenarios as: (a) basic MC model in the entire domain, (b) advanced
HSsmall in the entire model, and (c) advanced HSsmall model adopted to 2D around the
TBM (i.e. near-field) and basic soil model in the TBM far-field. In these analyses, a normal
distribution is considered to highlight the uncertainty of the parameters. For both basic and
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advanced constitutive models, the stiffness and shear strength parameters are defined with
10% coefficient of variation (COV) whilst a larger COV of 20% is assumed for the Gref

0

and 	0:7 because of complex experiments needed to determine these parameters. Results
showed that the model adaption approach improves the error in settlement prognosis re-
duced from 45% for basic model to 4% for model adaption while the uncertainty of model
prediction reduced from 39.7% for the advanced model to 30.2% for model adaption. On
the basis of these findings, [114] proposed a novel methodology of applying submod-
eling technique in the numerical modeling of mechanized tunneling, where submodel is
a smaller scale cut out of the full scale model in which the more in detail simulations along
with higher degree of precision are conducted. In this approach, the submodel represents
the near-field around the TBM as considered in adaptive constitutive modeling. In order to
analyze the submodel, the nodal displacements are derived from a global model (i.e. full
tunnel model with a simple constitutive model) and applied to the boundaries of the sub-
model. This approach was later enhanced to a so called “hybrid model” in which only the
submodel was simulated in a detailed model while the boundary conditions were defined
through a surrogate model [116]. As shown in [114, 116], the submodeling approach in
the significantly reduces the computational costs and provides realistic prediction of the
deformations in the system and lining forces.

4.8.3 Hydro-Mechanical Interactions andMaterial Property Evolution
Around the TBM

The overcut, annular gap and the conicity of the TBM shield cause a volume loss in the soil
due to ground movements and effective stress redistributions that leads to ground surface
settlements. Additionally, the field observations and monitoring data obtained from in-situ
measurements have shown the pore pressure evolution around the TBM in case of mecha-
nized tunneling not only in cohesive soils with low permeability but also in saturated fine
grained non-cohesive soils. The main reason for such observation is the stepwise TBM
advance and variation of the hydro-mechanical interactions around the TBM (i.e. arch-
ing effect, differing moving and stationary pressure transfer mechanism to the soil during
TBM drilling and standstill, infiltration and filter cake formation in front of cutting head
and at the shield tail). The measurement of pore pressure in font on cutting head and on
a segmental lining ring equipped with multitude of pressure sensors during TBM advance
in Sophia Rail Tunnel [9, 10] excavated in fine sand and the Crossrail tunnel [108] in
clay indicated an apparent pore pressure evolution and correspondingly effective stress
variation due to the face support and tail grout pressure ahead and around the TBM. In
addition to this phenomena, the hydration of the cementitious annular gap grout as well as
transport of fine particles of grout into the surrounding soil (e.g. infiltration) induce time-
dependent changes in the permeability of the surrounding soil and the stiffness of the
annular gap grout. For a realistic prediction of the system behavior of a tunnel in water-
saturated ground conditions, a hydro-mechanically coupled numerical model that accounts
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Fig. 4.72 Variation of the excess pore pressure (suction is positive and compression is negative)
due to backfill grouting simulated as pore pressure [58]. a soil with high hydraulic conductivity
10�5m/sec, b soil with low hydraulic conductivity 10�9m/sec

for such phenomena is essential not to only consider the the consolidation process in soil
but also to address the parameter evolution in the near field of tunnel [58]. To study the
pore pressure evolution and dissipation around the TBM, two consolidation approaches
were proposed in [58], where in the consecutive consolidation approach A.1, each exca-
vation step was divided into two numerical calculation phases, an undrained phase for
simulation of the drilling step and pore pressure buildup and a subsequent consolidation
phase representing the standstill step in which the pore water pressure can dissipate over
a specified period of time under constant boundary conditions. In the simultaneous con-
solidation approach A.2, the drilling and standstill period were each modeled in separate
HM coupled numerical calculation phases to enable the consolidation of the soil to take
place simultaneously with TBM drilling. In these analyses, the grouting pressure is simu-
lated as predefined hydraulic pore pressure in the annular gap [58]. Results obtained from
these consolidation schemes in subsoil with low and high hydraulic conductivity with the
primary and oedometric stiffness of Eref

50 DEref
oed D35MPa, unloading/reloading stiffness of

Eref
ur D100MPa at a reference pressure of pref D100 kPa and an effective friction angle of

25° is shown in Fig. 4.72.
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Fig. 4.73 Influence of considering the HM interactions and the corresponding material parameters
evolution on the model responses [58]. a ground surface settlement along the tunnel, b axial forces
in the lining, c bending moments in the tunnel lining

Although simultaneous consolidation scheme is the most realistic way of simulating
a HM process, it is unable to capture the instant generation of excess pore pressure during
tunneling in soil with higher permeability for large time step while the TBM advance pro-
cess has to be divided into significantly small time steps. Due to the computational costs,
the alternative consecutive consolidation scheme enables simulation of excavation process
with less computational effort in soils with high permeability. Therefore, the consecutive
consolidation approach A.1 was chosen for the HM coupled analysis of TBM excavation
in non-cohesive granular soil with a hydraulic conductivity of 10�5m/sec. In this model,
the time-dependent gap grout hardening process and corresponding stiffness evolution was
considered by adopting the mechanical model developed by [88] assuming a final stiffness
of E(28 days) D500MPa while 65% of the stiffness was obtained in 1 day. The evolution of
the time-dependent hydraulic conductivity in the region close to the annular void is simu-
lated by introducing a mesoscopic four-phase continuum model [89] which interacts with
the macroscopic model for mechanized tunneling process only through the evolution of
hydraulic conductivity [58] and the results are illustrated in Fig. 4.73.

As seen in Fig. 4.73, considering the parameter evolution around the TBM as the con-
sequence of hydro-mechanical interactions between different materials, namely backfill
grout and soil is essential to allow realistic estimation of the system behavior.
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Abstract

In this chapter, important research results for the development of a robust and damage-
tolerant multimaterial tunnel lining are presented. This includes the production, design
and optimization of fiber-reinforced hybrid segmental lining systems based on numer-
ical models and experimental investigations under tunneling loads. In addition, novel
tail void grouting materials are developed and optimized regarding their infiltration
and hardening behavior while taking the interaction with the surrounding ground into
account. In order to expand the applicability of mechanized tunneling regarding soils
characterized by significant swelling potential due to water uptake by clay minerals,
a deformable segmental lining system is presented. The risk of damage due to high lo-
calized loads is reduced by the integration of additional radial protective layers on the
lining segments and a compressible annular gap grout, which protect the tunnel struc-
ture by undergoing high deformations after reaching a certain yielding load. However,
the deformability of such support systems affects the distribution of the stresses around
the tunnel which governs the magnitude and buildup of the swelling pressure in the soil.
Therefore, the development of damage tolerant lining systems requires a material and
structural design which ensures an optimal soil-structure interaction through a synergy
of computational and experimental techniques.

5.1 Introduction

Segmental linings form the load-bearing ring of mechanically excavated tunnels. Most
commonly, they are divided into 5 to 10 segments per ring and joined together with direct
concrete to concrete contact at the longitudinal and ring joints. Typically, segmental lin-
ings are prefabricated in serial production with hundreds or thousands of repetitions [41].
As reinforced concrete (RC) members they are made of higher-strength normal concretes
and detailed with classic reinforcing steel. Regarding the design, the regions of load in-
troduction at the longitudinal joints and at the jacks, the coupling joints for the shear load
transfer from ring to ring [64] as well as the ring cross-section itself with compressive
axial force and moderate eccentricities [29, 36] are essentially relevant. In addition, high
geometric accuracy must be met in contact at the longitudinal and ring joints. Otherwise
damage due to cracking and spalling can occur.

Analytical methods, beam-spring, and continuum models have become established for
the analysis of internal forces [75, 102]. They usually consider only the final state of
the finished tunnel and take into account the interaction between soil and structure in
a conservative and simple way. This interaction however, plays a crucial role [13]. It is
already activated by the annular gap grouting in the construction state of the tunnel and is
decisive especially in case of one-sided loading–e.g., from buildings–and swelling soils.
Since a stiff ring can hardly compensate for axial deformation, only compensation with
lateral displacement into the soil bedding remains possible.
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The research findings outlined in the remainder introduce a holistic optimization of the
coupled tunnel system comprising the concrete segments, the annular gap grouting and
the surrounding bedding soil [26, 63]. It is both experimental and numerical in nature.
The segments are formed with hybrid reinforcement consisting of reinforcing steel bars
and steel fibers [88], whereas the regions of load application subject to partial area load-
ing are locally reinforced. At that, different concretes and precast elements are combined
employing “fresh to fresh” or “fresh to solid” casting technologies. The steel fibers are
aligned in a tailored way in direction of the tensile stresses exploiting the wall effect of
temporary formworks during casting. As a result, load-bearing capacities, especially for
biaxial load transfer at the longitudinal joints [67, 74], increase significantly. In the sense
of an optimization-aided design [23, 73], this results in segments with uniform stress uti-
lization across the ring. The segments get significantly more material-efficient and adapt
to the variable loading and stress conditions along a tunnel. In addition, the robustness
against spalling, unintended deformations or offsets, variations in load scenarios, or non-
uniform ground conditions greatly increases.

The grout for the annular gap is developed as a single or a multi-component material
– depending on the demands of the individual soil-structure interaction and the process of
grouting [7]. Experimentally this is performed from small scale up to real scale level in
a novel prototype testing facility [70].

For swelling soils, a deformation-tolerant segmental lining is developed. It consists of
two components. The first one is a compressible annular gap mortar that deforms nearly
plastic at defined pressures [89]. The second component is a hybrid segment of high-
strength concrete with reduced thickness which is supplemented by a soft and deformable
mortar layer at the outside. Thus, two layers protect the sensitive lining. The development
proceeds in interaction and captures the locally concentrated soil deformations [9], which
are derived from numerical simulation accounting for specific swelling scenarios activated
by the tunnel construction [103]. Experimental implementations are treated up to full scale
proving true bearing capacities of the segments as well as the deformation capacities of
the soft layers [60].

5.2 Steel Fiber Reinforced Concrete (SFRC) for Tunnel Linings

Experiments have been conducted to examine the behavior of fiber pullout, considering
fiber shape, dimensions and inclination angles, among others. Also, the following sections
introduce the experiments along with the corresponding numerical models that were set
up to adequately describe steel fiber reinforced concrete for tunnel linings.

5.2.1 Fiber Pullout

For the analysis, design and optimization of robust and damage-tolerant tunnel linings
made of SFRC, it is essential to first understand the mechanical behavior of the material
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at a structural level. As is well known, the mechanical behavior of SFRC is related to
the bridging effect across a crack opening, which is governed by the total contribution of
all the fibers intercepting the crack. Since the bridging efficiency of each individual fiber
depends largely on the fiber-matrix bond characteristics, the pullout behavior of single
steel fibers embedded in a concrete matrix was systematically investigated by means of
laboratory tests and analytical models. The results provide the basis for the numerical
modeling of the mechanical processes in SFRC (Sect. 5.2.3), and on the other hand, they
are the basis for further specific investigations on the use of SFRC in lining segments,
such as investigations on the behavior under partial-area loading (Sect. 5.2.2).

5.2.1.1 Experiments on Fiber Pullout
The bond mechanisms of steel fibers in a concrete matrix were experimentally investi-
gated by performing pullout tests on single steel fibers. The test program included the
variation of relevant parameters influencing the pullout behavior, such as fiber shape, fiber
dimensions, fiber tensile strength, inclination angle and concrete strength. A detailed de-
scription of the properties of the investigated fibers and the concrete mixes used as the
pullout matrix is given in [11, 77, 79].

For the pullout tests, cylindrical specimens with dimensions of 60mm � 60mm
(Fig. 5.1, left) were prepared. The fibers were fixed and embedded in the concrete as
described in [11, 77, 79]. The test setup used for the pullout tests is shown in Fig. 5.1,
right.

The pullout behavior was analyzed focusing on the correlation between the pullout
force and the fiber displacement. Moreover, the failure mode of fibers and concrete matrix
were taken into account. The key findings of the experimental investigations on the pullout
behavior are presented in the following. Further results and more detailed analyses can be
found in [11, 63, 77, 79]

Fig. 5.1 Concrete specimen with embedded steel fiber [11, 79] (left) and pullout test setup [11, 77]
(right)
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5.2.1.2 Fiber Shape and Dimensions
In Fig. 5.2, left, the influence of fiber shape (straight, crimped, hook-ended and twin-
coned) on the pullout response is illustrated for fibers with embedded length of Lf D
20mm and inclination angle of � D 0° in a high-strength concrete matrix (fc D 84MPa).
As shown in Fig. 5.2, left, the pullout responses differed significantly from each other
depending on the fiber shape. In the case of straight fibers, the bond between fiber and
matrix is only provided by interfacial friction. As a result, complete debonding occurred
at an almost very low pullout load, which was accompanied by a sudden drop of the load.
In contrast, due to the mechanical anchorage of deformed fibers, the pullout loads con-
tinued to increase after debonding. Thus, deformed fibers provided significantly higher
resistance against pullout than straight fibers. As a consequence of the strong anchorage
in the high-strength concrete matrix, both crimped and twin-coned fibers failed in all tests
by rupture shortly after the ultimate load was exceeded. However, to achieve ductile ma-
terial behavior, fiber rupture at small pullout displacements should be avoided. Beneficial
pullout behavior was observed for the hook-ended fibers. For these fibers, the hook tended
to be progressively mobilized and straightened, which caused a decrease of the pullout
force and a further increase of the pullout displacement.

Figure 5.2, right, shows the effects of fiber dimensions by comparing hook-ended fibers
with l=d D 60=0:75mm/mm and l=d D 35=0:55mm/mm under otherwise identical test-
ing conditions. As can be seen, the load-displacement curves of the two fibers were similar
and almost parallel to each other. However, the fibers with larger dimensions exhibited
a considerably higher ultimate pullout load (C77:0%).With increasing diameter and hook
size, respectively, the bending stiffness of the fiber and the contact area between fiber and
matrix increases, which led to an increase in the energy required for plastic deformation
of the hook. However, by comparing the two fibers in terms of the ratio between ultimate
pullout load and fiber strength, it was shown that the efficiency of the fibers differed only
marginally (60.1% and 61.0%) [11].

Fig. 5.2 Influence of fiber shape [11, 77] (left) and fiber dimensions [79] (right) on pullout response
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For concretes with the same fiber content, the number of shorter/thinner fibers is several
times higher than that for longer/thicker fibers. As a result, for smaller/thinner fibers, the
number of fibers intercepting potential cracks is also comparatively higher. Therefore, al-
though the results showed a higher pullout resistance for longer/thicker fibers compared to
smaller/thinner fibers, poorer load-bearing behavior must not be expected for the latter in
general. Rather, a positive synergy effect can be concluded from the results. In fiber cock-
tails the advantages of fibers with different dimensions (longer/thicker and shorter/thinner
fibers) can be used in combination. In particular, such fiber cocktails could have a positive
effect in edge areas of linings segments to prevent cracking and spalling.

5.2.1.3 Fiber and Concrete Strength
The influence of fiber strength (ft D 1225MPa, 2600MPa) and concrete strength (fc D
44MPa, 84MPa) are depicted in Fig. 5.3. For both concrete strengths, the pullout re-
sistance up to the frictional sliding stage was almost twice as high for the high-strength
fibers as for the normal-strength fibers. As expected, fibres embedded in high-strength
concrete exhibited a comparatively higher pullout load than those in normal-strength con-
crete. However, this effect was much more pronounced for high-strength fibers.

While the load-displacement curves of high-strength fibers differed significantly for
both concretes tested, normal-strength fibers showed similar load-displacement behavior
regardless of the concrete strength. The curves of high-strength fibers in normal-strength
concrete dropped relatively slowly after the ultimate pullout load was reached. This in-
dicates that the mechanical anchorage of the hook was only utilized to a low level due
to the low concrete strength. Hence, the fiber efficiency for high-strength fibers tested in
normal-strength concrete was comparatively low (42.7%). However, it should be noted
that these fibers had a remarkably higher efficiency in high-strength concrete (61.6%), as
shown in [79]. Therefore, to achieve an optimal fiber efficiency, the properties of steel
fibers in terms of tensile strength should be adjusted to the concrete strength.

Fig. 5.3 Influence of fiber and
concrete strength on pullout
response [79]
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Fig. 5.4 Influence of fiber inclination angle on pullout response: normal-strength fiber (left) and
high-strength fiber (right) embedded in high-strength concrete [11, 77, 79]

5.2.1.4 Fiber Inclination Angle
Results of pullout tests on normal-strength and high-strength hooked-end fibers embed-
ded with different inclinations angles (0°, 15°, 30°, 45° and 60°) in high-strength concrete
are shown in Fig. 5.4. As expected, the high-strength fibers exhibited significantly higher
ultimate pullout loads for all inclination angles considered. In the case of normal-strength
fibers pulled out without rupture, the ultimate pullout loads were very similar independent
from the inclination angle (Fig. 5.4, left). In contrast, high-strength fibers showed a re-
markable increase in the ultimate pullout load at inclination angles between 30° and 45°
(Fig. 5.4, right).

In general, the pullout displacement at ultimate load increased and the slope of the
pre-peak branch decreased as the inclination angle rose, particularly for inclination angles
greater than 30°.With the increase of the inclination angle, also an increase ofmatrix crush-
ing and spalling at the exit point of the fiber was observed. This phenomenon was more
pronounced in the case of high-strength fibers. Furthermore, fiber rupture occurred more
frequently as the inclination angle increased, especially for normal-strength fibers [79].

5.2.2 SFRC Under Partial-Area Loading

Asmentioned in the introduction, lining segments are subjected to high concentrated loads
(i.e. partial area loadings) during both, the construction and final stage. The resulting split-
ting tensile stresses are usually decisive for the design and must be resisted by appropriate
reinforcement. Among other advantages, the use of steel fiber reinforcement can increase
the load-bearing capacity and positively affect the fracture behavior under such concen-
trated loading situations. In order to realize an optimized use of SFRC especially for lining
segments, the bearing and fracture behavior of SFRC under partial-area loading was sys-
tematically investigated through experimental and numerical approaches.
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Fig. 5.5 Schematic illustration of partial-area loading with spatial and plane load distribution (left)
and test setup for partial-area loading with spatial load distribution [62, 78] (right)

5.2.2.1 Experiments on SFRC Under Partial-Area Loading
To characterize the bearing and fracture behavior of SFRC under partial-area loading,
a comprehensive experimental program containing the variation of both non-fiber-related
and fiber-related parameters has been conducted. The non-fiber-related variables included
concrete strength, specimen dimensions, area ratio and eccentricity of load. Furthermore,
taking into account the two relevant concentrated loading scenarios that occur in the ring
and longitudinal joints of lining segments, partial-area loadings with spatial (i.e. point
loading) and plane load distribution (i.e. strip loading) were considered (Fig. 5.5, left).
The fiber-related factors included fiber properties (e.g. strength, dimensions, geometry
and aspect ratio), fiber content and orientation as well as the combination of different fiber
types (i.e. fiber cocktails).

The base mix designs of the investigated concretes corresponded to those typically used
for lining segments. Detailed information regarding the mix designs and the various fiber
reinforcements as well as the production and preparation of specimens can be found in
[62, 78].

Figure 5.5, right, shows the test-setup as an example for partial-area loading with spatial
load distribution on a specimen with dimensions of 150mm � 150mm � 300mm. Further
details on the test-setup are given in [62, 78].

The effects of the various parameters on the load-bearing and fracture behavior were
studied by analyzing the ultimate local compressive stress (i.e. ultimate bearing capacity),
the stress-displacement response as well as the failure and cracking characteristics. In the
following, some of themain results and key findings are presented.Amore detailed descrip-
tion of the experiments and the results obtained is published in [8, 10, 55, 62, 78, 80].

5.2.2.2 Area Ratio and Fiber Addition
In Fig. 5.6, left, the effects of area ratio (ı =Ac1=Ac0D2:25, 4, 9 and 16) and fiber addition
(60 kg/m3 of hooked-end steel fibers) on the local compressive stress versus longitudinal
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Fig. 5.6 Influence of area ratio and fiber addition on the stress-displacement response (left) and on
the stress ratio (
pal,ult=fc) (right) for high-strength concrete under partial-area loading [8, 78]

displacement response are presented for high-strength concrete (fc D 84:5MPa) under
centric partial-area loading with spatial load distribution. Note that in the following, local
compressive stress 
pal is defined as the applied load divided through the loaded area Ac0.
As can be seen from the stress-displacement curves, the addition of fibers to the plain
concrete (PC) led to a strong increase in the ultimate local compressive stress 
pal,ult (up to
47%). In Fig. 5.6, right, the ratios between ultimate local compressive stress and concrete
strength (
pal,ult=fc) are depicted for each area ratio. Comparing PC and SFRC, it can be
seen that the difference of these values is larger at higher area ratios. Therefore, is obvious
that the influence of the fibers on the load-bearing capacity is more pronounced at higher
area ratios.

As expected, ultimate local compressive stress was also significantly enhanced with in-
creasing area ratio for both PC and SFRC due to the confinement effect of the surrounding
concrete. In the case of partial-area loading with spatial load distribution, a proportionality
between the ultimate local compressive stress and the square root of the area ratio could
clearly be ascertained [78]. Due to the incomplete confinement in the case of partial-area
loading with plane load distribution, the increase in the ultimate local compressive stress
was comparatively lower. In this case, a proportionality to the cubic root of the area ra-
tio was found [62]. These correlations provided the basis for an analytical approach to
calculate the bearable local stress of high-strength SFRC, which is presented in [55, 62].

Shortly after reaching the maximum stress, the stress-displacement curves of PCs were
characterized by a sharp drop (Fig. 5.6, left), indicating a sudden failure of the specimens
during the test. In contrast, SFRCs exhibited a gradual reduction in stresses with contin-
uously increasing displacement, corresponding to a ductile fracture behavior. In the case
of partial-area loading with plane load distribution, this effect was less pronounced due to
the incomplete confinement [62].

Representative fracture patterns of high-strength PC and SFRC specimens are pre-
sented in Fig. 5.7, matching the respective stress-displacement curves shown in Fig. 5.6,
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a b c d

Fig. 5.7 Fracture patterns of high-strength PC (a, b) and SFRC (60 kg/m3 hooked-end macrofiber)
(c, d) loaded with area-ratios 9 (a, c) and 2.25 (b, d) [78]

left. In general, for both PC and SFRC, no visible cracking or spalling was observed un-
til shortly before reaching the ultimate load. Soon afterwards, all PC specimens failed
in a more or less explosive manner, in particular in the case of high-strength concrete,
accompanied by the sharp drop of the load-displacement curves shown in Fig. 5.6, left.
While for large area ratios single major splitting cracks developed and spread across the
testing and lateral surfaces to the bottom (Fig. 5.7a), PC specimens tested with small area
ratios completely collapsed (Fig. 5.7b). In contrast, all SFRC specimens retained their
integrity until the end of testing and exhibited a multiple cracking pattern. At large area
ratios, cracking in conjunction with minor concrete spalling occurred mainly on the upper
half of SFRC specimens (Fig. 5.7c). With decreasing area ratio, the cracks and spalling
tended to increasingly develop also in the lower half (Fig. 5.7d).

5.2.2.3 Fiber Type and Cocktails
As can already be assumed from the studies on the pullout behavior of steel fibers
(Sect. 5.2.1), the properties of fibers also had a significant influence on the bearing and
fracture behavior of SFRC under partial-area loading. Figure 5.8, left, shows the ultimate
local compressive stress of high-strength SFRC produced with various types of steel
fibers at a fiber content of 60 kg/m3 (spatial load distribution, ı D 9). Compared to PC,
the increase in the ultimate local compressive stress was between 28% and 51%. As
expected, the high-strength hook-ended macrofibers (Lh60) appeared to be most effec-
tive in enhancing the ultimate bearing capacity. However, it was found that SFRC with
high-strength macrofibers had only an increment of 15% in its ultimate bearing capacity
compared to SFRC produced with normal-strength macrofibers (L60), although the results
of the pullout tests showed that the ultimate pullout load was almost twice as high for the
high-strengths fibers (cf. Fig. 5.3).

For SFRC produced with fiber cocktails, a positive synergy effect could be observed for
certain combinations of fiber types. For high-strength concrete, however, this effect was
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Fig. 5.8 Influence of fiber type on ultimate local compressive stress of high-strength SFRC (left)
and stress-displacement response of high-strength SFRC with different fiber cocktails under partial-
area loading [78] (right)

only clearly visible at relatively high fiber contents (> 80–100kg/m3) [78]. Investigations
on different fiber cocktails in [55, 62, 78] showed that under such loading conditions the
combination of hooked-end macrofibers and straight microfibers proved to be most ad-
vantageous. Even though the ultimate local compressive stresses of the two fiber cocktails
compared in Fig. 5.8, right, were almost identical, it can be seen that SFRC with 50%
macrofibers and 50% microfibers (SFRC L60+S60) was characterized by a much more
ductile behavior in the post-cracking stage (compared to SFRC L40+M40+S40). A pos-
itive influence on the load-bearing and fracture behavior due to the reinforcement with
fiber cocktails was particularly evident in the case of partial-area loading with eccentric
load introduction [78].

5.2.2.4 Fiber Orientation
As is well known, fibers aligned to the acting direction of tensile stresses have the best
crack-bridging capacity. In the case of partial-area loading, the resulting splitting tensile
stresses perpendicular to the loading direction usually limit the bearable local compressive
stress and dominate the failure mode [39, 78, 90]. Accordingly, it has to be expected that
the fiber orientation has a significant influence on the bearing and fracture behavior of
SFRC under partial-area loading. In order to study this influence, partial-area loading tests
were performed on SFRC in which the fiber orientation was intentionally manipulated
through varying the casting direction in the production of specimens in standing and lying
formworks.

In Fig. 5.9, left, the fiber orientation (measured by means of an electromagnetic device
described in [78]) with respect to the loading direction is depicted by percentage in the
three spatial directions (x, y, z) for SFRC specimens (60 kg/m3 hook-ended macrofibers)
cast in both standing and lying formworks (150mm � 150mm � 300mm). For specimens
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Fig. 5.9 Influence of the casting direction on the fiber orientation in SFRC specimens with respect
to loading direction (left) and influence of the casting direction on the stress-displacement response
of high-strength SFRC (right) [8, 10, 78]

produced in lying formworks, about 46% of the fibers were oriented towards the load-
ing direction. Consequently, compared with specimens cast in standing formworks, fewer
fibers were oriented in the two directions perpendicular to the loading direction, which
correspond to the directions of principle tensile stresses (in the case of partial-area loading
with spatial load distribution). As a results, the specimens produced in lying formworks
exhibited considerably lower values of ultimate local compressive stress (stress drop up
to 23%, Fig. 5.9, right). Furthermore, after reaching ulimate local compressive stress, the
stress-displacement curves were characterized by a comparatively abrupt stress drop, in-
dicating a less ductile fracture behavior. As can be seen in Fig. 5.9, right, this effect was
clearly proven independent of the area ratio.

The effects of a preferred fiber orientation depending on the casting direction (stand-
ing/lying formwork) were even more significant for partial-area loading with plane load
distribution, since in this case the principle tensile stresses act predominantly in only one
transverse directions (perpendicular to the load direction) compared to partial-area loading
with spatial load distribution [55, 62].

5.2.3 Numerical Modeling of SFRC

An integral part for the design and optimization of damage-tolerant tunnel linings is the
development of a virtual-lab to analyze fiber reinforced concrete structures. Through the
interaction of experiment and simulation, the developed models are validated and together
novel segment designs are developed. In order to analyze the post-cracking behavior of
arbitrary combinations of fiber type, concrete strength and optional bar reinforcement, the
numerical models have to capture the major physical behavior of SFRC and RC subjected
to tunneling related loading.
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5.2.3.1 Multi-Level SFRCModel
Steel fibers provide a residual strength after onset of cracking depending on the type, con-
tent and orientation of the fibers. Available guidelines (i.e. [44]) characterize the residual
strength of SFRC based on bending tests and derive uniaxial stress-strain relationships for
Ultimate Limit State (ULS) and Service Limit State (SLS) design. In the framework of
the Collaborative Research Center SFB 837 Interaction modeling in mechanized tunnel-
ing, a multi-level SFRC model has been developed (see [100] for more details), which
allows to directly assess the influence of the individual fiber type, content, and orientation
on the structural response. In contrast to the guideline approaches, the explicit modeling of
important SFRC design parameters allows for their consideration as material uncertainties
in the model based design of SFRC structures.

As illustrated in Fig. 5.10, the proposedmulti-level model consists of submodels related
to three different scales involved in the numerical analyses of SFRC structures:

� Fiber Scale: At the level of the individual fibers and the matrix, the pullout behav-
ior of a single fiber is controlled by the interface conditions, the fiber shape and the
fiber inclination with respect to a crack. A semi-analytical model predicting the pullout
force-displacement relation of single fibers F.w; �; Qx/, which depends on the position
of the centroid Qx and the inclination � of the fiber with respect to the crack plane
(Fig. 5.10, top center), has been developed in [99]. The model is capable of captur-
ing the major mechanisms (straightening of the hooked-end, concrete spalling and
fiber rupture) activated during the pullout of a single steel fiber embedded in a con-
crete matrix, accounting for different configurations of fiber type and strength, concrete
strength, fiber inclination and embedment length (see Fig. 5.10, top).

� Crack Scale: At the level of an opening crack within the fiber-concrete composite, the
fibers crossing the crack are activated and ensure a residual post-cracking strength de-
pending on the fiber content and the fiber orientation. In the multi-level SFRC model,
the post cracking response is approximated by a traction-separation law which is de-
rived via the integration of the pullout force-displacement relations F.w; �; Qx/ of all
single fibers intercepting the crack and taking an anisotropic orientation of fibers into
consideration [100].

� Structural Scale: At the structural level, the post-cracking behavior is captured by
a discrete crack model based on cohesive interface elements [50, 100]. Between the
regular finite elements (bulk elements), interface elements are inserted (Fig. 5.10, bot-
tom), which allow a discrete mapping of cracks and provide direct information on the
crack widths. The behavior of the interface elements is governed by the traction sep-
aration law derived on the crack scale with the multi-level SFRC model. In order to
account for reinforcement bars if present, a mesh independent contact-based tying al-
gorithm for the discrete representation of steel reinforcement was developed [24]. The
rebars are modeled as truss elements and are coupled with the concrete matrix using
a constraint condition between control points located on the rebar elements and their
respective projection points within the solid elements in which they are embedded (see
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Fig. 5.10 Multi-level modeling of SFRC: Semi-analytical model for single fiber pullout considering
various “key states” during elongation, plastification and concrete spalling of hooked-end fibers
(Fiber Scale); Integration of the pullout response of all fibers crossing a representative crack and
considering their orientation to calculate the traction-separation law (Crack Scale); Modeling of
discrete cracks via interface elements inserted between the regular bulk elements and consideration
of conventional reinforcement (Structural Scale)

Fig. 5.10, bottom). The constraint condition includes the bond-slip mechanism as pro-
vided in [44] and the steel behavior itself is considered with an elastoplastic v. Mises
yield surface with linear hardening.

5.2.3.2 Validation for Fiber Pullout
The laboratory tests published in [11, 77, 79] (see also Sect. 5.2.1) are also used for the
validation of the semi-analytical fiber pullout model incorporated in the multi-level SFRC
model (Sect. 5.2.3.1). Beside the aforementioned material parameters of the concrete and
the fiber, the explicit fiber geometry (length Lf D 60mm, diameter df D 0:75mm and
hooked-end geometry described by lh1 D1:8mm, lh2 D1:3mm, ˛h D45°, �h D1:4mm) and
the fiber-concrete bond characteristics (�max D 1:70MPa, �0 D 0:42MPa, sref D 0:38mm
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Fig. 5.11 Model validation for hooked-end fiber pullout without inclination (0°): Model results vs.
experimental results for different combinations of concrete and fiber strength [101]

and the friction coefficient�D 0:3) are used as model input. The model predictions for the
different concrete and fiber strengths are compared to the experimental results in Fig. 5.11.

A remarkably good correlation is observed in all cases. In each diagram, the first nearly
vertical ascending branch corresponds to the elastic state of the hooked-end. The further
ascent of the curve leads to the pullout force peak which is reached when both of the arcs
of the hook become fully plastic and the hooked-end starts to enter the straight part of the
fiber channel. Afterwards the pullout force decreases, accompanied with the progressive
straightening and sliding of the segments of the hooked-end. Finally, the whole hook is
straightened and a residual pullout force remains corresponding to the frictional sliding in
the fiber channel.

In addition, the pullout tests on inclined fibers (Sect. 5.2.1.4) are used for the validation
of the semi-analytical fiber pullout model (Sect. 5.2.3.1). All the model results and the
respective test results are plotted in Fig. 5.12.

A good agreement between the model predictions and the experimental results can be
observed. While the pullout response for fibers with an inclination of � D 15° is similar to
non-inclined fibers (see Fig. 5.11), the pullout characteristics change considerably when
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Fig. 5.12 Model validation for the pullout of hooked-end fibers embedded in high-strength concrete:
Model results vs. experimental results of the load-displacement relation for different inclination
angles [101]

the inclination angle is increased from 30° to 60°. Particularly, in the case of 60°, instead of
a steep ascending branch prior to the peak force, the pullout force continuously increases
and reaches its maximum at a rather high level of pullout displacement due to matrix
spalling.

5.2.3.3 Validation for Partial Area Loading
For the validation of the multi-level SFRC model, the partial area loading experiments
with a plane load distribution and an area ratio of ı D Ac1=Ac0 D 4 are used [62]
(Sect. 5.2.2). All available experimentally obtained material parameters and the explicit
fiber geometry (Fig. 5.13, left) are used as a direct model input. A detailed description of
the model input can be found in [47]. With these parameters, first the single fiber pullout
responses F.w; �; Qx/ of arbitrary inclined fibers with homogeneous distributed embed-
ment lengths (see Fig. 5.10, top) are calculated, and then the crack bridging behavior is
predicted (see Fig. 5.10, middle). The derived traction separation laws are validated for
mode I fracture by re-analyzing the experimental 4-point bending tests. A comparison
between the experimentally and numerically obtained nominal stress-midspan-deflection
curves are presented in Fig. 5.13, right.
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Fig. 5.14 Numerical model used for the re-analysis of the strip loading experiments with the distri-
bution of the principal tensile stresses in the elastic regime (left); Comparison of the experimental
and predicted peak load with different values for the shear strength parameter ˇ (right) [47]

In general, a good agreement between the numerically obtained stress-deflection-
curves and the experimental results is observed. The flexural strength, the post-cracking
peak and the qualitative response is captured for all investigated fiber contents.

For the re-analysis of the strip loading tests, a plane stress model with an unstructured
mesh and an element size between 4mm up to 10mm is used (see Fig. 5.14, left). To
consider the influence of friction between the load plate and the specimen to the structural
response, the load plate is explicitly modeled, and contact elements are inserted between
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the plate and the specimen. Due to the high uncertainty regarding the shear strength, differ-
ent values of the model parameter ˇ controlling the shear strength are investigated in the
re-analysis of the strip loading experiments. In Fig. 5.14, the numerically and experimen-
tally obtained maximum load of the PC and the SFRC specimens are shown for different
values of ˇ (blue).

It can be observed, that the load bearing capacity for the plain concrete specimen (i.e.
for zero fiber content) is mainly influenced by the tensile strength, whereas for the fiber
reinforced specimens, the shear strength governs the failure load. Furthermore, depending
on the fiber content, an increased shear strength (ˇ values between 5.0 and 6.0) is required
to capture the experimentally obtained failure loads. Employing the empirical formulas for
estimating the shear strength [47, 76] a reasonably good agreement between experimental
results and numerical predictions can be observed (see red line in Fig. 5.14).

5.2.3.4 Casting Simulation of SFRC Structural Members
A major source of uncertainty involved in the mechanical properties of SFRC is the ori-
entation and distribution of the fibers in the concrete matrix, which is influenced by the
casting process and the geometry of the mold. If scale bridging material models are em-
ployed for the simulation of SFRC structures (see Sect. 5.2.3.1), assumptions regarding
the orientation and distribution of fibers are required to predict the crack bridging behavior
of the SFRC in the hardened state.

In order to simulate the casting process of SFRC and taking the formwork geome-
try into account, a numerical model based on Smooth Particle Hydromechanics (SPH)
was developed and implemented in the open-source Code DualSPHysics [16]. The fiber
orientation during the casting process is described by the Folgar-Tucker model [1, 22]
in combination with the weakly compressible SPH method and allows the determination

c)

b)

a)

d)

a)

c)

d)

b)

0.6 0.7 0.8 0.9
Orientation component a11

Fig. 5.15 SPH flow model to predict the fiber orientation resulting from the casting of a tunnel
lining segment (left). Fiber orientation visualized by ellipsoids, where the orientation component
a11 shows the probability of fibers aligned towards the horizontal direction (right) [32]
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of the spatially as well as temporally varying probability density function of the fiber
orientation. The flowable cement matrix is modeled as a viscous, regularized Bingham-
Papanastasiou fluid, where the influence of the fiber content on the flow behavior is taken
into account by the micromechanical model of Ghanbari and Karihaloo [30]. Finally, the
orientation tensors can be easily visualized by ellipsoidal surfaces, where the eigenvalues
denote radii, and the eigenvectors the axes orientations. The resulting fiber orientation af-
ter casting of a tunnel lining segment is shown in Figure 5.15. A detailed description and
validation of the model can be found in [32].

5.3 Hybrid Segmental Tunnel Linings

The peripheral zones of lining segments (i.e. corners, edges, joints) are usually exposed to
significantly higher forces than the interior regions due to various complex loading scenar-
ios (e.g. concentrated load introduction, bending moments and shear force transmission)
and are also particularly vulnerable to damages, such as concrete spalling. The risk of
such damages is particularly high when lining segments are conventionally reinforced
with steel bars, since such type of reinforcement cannot cover the edge areas due to the
requirement of minimum concrete cover. A potential improvement of this problem could
be achieved by the use of SFRC. Due to the small dimensions of steel fibers and their
homogeneous distribution in the concrete, lining segments made of SFRC are more robust
than conventionally reinforced lining segments, especially with regard to corner and edge
spalling. However, the steel fiber content of conventional SFRC for lining segments usu-
ally ranges between 30 and 50 kg/m3. The reinforcement efficiency of SFRC with such
low (subcritical) fiber content is limited, so that the reinforcement exclusively with steel
fibers is not expedient in the case of high loadings. SFRC with a supercritical fiber content
(approximately > 100 kg/m3), which is necessary for an adequate reinforcement efficiency
as well as for achieving the intended crack distribution and crack width limitation, is no
reasonable alternative for the use in lining segments, especially from an economic point
of view.

A robust, damage-tolerant as well as economical efficient solution is provided by
the concept of hybrid lining segments. The basic idea of the hybrid concept is to use
high-performance steel fiber reinforced concretes (HPSFRC) with a high fiber content (>
100 kg/m3) – even in combination with conventional rebars – only locally in the highly
stressed and vulnerable zones of the segment, while in less stressed interior regions
a conventional lining concrete (LC) with reduced steel bar reinforcement or a moderate
steel fiber content is used, respectively. In addition, the segment cross-section can be
significantly reduced by an optimized hybrid design (Sect. 5.3.5). This leads to a smaller
excavation cross-section and lower material consumption, resulting in both economic and
ecological benefits.

The development of the hybrid concept was based on a multi-level approach, which
included the tunnel lining system, the individual segments and details in terms of material
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and contact areas. For an optimization-based design, the developed numerical models and
methods for the modeling of hybrid SFRC components at the structural level were used.
On the one hand, the focus was on the design, taking into account aspects of robustness and
an experimental validation of the methodology, and on the other hand, the development of
adequate production methods and suitable joint and material concepts.

5.3.1 Production Methods

For the production of hybrid lining segments two main concepts were pursued, resulting
in different production methods and casting techniques, respectively [58, 61]. The first
concept (“wet-on-solid”) aims to use geometrically tailored built-in components made
of HPSFRC, which are pre-fabricated in a separate production process. The hardened
precast components are installed at the critical zones (i.e. corners, edges, joints) in the
conventional segment formwork, followed by the placing of a wet mixed conventional
lining concrete. In this way, the precast components are integrated into the lining segment
“wet-on-solid” (Fig. 5.16, left). In the case of precast components with additional re-
bars, appropriate connection reinforcement must be provided. Apart from this, only minor
modifications compared to the conventional production process are necessary. However,
to ensure a sufficient bond between the precast components and the subsequently added
lining concrete, appropriate measures are required (cf. Sect. 5.3.2.1).

The second concept (“wet-on-wet”) is characterized by a simultaneous casting of the
two concretes (HPSFRC/LC) in a standing segment formwork (Fig. 5.16, right). The
concretes are initially separated from each other by a temporary interior formwork (i.e.
moveable partition plates). During compaction, this interior formwork is continuously
lifted up so that the two concretes get into contact “wet-on-wet”, without getting mixed.
This production method was first successfully tested on small-scale. It was shown that

Fig. 5.16 Schematic illustration of production methods for hybrid lining segments: “wet-on-solid”
(left), “wet-on-wet” (right)
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Fig. 5.17 Standing wooden formwork for the “wet-on-wet” production of hybrid specimens (top
left), cutting surface through a hybrid specimen (bottom left) and standing segment formwork for
the “wet-on-wet” production of hybrind lining segments in real scale (right)

in a standing formwork, the HPSFRC can be precisely installed in horizontal but also
in vertical thin layers together with an adjacent lining concrete (Fig. 5.17, left). Samples
taken from such hybrid specimens consistently showed a monolithic bond between the
two concretes.

In order to investigate this production method on the real scale, a standing segment
formwork was used, which was designed and manufactured exclusively for this purpose
by HERRENKNECHT FORMWORK. This formwork allows to cast rectangular segments
with an external ring diameter of 7.80m, a thickness of 0.40m and a width/height (length
of segment in longitudinal direction of the tunnel) of 1.00m. The production of hybrid
segments in this formwork (Fig. 5.17, right) has demonstrated that the “wet-on-wet” pro-
duction method can be successfully realized on real scale.

For the “wet-on-wet” production of hybrid lining segments with additional rebars in the
zones close to the longitudinal joints, alternative systems were also investigated for the use
as an interior formwork, instead of monolithic steel plates. On the one hand, slotted steel
plates were used, which could also be pulled during compaction, and on the other hand,
steel mesh was used, which remained permanently in the segment. The latter solution,
however, led to a significant weakening of the bond between the two concretes and is
therefore not appropriate.

Moreover, it should be mentioned that in the case of the “wet-in-wet” production
method additional production steps are required compared to the production in a con-
ventional segment formwork. For example, in order to comply with the dimensional tol-
erances for lining segments and to install the circumferential sealing properly, mechanical
finishing of the longitudinal joint is necessary, which is the unmolded surface in the stand-
ing segment formwork.
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5.3.2 Experimental Investigations on Hybrid SFRC Systems

As the following sections demonstrate, investigations on the bonding behavior between
precast components and the added lining show that a so-called hybrid SFRC system can
substantially improve the overall system behavior, in particular when considering partial-
area loading.

5.3.2.1 Investigations on the Bonding Behavior (“wet-on-solid”)
The weak point of the “wet-on-solid” concept is the bond between the precast compo-
nents and the subsequently added lining concrete. In order to ensure a durable tensile
and shear resistant bond between the two concretes, the bonding surfaces of the precast
components must have a certain macro and micro roughness. If necessary, also an ad-
ditional mechanical connection with appropriate connection reinforcement may even be
required. To investigate the pure bond behavior (i.e. without reinforcement) between the
precast components and the lining concrete, experimental tests were carried out [59, 61].
To this end, plate-like precast components (50 cm � 30 cm � 5 cm) made of HPSFRC
(fc D 120MPa, 120 kg/m3 steel fibers) were first produced. By means of various measures
[59, 61] (e.g. use of formliner with a specific geometrical structure, surface “washing”
with high-pressure water jets), the roughness of the bonding surface of the precast com-
ponents was varied in the range from tenths of a millimeter (micro roughness) to several
centimeters (meso roughness). The hardened precast components were then positioned
and fixed in a formwork (50 cm � 30 cm � 25 cm), followed by the placing of a wet
mixed lining concrete (fc D 70MPa, 50 kg/m3 steel fibers). The so produced hybrid spec-
imens represent sub-segments of a hybrid lining segment. Drilling cores were taken from
these hybrid specimens to investigate the bonding behavior under shear and tensile loading
(Fig. 5.18, left, middle).

In the case of a bonding zone with a pyramid or frustum of pyramid shaped structure
in combination with surface roughening trough “washing” with high-pressure water jets

Fig. 5.18 Test setup for investigations on the bonding behavior under shear (left) and tensile loading
(middle) [61]; structure of the bonding surface of precast components (right)
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Fig. 5.19 Influence of the structure of the bonding zone on the stress-displacement response under
shear loading (left); characteristic failure patterns of hybrid specimens under shear (top right) and
tensile loading (bottom right) [61]

(Fig. 5.18, right), the ultimate bearable shear stress was enhanced by 40% to 50% com-
pared to a flat bonding zone (Fig. 5.19, left). Specimens with a flat bonding zone showed
an abrupt and brittle failure immediately after reaching the ultimate shear stress. The fail-
ure occurred trough a complete shear-off of the HPSFC layer along the flat bonding zone
(Fig. 5.18, top right). In contrast, specimens with a specific structure of the bonding zone
(pyramid, frustum of pyramid) clearly showed a more robust fracture behavior [59, 61].
In these cases, a significant load increase was observed after first cracks appeared. Af-
ter reaching the ultimate shear stress, the stress-displacement curves were characterized
by a sharp drop. However, a residual load-capacity was observed (Fig. 5.18, left) and no
complete shear-off failure has occurred until the end of testing (Fig. 5.18, top right). Un-
der tensile loading the fracture always occurred in the lining concrete (Fig. 5.18, bottom
right), irrespective of the structure of the bonding zone [59, 61]. Therefore, a sufficient
bond under tensile loading could be proven.

5.3.2.2 Hybrid SFRC Systems Under Partial-Area Loading
As the investigations on pure SFRC under partial-area loading (Sect. 5.2.2) clearly demon-
strate, the use of steel fiber reinforcement can significantly increase the bearable local
compressive stress and positively influence the fracture behavior. However, with regard to
the stress distribution prevailing in concrete elements subjected to partial-area loading, it
is known that critical tensile stresses develop predominantly in the load propagation zone
(i.e. St. Venant disturbance zone) and vary as a function of the distance to the loaded area
[39, 78, 90]. Therefore, following the basic idea of the hybrid concept, it is not neces-
sarily appropriate to reinforce the entire concrete element with steel fibers, rather only
those zones where (critical) tensile stresses are expected. To experimentally verify the
hybrid concept on the material level, partial-area loading tests were performed analogue
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Fig. 5.20 Influence of the reinforcement layer thickness on the stress-displacement response (left)
and on the ultimate local compressive stresses (right) of hybrid specimens under partial-area loading
[78]

to Sect. 5.2.2, however, on hybrid specimens. Instead of a full range fiber reinforcement,
the hybrid specimens were partially strengthened with steel fibers just in the St. Venant
disturbance zone. To this end, the hybrid specimens were produced with both PC and
SFRC using the “wet-on-wet” production method. In [56–58, 78, 81] the experimental
investigations on hybrid SFRC elements under partail-area loading are presented in detail.

In Fig. 5.20, left, the stress-displacement response of PC specimens is compared to
those of SFRC and hybrid specimens with L60 fiber reinforcement (60 kg/m3 hooked-end
macrofibers) tested under partial-area loading (spatial load distribution, ı D 9). For hy-
brid specimens, the thickness of the fiber reinforcement layer was 50, 100 and 150mm
(total specimen height: 300mm). Figure 5.20, right, shows the corresponding ultimate
local compressive stresses. In addition, Fig. 5.20, right, also shows the ultimate compres-
sive stresses for SFRC and hybrid specimens produced with L60+S60 fiber reinforcement
(120 kg/m3 fiber cocktail).

For all hybrid specimens, a considerable increase in the ultimate bearing capacity was
observed with increasing thickness of fiber reinforcement compared to PC specimen, espe-
cially for those reinforced with fiber cocktails (up to 41% for L60 and 76% for L60+S60,
Fig. 5.20, right). In the case of fiber cocktail reinforcement, by incorporating an only 50mm
thick reinforcement layer (1/6 of the total specimen height), an increase of 30% in ultimate
bearing capacity was recorded. With increasing thickness of fiber reinforcement, hybrid
specimens exhibited not only an increase in the ultimate bearing capacity, but also showed
a considerable improvement in their ductility (Fig. 5.20, left). However, hybrid specimens
with a 150mm thick layer of fiber reinforcement (1/2 of the specimen height) exhibited, be-
sides an almost identical bearing capacity, also nearly the same ductile behavior as SFRC
specimens. This clearly shows, that a full range fiber reinforcement is not necessary.

In the case of partial-area loading with plane load distribution (Fig. 5.21, left), it was
also found that the installation of a relatively thin layer with fiber cocktail reinforcement
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Fig. 5.21 Dimensions of PC and hybrid specimens tested under partial-area loading with plane
load distribution (left); influence of the reinforcement layer thickness and casting direction on the
ultimate local compressive stress of hybrid specimens (right) [58]

(120 kg/m3 L60+S60) in the load propagation zone already leads to a significant improve-
ment in the ultimate bearing capacity (Fig. 5.21, right). Analogous to specimens with
a full range fiber reinforcement, the casting direction (standing/lying formwork) had a re-
markable influence on the ultimate bearing capacity, in both plane and spatial cases of
partial-area loading. In the plane case, hybrid specimens produced in standing formworks
exhibited an up to 30% higher bearing capacity compared to hybrid specimens produced
in lying formworks, depending on the thickness of the reinforcement layer (Fig. 5.21,
right). Thus, it could be shown that the production in a standing formwork, as in the case
of the “wet-on-wet” production method for hybrid lining segments, can have a positive
effect with regard to the fiber orientation.

Although ductile fracture behavior was less pronounced for hybrid specimens under
partial-area loading with plane load distribution due to the incomplete confinement, the
high content of steel fibers in the reinforcement layer nevertheless caused a considerable
slower crack propagation and prevented complete splitting, as in the case of unreinforced
specimens (Fig. 5.22). Moreover, concrete spalling was prevented by the fibers and was
only present in the unreinforced areas of the specimens. Above a certain reinforcement
layer thickness (here: 20 cm), the fracture behavior could even be changed to the effect
that no cracking or spalling occurred in the peripheral zones close to the loaded area.

5.3.3 Reinforcement Layout by Topology Optimization

Topology optimization gives the opportunity to distribute a limited amount of material in
a geometrical domain ˝, so that the structural stiffness K is maximized or the weight
is minimized [71]. From a mathematical point of view, this is a minimization problem
steered by the principles of elasticity. The design space is discretized with finite elements.
Iteration and variation of the material distribution therein yields the optimal relation be-
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Fig. 5.22 Fracture of PC (left) and hybrid specimens (middle, right) under partial-area loading with
plane load distribution [58]
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Fig. 5.23 Left: Mesh and material definition in hybrid truss-continuum optimization. Right: stress-
strain relationship employed for concrete and steel. Modified with reference to [74]

tween the load F and the displacements u [34]. Among the three established methods of
structural optimization – sizing, shape and topology optimization – topology optimization
is the most suitable one for this purpose. In the past, it has been shown a valuable design
tool especially for structures with complex stress states. In certain conditions employing
distinct parameters, it automatically gives distributions of materials in structural elements
comparable to strut-and-ties models (STM) [23].

Topology optimization is commonly applied to continuous or truss structures. Then,
the objective is to find the optimal distribution of material in terms of densities � or cross-
section areas A among the elements e that constitute the design space. In this context,
reinforced concrete poses a special challenge as a composite of two materials–concrete
and steel reinforcement–whose behavior is strongly nonlinear. In the past, especially the
hybrid truss-continuum optimization (HTCO, e.g. [4, 27, 74, 92]) has provided good
solutions for reinforced concrete. Different to the classical approach, the design space
(geometrical domain) is filled with continuous volume (˝c) and truss elements (˝t ) si-
multaneously. Compressive (
c) and tensile (
t ) stresses result from the applied loads F
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Fig. 5.24 Left: Hybrid optimization of an isolated longitudinal joint subjected to multiple (centric
and eccentric) loads. Rebars represented as black truss elements. Right: Design simplification after
replacement of smeared trusses by steel fibers. Modified with reference to [74]

and steer the use of both materials (Fig. 5.23). That way, it helps designers to identify
suitable STMs for complex cases. Thereby, HTCO provides an objective – non subjec-
tively biased – computational solution that suggests rebars in direction of the principal
tensile stresses. Just the task to choose suitable diameters remains to the designer. The
constrained optimization problem is formulated in terms of the vector of densities � and
cross-section areas A according to [27, 74]:

min
�;A

c D F>u (5.1a)

such that K.�;A; � t; � c/u D F; (5.1b)X
ec2 ˝c

�eVe C
X
es2 ˝s

AeLe � ˇ V0; (5.1c)

�min � �e � 1; 8�e 2 ˝c ; (5.1d)

Amin � Ae � Amax; 8Ae 2 ˝t : (5.1e)

Therein the total compliance c is computed from the sum of the continuum and truss
contributions. The total volume is restricted to a fraction ˇ of the initial volume V0. Further
constrains limit the design variables. Usually � takes values between 0 and 1 to represent
void or full material at each element. Minima for Ae and �e avoid numerical singularities
when solving the central FEM equation (Eq. 5.1b) to obtain u, whereas Amax keeps the
design feasible, limiting the diameter of rebars to those available on the market.

This scheme was applied to an idealized longitudinal joint of a segmental lining of
width d and depth 2d – in order to fully capture the discontinuity region – subjected to
single and multiple loads (qe�, qe0 and qeC) in Fig. 5.24 [74]. In practice, the ring loads
can be introduced at the longitudinal joint not only centered, but also eccentrically. As
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Fig. 5.25 Bearing capacity of the tested specimens. Modified with reference to [74]

expected, tensile stresses below the load introduction appear and the algorithm places
suitable ties. Directly below load introduction, up to a depth of 0:42d , a region of small
trusses is identified. This motivates the replacement of rebars by steel fibers in this region
to cover the smeared tensile forces and simplify the design. Conventional reinforcement
still takes over the larger tensile stresses below that region (Fig. 5.24, right). Such a design
bears potential to save material and manufacturing time as discussed in Sect. 5.3.2.2.

These results motivated the extension of the experimental campaign to hybrid SFRC
systems. In the experiments not only SFRC was employed for the strengthening of the
longitudinal joint, but also conventional rebars. Below load introduction, a layer of HPS-
FRC with a depth of 0:42d was cast wet-on-wet [58, 74] to the normal strength concrete
of the specimen. To quantify the performance of the strengthened joints, geometrically
equivalent specimens with and without conventional reinforcement were cast for testing.
Also the impact of relocating the gasket to the center was investigated. In this configura-
tion, even higher bending moments are bearable by the same thickness and the splitting
forces are reduced. In total, this leads to less reinforcement [74].

The bearing capacities reached by all alternative configurations tested are summarized
in Fig. 5.25. Longitudinal joints with hybrid reinforcements have up to 18% more bearing
capacity than those reinforced with rebars only. The relocation of the gasket to the center
provides an increase of 37% with respect to the classical location at the edge and bar
reinforcement, whereas for hybrid reinforcement, an increase of 40% was registered [74].

New reinforcement concepts derived from topology optimization proved to be more ef-
ficient in terms of bearing capacity of longitudinal joints. Strengthening the region below
load introduction, and the relocation of the gasket to the center of the segment, leads to
a considerable increase of the bearing capacity of longitudinal joints. That way, longitu-
dinal joints are no longer decisive for the design and segments get a more homogeneous
material utilization throughout [74].
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5.3.4 Numerical Investigations of RC, SFRC and Hybrid Segmental
Lining Designs

In order to investigate the performance of hybrid reinforced segmental linings on the tun-
nel scale and compare it to conventional RC segment designs, the structural responses of
different reinforced segmental linings is analyzed using a detailed 2D model consisting
of the grout layer and the individual tunnel lining segments, respectively (Fig. 5.26, left).
For this purpose, a reference tunnel project is defined (overburden 20m, sandy soil, lateral
earth pressure coefficient of 0.5), where the loading acts on the lining (at steady state) is
determined by the process-oriented tunnel simulation as described in Sect. 6.4.1.

The focus of the analyses is on the durability, quantified by means of the maximum
crack opening exceeding the tolerated width of 0.2mm. A RC segment with minimum
reinforcement (¿ 10–10 C additional rebars in high stressed regions), a SFRC segment
with 60 kg/m3 of 60mm normal-strength hooked-end fibers (see Sect. 5.2) and a hybrid
reinforced segment are analyzed (125mm SFRC band and 200mm long SFRC cap). The
total steel mass of the SFRC and RC segment is similar (�260kg/segment), whereas the
steel amount in the hybrid segment is reduced by 65% (92 kg/segment). The simulations
are carried out using a C40/50 concrete with a design tensile strength of 2.5 N/mm2. For
the designs containing SFRC an isotropic fiber orientation is assumed. A comparison of
fiber and conventionally reinforced segments and different safety concepts in non-linear
FE analysis can be found in [45].

Fig. 5.26 Left: Dimension of the ring and the longitudinal joint contact and maximum principal
stresses in the segmental lining model and indication of potential failure mechanisms.; Right: Char-
acteristic normal force and bendingmoment distribution around the ring from a linear elastic analysis
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The resulting maximum principal stresses and stress resultants are shown in Fig. 5.26.
Under the characteristic loading, no large cracks occur in the plain concrete segmen-
tal lining. However, two potential failure modes are indicated: At the crown segment,
the lowest normal force (�1375kN/m) in conjunction with the highest bending moment
(329 kNm/m) can be observed, potentially resulting in bending cracks. Around the longi-
tudinal joint at 78°, the largest tensile stresses occur due to a normal force of �1943 kN/m
and a bending moment of �217 kNm/m. This could lead to a potential chipping of the
segment corner (Fig. 5.26, left). Based on these observations, two loading cases are cre-
ated for design purposes. For the design of the crown segment subjected to bending, the
loads are modified such that the resulting bending moment is increased by a factor of
1.5 and the normal force is reduced by a factor of 0.5. For the design of the area around
the longitudinal joint, where chipping could occur, the normal force and bending moment
are increased by a factor of 1.5 to increase the stress transmission and maintain the joint
rotation.

5.3.4.1 Load Case: Bending
The responses of all lining designs, or rather, reinforcement schemes, to the bending load
case are shown in Fig. 5.27. Only the bending response at the crown segment is shown, as
this is the area in which maximum cracking is observed. Further, only the crack width is
shown. The lining system does not fail and continues to function as a load bearing struc-
ture. Therefore, the only limiting factor controlling the choice of any of these scenarios is
the predicted crack width, which may not exceed the project dependent requirements for
the SLS (around 0.2mm).

As expected the plain concrete lining ring (PC), exhibits the largest bending cracks,
with the dominant crack occurring at the inner edge of the tunnel lining at the crown,
which is where the maximum bending moment is predicted. What is of note, is that the
PC case exhibits multiple cracking behavior (due to the compressive normal force), rather
than a single monolithic crack which leads to segment failure. The RC segment exhibits
a similar response to that of the PC segment, with the primary difference being that the
crack pattern is much more regular. Rather than predicting a crack size that more or less
corresponds to the moment applied at a point, as is the case in the PC segment, the cracks
that are observed in the RC segment are more or less all of similar size, indicating that
the reinforcement bar effectively normalizes the cracking response along the length of
the rebar. The maximum cack width predicted by the RC segment is 0.158mm, which
is within a tolerable range of below 0.2mm as prescribed by the serviceability limits.
Interestingly, the SFRC segments are the most effective in reducing crack width along the
length of the segment. Both reinforcement schemes lead to cracks that are significantly
below the serviceability limit and therefore represent valid reinforcement designs. In the
case of the hybrid reinforcement scheme, the bending performance of a full SFRC segment
is only slightly better (0.112mm vs. 0.142mm). This equals an increase in crack width of
approximately 25% relative to a total decrease of SFRC of 75%.
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PC
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Fig. 5.27 Crack patterns at the crown segment for a plain concrete (PC), a conventional reinforced
(RC), a steel fiber reinforced (SFRC) and a hybrid reinforced (Hybrid) segment design (magnifica-
tion of 300�) [25]

5.3.4.2 Load Case: Chipping at the Longitudinal Joint
The responses of all lining designs, or rather, reinforcement schemes, subjected to the
chipping load case are shown in Fig. 5.28. The maximum chipping cracks occur at the
longitudinal joint located 78° away from the tunnel crown, as measured clockwise from
the top of the ring.

Generally, the trend in predicted maximum crack width is similar to that as of the
bending variants as shown in Fig. 5.27 and discussed above. However, in the case of
chipping, the SFRC proves to be significantly more effective in reducing crack widths.
Significantly, the minimum reinforcement provided against splitting stresses in the RC
design is not sufficient to inhibit the formation of cracks in exceedance of the tolerance.
This indicates that SFRC is much better suited to resist chipping cracks than RC.While the
performance of the hybrid reinforcement scheme is better than the conventional RC design
and below the serviceability limit, it’s effectiveness can be increased by using a higher
SFRC cap length. The splitting crack is initiated outside the SFRC layer and therefore the
SFRC cap can only limit further crack development. In order to estimate an optimal SFRC
cap length, optimization algorithms can be applied (see Sect. 5.3.5).
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SFRC Hybrid

wmax = 0.196mm 

Fig. 5.28 Crack patterns at the longitudinal joint located at 78° for a plain concrete (PC), a conven-
tional reinforced (RC), a steel fiber reinforced (SFRC) and a hybrid reinforced (Hybrid) segment
design (magnification of 100x) [25]

5.3.5 Optimization Based Design for Hybrid SFRC Linings

A robust segment design in tunneling projects, going along with the reduction of the risk of
damage, also needs to satisfy the economic feasibility. As shown in the previous sections,
SFRC segments provide a sufficient load bearing capacity and an increased serviceability
performance compared to conventional RC segments. If a proper hybrid reinforcement is
chosen, a similar performance to a SFRC reinforcement scheme can be achieved while
the steel content is further reduced. In this section, hybrid SFRC segment designs are
derived by using optimization algorithms in conjunction with complex numerical models
and by taking material uncertainties into account [68]. Due to the high computational
effort of solving optimization tasks under uncertainty, the structural models are replaced
by Artificial Neural Networks (for more details i.e. [47]).

5.3.5.1 Robust Optimization Earth Pressure Loadings
In Sect. 5.3.2.2 as well as in Sect. 5.3.4 it was shown that hybrid segments are capable
to prevent critical cracking around the longitudinal joint and to simultaneously reduce the
amount of steel. Here, a robust optimization [6, 98], with the design parameters sum-
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Fig. 5.29 Optimized design vs. robust optimization of longitudinal joints. Specification of the opti-
mization tasks and resulting width of the SFRC cap and fiber content (top). Comparison between an
optimized and robust optimized segment design in terms of installation as well as material variance
(bottom) [43]

marized in Fig. 5.29 (top) and using the numerical model described in Sect. 5.3.4, is
performed to determine a robust hybrid segment design with a minimal SFRC material
usage (see also [43, 46]). In addition, conventional optimization is performed to minimize
the SFRC cap width and the required fiber content. Besides the savings on material costs,
the minimization of the fiber amount reduces the likelihood of fiber clumping and there-
fore contributes to a more consistent performance. A maximum tolerable crack width of
0.2mm is employed as constraint. In case of the robust optimization, also the variance of
the maximum crack width due to uncertain material properties is included as an objective
function. The tensile strength of the C40/50 concrete is modeled as Gaussian distribution
(� D 3:5N/mm2, 
 D 1:0N/mm2) and also the fiber orientation is considered as interval
representing favorable to unfavorable orientations. The optimization task is solved by the
particle swarm optimization [37].
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The optimized design leads to a 280mm long SFRC cap with 25 kg/m3 of fibers, while
the robust optimized design leads to a 420mm SFRC cap with 45 kg/m3 fibers. In order to
evaluate the vulnerability of both designs, their performance in case of an improper seg-
ment installation, resulting in a misalignment �r between adjoining segments (Fig. 5.29,
bottom left), and their reliability regarding variances in the concrete strength as well as
in the fiber orientation (Fig. 5.29, bottom right) are investigated. In terms of installation
variances, both designs are damage tolerant with respect to small misalignment, but only
the robust optimized design prevents the development of critical cracks at larger misalign-
ment. In addition, the robust optimized design provides a consistent performance in the
full range of possible material properties. Considering the material variance, unfavorable
realizations of concrete strength and fiber orientation, results in a probability of 27% that
the maximum tolerable crack width of 0.2mm is exceeded when using the optimized de-
sign.

5.3.5.2 Reliability Based Optimization of Thrust Jack Forces
Beside the earth as well as the water pressure loads acting on the tunnel structure, the
thrust jack forces during TBM advancement are often decisive for the chosen segment
thickness. Therefore, the same reference tunnel project as described in Sect. 5.3.4 is used
as an example, where the maximum thrust jack force of the tunnel boring machine Fdesign

is specified to 5600kN. Here, a hybrid fiber reinforced segment consisting of two SFRC
layers (A and B) is designed, whose required thickness d and the fiber content cF as
well as the width �L of the strengthening SFRC layer B (see Fig. 5.30) is determined
by solving an optimization task under consideration of uncertainties (for more details see
[47]). Through the consideration of material parameter uncertainties (fiber orientation �F
as interval, concrete tensile strength ft as log-normal distribution) as well as construction
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Fig. 5.30 Design variables (red), the jack eccentricity and material uncertainties as uncertain a pri-
ori parameter (green) considered in two structural models used for the optimization task to generate
a robust hybrid lining design. The potential cracks due to the thrust jack loading are indicated in the
illustration of the segment at the bottom left [47]
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tolerances resulting in an eccentric placement of the thrust jacks �r and considering ac-
cepted failure probabilities as constraints in the optimization procedure, a cost-effective
as well as durable hybrid fiber reinforcement segmental lining design can be derived. In
order to design the lining segment subjected to thrust jack forces, two plane FE models,
labeled as Model I (plane strain) and Model II (plane stress), are used analogous to the
design models in engineering practice (Fig. 5.30). In accordance with the design models
for the bursting stresses due to partial area loading, Model I is decisive for the load bear-
ing capacity of a segment subjected to thrust jack loading. The main objective of Model
II is to examine, if the serviceability requirements in terms of critical crack widths are
fulfilled. Therefore, a plane stress model of the segmental lining is employed to check,
if the derived design can prevent the occurrence of critical cracks between the two thrust
jack pads.

The inner part of the segment is reinforced by 25 kg/m3 of Dramix 3D 65/60 hooked-end
steel fibers (minimum fiber content according to [82]), whereas a SFRC cap with a higher
content of fibers cF and a width �L (both to be optimized) is placed at the outer part (see
Fig. 5.30). The post-cracking behavior depending on the fiber type, content and the orien-
tation is calculated by the multi-level SFRC model described in Sect. 5.2.3.1, which was
systematically validated for the Dramix 3D 65/60 hooked-end steel fibers in [33].

Figure 5.31 illustrates the constraint limit state from the reliability based optimization
in the design space expanded by the fiber content, the segment thickness and the width
of the layer cap. The constraint limit state divides the design space into a feasible and
an unfeasible region. As can be seen in Fig. 5.31, the segment thickness d and the fiber
content cf are dominating the shape of the constraint limit state for each case, whereas the
cap width �L has only a minor influence. With the minimum fiber content of 25 kg/m3,
a segment thickness of d � 460mm (characteristic case) will still lead to a feasible de-
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sign. An increase of the fiber content up to 40 kg/m3 enables a reduction of the segment
thickness to d � 400mm for the characteristic case, but by further increasing the fiber
content, only small reductions of the segment thickness can be achieved. The width of the
SFRC cap �L is the least sensitive design variable. If a certain width is provided (tensile
stresses occur within the outer SFRC layer), only small improvements with increasing cap
width�L can be obtained (see characteristic case at higher fiber contents cF in Fig. 5.31).
A reduction of the segment thickness up to d � 375mm can be achieved. Furthermore,
the characteristic case is investigated for an unfavorable fiber orientation (�F D 0:3) and
for a more favorable fiber orientation (�F D 0:45) according to [86]. It can be seen in
Fig. 5.31, the fiber orientation has a high impact on the performance of the constraint
limit state, which can either result in a further reduction of the segment thickness d by
� 17mm or to an increase by � 13mm for the characteristic case.

For this reason, the first set of weights adopted in the multi-objective optimization
problem prioritize the reduction of the thickness over the minimization of the remaining
design variables and results in a 402mm thick segment with a 200mm wide SFRC cap
containing 41 kg/m3 of fibers for the characteristic case. When compared to the RC refer-
ence segment design, the steel content is reduced by 59% (106 vs. 260 kg/segment) and
the concrete volume is reduced by 20% (3.61 vs. 4.53m3/segment).

5.4 Full-Scale Tester for Segmental Linings Subjected to Conditions
in Real Tunnels

5.4.1 Experimental investigation

The knowledge gained on isolated longitudinal joints (Sects. 5.2.2 and 5.3.3 had to be
transferred and extended to large-scale experiments on full lining segments. To this end,
a testing rig capable to introduce up to 5 MN in horizontal and vertical direction was de-
veloped (Fig. 5.32). It has the advantage that the resources of the testing facility can be
concentrated on a single segment. Nevertheless, it preserves the boundary conditions in
real tunnels [9, 53]. The vertical load V is introduced by means of a vertical steel frame
that distributes it on eight contact points of the segment extrados. The transition between
steel profile and curved specimen is realized with elastomeric bearings which, simultane-
ously, considerably reduce the transmission of shear stresses. Thus, the load introduction
is radial, properly reflecting surrounding ground and water pressure conditions. The pres-
ence of adjacent segments is simulated by steel wedges that copy the geometry of the
longitudinal joints, where the compressive load of the ring is introduced, following the
static scheme of an arc. The load introduction mimics the conditions in real tunnels, i.e.,
the effects of partial area loading are taken into account simultaneously by compression
with variable eccentricity. An experiment on a conventional segment showed that for an
eccentricity e � 0:14 � h (being h the segmental width) the longitudinal joint becomes
decisive, showing brittle failure. Further details can be taken from [53].
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Fig. 5.32 Test setup (left) and load concept (right). Modified with reference to [9]
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Fig. 5.33 Bearing capacities of conventional and hybrid linings. NC: normal concrete. HPSFRC:
high-performance steel fiber reinforced concrete

The experimental campaign was then extended to two segments employing hybrid re-
inforcement concepts, i.e., casting normal concrete at the central region (reinforced with
conventional rebars), and high performance steel fiber reinforced concrete at the longi-
tudinal joints, which constituted a strengthening of that region. Both were manufactured
employing the methods described in Sect. 5.3.1. Strengthening the longitudinal joints led
to an improvement in the capacity of 25.5% and 42.1% in the two specimens, respectively
(Fig. 5.33b, c). The difference observed between both results is directly related to the
compressive strength of the concretes cast in the central region of the segments, which the
experiments showed to be the decisive factor for failure. In this case, however, a ductile
failure due to compression with low eccentricity in the central region was found, which
enables thickness reduction, and thus concrete and excavation savings.

The use of high-performance materials was even exploited to a further extent. Next, the
complete body of two segments with hollows were cast that increased the material savings
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by 20%with respect to a conventional design. The geometry of the hollowswas set to create
an arc effect, given that the strut above is subjected to local bending due to external load-
ing. A highly deformable mortar was cast on top to allow large plastic deformations (see
Sect. 5.6.2) and better distribute the radial loads over the bearing part of the segment. In the
segment (d), the load was introduced at the longitudinal joint in a conventional way, which
corresponds to an outer gasket location. In another segment (e), the gasket was moved to
the middle as learned from the simplified isolated specimens, investigated in Sect. 5.3.2.2.
The eccentricity was increased by 10mm tomatch the load level at failurewith the capacity
of the testing device. All bearing capacities are compared in Fig. 5.33.

5.4.2 Validation and Numerical Exploration of Novel Segment Designs

In order to explore arbitrary combinations of reinforcements schemes in a virtual-lab, the
numerical simulation platform described in Sect. 5.2.3 is used to replicate the presented
real-scale segment test device.

After the model was validated for SFRC structures in Sect. 5.2.3, the predictive capa-
bility for conventional RC segments is checked by re-analysis of the experimental inves-
tigated reference segment. The material properties are determined on the basis of the ex-
perimentally obtained compressive strength (fcm D 42:8MPa) using [44] and [18]. The
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Fig. 5.34 FE model (top) and comparison of the DIC measurement with Aramis (GOM GmbH)
and the damage predicted by the numerical model (down). Modified with reference to [52]
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tensile strength of the concrete is calculated to be fctm D 3:7MPa and the modulus of elas-
ticity to Ecm D 29 658.7MPa, assuming a mode I fracture energy of GF;I D 0:1Nmm.
Thematerial behavior of the B500B rebars is assumed to be perfectly plastic (yield strength
fy D 500MPa, Es D 200 000MPa) and the bond-slip relationship from [44] is used. The
plane FE model, representing a single layer of reinforcement, and an comparison between
the numerically obtained crack pattern and theDICmeasurement are presented in Fig. 5.34.

A good agreement between the experimental and numerical predicted load bearing
capacity (2519.8 vs. 2503.5 kN) as well as the crack development (Fig. 5.34, bottom) can
be observed.

After the validation of the numerical model, different novel segment designs (from pure
SFRC over combinations of SFRC and RC to segments with hollows) are investigated. For
the SFRC, a post-cracking behavior is assumed, which was derived within the framework
of a systematic validation campaign [33] for concrete reinforced with 57 kg/m3 Dramix
3D 65/60 steel fibers. The load bearing capacity of the investigated variants and the crack
patterns for the segmental designs containing hollows are shown in Fig. 5.35.

A pure SFRC segment can carry a similar load as the experimentally investigated con-
ventionally reinforced segment, whereas a combination of bar and fiber reinforcement
(SFRC/RC) increases the load bearing capacity by 25.6% (Fig. 5.35, left). If two hol-
lows (479 x 65/125mm) are placed, the concrete volume per segment can be reduced
by 23.8%. When the reinforcement layout is adopted from the experiment of the refer-
ence segment, critical cracking occurs in the corner areas of the hollows (Fig. 5.35, top
right) and results in a by 65.9% reduced load bearing capacity. By adding steel fibers,
even a slightly increased load bearing capacity can be achieved compared to the reference
segment tested experimentally. Adopting the reinforcement layout by placing additional
reinforcements around the hollows, the performance of conventional segments can be im-
proved (see Fig. 5.33).
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5.5 Annular Gap Grouts inMechanized Tunneling

During tunnel driving a gap remains between the segment lining and the surrounding
ground with a thickness of about 10 to 20 cm, the so-called annular gap. This gap must be
backfilled with a suitable grouting material [7]. The state of the art is to inject the grouting
material under pressure in order to completely backfill the annular gap and to stabilize the
tunnel lining soon after mounting of the segment rings. Simultaneously, settlements of the
ground surface shall be minimized. The main material-specific requirements on annular
gap grouting materials are optimal workability and sedimentation stability until grouting
as well as, immediate strength development soon after grouting. Thereby, the grouting
materials have to be defined considering the respective (hydro-)geological and construc-
tional boundary conditions. While one-component grouts are usually used in permeable
soils, two-component grouts are applied in cohesive, impermeable soils. The hardening or
rather stiffening of one-component grouts is primarily achieved through dewatering un-
der pressure into the surrounding soil and thus consolidating the grout. In contrast, the
strength development of two-component grouts is based on a chemical reaction usually
between cement and accelerator.

5.5.1 One-Component Grouts – Experimental Investigations
on theMaterial Characteristics

One-component grouts are mixed before being pumped to form a final annular gap grout
and are used in both unconsolidated and solid rock. The annular gap grouting is usually
carried out by pilaster strips in the shield tail (Fig. 5.36).

Fig. 5.36 Schematic illustration of the annular gap grouting with one-component grout
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Table 5.1 Reference formula-
tions of one-component grouts
(kg/m3)

Components A-194 SI-120 SI-120 I-0

Cement 194 120 60 0

Sand 0–1mm 169 169 169 169

Sand 0–2mm 674 674 674 674

Gravel 2–8mm 454 454 454 454

Bentonite 153 183 166 183

Water 207 177 164 135

Components A-194 SI-120 SI-120 I-0

Cement 194 120 60 0

Sand 0–1mm 169 169 169 169

Sand 0–2mm 674 674 674 674

Gravel 2–8mm 454 454 454 454

Bentonite 153 183 166 183

Water 207 177 164 135

According to the current state of the art, one-component grouts can be classified ac-
cording to their binder content [17, 84]:

� Active grouts (Portland cement (OPC) > 200 kg/m3)
� Semi-inert or reduced-active grouts (50 kg/m3 < OPC < 200 kg/m3)
� inert or inactive grouts (OPC < 50 kg/m3)

The focus of the laboratory tests under varying material- and construction-specific
parameters was on the decisive properties of a one-component grout namely workabil-
ity/consistency, sedimentation stability, dewatering behavior and stiffness development.
Through variations of the constituents and composition of the grout mixes the dewatering
and thus the consolidation behavior of the annular gap grout can be influenced signifi-
cantly. This affects the further dewatering process of the grout. Table 5.1 shows example
mix designs of one-component grouts, which were already used in practice. The grout des-
ignation contains information the grout type and cement content, for example, “SI-120” is
a semi-inert grout with a cement content of 120 kg/m3.

These grout mix designs served as base mixes for the material-specific variations of
binder composition (type, ratio) and aggregate (type, grading curve). Besides the original
binder components (cement and fly ash) additives such as fine limestone powder, quartz
powder and granulated blast-furnace slag were also used. A detailed list of the various
compositions can be found in [94].

5.5.1.1 Workability and Sedimentation Stability
In the laboratory tests sufficient sedimentation stability was given for all reference mixes
throughout testing. Furthermore, the investigated reference mixes exhibited a sufficient
flowability (as a characteristic value for the workability) at a target spread flow diameter
of 15˙ 5 cm after 6 to 8 h [84] after mixing. A correlation between the granulometry of the
fine material and the consistency could be determined. A high specific surface area (Sm;b –
area of grains per unit weight) and thus an increased fineness of the initial materials results
in a reduced flowability of the grout. This effect could be identified both for the binder
fineness and for grading curves with smaller grain size fractions and was probably due to
the 20% higher water demand of the fines. Also the surface texture and the grain shape
have an effect on the consistency. While angular, rough surfaces impeded the optimum
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sliding of the solids in the grout, smooth, round grain particles positively influenced the
flowability.

Furthermore, the binder type had a decisive influence on the consistency of the grout.
While active and semi-inert grout compositions stiffened faster due to the initial hydration
reactions of cement, inactive or cement-free compositions showed a significantly higher
flowability over a longer period of time (> 8 h after mixing).

5.5.1.2 Dewatering Behavior by Means of a Modified Filter Press Test
In order to investigate the dewatering behavior of one-component grouts more realisti-
cally than previously possible, a specially modified filter press (cf. [94]) was developed
(Fig. 5.37, left). Thereby, typical steering parameters (grouting pressure p = 2.5˙ 0.25 bar,
driving speed/dewatering duration t = 30min) of a tunnel driving with segment lining
(segment length of 2.00m) were applied on grout samples with a layer thickness of about
17 cm. The total amounts of filtrate water f30 of the reference mixes with different binder
combinations showed significant differences in the results (Fig. 5.37, right). With a linear
regression analysis, a correlation between the total amount of filtrate water and the spe-
cific surface of the binder could be calculated, shown as trend lines at a mortar age tM
of 0 h and 6 h, respectively. Only with increasing age (tM D 6 h) a downward trend of
the total amount of filtrate water f30 could be observed (Fig. 5.37, right, grey highlighted
area). Apparently, the progressive hydration of cement led to a decrease of the amount of
filtrate water. This effect could be clearly seen at mortars, containing ordinary Portland
cement (OPC) and fly ash (FA). With an equal substitute amount of FA (Sm;b D 6:130 to
8.910 cm2/g) with OPC (Sm;b D 6:070 cm2/g) the amount of filtrate water was reduced by
approx. 25%. Whereas, cement-free grouts (Sm;b D 5:580 cm2/g) with identical initial wa-
ter content exhibited an approx. 48% higher amount of filtrate water, which is attributed
to the smaller specific surface (Sm;b D 5:580 cm2/g) and thus smaller water demand of

Fig. 5.37 Complete test setup of the “modified filter press” (left) [97]. Total amount of filtrate water
f30 of grout mixes depending on the specific surface of the binder Sm;b at the age tM of 0 h and 6 h
(grey highlighted area) (right) [93]
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Fig. 5.38 Grain size distribution of individual layers of a dewatered one-component-grout (semi-
inert grout “SI-60”) (left). Dry density of individual layers (right) [95]

FA. A substitution of FA with limestone powder (LSP) and quartz powder (QP) demon-
strated that the total amounts of filtrate water f30 decreased significantly through a high
amount of the respective fine (LSP: 75% by mass, f30 D 4:2%by mass, QP: 20% by mass,
f30 D 4:7% by mass). Whereas, a high substitute amount of FA with ground granulated
blast-furnace slag (GGBS: 45% by mass) resulted in approx. 22% more filtrate water f30.
What can be deduced from this is that beside the specific surface of the binder Sm;b also the
fineness of the respective fines contributes to the dewatering potential of the mortar [93].

Through dewatering under pressurization the grout consolidates, leading to an internal
compaction of the grain system through a re-distribution of the fine particles. On the basis
of the particle size distribution and the dry density, it could be demonstrated that fine and
ultra-fine particles (< 0/0.25mm) are rearranged from the pressurized side to the dewater-
ing side. In the present case (Fig. 5.38, left, exemplary shown for a semi-inert grout), the
coarse grain content (> 4mm) was about 20% by volume before pressurization. At the end
of the dewatering test the dewatered grout sample exhibited a grain content about 23% by
volume on the pressurized side and only 16% by volume on the opposite side (towards
the water release). This is reflected through the dry densities of the grout sample. Higher
densities were determined at the dewatering side than at the pressurized side (Fig. 5.38,
right). Accordingly, a more intense compaction occurred, resulting not only from the re-
distribution of the fine particles but also from the increased water release at the pressurized
side.

5.5.1.3 Shear Strength Development
In order to measure the development of shear strength at different ages and depths of the
dewatered grout compositions, shear blades were already installed before pressurization
into the fresh grout [94]. All investigated grout compositions consistently achieved the
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Fig. 5.39 Development of shear strength at dewatered specimens of semi-inert mixes “SI-60” de-
pending on the grout depth (left). Formation of different dewatered layers (dewatering gradient)
(right) [96]

required minimum shear strength of � 	 2.0 kN/m2 after 30 min [84]. Overall, a posi-
tive effect on the shear strength was observed with an increase in binder fines, use of
coarse-grained aggregate, higher drainage pressures, and at greater depths of placement.
Significantly higher shear strengths were obtained when initial components with a high
specific surface area were used and inert materials were substituted by finer cement parti-
cles. In addition to the granulometry effect and the associated physical filler effect of the
fines, this was a result of the progressive hydration development of the cement. The de-
velopment of shear strength correlated with the amount of filtrate water of the respective
grout compositions. In the pressurized zones less consolidation could be observed due to
the relatively soft consistency of the grout. In contrast, in deeper layers (towards the water
release), an approximately complete dewatering and as a result of the continuous increase
in the packing density of this layer, the highest shear strength values were determined
(Fig. 5.39, right). Accordingly, it can be stated that due to the re-distribution of fines, the
transportation routes for further dewatering successively decrease (Fig. 5.39, left).

5.5.2 Two-Component Grouts – Experimental Investigations
on theMaterial Characteristics

As an alternative to one-component grouts, two-component grouts have steadily become
more relevant in practice. Such systems are indispensable in soils with very low perme-
ability. In two-component grouts, an activating component B is added to the actual grout
(component A) immediately before or during grouting in the annular gap. This causes
an instantaneous stiffening/consolidation of the grout system. Therefor both physical ef-
fects (internal dewatering, e.g. via superabsorbent polymers, cf. Sect. 5.5.4) and chemical
reactions (e.g. alkaline activation by water glasses) can be considered.
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Table 5.2 Reference formu-
lation and practical orientated
minima and maxima of the
corresponding source materials
in kg/m3

Components Min. M0 Max.

Cement 85 250 482

Bentonite 25 30 60

Water 730 836 870

Retarder 0.2 2.5 5.2

Accelerator (Sodium water glass) 53 90 140

Components Min. M0 Max.

Cement 85 250 482

Bentonite 25 30 60

Water 730 836 870

Retarder 0.2 2.5 5.2

Accelerator (Sodium water glass) 53 90 140

Currently, two-component grouts are formulated on a purely empirical basis. Com-
ponent A usually consists of cement, bentonite, possibly pozzolanic/inert additives and
a high water content (approx. 70% to 80% by volume) [65, 87]. To achieve sufficient
workability retarders can be added. Accelerators, usually alkali silicates (water glass),
are used as the activating component B. The performance of practice-established grouts
was determined on a reference grout (designation: M0). The focus was on investigating
characteristic properties of two-component grouts such as workability/consistency, sedi-
mentation stability and strength development (gel phase, early strength and final strength).
In addition to the reference grout, used in practice minima and maxima of every source
material are listed in Table 5.2.

Various modifications especially with regard to type and quantity (cement and ben-
tonite content, ratio of cement to accelerator, retarder) were investigated, based on grouts
used in practice. A detailed description of the respective grout mix designs (also ce-
mentless mixes) as well as an overview of typical requirements and reference values for
two-component grouts can be found in [69].

5.5.2.1 Workability an Sedimentation Stability
The required processing time depends on the logistical conditions of the respective tun-
nel construction project. In this context the workability of component A is commonly
determined by the Marsh time [83] as its use in several completed projects shows [69].
Sufficient workability and, consequently, pumpability of the two-component grout is con-
sidered at a Marsh time between 30 and 45 sec for 72 h [51]. The workability of the
reference grout M0 was within the target range of the Marsh time from 30 to 45 sec up to
approx. 60 h after production. Subsequently, a marked increase of the Marsh time can be
observed with an excess of the target range of approx. 10%. Furthermore, with a higher
content of granulated blast-furnace slag in the total binder, a reduced Marsh time was
observed within the first 24 h. Thereby an increased flowability of the grout was a result
of the cement substitution. After 48 h, the Marsh times of the considered grouts were ap-
proximately at the same level, which can be explained by the beginning hydration of the
binder.

With regard to the sedimentation stability of the reference grout, the amount of bleeding
water was determined to be below the limit value of 3% [51] after 3 h. The guideline value
of 4% after 24 h [51], however, was exceeded by approx. 1.5M.-%. With increasing time
up to 48 h after mixing, the amount of bleeding water did not increase significantly.
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5.5.2.2 Strength Development
The consideration of the strength development of a two-component grout can be divided
into three phases:

� Gel phase up to 0.5 h,
� early strength from 0.5 up to 24 h,
� final strength.

The essential phase for the immediate bedding of the installed segments is the transition
of the gel phase to early strength. Assuming an advance rate of 50mm/min, a segment
width of 1.5m and a construction time of 30 min, the annular gap is grouted within 30
min by simultaneous grouting. After the grouting, the drift presses are released from the
last and now freshly inserted segment ring. At this point, the lifting forces are decisive and
the grouting material needs to be solidified so far that the segment ring remains stable in
its position.

A previously developed test method was used to determine the gel time. For this pur-
pose, the activation of the two-component grout takes place in a vertically arrangedmixing
device (Fig. 5.40, left). Components A and B are both filled separately into sealed cells.
The cells are opened by valves and the components collide/homogenize in the static mixer
arranged below. The two-component grouts, which is thus completely mixed, enters a fun-
nel with a defined geometry and discharge opening (diameter: 6mm). The time from the
collision of the components to the break-off point of the volume flow is measured.

Fig. 5.40 Test method for determining the gel time of two-component grouts and visualizing of the
mixing process of mortar (component A: green) and activator (component B: red) (left). Schematic
illustration of the dependence between gel time and early strength with variable activator content
(right) [69]
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Fig. 5.41 Gel times alkaline activated two-component grout containing granulated blast-furnace slag
with variable content of Portland cement (left) and cementless compositions with calcium hydroxide
as solidification medium (right) [69]

The gel times of the reference grout M0 ranged from 6–15 sec at an accelerator content
of 70 to 120 kg/m3 and thus are within the frame of reference of 5–30 sec known from
literature [51, 72]. Furthermore, a dependence between the accelerator content and the gel
time was found. In this framework, contrary to expectations, an increase in the accelerator
content lead to an increase in gel time. While a gel time of about 7.5 sec was determined
with an accelerator content of 80 kg/m3 (6.1% by volume), the gel time with an accelerator
content of 120kg/m3 (9.8% by volume) was about 12 sec. (Fig. 5.41, left).

In addition, the gel time and early strength interact directly with each other and can be
controlled by the accelerator content if the binder content is kept steady. A high accelerator
content is required for rapid development of the early strength. In contrast, the gel time is
prolonged with an increased accelerator content. This reciprocal relationship is shown in
Fig. 5.40, right.

The extent to which alkaline activation supports cement substitution and thus the use
of latent-hydraulic and/or pozzolanic materials was further investigated. Through coordi-
nation of accelerator and binder, such additives can be stimulated and form their strength-
ening structures accordingly. Compared to the reference grout, the addition of granulated
blast-furnace slag depending on an appropriate sodium/potassium water glass dosage re-
duced the cement content by up to 170kg/m3 (approx. 68%) (Fig. 5.41, left). In addition,
sodium-water glass leads to a faster strength development in cement, whereas potassium-
water glass supports a faster strength development if blast-furnace slag is used.

Besides, the gel time for a cementless composition could be determined. The grout
was modified by adding a calcium hydroxide (Ca(OH)2) suspension as a solidification
medium together with blast-furnace slag. As seen in Fig. 5.41, right, the test results prove
that the requirements for the gel time could be achieved with at a calcium hydroxide
content of approx. 18 kg/m3 and an accelerator content of 90 kg/m3 (6.8% by volume). The
actual long-term strength was subsequently due to the reaction of the blast-furnace slag.
The material-technological decoupling of the gel and strength phases consequently allows
the employment of different binder compositions of latent-hydraulic and/or pozzolanic
materials.
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Fig. 5.42 Development of the shear strengths (left) and the compressive strength (right) of the
reference grout M0 with different accelerator contents [69]

The development of the shear strengths is the decisive characteristic for the stabilization
of the segments. A shear vane (according to [49]) was used to determine the shear strength
over a period of 25 to 80 min after preparation. The shear strength requirements (2 kN/m2

after 30 min) were achieved with an accelerator content of 90 kg/m3 (Fig. 5.42, left).
Similarly, a rapid development of the compressive strength also occurred (Fig. 5.42, right).
After only 2 h, the grout with an activator content of 90 kg/m3 had a compressive strength
of approx. 0.3MPa. The usual requirement of 0.5MPa of compressive strength after 24 h
[85] is thus already achieved immediately after grouting.

5.5.3 Test Setup for the Simulation of the Annular Gap Grouting

A special test device was developed to simulate annular gap grouting under realistic con-
ditions. The relevant control variables were included in the design: Grouting volume,
advance rate, grouting pressure and the grouting nozzles. With the test setup, the distribu-
tion of the material in the annular gap, and the homogeneity of the grout can be recorded
during the grouting process.

5.5.3.1 Constructive Design
The grouting device can be separated into six assemblies: bucket (1, soil), slide (2, simu-
lated tunnel boring machine or its shield tail), the annular gap (3), the nozzle (4, mixing of
component A and B), the hydraulic system including the abutment (5) and the cover (6).
The internal dimension of the simulated annular gap are 1500mm � 600mm � 150mm.
In Fig. 5.43 is a schematic overall view (left) and a photograph of the experimental setup
(right). Further detailed information can be found in [70].

5.5.3.2 One-Component Grout
To verify the pressure distribution in the annular gap during a grouting test, the comparison
between the set pressure (approx. 0.5 bar) at the grout pump and the measured pressure
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Fig. 5.43 Overall view of the test setup for annular gap grouts (left). Recording of the experimental
setup (right) [70]

Fig. 5.44 Pressuremeasurement in the annular gap in the plane of themortar opening during a grout-
ing process of a one-component grout (grouting pressure: 0.5 bar, advance rate: 60mm/min) [69]

with the ceramic sensors (nominal pressure range: 0–4 bar) was investigated. The results
of the pressure measurement are presented in Fig. 5.44.

The set pressure of approx. 0.5 bar was reached within 90 sec after filling the first sec-
tion. This value was kept constant during the entire test. Based on the individual curves
of the pressure sensors (Fig. 5.44, right), it can be determined that the pressure and the
measured fluctuations of the respective curves developed in parallel. This indicates con-
stant pressure distribution in the annular gap over the height and width. Thus, it is ensured
that there is an equal pressure at every point of the grouted annular gap and homogeneous
material is obtained for subsequent tests.

During groutability verification of a semi inert one-component grout (cf. [69]), grout-
ing pressures of about 0.5, 1.0 and 1.5 bar were applied. In order to evaluate the flow
behavior, the grout was pigmented (Fig. 5.45). The color gradient reveals a ring-shaped
distribution of the grout. In addition, the homogeneous distribution of the one-component
grout confirmed the applicability of the material.
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Fig. 5.45 Pressed one-component grout (left). Flow behavior of the grout (right) [70]

5.5.3.3 Two-Component Grout
In the course of the grouting tests, the two-component grout M0 (cf. Table 5.2) was also
investigated with regard to the flow properties after activation and subsequent strength
development. The tests were realized without pressure and an advance rate of 90mm/min.
The filling process or the expansion of the activated grout was observed directly upon
entry into the annulus (Fig. 5.46).

The grouted material was demolded after approx. 30 min. (dimensionally stable at ev-
ery point) and homogeneous or evenly gelled (Fig. 5.47, top). On the exposed activated
material, the shear strength development was determined with a shear vane according to
[49] (Fig. 5.47, bottom left/center). The results of the shear strength tests are shown in
Fig. 5.47 (bottom right) and compared with the shear strength development of the same
grout produced separately in the laboratory, by hand.

The results reveal a higher shear strength of the grouted material compared to the lab-
oratory specimens, especially up to 40 min after activation, which may be due to a more
intensive mixing of the two components in the mixing unit. From a period of 80 min,
the shear strengths were at approximately the same level, with the laboratory specimens
showing a larger increase in strength.

Fig. 5.46 Filling of the annular gap with a two-component grout commonly used in practice (refer-
ence grout M0, activator content: 90 kg/m3, gel time: approx. 9 sec.) [69]
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Fig. 5.47 Demolded reference grout M0 (Age of the sample: 30min., activator: 90 kg/m3, gel time:
9 sec.) (top). Procedure for determining the shear strengths (bottom, left/center). Comparison of the
shear strengths of the reference grout M0 with the results on laboratory test specimens (bottom,
right) [69]

5.5.4 Multiscale Simulation for the Strength Development
of Two-Component Grouts

In order to provide reliable stiffness development for two-component grouts, physically
acting superabsorbent polymers (SAP) could be considered as component B. The poly-
mers bind an extensive amount of fluid within a very short time and thus contribute to the
stiffening of the grout. Therefore, experimental tests with regards to the water absorption
of SAPs under conditions close to the final application have been carried out in accordance
to [48]. In parallel, a thermodynamically consistent model based on the Theory of Porous
Media (TPM) was developed to account for the internal mass transfer between the pore
fluid and the SAP particles in a two-component grout mix [66]. Finally, the parameters of
the experimental results were used to generate the constitutive law for the mass transfer in
the numerical model. In [66], the derivation for calibration of the multiphase multi-species
model, using defined properties, balance equations, and the specific model description, is
presented.

Based on the water absorption capacity of SAP for different environmental solutions
(tap water, different NaCl concentration), a drastic increase in water absorption with
higher NaCl concentration could be observed. In the case of using tap water, the poten-
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Fig. 5.48 Experimental water absorption tests of SAP with different environmental solutions (left).
Fitted model parameter to experimental data (right) [66]

tial of water uptake continued to increase by up to 60% (Fig. 5.48, left). Accordingly,
a particular salt concentration was assigned to the tap water in the numerical model. The
comparison of the simulated model with the results from the experimental investigations
is shown in Fig. 5.48, right, [66].

A resulting simplified volume balance was used to describe the absorption kinetics
[66],

@t .�/ D nB
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�
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�
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�
: (5.2)

The function � D nB=nB0 relates the absorbed water and the initial volume of the
SAPs, while the partial derivative @t.�/ represents the time. The first term in the func-
tion accounts for the addition of water due to a difference in salt concentration, while the
second term simulates the development of a restoring force of the polymer network dur-
ing swelling. Similar approaches can also be found in literature [12]. In this model, a1
and a2 are associated with the charges attached to the polymer chains and the elasticity of
the network, respectively. Accordingly, �W scales the driving force and can be related to
the friction between the polymer chains. Applying a least-squares fit to the parameters in
Eq. 5.2, results to absorption curves that correspond to the experimental studies (Fig. 5.48,
right) [66].

5.6 Deformation Tolerant Tunnel Lining

The stress redistribution and dilation due to the excavation in clay shale results in a so
called Excavation Damaged Zone (EDZ) in the nearfield of tunnel. Taking into account
the inhomogeneous structure of clay shales that consists of inherent cracks, joints and
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Fig. 5.49 The concept of deformation tolerant tunnel lining in swelling clay rocks which includes
deformable cementitious layer and deformable annular gap grout around the lining segments. Typ-
ical mechanical behavior of the compressible material is characterized by 3 stages: elastic, plateau
and densification [9]

discontinuities, development of EDZ results in a reduction of shear strength while the
increases in hydraulic conductivity forms a preferential flow path at the vicinity of the
tunnel. In case of tunneling in shales with the potential of swelling, the water transport
through the EDZ results in swelling of the clay rock that build up significant pressure at the
tunnel support system. Apparently, development of a deformation tolerant lining can avoid
extreme pressure evolution at the tunnel structure, however, the deformation of the tunnel
support may lead to further development of the EDZ. In this context, proper prediction
of the tunnel behavior requires adequate knowledge about the (a) swelling behavior of
the host rock, (b) size and shape of the EDZ, and (c) load-deformation behavior of the
tunnel support. Figure 5.49 indicates the coupled interactions between swelling pressure
evolution and the deformability of the tunnel support system.

5.6.1 Swelling Behavior of Clay Shales Under Tunneling Relevant
Boundary Conditions

The swellable clay shales exhibit a significant volume or pressure increase upon hydra-
tion respectively in free or volume constant conditions, where the innercrystalline and
osmotic swelling are the main mechanisms involved. The negative charge of smectite lay-
ers is compensated by interlayer cations which hydrate when getting in contact with water.
This hydration is called innercrystalline swelling and results in swelling pressures larger
than common overburden pressures in tunneling practice [20, 40, 42] which take place
in the geological life of the formation. Therefore, innercrystalline swelling does not play
a significant role in tunneling whereas the osmotic swelling occurs when the unloaded
swellable clay shale adsorbs additional water. In this mechanism, the ions in the pore wa-
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Fig. 5.50 Tunneling relevant boundary conditions for swelling test

ter form a diffuse double layer at the surface of negatively charged clay particles. The
repulsion of such diffuse double layers is called osmotic swelling [40] that plays a role in
tunneling practice. Dilation due to tunneling in the EDZ decreases the degree of saturation
around the tunnel and initiates a suction-induced osmotic flux in radial direction towards
the tunnel whilst, the higher hydraulic conductivity of the EDZ can trigger fluid water
flow along the tunnel. This can result in swelling of clayey soils, if the three-sheet layered
silicate smectite is present.

To study the swelling behavior of a shale, it is important to consider the appropriate
boundary conditions of the application in the test set-up. In the context of mechanized
tunneling, these are explicitly the saturation modi and volumetric deformations due to the
tunnel support reaction. As shown in Fig. 5.50, depending on the tunnel support condition,
various volumetric deformation conditions can be adopted in the laboratory testing. For
instance, free swelling, controlled-volume swelling and volume constant swelling tests
represent unsupported tunnels as well as tunnels with flexible and rigid support structure,
respectively. In terms of hydraulic boundary conditions, the advective flux in preferential
flow paths in EDZ along the tunnel can be represented by hydration of sample with water
fluid (i.e. single step hydration) and the diffusive flux in radial direction towards the tunnel
due to a dilation induced suction increase can be reproduced by vapor saturation (i.e.
multi step hydration). For this purpose, a novel multi-purpose swelling pressure device for
tunneling relevant boundary conditions was designed and constructed (Fig. 5.51) in which
free as well as controlled and constant volume tests are possible to be carried out. Water
saturation from bottom inlets (single step) or by vapor saturation with a peristaltic pump,
gas washing bottle and the cell’s top and bottom inlets/outlets (multi step) are enabled. The
gas washing bottle is filled with an oversaturated salt solution which controls the relative
humidity of the vapor and can be combined with a temperature to a suction via the Kelvin
equation,

 tot D � RT

vw0!v
ln.RH/; (5.3)

where  tot is the total suction, R is the universal gas constant, T is the absolute temper-
ature, vw0 is the specific volume of water, !v is the molecular mass of water vapour and
RH is the relative humidity.
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Fig. 5.51 Newly developed
swelling pressure cell for
tunneling relevant boundary
conditions [9]

For clay shales, also the sample preparation plays a significant role, since the undis-
turbed structure and fabric of the material has a substantial impact on the mechanical,
hydraulic and hydro-mechanical behavior. Additionally, clay shales are usually strongly
anisotropic due to their geological formation process (e.g., the approximately 170 million
years old marine sediment Opalinus clay shale (OPA) [19]). Samples have to be prepared
carefully regarding their bedding plane orientation (Fig. 5.52b). Considering the signifi-
cant inhomogeneities like microfossiles, pyrite or quartz lenses in the intact samples that
often complicate sample preparation and test results interpretation [21], it may be rea-
sonable to destroy the fabric and structure to generate reconstituted powder samples for
certain applications. In this frame a series of swelling tests on reconstituted shale samples
have been carried out as well.

In the present study, the hydro-mechanical behavior of clay shales was investigated
on OPA shale, since the New Belchen Tunnel (NBT) in Northern Switzerland was partly
driven through this clay shale and the project was considered as the reference project.
Samples were obtained from the construction site and total pressure sensors around the
tunnel lining installed for long-term in-situ measurements. Results of swelling pressure
tests showed a pronounced influence of anisotropy. The swelling pressure perpendicular to
bedding planes (1.2–2MPa) was 5 to 20 times larger than parallel to bedding planes (0.1–
0.25MPa), average swelling pressure curves of intact OPA in both directions are presented
in Fig. 5.53a). Such a strong anisotropy is important to consider for the dimensioning of
the tunnel lining, since the load on the individual lining segments can vary significantly
regarding the bedding plane orientation of the surrounding soil which may vary along
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Fig. 5.52 Sample prepara-
tion on a lathe (a) considering
bedding plane orientation (b)
[103]

b

a

the tunnel. Discrepancies in test results with the same orientation exist due to naturally
varying clay contents or inhomogeneities like pyrite and quartz lenses. The rate of satu-
ration, and thus the increase in swelling pressure, depends on the hydraulic conductivity
of the material. Considering volumetric deformations, minor strains of the material (less
than 1%) resulted in approximately 50% reduction in swelling pressure. Due to structure
and texture of the material the volumetric swelling of the material is significantly limited.
Volumetric deformations can be used to upgrade the decreasing dry density of the mate-
rial and derive a dry density-swelling pressure curve, which usually shows a logarithmic
increase of swelling pressure with increasing dry density. For bentonites it is common to
conduct swelling pressure tests with different initial dry densities to determine this unique
correlation for its swelling potential. However, deriving this correlation at an intact clay
shale due to stepwise strain release mimicking unloading and dilation of the material due
to mechanized tunneling is a novelty.

In tunneling practice the newly developed deformation tolerant tunnel lining will allow
volumetric deformations of the surrounding swellable clay shale in a controlled manner
and therefore reduces the acting loads on the lining system. First results of sandwich
tests, with samples composed of 2 cm OPA and 1 cm compressible grout, confirmed the
effectiveness of this design. Test results of OPA powder with an initial dry density of
2.0 g/cm3 and OPA powder plus grout are presented in Fig. 5.53a) and show a reduction of
80% in swelling pressure. A compacted sample in the sample ring is shown in Fig. 5.53b)
and the setup of a sandwich test in Fig. 5.53c).
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a b
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Fig. 5.53 Experimental results of tests on intact OPA and powder with and without grout (a), sample
ring (b) and test setup of the sandwich test (c)

5.6.1.1 Numerical Assessment of the Excavation Damaged Zones
in Tunneling

Concerning the coupled interaction between the size and shape of the EDZ and swelling
process in shale, assessment of the time dependent development of EDZ is very crucial.
In the literature, different approaches have been proposed to model the fractures such as
discrete element method, damage models or simulation of shearband localization using the
finite element method. To enable simulation of not only the fracture development but also
the swelling process, the approach involving finite element modeling was adopted. In this
frame, the shear band localization approach in conjunction with a regularization technique
can be successfully applied to model the EDZ without mesh dependency issues. In order
to overcome the mesh dependence of strain localization in classical finite elements, it is
essential to adopt an advanced model to properly address the post peak behavior as well as
the localization aspect. Among different models, the second gradient model proposed by
[14] is used as a regularization method where the continuum model kinematics includes
macro- and micro-kinematics.

To study the influence of tunneling parameters on the EDZ shape and size in partially
saturated Opalinus shale, a 2-dimensional multi-phase model in conjunction with a the
second gradient localization model was developed. The model is based on the model
presented in [5]. To simulate the stress evolutions due to tunneling in the 2D model,
a stress-release method was applied (Fig. 5.54). By this approach, stress reduction in front
of the TBM as well as overcut and shield conicity (A-B), pressure increase due to grouting
(B-D) and pressure drop upon TBM passing (D-E) are considered.

Figure 5.55 shows that the EDZ develops less during faster tunnel excavation. This can
be explained by quicker support of the semi-unsupported excavation zone in case of faster
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Fig. 5.54 Details of numerical modeling of the EDZ shape

Fig. 5.55 Variation of the shape of EDZ by the TBM advance speed: 10% faster (left), reference
case as Fig. 5.54 (middle), 10% slower (right)

TBM advance. In this condition, less time for EDZ development is available before the
clay rock gets supported by the tail grouting pressure.

5.6.1.2 Swelling Laws
For tunnel excavation in swelling clay rock, modeling of the swelling process in con-
junction with an appropriate swelling law is essential. In the literature, various types of
simplified analytical models like [31, 38, 54] and fully coupled swelling laws like the one
of Wittke or the Barcelona Basic Model (BBM) [2] have been proposed. The analytical
models generally provide a relationship between the swelling pressure and the swelling-
induced volume increase on the basis of Huder and Amberg swelling tests. Referring to
the complexity of coupled interactions due to mechanized tunneling, simplified analyt-
ical models are not sufficient. Therefore, Wittke developed a coupled semi-logarithmic
swelling law according to [31]. Since the model parameters are calibrated only on the
basis of Huder Amberg swelling tests, the model cannot be used to model the volume
constant (e.g. rigid tunnel lining) boundary conditions.

The Barcelona Basic Model [2] is an extension of the modified Cam-Clay model that
considers the stress-strain behavior of clays in partially saturated conditions. According
to [28], the BBM is unable to reproduce large swelling strains, but only small reversible
swelling in the elastic zone. Therefore, it is not suitable for so-called expansive soils where
large volumetric strains upon saturation is expected. Therefore, [3, 28] extended the BBM
with micro-structure effects to model large swelling strains; however, this approach is par-
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Fig. 5.56 Exemplary correlation between swelling pressure, strain and time

ticularly relevant for double-porosity clay shales (e.g. micro- and macro-pores). Therefore,
to study the swelling behavior of single-pore OPA shale, swelling tests have been carried
out using the device shown in Fig. 5.51. In these experiments, each test consisted of mul-
titude of volume constant and deformation release steps to consider the impact of tunnel
deformations in the swelling behavior. Figure 5.56 illustrates graphically a mechanized-
tunneling relevant swelling law that represents the correlation of swelling pressure, strain
and time determined in the swelling pressure cells for tunneling relevant boundary condi-
tions. A first peak in swelling pressure is reached for volume constant boundary conditions
with a specific initial dry density. Each deformation release resulted in a drop of swelling
pressure with a subsequent increase, where the water is absorbed in newly available pore
space (i.e. desaturation upon unloading). As seen, an equilibrium swelling pressure can
be assigned to any strain and additionally time by projecting the swelling pressure to the
swelling pressure over time plane. In this frame, not only the maximum swelling pressure
but also the trend of the swelling pressure evolution in time can be defined for each strain
level using this swelling law.

5.6.2 Deformable Cementitious Materials

To realize a deformation compensating tunnel lining, compressible cementitious materials
were developed, which can be arranged as annular gap grout or as an additional compress-
ible layer at the exterior of the lining (Fig. 5.49). The functional principle of the materials
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Fig. 5.57 Left: Compressible cementitious materials produced with a highly porous cement ma-
trix and expanded glass (a) and expanded polystyrene (b); right: Qualitative illustration of the
stress-deformation behavior of compressible cementitious materials under axial compression with
transverse strain constraint [60]

is the same in both cases. By using highly porous additives (e.g. lightweight aggregates,
expanded polystyrene) and highly air-entraining admixtures (foaming agents), the cemen-
titious materials are characterized by a very high porosity. As an example, Fig. 5.57, left,
shows the structure of two developed materials produced with a highly porous cement
matrix (air void content of approx. 30% by volume) and different additives (expanded
glass/expanded polystyrene). The high porosity of the materials enables a high degree of
volume compressibility and thus a high plastic deformation capacity even for complete
transverse strain constraint, as is more or less the case on the exterior of the tunnel lining.

The material behavior is characterized by a stress-deformation behavior shown quali-
tatively in Fig. 5.57, right. Under axial compression, a linear elastic behavior is initially
present (stage I). This corresponds to the typical stress-deformation behavior of mortar
and concrete, whereby the slope of the curve in this stage is indicating the initial material
stiffness. When a certain stress (
pl) is reached, which is in the range of the compressive
strength of the material, the material behavior changes from linear elastic to plastic (stage
II). Optimally, in this stage a more or less constant stress level is maintained over a large
range of deformation. With increasing plastic deformation, the volume compression grad-
ually leads to a densification of the material (stage III). This stage is characterized by
a huge increase of stresses. Total deformation capacity of the material is ultimately lim-
ited by this densification process.

With regard to the design of compressible materials, the stress-deformation behavior
must be individually adjusted to the project-specific conditions. On the one hand, in order
to avoid overloading of the segmental lining, the primary target value for the material
design is a critical stress 
crit (Fig. 5.57, right), which must not be exceeded as a result
of the densification process until a defined deformation is reached. On the other hand, to
avoid early plastic deformation due to lower scheduled loadings (e.g. grouting pressure,
water pressure), sufficient minimum strength also has to be ensured.

In an extensive test program, compression tests were carried out to experimentally in-
vestigate the developed materials in terms of their stress-deformation behavior. Through
variations of material composition (e.g. type of additives, air content, volume fractions,
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Fig. 5.58 Schematic illustration of a compression test and structure of the material before/after
compression (left); influence of water-cement ratio and different additives on the stress-compression
behavior (right) [9]

water-cement ratio) and test-related parameters (e.g. with/without lateral confinement,
specimen geometry and dimensions, loaded area), essential influencing factors on the
compressive behavior were identified, which can be used as control parameters for the
design and optimization of the materials with regard to project-specific conditions.

Figure 5.58, left, schematically shows the compression tests performed on cylindrical
specimens (h0D300mm,DD150mm) with lateral confinement (i.e. complete transverse
strain constraint) in a fully-enclosed, rigid specimen holder. As an example, Fig. 5.58, left,
shows the structure of the material before and after compression.

In Fig. 5.58, right, the stress-deformation behavior of selected materials is presented,
which have been compressed over the full cross-sectional area (Ds D 148mm), indicating
the influence of the water-cement ratio (w=c D 0:7, 1.4) and different additives (expanded
glass, expanded polystyrene). Both variations clearly showed an influence on the stress

pl, which defines the transition from the linear-elastic to the plastic deformation stage.
A lower water-cement ratio led to a higher matrix strength and thus to a higher value of

pl. The multiple higher strength of expanded glass in comparison to expanded polystyrene
also led to an increase in 
pl. The slope of the curves in the plastic stage was mainly
influenced by the properties of the used additives. As can be seen, the stress-deformation
curves of the materials with expanded glass were significantly steeper than those of the
materials with expanded polystyrene in this stage. In contrast, the matrix strength had
a comparatively small influence on the slope of the curves in the plastic deformation stage.

Under realistic conditions, it has to be assumed that deformations due to swelling pres-
sures do not occur uniformly over the entire circumference of the tunnel, but rather locally.
Against this background, also compression tests were carried out in which the load or de-
formation, respectively, was applied over a partial area (Fig. 5.59, left). As can be seen in
Fig. 5.59, right, on the one hand, an increase in 
pl was observed with decreasing of the
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Fig. 5.59 Section images of compressed specimens with different loaded areas (left) and influence
of the loaded area on the stress-compression behavior (right) [60]

loaded area. This increase can be mainly attributed to the shear resistance of the material,
which was activated by the penetration of the loading punch into the specimen [60]. On
the other hand, the effect of the densification process leading to a steeper increase in the
stress-deformation curve, occurred with increasing loaded area at smaller deformations.

In addition to the fundamental investigations into compressive behavior, specific pro-
cess and manufacturing aspects were also considered in the material design. For example,
as the annular gap grout is pressed into the resulting gap between the outside of the
segment and the surrounding soil, supplementary requirements have to be considered:
sufficient flowability, pumpability, complete filling of the gap, none precompression of
the highly porous additives due to the grouting pressure.

While the fundamental deformation behavior is the same for the annular gap grout and
the compression layer, the formulation of the materials differ in order to satisfy the respec-
tive general requirements. The annular gap grout contains ingredients such as bentonite
(to ensure sedimentation stability), retarders (to ensure a sufficiently long flowability) and
a considerably higher water content, thus leads to a reduced strength of the mortar in
contrast to the compressible layer.

In order to simulate the grouting and to take into account all the above needs, the test
setup developed for evaluating the process qualification of annular gap grouts (Sect. 5.5.3)
was modified and adapted to the compressive material (Fig. 5.60). For this purpose, an
extended prototype of the static mixer was first developed, which could be considered for
field-oriented projects. The static mixer contains alternating spiral-shaped sections, each
of the elements being at a 90° angle to the following element and providing the required
mixing effects by the radial mixing process forming, the rotational circulation as well as
by the flow section. In enhancement, a magnetic inductive flow meter could be introduced
into the circuit for the grouting test in order to record the volume of the grouted material
and compare it with the calculationally necessary material requirement. This provides
a direct indication of whether compression of the material is already occurring during the
grouting process as a result of excessively high grouting pressures. Premature compression
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Fig. 5.60 Design of the modified test set-up with adapted static mixer (1) and flow meter (2) for
investigating the process qualification of compressible annular gap grouts (left). Detailed view of
a cut surface on a two-component grout with expanded polystyrene as compressible additive (set
pressure of approx. 1.0 bar) (right)

Fig. 5.61 Volume flow measurement during a grouting test (left). Comparison of the stress-
compression behavior of manually produced reference specimens to grouted two-component mortar
taken from the test setup (with varying porous additives) (right)

of the material could lead to a decrease in the subsequent compression potential. Based
on the reference mix M0 (cf. Table 5.2), compressible two-component grouts (M0.mod)
with varying porous additives (e.g. high air void ratio, micro glass bubbles, expanded
polystyrene and vermiculite), were developed and subjected to a grouting test with set
pressure of approx. 1.0 bar. Figure 5.60 includes the modified test setup with adapted
static mixer and flow meter as well as a cut surface of a grouted two-component mortar
with expanded polystyrene as porous additive.

As seen in Fig. 5.61, left, the flow measurement during a grouting test demonstrated,
with a relatively constant flow rate of approx. 8 l/min, that the calculated volume of 135
l was reached within the scheduled time of approx. 17 minutes at an advance rate of
90mm/min. Thus, it can be ensured that no additional material was grouted as a result
of an early compression of the grout. Furthermore, no significant decrease in deformation
potential was observed for the grout. Figure 5.61, right, compares the stress-deformation
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σ

Fig. 5.62 Compressible cementitious layer before (left) and after testing (middle); stress-
displacement response in radial direction of a tested lining segment with compressible layer (right)

behavior (of different mortars with various compressible additives) of the laboratory spec-
imens prepared by hand and the samples of the grouted material taken from the test setup.
Relative to the manually prepared reference specimens, the grouted mortar specimens
showed a low slope in the linear-elastic range. Accordingly, the laboratory specimens in-
dicated a minor increase in stiffness.

The knowledge gained in compressible cementitious materials was applied in form of
a compressible layer on top of the lining segments tested in large scale, introduced in
Sect. 5.4.1. As an example, Fig. 5.62 shows the stress-displacement response in radial di-
rection of a lining segment with compressible layer in one of the experiments. The plastic
behavior allowed for high deformations (> 100mm for a compressible layer thickness of
175mm) at a load level considerably lower than the ultimate load attained by the lining
segment. As a result the lining segment was initially subjected to low utilization ratios.

5.6.3 Model Based Design of Deformable Materials

The choice of a suitable deformable cementitious layer with the required deformation
characteristics for certain geological conditions can be supported by performing computa-
tional simulations. The computational model should account for the material properties of
the individual composite components, the geometry of the constituents, their volume and
spatial distribution, in order to replicate the three stages characterizing overall behavior of
compressible composites (an elastic stage, a plateau and a densification stage).

To this end, two different strategies for numerical description of highly compressible
cementitious composites have been developed and analyzed: 1) a numerical strategy using
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the Discrete Element Method and 2) a multiscale approach based on continuummicrome-
chanics.

5.6.3.1 Discrete Element Method
Simulations using the Discrete Element Method (DEM) can be used to model the un-
derlying physical mechanisms such as a pore collapse occurring on the microscale of
cementitious composites subject to compression.

In DEM models, the material is described as an assembly of discrete particles which
interact and exert forces on each other. The dynamics of these DEM particles is governed
by the second law of Newton. Within the DEM framework, cementitious materials are
modeled as packing of discrete particles linked together by cohesive frictional forces.
The induced forces are transmitted via a network of contacts between these particles.
The current DEM formulation is based on the soft-sphere approach, where a contact is
characterized by an interaction between overlapping spherical particles. The elastic bond
between two discrete particles is characterized by a normal and tangential stiffness moduli.
The interaction of two discrete particles in normal direction under tension is governed
by a damage softening law, which enables one to replicate the behavior of cementitious
materials in tension. The normal compression regime is characterized by an elasto-plastic
constitutive law. Shear behavior is defined by a modified Mohr-Coulomb frictional law.
Within this DEM framework, a highly porous cementitious composite material has been
generated (Fig. 5.63, left) [89].

The DEM model has been calibrated for a cementitious mix of certain volume frac-
tion of soft inclusions and validated for mixes of different inclusion volume fractions
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Fig. 5.63 Left: Comparison of the cut surface of the experimental sample with the generated numer-
ical DEM model. Middle: Comparison of simulation results with experimentally obtained behavior
in confined compression test. The experimental curve (green dotted line) has been used for cali-
bration of the modeled behavior (red line). The behavior of another mix (yellow dotted line) has
been used to validate the model prediction (blue line). Right: Damage distribution in a numerical
specimen at two stages of compressive loading [89]
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(Fig. 5.63, middle) [89]. According to the computational model, diffuse cracking occurs
initially within the whole specimen arbitrarily. Damage initiation occurs at the top part of
the sample where a compression band, characterized by compaction, is formed as well.
Consequently a material compaction gradient can be clearly observed in Fig. 5.63, right.
Simulation shows that most pores collapse “layer by layer”. When all contacts of a discrete
particle are “broken”, it starts dynamically interacting with the other particles by means
of newly created interaction (“collision” of particles). The particles thus rearrange and fill
the voids. This mechanism manifests itself at the specimen scale as a plateau behavior of
the stress-strain curve also observed in the experiments. After all voids have experienced
collapse, a densification process, characterized by a regain in stiffness, starts, which agrees
with the laboratory observations.

DEM modeling enables one to capture the main physical mechanisms associated with
compaction processes occurring in the cemenitious composite specimens. However, the
composite microstructure of the investigated cementitious compositions is characterized
by inclusions (pores, air voids, and EPS beads) at multiple scales. Thus, it requires
a tremendous amount of very small discrete particles to resolve the topology of the small
inclusions. Therefore, the prediction of the stiffness for materials characterized by in-
clusions at multiple scales is difficult. This issue can be solved by applying a multiscale
approach based on continuum micromechanics.

5.6.4 Multiscale Model

Continuum micromechanics (as opposed to the numerical strategy using DEM) can re-
solve the complete range of inclusions and is computationally cheaper. A multiscale voxel
model based on continuum micromechanics has been developed, where an individual
voxel representing a particular volume of the material can compact (i.e. undergo irre-
versible deformation due to a pore collapse). The multiscale appoach includes three ob-
servation scales: the scale of the specimen (i.e. the dm scale), the scale of an individual
voxel (i.e. the cm scale) and an analytical RVE (Representative Volume Element) scale
(i.e. the mm scale) shown in Fig. 5.64, left.

Each voxel is characterized at the lower scale by an RVE of cement paste matrix with
embedded inclusions of zero stiffness. The RVE defines the strength and stiffness of the
voxel. The voxel compacts when the strength of the corresponding RVE is reached. The
strength is characterized by a damage initiation in the cement paste around the inclusion.
Hexahedral finite elements are used to model the voxels, whereas the analytical frame-
work of continuum micromechanics is used for description of the RVE and the processes
occuring in it.

The RVE strength is defined by the stress field �m.x/ in the cement paste matrix in
the vicinity of the inclusion, which can be determined by localization. As soon as at any
point x around the inclusion, the stress reaches the tensile strength of the cement paste
ft , damage is assumed to initiate and the voxel compacts. The elasticity parameters of the
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Fig. 5.64 Left: The continuum micromechanics based multiscale strategy with three observation
scales: the scale of specimen (i.e. the dm scale), the scale of an individual voxel (i.e. the cm scale)
and an analytical Representative Volume Element scale (i.e. the mm scale). Right: Comparison of
the model predictions with the experimental stress-deformation behavior of a set of compressible
cementitious materials studied in Sect. 5.6.2

cement matrix and the microscopic tensile strength of the cement paste ft are assumed
to be equal for all voxels. The inclusion volume fraction differs from voxel to voxel. It is
obtained from a normal distribution among all voxels (Fig. 5.64, left).

Given the volume fraction of the soft inclusions and the properties of the cement paste
matrix (determined within the experimental program), the multiscale approach enables
one to predict the stiffness and the transitional stress 
pl of the cementitious composite
material. Figure 5.64, right, provides comparison of the model predictions with the ex-
perimental stress-deformation behavior of a set of compressible cementitious materials
studied in Sect. 5.6.2.

5.6.5 FE Simulations on Structural Scale

The choice of the deformable material for the protective layer around the tunnel lining is
analyzed on the structural scale. Figure 5.65 presents the tunnel geometry, the boundary
conditions together with the loading scenario and the mechanical properties of the Opal-
inus Clay [15] used in the simulation. Earth pressure is applied first and followed by the
swelling pressure of 2MPa (see Sect. 5.6.1) uniformly distributed on the tunnel.

The figure presents the normal force in the concrete lining at the crown. The black
curve denotes the reference case without compressible layer around the tunnel. The green,
red and blue curves denote the cases with compressible layer. The effect of three different
compressible materials around the tunnel is analyzed. The materials have different stiff-
ness and the transitional stress 
pl (see Sect. 5.6.2). It can be observed that the use of the
compressible layer can reduce the normal force. The strength of the compressible mate-
rial governs when the compressible layer yields, which leads to a reduction of the normal
force in the tunnel lining. The yielding of the compressible material can be observed for
the mix B (red line) in Fig. 5.65, right bottom, which depicts the hydrostatic stress in the



320 G. E. Neu et al.

5.3m

4.
8m

Es,ground = 2800 MN/m²

γground= 24 kN/m³
5.45m

ps = 2 MPa 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Time [-]

0

2000

4000

6000

8000

10000

N
or

m
al

 f
or

ce
 [

kN
/m

]

Ncrit

Without compressible grout

Comp. Grout A (E = 44 N/mm 2, f
c
 = 0.18 N/mm2)

Comp. Grout B (E = 161 N/mm2, f
c
 = 0.45 N/mm2)

Comp. Layer M60 (E = 206 N/mm2, f
c
 = 1.48 N/mm2)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Time [-]

0

0.2

0.4

0.6

0.8

1

H
yd

ro
st

at
ic

 S
tr

es
s 

[N
/m

m
2
]

Comp. Grout A (E = 44 N/mm 2, f
c
 = 0.18 N/mm2)

Comp. Grout B (E = 161 N/mm2, f
c
 = 0.45 N/mm2)

Comp. Layer M60 (E = 206 N/mm2, f
c
 = 1.48 N/mm2)

Earth pressure Swelling

Earth pressure Swelling

Fig. 5.65 Left: Tunnel geometry, boundary conditions and the mechanical properties of Opalinus
Clay. Scenario of swelling pressure uniformly distributed on the tunnel lining is presented. Right:
Evolution of normal force in concrete lining and hydrostatic stress in compressible layer. The values
are evaluated at the tunnel crown

compressible layer at the crown. The corresponding change in rate of the growth of nor-
mal force in the concrete lining at the crown can be observed in Fig. 5.65, right top. The
choice of a too soft compressible material with low 
pl may not provide a sufficient tunnel
support due to low normal forces in concrete lining (blue line in Fig. 5.65). In contrast,
too stiff compressible material with high 
pl may not reach the yielding point which leads
to high normal forces in the concrete lining (green dashed line in Fig. 5.65).

Figure 5.66 presents the second loading scenario where the swelling pressure is lo-
cally distributed on the tunnel lining. As compared to the case of the uniformly distributed
swelling pressure, the locally applied load induces lower normal forces. That can be ob-
served in the plot of normal force evolution at the invert of concrete lining (see Fig. 5.66,
top right). The locally applied pressure induces, however, high bending moment in the
concrete lining at the tunnel invert (see Fig. 5.66, bottom right). Simulations show that
this bending moment can be reduced by using the compressible layer.
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Abstract

Digital design methods are constantly improving the planning procedure in tunnel
construction. This development includes the implementation of rule-based systems,
concepts for cross-document and -model data integration, and new evaluation con-
cepts that exploit the possibilities of digital design. For planning in tunnel construction
and alignment selection, integrated planning environments are created, which help in
decision-making through interactive use. By integrating room-ware products, such as
touch tables and virtual reality devices, collaborative approaches are also considered,
in which decision-makers can be directly involved in the planning process. In current
tunneling practice and during planning stage, Finite Element (FE) simulations form an
integral element in the planning and the design phase of mechanized tunneling projects.
The generation of adequate computational models is often time consuming and re-
quires data frommany different sources. Incorporating Building InformationModeling
(BIM) concepts offers opportunities to simplify this process by using geometrical BIM
sub-models as a basis for structural analyses. In the following chapter, some modern
possibilities of digital planning and evaluation of alignments in tunnel construction are
explained in more detail. Furthermore, the conception and implementation of an in-
teractive BIM and GIS integrated planning system, “BIM-to-FEM” technology which
automatically extracts relevant information needed for FE simulations from BIM sub-
models, the establishment of surrogate models for real-time predictions, as well as the
evaluation and comparison of planning variants are presented.
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6.1 Introduction

With the move toward digitalization in the construction industry, the rapidly develop-
ing field of information technology (IT) plays a dominant role in modern construction
processes, in particular large projects like tunnel constructions. As a consequence, more
and more digital project data is produced by several authorized project partners and is
stored in diverse formats using different IT applications during different stages of the
project. Additionally, the availability of computer-aided design (CAD) and sophisticated
data management tools have also had noticeable impact on the way construction industries
(including tunneling industries) record, store, retrieve, access, process, visualize, maintain,
display, and manage important project data. However, in most cases the employed IT tools
are standalone applications with limited inter-compatibility with other platforms because
proprietary format for storing and accessing information are often different. A coherent
data exchange between all applications and information sources within a project is for
this reason not directly feasible in digital form without human intervention. As a result
of this lack of compatibility, a high amount of errors occur during the exchange of in-
formation between applications and information is lost. Moreover, different information
packages, from different project partners, which often describe the same object/element
in the project, make it difficult to maintain the necessary level of integrity and consistency
of project information.

In this regard, Building Information Modeling (BIM) has emerged to address these
problems generated by decentralized data management. BIM presents an innovative and
collaborative solution that allows for an organized and efficient workflow during the en-
tire life cycle of the project: planning, design, construction, operation, maintenance and
possible later demolition phases [25]. Although BIM methods were first developed to be
applied to improve the organization of above-ground building projects, they have been,
and are currently being extended to tunneling projects [11, 32, 43, 74], among other engi-
neering infrastructure projects [39, 69, 85]. The capability of BIM to connect information
databases to a graphical representation based on a parametric 3D models allows better vi-
sualization, coordination, and management of construction projects and accordingly, leads
to a reduction of construction costs and errors [46].

The development of a real-time interactive digital platform for planning and design
of tunneling projects, particularly in urban areas, provides a valuable tool to support the
design process and enrich the decision-making. Such platform would allow for visual
exploration of the whole project including parametric generation of feasible alignments
considering all project design criteria [42, 79]. For this purpose, a digital interactive plat-
form has been developed for collaborative planning process in tunneling projects, in which
the numerical simulation, the simulation results, i.e., settlements, construction time, and
the damage assessment of existing infrastructure, is integrated and visualized in real-time.

The proposed digital platform considerably reduces the user effort connected with the
generation of simulation models. This platform supports data acquisition and model gen-
eration as well as the visualization of the important results of a numerical simulation in
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a 3D graphical model so as to be in line with Building Information Modeling (BIM) con-
cepts. To this end, a fully automatic model generation assistant has been developed and
integrated into the so-called TIM, “Tunneling Information Model” in order to enhance
the usability and compatibility of a structural tunnel simulation with BIM methods. The
automatic model generator is able to correctly model the geometry of the tunnel project,
generate all relevant model components, extract geotechnical survey data stored in CAD
format, discretize the FE mesh, and control the flow of the simulation.

6.2 Information Modeling

In the BIM-based approach, information is used as a basis for decision-making and project
steering. Some information can only be processed through the exploration of constraints
and dependencies. Through so-called interaction chains, relevant information can be dis-
sected and structured. An interaction chain can be defined as a sequence of processes that
build on each other and whose results can lead directly to the evaluation of relevant project
constraints (see Fig. 6.1). The execution of interaction chains needs to be provided with
relevant information. This includes existing product data as well as temporary simulation

Fig. 6.1 Example of an interaction chain that considers settlement data and strains for risk classifi-
cation
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Fig. 6.2 Tunnel information model consisting of the essential four submodels and time-dependent
settlement and machine data [74]

results. For the management of these information, a 4D-information model has been de-
veloped. In a tunneling project, information is usually time-dependent and is distributed
on different systems and various data formats.

In accordance with the BIM concept for tunneling construction domains, the Tunnel
Information Model (TIM) [42] establishes a holistic container for tunneling projects that
also enables the integration of interaction chains for project evaluation. In the TIM data
is integrated and linked by collecting, classifying, structuring and processing necessary
information from the planning and construction phase. The structuring of multiple in-
teracting documents has been realized by adopting the multi-model container concept
[73]. Compared to existing approaches in the building sector lots of dynamic and time-
dependent data must be stored. These include predictive models in the planning phase as
well as real settlement data and machine data in the construction phase. A continuously
adaption to the ground conditions based on up-to-date measurements and simulation data
represents a major challenge. The basis of the TIM is build upon four essential product
models, including a hybrid ground model, a boring machine model, a tunnel model and
built environment model (Fig. 6.2). A detailed differentiation is provided in the following
subsections.

6.2.1 Standards for Digital Design Tunneling

The digital design in construction requires standards for the exchange of information to
be applied. In the context of the BIM method, a distinction between semantic information
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and geometric representation is made. While the geometry describes the visual representa-
tion of an element, the semantic provides descriptive information, such as model structure
and object properties. The Industry Foundation Classes (IFC) standard [38] has been es-
tablished as an open exchange format for BIM models. Traditionally, the IFC schema only
supports building construction. However, in recent years, the context of IFC has increas-
ingly being improved to support infrastructure domains in future. An proposal including
bridges, rails, roads and port & waterways denoted as IFC4.3 is currently being reviewed
by the International Standardization Organisation (ISO) to be the next major officially
accepted version of the IFC. An extension for tunnels is also currently being developed
by a project group of buildingSmart International [15]. The current version is proposed
as IFC4.4, to which the SFB has substantially contributed to the requirements and data
models for mechanized tunnels.

6.2.2 Hybrid GroundModel

The ground behavior is a fundamental basis for the overall construction process. A hybrid
ground model has been developed in [33] to allow both a global and detailed consideration
of the ground conditions. Based on borehole measurements, the profile of the ground
can be depicted and transferred to a layer-based ground model. The geometry of these
layers, in this case, is based on boundary representations (B-Rep). To support the analysis
and assignment in a larger resolution, the layers are decomposed into voxel data (see
Fig. 6.3). The detail of the voxel representation is decided upon the specific application.
Algorithms, such as octree decomposition, are able to perform efficient decomposition and
thus represent the ground model as discretized voxel models [47]. Regions of voxels are
then combined based on their properties to represent layers of soil. High detail is required,
e.g. when processing data close to the boring machine.

Both formats (B-Rep and voxels) are stored side-by-side, for which methods have been
developed to support the integration, consistency and versioning [34]. The versioning also
allows to update the ground conditions in the hybrid model and to use it for subsequent
analyses. In the overall process, the hybrid ground data model makes it possible to in-
corporate different version (time-dependent), different resolutions (space) and different
geometry representations (format). Throughout all versions, data can be requested and
updated in both boundary representations and voxel representations.

Based on the hybrid ground model, analyses and simulation models can efficiently re-
quest and process information. For example, a sophisticated octree-based soil model was
used to calculate uncertainties based on the knowledge gained from the boreholes lo-
cations [47]. This investigation utilized kriging algorithms to map calculated uncertainty
directly onto each voxel in the ground model. Several approaches for semivariogrammod-
els were tested to illustrate and make optimizations for strategic selection of preferences
in projects (Fig. 6.4).
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Fig. 6.3 Concept for querying soil properties for a surface model (B-Rep) based on the hybrid
ground data model

Fig. 6.4 Effect of change in applied semivariogram model for the highlighted voxel [47]

6.2.3 Tunnel BoringMachineModel

The tunnel boring machine has also been modeled and is included in the TIM collection of
considered submodels, primarily because of the 4D planning process, that also requires the
TBM to be included in planned projects. It is paricularly important to be able to locate the
machine, the face of the tunnel and to monitor the progression of the excavation. Here, the
focus is on Earth Pressure Balance Shield (EPB) boring machines. To store and exchange
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Fig. 6.5 Implemented IFC hierarchy for a TBM in a BIM based process

information regarding the machine, a proposal for the Industry Foundation Classes (IFC)
model has been developed (Fig. 6.5). Therefore, a classification for the model elements
has been developed by interaction between tunneling and informatics domains within the
SFB. These include proper geometric descriptions as well as the assignment of necessary
semantic information. In addition, the machine data were linked directly into the model so
that they can be updated during tunnel driving and queried, for example, when performing
a settlement analysis.

6.2.4 Tunnel Model

The tunnel model itself has also been realized using an IFC-based product model. The
geometric representation of such a model can normally not be created by hand, because of
the thousands of ring segments. Therefore, parametric modeling methods have been used
to automatically create a model based on the cross-section template and the placement
of the rings (Fig. 6.6). The placement can be considered as input in both ways, either
from the planned positioning as well as from real positions of existing mounted rings.
Considering alignment planning variants and settlement calculations, the position can be
precisely defined. When calculating the positioning for a planned tunnel, the connectivity
of the rings must be considered to calculate the exact position and orientation [57]. Each
element is transformed locally to represent the ring rotation and general orientation, using
rotation matrices (MX , MY and MZ) along all axis and defined according to the precise
position and direction for the ring on the alignment. Then, the transformed tunnel ring is
moved on the position of the alignment (MT ), creating a tunnel model.

Storing the tunnel model as an IFC model data file must also consider resource con-
sumptions. Therefore, an efficient modeling technique has been applied to directly gen-
erate a resource preserving model as well as allowing to optimize existing models [88].
When the geometry and properties of each ring or ring segment are clearly represented, the
model for individual sections of a tunnel project can easily reach hundreds of megabytes.
This affects the external storage in a file format and the performance of visualizations in
subsequent analyses. Here, the STEP-format and the flyweight programming-pattern has
been utilized to drastically reduce the resources required for modeling and data storage
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Fig. 6.6 Creating a parametric tunnel model, based on an alignment positioning and orientation

a b

c

d

Fig. 6.7 Reuse of recurring elements in the IFC tunnel model (a) using either product representation
level (b), representaion level (c) or representation item level (d) [88]

(Fig. 6.7). The optimization focuses on single ring segments (Ai ) and compares whole
tunnel rings. As the types of segments (i.e., an A1 ring type of k segments) and even com-
plete ring designs (A1-. . . -Ak) are highly recurring in a mechanized tunnel model, this
can be exploited to share specific information amongst different occurrences. In computer
science terms, that is called the flyweight design pattern, which enables the efficient reuse
of recurring data. In a tunnel model, this affects both geometry representations as well as
common attributes, which do not change among succeeding ring constructions and can be
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a b

Fig. 6.8 Tunnel information modeling framework based on a unified interaction platform and an
application layer (a). The tunnel information model contains four main subdomain models (b). [42]

stored on a type-based level. Specific information, such as the actual position of rings or
the ring number, are then stored on occurrence level.

For existing tunnel models, it is also possible to recalculate an optimized model after-
wards. Using a rigid body transformation, these recurring geometries of ring segments can
be identified and stored in a resource preserving structure.

6.2.5 Interaction Platform

To access all data of a tunneling project in a uniform and standardized way, an interaction
platform has been proposed [42]. The interaction platform that considers the TIM frame-
work (Fig. 6.8) consists of three different layers. The first layer contains the actual data
sources, such as machine data or borehole profiles. The second layer represents the TIM,
containing models that are linked to one or more data sources. Finally, the integration
layer provides a unified interface to support a standardized way to use the data for sub-
sequent tunneling software applications. This is realized by constantly using the IFC data
format for the transportation of the product models. By using so-called model views, im-
plemented on top of the IFC format using the Model View Definition (MVD) in MVDxml
format. This allows to set specific requirements, which must be included into a model to
execute a specific application, as well as it allows to filter only the necessary data.
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6.2.6 Visualization of Settlements Based on AnalysedMeasured Data

An important task for the evaluation of the tunneling process is the analysis of settlements.
Based on the reference project “Wehrhahn-Linie” in Düsseldorf, Germany, a case study
has been conducted to visualize the amount of settlement during the tunneling process.
The settlements must be considered both in the context of the existing built environment
and the dynamic position of the current data of the TBM. This allows to identify poten-
tially endangered buildings along the alignment of the tunnel. Also, conclusions about the
operational behavior during excavation can be drawn from the settlements, i.e. the values
of the excavation advance or grouting pressure can be checked in case of unexpectedly
high settlements. For the analysis of settlements, a dedicated model view has been de-
fined (see Fig. 6.9). Only necessary contents are provided, for example, how to provide
the built environment, which only is delivered in geometric representation while provid-
ing a ground representation is completely discarded in this case. However, the model view
ensures, that the required tunnel and the boring machine as well as the settlement values
itself are available, before the application can be executed.

Based on the model view, the data was used into a settlement application to analyze and
visualize settlements over a period of time corresponding to the excavation process. The
visualization is performed step-wise based on a time-step (hours, days and weeks) or ring-
wise manner. Based on the current excavation, the installed rings are turned on visible and
the position of the machine in front of the tunnel is updated, accordingly. Additionally,
the performance data of the boring machine is plotted aside and can be reviewed to the
corresponding time step.

Fig. 6.9 Model View Definition for the settlement analysis
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a b

Fig. 6.10 Delauney triangulation (a) vs. Kringing method (b)

The settlement data, which is input in form of 2d-positions and vertical displacement
values, is transferred into surface-based representations and colored according to the dis-
placement value. This allows to easily identify spots of endangering settlement values.
A surface-based representation, which can be calculated in real-time, is based on De-
launey triangulation (Fig. 6.10a). The accuracy of this method is sufficient, when the
measurement points are regularly distributed. However, when settlement values occur
scattered or spatial varying, this method is not sufficient. In this case, the application

Fig. 6.11 Time-dependent visualization of settlements in context of the existing built environment
and the current tunneling advancement



6 Digital Design in Mechanized Tunneling 341

of geo-statistical methods help to create a surface representation. In particular, the Simple
Kriging method has been applied, which outputs a statistical interpreted value on a regular
grid (Fig. 6.10b). This leads to a smoother indication of the settlement values, where rel-
evant spots can easily be identified. Using this method, points must be pre-calculated for
a specific moment in time before executing a time-dependent settlement analysis. There-
fore, both resource consumption and performancemust be considered, as well as data size,
which depends on the step size (e.g., number of days or number of rings), the resolution
of the generated grid, and the geostatistical interpolation algorithm itself.

An example of a specific real-project situation of a time-dependent visualization of
settlements is presented in Fig. 6.11. Here, a conspicuous heaving above the TBM could
be resolved to a peak in the thrust force value, which originated from the boring machine
passing through a bearing slurry wall.

6.3 Digital Design of Tunnel Tracks

The investigation of the tunnel track design is one of the most important studies in tunnel
construction. Variations of alignments are compared in order to plan cost-efficiently and to
reduce the risks for the project. Usually, variations of alignments are valid, as the criteria
allow for alternative approaches that must be evaluated by experts. The Weighted Deci-
sion Matrix (WDM) method is used for the evaluation of such variants, by establishing,
weighting and comparing project-specific criteria. A manageable number of alignments
are examined, until the best alignment is selected for a project. The variants also consider
variables in the tunnel design, such as variations in the tunnel diameter, number of tun-
nel tubes (dual-tube vs. single-tube design) or a strategic selection of methods in tunnel
excavation. However, the most important factors are impacts on the environment, such as
critical settlements in protected areas or collision with underground structures.

Traditionally, an alignment is composed of a route and a gradient. The route describes
the alignment in a 2D plane, while the gradient adds the elevation depending on the current
curve section. Both tracks are defined in segments and modeled by special curves section
by section. This is necessary, for example, to take into account geometric criteria of eleva-
tion and speed. A significant aspect of this approach is the use of transition segments for
alignment definition. These are special curve sections, often modeled as clothoid curves,
which enable a smooth transition of the curve curvature between segments. The combi-
nation of these two design perspectives creates a 3D alignment that can subsequently be
used for placement of elements in a BIM-based process.

A number of tools is required for the investigation of alignment variants. The inte-
grated platform for interactive alignment exploration (Fig. 6.12) has been conceptually
developed within the course of the research of the SFB 837. Here, the main focus is on the
interactive exploration of alignment variants, new methods for the variant evaluation and
the integration of domain-specific information.
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Fig. 6.12 Integration of interactive planning and evaluation between prediction and risk assessment
for the digital alignment planning procedure

6.3.1 Integrated Platform

The Tunnel Information Modeling Framework (TIM) [42] has been adapted into an in-
tegrated platform and developed further in [79]. The platform (Fig. 6.13) advances the
TIM framework by including alignment planning methods, integrating BIM and GIS data,
as well as improving the decision-making by establishing an interactive planning envi-
ronment for the exploration. The framework has been conceived to utilize roomware
products, mainly touch-table devices, to enable a collaborative, interactive and ongoing
exploration of planning variants. Therefore, a primary feature of the integrated platform
is a (multi-)touch-based interaction with the planning environment that enables updates of
planning variants in a collaborative environment in real-time. The creation process of the

Fig. 6.13 Overview of the Integrated Platform Environment and Processes for Alignment Planning
in Tunneling
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Fig. 6.14 Procedure of planning the route on an alignment [79]

segmented alignment has been generalized using spline curves, especially Non-Uniform
Rational B-Splines (NURBS), in order to create a more flexible representation for align-
ment definition.

6.3.2 Interactive Exploration of the Alignment

Alignment planning requires the segmentation and procedural creation of curve sections
to create alignments that comply with necessary properties, such as a slowly increasing
and decreasing angle of the gradient or a smooth transition of curvature during turns.

Thereby, each segmented curve-type is defined individually, which are primarily a set
of lines, circular-arcs, clothoids or parabolas. Handling these curve-types separately, how-
ever, complicates the planning process in an interactive environment.

Figure 6.14 displays the step by step approach for alignment modeling. The process
starts with a set of planning data, which provides basic constraints to model the alignment
on top. The alignment is then refined in each step, by adding more and new types of
segments into the alignment definition. In the end, the alignment has to be reviewed against
project requirements and constraints, creating a variant for alignment evaluation.

6.3.3 Spline-Based Alignments Planning Approach

Because of their flexibility and consistency, spline curves are often used as a basis for the
representation of different types of curves. Whereas lines and circular-arc elements can be
displayed quite effortlessly, the implementation of clothoids using splines is much more
complex. The main reason for this is that it is difficult to represent the continuously grow-
ing curvature of a clothoid curve by splines. This issue has been studied in several articles
where different approaches to represent clothoids using splines have been elaborated, e.g.,
by approximating in a certain interval [90] or parametrically identifying controlled and re-
strictive computations [89]. This approaches hat been considered for an interactive design
of tunnel tracks.
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In [79] a set of spline-curves, specifically Non-Uniform Rational B-Splines (NURBS),
were investigated to model different types of curves for alignment definition. More specif-
ically, the parameters of these splines had been restricted in specific ways, to emulate the
behavior and properties of different curve-types. For example, setting the weights depend-
ing on the angle and length of the control polygon can represent circular-arc segments
given by start- and end-point. The tangential continuity between segments can then be
modeled by splitting the NURBS into subsets of spline-curves or by synchronizing the
tangential direction at start- and end-points. While NURBS enable highly adjustable mod-
eling approaches, certain curve-types are modeled as near enough approximations, such
as clothoids.

6.3.4 Alignments for Parametric Tunnel-Design

In the context of BIM-based projects, alignments are used for positioning of elements
relative to the path and tilt of the alignment axis. For example, in road and rail projects
they are used to semi-automatically generate streets- and rails-systems, including technical
equipment and information about ablation of ground on the construction site. Considering
projects of the tunneling domain, however, alignments are used to generate tunnel models,
using a cross-section and design parameters as reference for the modeling process. This
process has been evaluated in [78], by using an alignment and cross-section information
to generate tunnel models in mechanized tunneling, specifically in segmental ring design
(Fig. 6.15). The process of aligning elements to an alignment relies on a sequence of
transformations to be applied systematically (see Fig. 6.6).

Fig. 6.15 Generated tunnel model in segmented ring design using an alignment and cross-section
information as a basis, applying the method in [78]
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These models were exported as Industry Foundation Classes (IFC) models and could be
used for information delivery in infrastructure and visualization in the tunnel excavation.
Here, prototypical instances of the IFC tunnel extension [15] were used to create seman-
tically correct tunnel models and alignments for data exchange, instead of placeholder
elements as is common practice in the industry.

6.3.5 Collaborative Exploration Using Roomware Products

The alignments planning process relies on experts feedback and knowledge. In a col-
laborative environment, results of the planning design and evaluation can be discussed
directly. However, common planning tools and evaluation methods are not designed to
provide feedback in real time or to involve a group of stakeholders. Here, the benefits
of a collaborative approach can lead to significant improvements in the decision-making
process of alignment selection. For example, it can lead to a reduction of the number of
planning variants and shorten the development time by directly implementing changes.

To allow a collaborative approach for alignment planning to be applied, the interactive
exploration is performed on touch-table devices (see Fig. 6.16, Collaborative Planning
Environment). Such a roomware device can be surrounded and interacted with by a group
of people. To handle user interactions the planning application running on such a device
needs to incorporate (multi-)touch-strategies and streamline the planning process in or-
der to enable semi-automatic reevaluation of the modified alignment. For that purpose
a set of multi-touch strategies has been investigated in [79] and implemented into the
integrated platform. These touch-strategies were mainly designed to handle simultane-
ous multi-touch interactions by users (Area-Group) and touch-interactions with elements
further away from the users perspective (Lock-On). Therefore, with each interaction the
alignment can be modified and planned using only touch, while the updated alignment will
be reevaluated in real time and results are visualized for validation (Fig. 6.16, Interactive
Planning Tools).

Fig. 6.16 Adopting planning and evaluation tools into a collaborative environment using roomware
devices, such as touch-tables and VR-walls, for real time evaluation and live feedback
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6.3.6 BIM and GIS Integration

The platform considers the integration of documents and models primarily used in the
BIM and GIS domains. These are often considered integrated approaches since their in-
formation complements each other in the context of the spatial environment.

The concept of integrating BIM and GIS, however, is often used as an umbrella term
that distinguishes between integration approaches in scope and purpose of considered
information. For that matter, Beck et al. [6] investigated related research and catego-
rized it based on integration effort and used terminologies. Considering the approaches
in [42, 79, 81] the integrated platform falls under the categorization of instance-level in-
formation integration of real-world objects that differs in perspective and links based on
utilizing queries with spatial reasoning. Also, a multitude of documents and models were
investigated for integrated planning. The set of considered documents and models consists
of, for example, map data (e.g. cadastrals), built environments (e.g. city model), terrain
and ground models (Fig. 6.17). However, the integration of both domains has proven to
be challenging due to differences in format, detail, and scope of considered data. Docu-
ments and models can vary in level of development and contain a variety of geometric
representations.

Dealing with geometric differences is a particular challenge since documents and mod-
els must be represented superimposed. This requires the handling of transformations of the
geo-localization and conversion of the geometry into a uniform representation form in or-
der to be able to perform operations for a comparison. In order to integrate new processes

Fig. 6.17 Documents and model considered in a BIM and GIS integrated planning environment of
the tunnel domain
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and their representation into the planning process, these must first be aligned with those of
the integrated environment. For example, in [47] a voxelized approximation of a ground
model has been used for the examination of soil and borehole information. This enabled to
quantify uncertainties for the ground model and optimize the placement of new boreholes.
Integrating such a model based on existing borehole datasets greatly improves decision
making, but may require an alternative representation to comply with the superposition of
individual documents and models.

6.3.7 Rule-Based Alignment Evaluation and Data Acquisition

When exploring an integrated environment, rule-based exploration can add value to in-
formation acquisition process and for checking constraints and requirements. Considering
the superimposed nature of documents and models from BIM and GIS domains allows for
spatial reasoning approaches to be applied. In [81] the alignment planning context (see
Sect. 6.3.8 for details) also has been incorporated into a reasoning approach, creating con-
text rich relations between elements. This relations were then used to query information
across documents and models, which enabled a semi-automated evaluation of relevant
requirements and constraints.

Further studies examined the use of a decision model for the choice of tunnel systems
(single tube vs. double tube) [86] as well as for the selection of a tunnel boring machine
[91].

Sets of elements are highlighted by the queries, which can then be examined in more
detail for evaluation. For direct visual feedback, such results can be selected and colorized,
which allows for visual validation and subsequent investigations. In such an integrated
platform, certain requirements and conditions (e.g. range constraint) can be transformed
into geometric representation, which further allows for visual feedback in the investigated
area.

6.3.8 Constraints and Requirements

For maintaining a context sensitive approach in tunneling and alignment evaluation, a set
of relevant requirements and constraints, that must be met for the creation of valid align-
ments, are incorporated into the reasoning. These constraints and requirements take into
account the correlation between the geologic conditions, the built environment, the pa-
rameters of the excavation process, and the operating conditions. Specifically, these can
be categorized into the types of

� geometrical/geographical requirements,
� driving dynamics,
� cross section design,
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Fig. 6.18 An overview of requirements and constraints affecting the alignment planning process
[80]

� built environment,
� safety criteria and
� socio-cultural factors.

Geographical and geometrical requirements include criteria such as stations to be con-
nected or existing infrastructure. Requirements of the type of driving dynamics depend
mainly on the mode of transport. These include limit values for alignment elements, e.g.,
maximum radii or the maximum length of straight sections in road tunnels. In addition,
the cross-section, a double tube or two single tubes, must be determined. Environmen-
tal factors include, for example the protection of FFH areas (Flora-Fauna-Habitat). The
last two groups consider e.g., the location of emergency exits for safety criteria and the
protection of cultural heritage for socio-cultural factors.

These context-specific requirements are examined and a set of valid variants is formed.
These in turn are evaluated using evaluation criteria such as risk assessments and cost
estimates (Fig. 6.18). For the evaluation interaction results from settlement analysis (see
Sect. 6.2.6) and risk assessment of building damage (see Sect. 6.5.3) can be incorporated.

Utilizing decision models, which consist of rules performing inferences in an axiomatic
system of decisions (IF/THEN), can significantly improve the decision-making process for
the tunnel domain. In the field of tunnel construction, the application of decision models
has been investigated in [83, 84], by investigating the decision-making process of fur-
nishing tunnels with safety systems. This research demonstrated that decision models can
enhance the decision-making process and that the weighting of individual criteria influ-
ences the evaluation, which also applies to the alignment analysis and selection.

6.3.9 Utilizing Semantic Web Approaches

Semantic web technologies and approaches can be used to integrate data from the BIM
and GIS domains. Using ontology-based data structures, domain-specific information can
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Fig. 6.19 The method of establishing ontology-based data structures to query across multiple doc-
uments and models [81]

be reorganized and combined to explore an integrated environment. For that reason, in
[81] the ontology for Spatial Reasoning in Tunneling (SRT) has been conceived to enable
the investigation of geometries for a spatial reasoning approach. With the SPARQL Proto-
col and RDF Query Language resulting data structures can be investigated systematically.
However, for exploring a spatial environment, considered geometries must be transformed
to describe the same spatial context. This includes handling geo-localization of elements
and synchronizing their representation in the level of detail and dimension. This is nec-
essary because considering data from the BIM and GIS domains will result in a blend of
2D and 3D representations, which can also be defined in different Coordinate Reference
Systems (CRS).

In Semantic Web, geometry is usually represented in Well-Known Text representations
(WKT) [37, 65], which is a compact and streamlined version of most significant geomet-
ric representations. By utilizing WKT-CRS [64], an extension of WKT-representations to
handle geometries defined in different CRS, the geo-localization of such elements can be
handled naturally by Semantic Web technologies. The spatial reasoning approach can then
be performed by utilized GeoSPARQL [63], an established library and SPARQL extension
for investigating spatial relations between geometries. This library uses theDimensionally
Extended 9-Intersection Model method (DE-9IM) [26, 44], which uses a set of distinct in-
tersections to distinguish between geometrical conditions, such as intersect, touch, within,
cross, etc.

This approach of utilizing Semantic Web for a linked data and acquisition of rele-
vant information has been validated by numerous publications [8, 35, 87]. Including this
approach in the integrated platform enables the semi-automated execution of queries
to perform data acquisition and evaluation across documents and models. This concept
(Fig. 6.19) has been elaborated and implemented in [81], resulting in the establishment
of context-rich relations across documents and models by also including constraints and
requirements in the query process.
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6.3.10 Application for Decision-Making and Examination

For decision-making in the alignment selection process, commonly different alignment
variants are compared with evaluation criteria using e.g., the Weighted Decision Matrix
Method (WDM). The method takes into account a number of constraints and requirements
that are evaluated and compared, leading to the selection of a preferred variant, e.g., based
on the examination of cost effectiveness [72] (see Sect. 6.3.8). Such an evaluation method
is based on the specifics of the planning environment and the associated data. In order
to identify relevant data for examination, the spatial environment must be examined. By
using Semantic Web technologies, several cases of semi-automated data acquisitions can
be performed. In [81], for example, the execution of predefined SPARQL queries enabled
the identification of tunneled buildings (Fig. 6.20) or buildings that are under historic
preservation and within the vicinity of the alignment (Fig. 6.21). These filtered subsets
can be highlighted, providing visual feedback on the results.

Since these queries accommodate for constraints and requirements of the alignment
planning process, they can be incorporated into the decision-making process by integrat-
ing results as relevant information for the examination of criteria in a WDM approach. For
example, for examining geometric geographical requirements, the identification of build-
ings within the vicinity of the settlement-affected area is important. Deducing the number
and status of those buildings provides a significant resource investigating buildings that are
subject to potential damages (see Fig. 6.61). In combination with other factors, such as po-
tential expenses for maintenance and compensation, these query results provide valuable
inside for decision-making.

Fig. 6.20 Finding and comparing the number of tunneled buildings in single and dual tube design
[81, Case 1]
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Fig. 6.21 Finding buildings under historic preservation and within the vicinity of the alignment [81,
Case 2]

6.4 Process-Oriented Numerical Simulation

This section presents the software that was produced in this project for Advanced Tun-
neling Engineering (ekate), as well as a Tunnel Analysis Model based on the CUTFEM
method. Also, a discussion of an automatic model generation based on BIM with aspects
of parallelization are given.

6.4.1 ekate: Enhanced KRATOS for Advanced Tunneling Engineering

The simulation model, denoted as ekate (Enhanced KRATOS for Advanced Tunneling
Engineering), has been implemented via the object-oriented finite element code KRATOS

[22]. The latter is an open-source framework dedicated to perform numerical simulations
for multi-physics problems. Its modular structure provides efficient and robust imple-
mentations of various algorithms and schemes (e.g. solution methods, time integration
schemes, element formulations, constitutive laws, etc). KRATOS is written in C++, in
which its kernel provides the basic functionalities and data managements, while, ap-
plications characterize the implementation aspects of the numerical model for different
physical problems. Herein, the simulation model is developed using KRATOS STRUC-
TURAL APPLICATION and EKATE AUXILIARY APPLICATION. More detailed discussion
about the model can be found in [55], while basic strategies and implementation aspects
are presented in [77].
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5

4

3
2

1

Fig. 6.22 Computational model for mechanized tunneling ekate. left: main components involved
in the simulation of the mechanized tunneling process and, right: finite element discretization of the
model components; (1) Geological and ground Model, (2) Shield Machine, (3) Tunnel Lining, (4)
Tail void grouting and (5) Thrust Jacks [50]

The main goal of the model is to provide an efficient yet realistic simulation environ-
ment for all interaction processes occurring during machine driven tunnel construction.
Therefore, the model includes all relevant components of the mechanized tunneling pro-
cess as sub-models, representing the partially or fully saturated ground, the tunnel boring
machine, the tunnel lining, hydraulic thrust jacks, the tail void grouting and can take into
account soil improvement by means artificial ground freezing, which are interacting with
each other via various algorithms. The interaction between the shield and the excavated
ground is taken into account via frictional contact algorithm. The shield-lining interaction
is described with truss elements (hydraulic jacks) connected between the front surface of
the last activated lining segment and the shield, by which, the lining acts as a counter-
bearing for the hydraulic jacks thrust to push forward the shield machine. Figure 6.22
shows the basic model components on the left and their respective representation in the fi-
nite element mesh on the right. In what follows, the basic model components, the steering
algorithm for shield advancement and the simulation script for modeling the construction
process are discussed in more detail.

6.4.1.1 Modeling of Ground and Ground Support in Shield Tunneling

Ground model The ground model is formulated within the framework of the Theory
of Porous Media (TPM) [10] that accounts for the coupling between the deformations of
the solid phase and the fluid pressures (i.e. an incompressible water phase and a com-
pressible air phase). In that, deformations and pressures are taken as primary variables.
The governing balance equations build a set of partial differential equations as the basis
of finite element solution. In the following, the two-phase model for fully saturated soils
(Fig. 6.23) is briefly presented.
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Fig. 6.23 Fully saturated soil modeled according to TPM [50]

The following balance equations prescribe the momentum balance of the mixture, and
the mass balance of both solid and fluid phase. Under the assumption of incompressible
solid and water phase, the mass balance of each constituent ˛ [˛ D s(olid) or w(ater) ] is
given by

D˛

Dt
�˛ C �˛div Px˛ D 0; (6.1)

where �˛ is the average density of a constituent ˛. The porosity n, which defines the
volume fraction of water, is used to describe the solid and water phases. Therefore, the
average density of the mixture � can be determined by the intrinsic density of each con-
stituent %˛ as

� D
X

�˛ D .1 � n/%s C n%w: (6.2)

In addition, the velocity of the solid skeleton .Pxs D Pus D Dsus=Dt / and the diffusion
velocity .�ws D Pxw � Pus/ are used to describe the motion of the constituents. Thus, Eq. 6.1
yields to

Ds

Dt
..1 � n/%s/C .1 � n/%sdiv Pus D 0 for solid skeleton (6.3)

and

Dw

Dt
.n%w/C n%wdiv.�ws C Pus/ D 0 for pore water: (6.4)

For Eq. 6.3, assuming incompressible solid grains (i.e. Ds%
s=Dt D 0), a differential

equation for the porosity can be derived as

�%sDsn

Dt
C .1 � n/%s div Pus D 0;

dn

dt
D .1 � n/ div Pus:

(6.5)
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For the mass balance of the water phase, the time derivative with respect to the current
configuration of the water phase is transformed to the current configuration of the solid
phase as

Dw

Dt

.�w/ D d�w

dt
C grad �w � �ws: (6.6)

The water flow Q�ws through the pore spaces is described by DARCY’s law [23]. Accord-
ingly, the flow is governed by the pressure gradient and the volume of pore spaces and
expressed as

Q�ws D � kw

%wg
.gradPw � %wg/; (6.7)

where kw is the hydraulic conductivity that symbolizes the available pore spaces in soil.
Using the volume fraction n, the DARCY’s velocity is related to the diffusion velocity �ws

as Q�ws D n �ws . Applying Eq. 6.6 to Eq. 6.4, the mass balance of the incompressible water
phase can be written as

d

dt
.n%w/C grad.n%w/� �ws C n%wdiv.�ws C Pus/ D 0;

d

dt
.n/C div. Q�ws/C n div. Pus/ D 0;

div. Q�ws/C div. Pus/ D 0:

(6.8)

The second balance relation is introduced by the overall momentum balance of the
mixture using the averaged CAUCHY stress � as

div.� /C �g D 0; (6.9)

According to [82], the effective stresses define the inner grain interaction (i.e. the stress-
strain behavior of the soil skeleton). The effective stresses in a fully saturated soil are
determined as

� s 0 D � C PwI; (6.10)

where the effective stresses � s 0 and the water pressure Pw are the stress variables and I
denotes the unity tensor.

The mass balance and the momentum balance equations form the set of partial differen-
tial equations to be solved in which the deformations and water pressures are the primary
field variables. Further discussion regarding the multi-phase model for partially saturated
soils and its numerical implementation has been presented in [55].

The material behavior of the soil skeleton is represented by means of nonlinear elasto-
plastic constitutive laws; namely DRUCKER-PRAGER (DP) law or CLAY AND SAND
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Fig. 6.24 Yield function in principal stress space and in the p0-q plane: DRUCKER-PRAGER-model
(left) and CLAY AND SAND-model (right) [50]

MODEL (CASM) [93]. DP-law presents a relatively simple model based on the approxi-
mation of the MOHR-COULOMB criteria using a smooth yield function, see Fig. 6.24, left.
A generalized behavior for both clay and sand soils can be modelled by CAS-model. Fig-
ure 6.24, right, shows the yield surface in the principal stress space. The latter is similar
to the CAM-CLAY models, yet, it overcomes the limitation of CAM-CLAY models for the
characterization of sands and highly over-consolidated clays.

Groutingmortar The annular gap between the tunnel lining and the excavated ground is
filled simultaneously with a pressurized grouting mortar, Fig. 6.25a. The latter is a mixture
that consists of a hyper-concentrated two phase material [9]. It should maintain, at the
early stage, a certain degree of workability to be distributed uniformly around the lining.
On the other hand, hardening should occur to resist the buoyancy of the lining and to
prevent the dislocation of the joints. The setting of grouting mortar is characterized by
an increase of mechanical stiffness accompanied with a phase change from semi-liquid to
solid state, Fig 6.25b.

high permeability
 low stiffness high stiffness

low permeability

water

solid

hydration

soil

grouting m
ortar

lining segm
ent

tail seal

grout flow

shield tail

water water

solidsolid

a b

Fig. 6.25 Annular gap grouting. a sketch of annular gap grouting through a nozzle in shield skin
and b the process of grouting mortar hydration with stiffness and permeability evolution [50]
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Fig. 6.26 Development of grouting mortar properties with time. a permeability evolution for two
different analysis parameters and b description of the parametric function ˇE.t/ where the grout is
fully hardened after 28 days [50]

To model the pressurized groutingmortar, a two-phase (hydro-mechanical) formulation
is used, which is similar to the finite element formulation of the ground model. The grout-
ing pressure is applied as pore water pressure to the fresh mortar. Stiffening of the grouting
mortar is considered by a time-dependent hyper-elastic material and time-dependent per-
meability to account for the hydration process. Simultaneous grouting of the annular gap
is simulated by the step-wise activation of the corresponding grouting mortar elements
with respect to current shield position, while pressurization is realized by a prescribed
pressure boundary condition on the face of the elements at the shield tail.

Herein, an exponential relation is used to define the temporal evolution of permeability.
This assumption has been already proposed in [41]. The permeability of the grouting
element is updated at the beginning of each time step, where the mathematical expression
is given by

k.t/ D .k.0/ � k.28//e�ˇgrout t C k.28/; (6.11)

where k.0/ and k.28/ are the initial permeability and final permeability after 28 days, t ex-
presses the age in hours and ˇgrout is a parameter that controls the change with respect
to time. Figure 6.26a shows the time dependent permeability for two different analy-
sis parameters (ˇgrout D 0:05 and 0.10). With respect to the stiffness evolution of such
cementitious material, the proposed material model follows the basic methodology of hy-
perelasticity for aging materials, as presented in [52, 53], see Fig. 6.26b.

For the time-dependent increase of elastic modulus, an irrecoverable strain necessarily
occurs. Therefore, the strain tensor ",

" D "e C "t ; (6.12)

is decomposed into a recoverable elastic part "e and a non-recoverable part "t associated
with the time-dependent hydration.
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According to the theory of hyperelasticity, a time-dependent function of the stored
energy defines the stiffening effect and consequently the time-dependent stress tensor as

W."; t/ D 1

2
." � "t / W C28 W ." � "t /; (6.13)

� D ıW

ı"e
D C28 W ." � "t /; (6.14)

where C28 is the standard elasticity tensor of the hardenedmaterial in which the superscript
.28/ indicates a reference time in days at the end of the aging process. The time-dependent
material tensor C.t/ is expressed by the development of the Young’s Modulus E.t/ as

C.t/ D C28
E.t/

E.28/
; (6.15)

and the experimental observations shows that the stress rate is related to the strain rate by
the time-dependent material tensor,

P� D C.t/ W P": (6.16)

The stress increment �� for a certain time interval Œtn; tnC1� is determined from the
time integration of Eq. 6.16

�� D
tnC1Z
tn

C.t/ W P" dt D 1

E.28/
C28 W �"

�t

tnC1Z
tn

E.t/ dt D �

E.28/�t
C28 W �"; (6.17)

in which, � expresses the integration of time-dependent Young’s Modulus over the time
interval Œtn; tnC1�. Comparing Eq. 6.17 with the incremental form of Eq. 6.14, the incre-
mental time-dependent strain yields

�"t D
�
1 � �

E.28/�t

�
�": (6.18)

The elastic algorithmic tangent Ael ,

Ael D @� nC1
@"nC1

D �

E.28/�t
C28; (6.19)

can be obtained by the linearization of Eq. 6.14 after inserting Eq. 6.18.
The time-dependent stress-strain behavior of the proposed material is mainly related

to the time-variant Young’s modulus. The later is expressed as E.t/ D ˇE.t/E
.28/, see

Fig. 6.26b. The coefficient ˇE.t/ is defined, according to [53]

ˇE.t/ D

8̂̂̂
<
ˆ̂̂:
ˇI
E D cEt C dEt

2 for t � tE

ˇII
E D



aE C bE

t ��tE
��0:5

for tE < t � 672h

ˇIII
E D 1:0 for 672h < tE

(6.20)
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where aE; bE; cE anddE are material dependent parameters determined by the ratio
E.1/=E.28/, the initial time interval tE and the time step �tE , see [53] for more details.

Face support pressures Numerically, two scenarios can be characterized by a mem-
brane model and a penetration model. They are described in the model by applying
adequate boundary conditions, see Fig. 6.27. For the so called membrane model, where
a perfect filter cake is formed, the fluid flow is set to zero and a prescribed total pressure
is applied at the tunnel face as

t D psup n and qw D 0: (6.21)

For the penetration model, i.e. without a filter cake, both fluid pressure and total stresses
are prescribed at the tunnel,

t D psup n and pw D 0: (6.22)

The numerical description of the grouting pressure is achieved in a way similar to the
description of face support. At the last face of the newly activated elements, the total
stresses and water pressures are prescribed as a linear function using the average grout
pressure at the tunnel axis Npgrouting

ax and its gradient grad Npgrouting,

Npgrouting D Npgrouting
ax C z grad Npgrouting ; (6.23)

where z is the distance in the direction of gravity, measured from the tunnel axis. Con-
sequently, the total pressure and the water pressure at the element face can be defined
as

pw D Npgrouting ;

t? D � Npwn ; (6.24)

where n is the normal vector to the grouting face. With the previous description, the ef-
fective stresses at the last grouting face, where grout injection is executed, are set to zero.

σs‘
σ σs

pw

σ σ
pw

a b c

Fig. 6.27 Prescribed boundary conditions of face support pressure. a Stresses within the two phase
element (total stresses 
 , effective stresses 
s 0, partial solid stresses 
s and water pressure pw),
b formation of an impermeable filter cake (Eq. 6.21) and c penetration model with no filter cake
sealing the tunnel face (Eq. 6.22) [50]
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6.4.1.2 Segment-Wise Lining Installation in ekate
Shield tunnel linings are constructed by an assembly of segments into a complete ring. The
simulation of the segmental lining model including the joints is similar to the continuous
model to some extent. The main difference is the assignment of the contact interactions at
the joints between the segments. The generation of the segmental lining model starts with
the consideration of a single ring as shown in Fig. 6.28. The ring model, generated by GiD,
consists of volume elements which represent different segments in which the boundary
surfaces of each segment are separately defined. Figure 6.28 shows a ring that consists of
7 segments with equal size including bolts and dowels on joints. Each longitudinal joint
contains two bolts at the center line, while each segment has two shear dowels in the ring
joint. In total, 14 bolts and 14 dowels are used in each ring. The exact joint geometry
is not described in this model since the global structural response is the main interest of
this study. As such, the effect of the rubber sealing gasket is not explicitly considered. In
addition, only joints with flat contact surfaces will be addressed.

The contact interactions between the segments in one ring and between consecutive
rings are shown in Fig. 6.29. The contact algorithm is used to characterize the response
of joints; this requires the definition of master and slave surfaces for the possible con-
tact surfaces. Since, the complete lining model consists of a large number of joints, there
will consequently exist a large number of master and slave contact surfaces. Therefore,
each pair of contacting surfaces is associated with a distinct contact index, as indicated in
Fig. 6.29, to speed up the search algorithm.

Beam elements with elastic material properties are used to represent the dowels and
bolts in the joints. The geometrical properties of the beam are defined according to the

Segmental ring

segment 1

segment 2

segment 3

segment 4

segment 5

segment 6

segment 7

Dowels in
ring joint

Bolts in
longitudinal joint

Outer surface
conected with the grout

Ring contact
surface

Longitudinal contact
surface

Fig. 6.28 ekate representative model for segmental lining geometry including bolts and dowels
[50]



360 A. Alsahly et al.

Segmental ring i

Jo
in

t 1

Joint 2

Joint 3

Jo
in

t 4

Joint 5

Joint 6

Joint 7

M
as

te
r

Sl
av

e

(M
)

(S
)

10
i+1

Con
ta

ct
 in

de
x

10i+2
(M)

(S)

10i+3 (M
)

(S)

10
i+

4
(M

)

(S
)

10i+5

(M
)

(S)

10i+6
(M)

(S)

10i+
7

(M
)

(S)

i
gni

R

1-i
gni

R

1
+i

gni
R

R
in

g 
jo

in
t i

R
in

g 
jo

in
t i

+1

M
as

te
r

S
la

ve

M
as

te
r

S
la

ve

C
on

ta
ct

 in
de

x 
j+

i

C
on

ta
ct

 in
de

x 
j+

i+
1

i = ring number

j > total number of rings  × 10

Fig. 6.29 Definition of contact surfaces between the segments as defined in the numerical model
[50]

corresponding diameter, length and type, as shown in Fig. 6.30. Pre-stressing in the bolts
can be considered by applying a certain pre-stressing force for the corresponding element.
In finite element formulation, the internal force vector for the beam element with pre-
stressing is defined as

Rint D K � u C FPrestress: (6.25)

The assigned properties to the beam elements describe the desired structural behavior
of the elements. For the simulation of shear dowels, only the shear stiffness is required
while the axial stiffness can be omitted by setting Aaxial D 0:0. Bolts are mainly simulated
by considering axial stiffness and the pre-stressing force if required, while the flexural
stiffness can be either considered or ignored. Generally, the dowels/bolts are assumed to
act at the center line of the joints and therefore it is not expected that they contribute
significantly to the overall flexural stiffness of the lining ring.

Straight dowel/bolt Inclined bolt Curved bolt

Nodal tying Prestressing Prestressing

Contact zone

Contact zone

Contact zonebedded nodes

Fig. 6.30 Representation of bolts and dowels in segmental lining joints [50]
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Staggered joint pattern Aligned joint pattern

Fig. 6.31 Different joint arrangements in segmental tunnel lining model [50]

The physical interaction between the segments and the dowels/bolts is accounted
for by using the node to volume tying, see Fig. 6.30. The nodes at the ends of each
bolt are embedded in their corresponding volume elements. In the finite element code
Kratos, the EmbeddedPointLagrangeTyingUtility is used for setting these
tying constraints. Within the simulation script, a function, InitializeEmbedded
PointLagrangeTying, sets the tying condition between the end node of the beam
(Xi ) and the volume element containing that point. First, the local coordinates �.Xi / at
the point location inside the volume element are determined. Then, the condition ties the
displacements between the point and its projection inside the volume elements using the
Lagrange multiplier,

.unode � uvol.�.Xi /// � � D 0 ; (6.26)

and the tying condition is added to the system of equations,

2
64K

node 0 1
0 Knode �1
1 �1 0

3
75 �

2
64u

node

uvol

�

3
75 D

2
64R

node

Rvol

0

3
75: (6.27)

The full description of the numerical model requires the definition of other properties
such as material, activation levels, etc., as well. A python script is created to automatize the
model generation. First, it imports the geometry of the user defined segmental ring. Then,
the segmental ring is placed in its location and rotated according to the required staggered
joint pattern. The properties and boundary conditions associated with the lining ring are
assigned. The desired joint pattern can be generated independently of the finite element
discretization of the ground. Figure 6.31 shows a staggered and aligned configurations of
lining joints.

It should be noted that the staggered configurations of longitudinal joints are usually
preferred in common tunneling practice. In [29], it is explicitly stated that an offset, by half
or third of the segment length, should be considered to prevent continuous longitudinal
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Fig. 6.32 Modeling of lining-soil interactions for the continuous (left) and the segmental lining
(right) [50]

joints across multiple rings. This in return strengthens the lining stiffness and the sealing
effect. Moreover, it is not suggested to have the hydraulic jacks pads at the location of
longitudinal joints. Therefore, the proposed position of joints is adopted in such a manner
that they do not match the position of hydraulic jacks.

Lining-soil interaction The relation between the outer boundary of the segment and
the surrounding grouting mortar requires a particular consideration in the case of explicit
modeling of the segmental lining. As shown in Fig. 6.32, the assumption of mesh com-
patibility with nodal connectivity between the lining and the grouting is only valid for
a continuous lining model. To enable segment-wise ring installation, and the correct kine-
matics of the joints, the connection between the lining outer surface and the grouting
material is modeled by means of a surface-to-surface tying procedure, which does not not
require mesh compatibility. The tying constraint preventing the relative displacements is
enforced at the GAUSS points using a penalty approach. The energy functional associated
with the penalty term is defined as

˘Tying.u/ D 1

2
� k.ulining � ugrout/k2; (6.28)

where � denotes the penalty parameter.

6.4.1.3 TBM Steering and TBM-Soil Interaction
The shield is modeled as an independent, deformable body that interacts with the exca-
vated soil along its outer surface by means of frictional contact conditions. The shield
geometry is depicted according to its design, see Fig. 6.33. The respective FE model as
shown in Fig. 6.34 accounts for the main structural and load carrying components (i.e. the
shield skin, the shield wall and other stiffening parts). Shield weight including the machin-
ery parts are accounted for. The load is distributed on shield front, along approximately
two third of the total length, considering the fact that most of the heavy parts are located
at the front. The cutting wheel is not modeled explicitly, instead, the equivalent cutting
forces in addition to the face pressure are applied on the shield wall. In addition, over-
cutting and shield skin tapering are explicitly considered, see Fig. 6.34. This is beneficial
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Fig. 6.34 Finite element mesh of the shield machine, the hydraulic jacks and the lining, and the
geometrical parameters involved in the definition of the shield model [50]

for a reliable prognoses of the ground settlements, as well, the adequate prediction of the
shield soil interaction is feasible, in particular for curved alignments.

The hydraulic jacks are represented by CRISFIELD truss elements [21], that produce
the mutual interaction between the shield and the lining and by which shield advancement
is achieved. In this context, a steering algorithm is developed to fully automatize the shield
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movement [2]. The steering algorithm controls the elongation of each hydraulic jack. Pre-
scribed strains and the counter-bearing produced by tunnel lining provides the momentum
to move the shield forward. In addition, the steering algorithm includes a correction vector
that allows for counter-steering against weight-induced dropping of the shield and keeps
the path of the shield on the prescribed tunnel alignment.

The frictional contact characterizes the interaction between the shield skin and the ex-
cavated ground. Following the basic concepts in [45, 76], KUHN-TUCKER condition is
applied, which defines the separation or direct contact between surfaces. As a result, the
simulation model can predict the contact condition between the shield skin and the ground
(i.e. whether a gap exists or not). Slave andmaster contact faces are assigned to shield skin
and excavation boundaries respectively, where the AUGMENTED LAGRANGE method en-
forces the contact constraint.

In the simulation model, the governing equations are the weak form of the mass bal-
ance equation for the ground water flow and the weak form of the equilibrium equation.
Since large movements are required for the positioning of the shield, total LAGRANGIAN

FE formulation is used for shield discretization. It should be highlighted that the inertial
forces are neglected since the machine advances through the soil with low speed. The final
position and orientation of the shield results from the force balance on the shield, where
the advancement process is achieved by the elongations of the hydraulic jacks.

6.4.1.4 Computational Modeling for Mechanized Tunneling Process
In tunneling simulations, the size of the domain should be chosen in a way that the model
boundaries do not affect the results in the tunneling vicinity. Generally, the primary state
of stresses at the boundaries should not change [68]. Figure 6.35 shows the ground do-
main with the prescribed boundary conditions for the simulation of a fully saturated soil
using two phase formulation. These boundary conditions remain unchanged during the
simulation.

To account for the primary stress state in the soil, the respective values can be either
explicitly given to the model or implicitly determined. In the simulation model, the sec-
ond approach is adopted, in which a two-steps procedure is followed in the beginning of
the analysis. In the first step, the ground model is analyzed under its self weight with the
aforementioned boundary conditions. At this point, the ground is assumed to behave elas-
tically and all the other model components are deactivated. The output stresses of this step
correspond to


 0
z D 
z C uw I where 
z D �	sath and uw D 	whw;


 0
x D 
 0

y D K0

0
zI where K0 D �=.1 � �/: (6.29)

Using the InsituStressUtility, the stresses at the GAUSS points are transmit-
ted as pre-stresses. In this utility, a predefined value for K0 can be imposed. Then, the
second step solves the equilibrium equation with gravitational loading and pre-stressing.
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Fig. 6.35 FE mesh of the
ground with boundary con-
ditions for the displacement
components ux , uy , uz and
pore pressure Pw [50]
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The output ground deformation is checked to ensure that it yields to zero, while the in-situ
state of stress is preserved inside the ground.

The aforementioned scheme serves as a basis to determine the primary stress state,
that is followed by preliminary steps as shown in Fig. 6.36. These steps start with the
initialization of the contact analysis. The shield is activated and positioned at its starting
location and the excavated ground is deactivated (Fig. 6.36a). In addition, the face pressure
and grouting pressures are applied. Then, the hydraulic jacks are initialized and the shield
is allowed to deform. The face pressure and cutting forces are applied on the shield. That
leads to evaluation of shield deformation taking into account the contact forces from the
ground, the applied loads and its self weight (Fig. 6.36b).

Shield-soil frictional contact

M
od

el
 b

ou
nd

ar
y

ShieldLining

Grouting

Shield

Lining

Grouting
Hydraulic jacks

Grout pressure

erusserp
gnitt uc

dna
ecaF

Fa
ce

 p
re

ss
ur

e

a b

Fig. 6.36 Preliminary steps at the beginning of the simulation of mechanized tunneling. a Initial
position of the shield at the model boundary with the initialization of contact analysis, b shield with
free deformation supported by the soil pressure and the hydraulic jacks, situation before the start of
step-wise simulation [50]
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Fig. 6.37 Repetitive scheme for the step-wise simulation of mechanized tunneling process. a Stand
still position, b shield advancement and soil excavation achieved by means of the steering algorithm
and the de/re-activation of the respective elements, c ring construction and resetting of the hydraulic
jacks [50]
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Eventually, the step-by-step simulation is carried out as shown in Fig. 6.37. This is
achieved by the repetition of two simulation steps: an excavation step and a ring construc-
tion step following the predefined time step for each. The excavation step includes the use
of the SteeringUtility to position the shield. This movement is accompanied with
the deactivation of the soil and the activation of the grout. Afterwards, the ring construc-
tion step is performed by the activation of the lining ring inside the shield accompanied
with the resetting of the hydraulic jacks elements on the face of the newly installed ring.
Once the shield reaches the final excavation step, the simulation stops.

6.4.1.5 Computational Modeling of Artificial Ground Freezing in Tunneling
Artificial ground freezing (AGF) is a ground improvement technique which is used to sta-
bilize the soil to provide temporary support and water flow control. In urban environments
with settlement-sensitive buildings, AGF is used to provided temporary ground support
during tunnel construction. In order to simulate the ground improvement in tunneling by
means of AGF, a computational model was developed for the numerical simulation of
coupled thermo-hydro-mechanical behavior of soil upon freezing [95]. The freezing soil
computational model adopts the theory of poromechanics [20] where the solid particles,
liquid water and crystal ice are considered as three separated phases in conjunction with
the theory of premelting dynamics.

EULERIAN liquid and ice saturations At all times the porous volume is assumed to
be filled by water, in both liquid form (L) and crystal form (C). Hence, the current LA-
GRANGIAN porosity � can be written as

� D �L C �C ; (6.30)

where �J is the current LAGRANGIAN partial porosity related to phase J D L, C. Once
the overall porosity is known, the current partial porosities can be expressed in terms of
the degree of saturation as

�J D � �J ; with �L C �C D 1 ; (6.31)

where �J denotes the EULERIAN saturation and represents the current partial saturation
of phase J relative to the current deformed porous volume �D˝0, see Fig. 6.38.

Fig. 6.38 Schematic illustra-
tion of three-phase freezing
soil with averaging principle
applied [95]
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Fig. 6.39 Liquid saturation curve during freezing: Influence of �Tch (left) and m (right), [95], [94]

The liquid saturation curve By analogy with a liquid-gas interface for unsaturated soils
and adopting the VAN GENUCHTEN capillary curve, a relationship between the liquid
saturation in freezing soils and temperature can be obtained,

�L D
 
1C

�
Tf � T
�Tch

� 1
1�m
!�m

; (6.32)

where �Tch D N 	CL
Sf 	GL

is the characteristic cooling temperature related to the most fre-
quently encountered pore radius Rch, N the capillary modulus, 	CL the liquid-crystal
interface energy, 	GL the liquid-air interface energy, Sf the freezing entropy per unit of
volume and m is an index indicating the pore radius distribution around Rch. The influ-
ence of �Tch and m on the shape of the liquid saturation curve is illustrated in Fig. 6.39.

The liquid-crystal equilibrium relation Thermodynamic equilibrium between the liq-
uid pore water (L) and the adjacent crystal ice (C) requires the equality of the chemical
potential of both phases,

d�L D d�C ; with d�J D dpJ
�J

� sJ dT .J D L,C/; (6.33)

where�J , pJ , �J and sJ are the chemical potential, the pressure, the specific mass density
and the entropy per unit mass of phase J , respectively. Integrating the above equation
between the reference state p D 0 Pa, T D Tf D 273K and the current state provides the
liquid-crystal equilibrium, we have

pC � pL D Sf.Tf � T / ;with Sf D �cLf

Tf
: (6.34)

Note that Eq. 6.34 can be used to explain the micro-cryo-suction mechanism, which is
identified as the driving force of frost heave phenomenon observed for frost-susceptible
soils.
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The three-phase finite element model for freezing soils The computational model is
a thermo-hydro-mechanical three-phase finite element model which considers the temper-
ature, liquid pressure and solid displacements as the primary variables. The three-phase
finite element model captures the most relevant couplings between the phase transition
associated with latent heat effect, the liquid transport within the pores, and the accom-
panying mechanical deformation trough three fundamental physical laws, which are the
overall entropy balance, mass balance of liquid water and crystal ice, and overall momen-
tum balance, together with corresponding state relations.

Mass balance of liquid water and crystal ice Considering the possible phase transition
between liquid water and crystal ice, the mass balance equation relative to each phase can
be written as

dmL

dt
C r � wL D � ı

mL!C ;
dmC

dt
C r � wC D ı

mL!C ; (6.35)

where mJ D �J �J represents the current mass content related to phase J per unit of
initial volume, with �J being the corresponding specific mass density; r � . � / denotes the
divergence operator; wJ is the EULERIAN relative mass flow vector, and

ı
mL!C is the rate

of liquid water mass changing into crystal ice. With the assumption that the flow of ice
with respect to the skeleton occurs much slower than the flow of water such that wC D 0,
summation of the mass balance equations yields the combined mass balance for both the
liquid water and the crystal ice phase. The mass balance equation for the ice and liquid
phases reads

dmL

dt
C dmC

dt
C r � wL D 0: (6.36)

Overall momentum balance Neglecting dynamic effects, the momentum balance equa-
tion for the mixture is given as

r � � C � g D 0; (6.37)

where � denotes the tensor of total stresses, � D .1 � �0/ �S0 CmL CmC stands for the
overall mass density with �S0 being the initial mass density of solid particles, and g is the
gravity force per unit volume.

Overall entropy balance Identifying the spontaneous production of entropy ˚M , the
second law of thermodynamics states the entropy balance for the liquid-ice crystal-solid
mixture:

T

�
dS

dt
C r � .sLwL/

�
C r � q � ˚M D 0; (6.38)
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with S D SS CmL sL CmC sC as the overall density of entropy per unit of volume, while
SS is the entropy of the solid matrix and sJ the specific entropy related to phase J , q is
the overall outgoing heat flow vector. Here ˚M represents only the mechanical dissipation
associated with the viscous liquid flow through the porous volume.

Numerical simulation of AGF under seepage flow The computational modeling of
artificial ground freezing (AGF) method represents a challenge due the hydro-thermo-
mechanical interactions between the frozen and unfrozen surrounding soil. In tunneling
application, the developed computational was used to investigate the influence of horizon-
tal seepage flow on the formation of a frozen arch wall during AGF and an optimization
of freeze pipe arrangement was investigated with the goal of speeding up the time to ob-
tain a fully frozen arch, see [51]. Figure 6.40 compares the spatial distribution obtained
from three different levels of seepage flow vL = 0, 0.5 and 1.0m/d after 3, 6 and 9 days of
continuous freezing.

Application of ant colony optimization to find an optimized arrangement of the freeze
pipes The results of Fig. 6.40 lead to the conclusion that a large seepage flow will signif-
icantly delay or even avoid the formation of a closed frozen arch around the tunnel profile
during freezing process. In such situations, the frost zone around the freeze pipe does not
form concentrically around the freeze pipes. It is clear, that an equidistant distribution of
the freeze pipes is not the optimal arrangement in case of presence of seepage flow. The
success of the freezing process may be endangered in a situation when a steady state is
reached without forming a closed frozen arch. For this reason, the groundwater flow must
be adequately considered in the design of the freezing operation to achieve a successful
freezing process.

Fig. 6.40 Influence of seepage flow on the formation of a frozen arch, [51], [50]
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Fig. 6.41 Ant Colony Optimization: Illustration of discrete solution space, of note is that each
column resembles one variable including the set of attached discrete values, [51], [50]

In order to enhance the freezing efficiency, the Ant colony optimization (ACO) de-
scribed herein has been applied to search for the optimal arrangement of freeze pipes
depending on the direction and magnitude of the groundwater flow. ACO algorithm is
a probabilistic method with the goal to search the optimal path in a graph by mimick-
ing the behavior of ants seeking a path between their colony and a source of food, see
[30]. The artificial ant is a simple computational agent of the ACO iterative algorithm.
In Fig. 6.41 a walking ant on the graph simulates the solution selection process. At each
iteration of the ACO algorithm, each ant moves from a solution state to another solution
state creating a partial solution until it constructs the complete solution.

The results after optimization show that an arrangement of the freeze pipes determined
by the optimization algorithm considerably reduces the freezing time for the formation of
a frozen arch. With increasing seepage velocity, the freezing time increases progressively
in case of an even distribution of the freeze pipes. In contrast, only a moderate increase is
observed if an optimal placement is chosen. It is notable that the larger the flow velocity
of the groundwater, the larger is the improvement obtained from the optimization proce-
dure. The optimum arrangement of freeze pipes is presented in Fig. 6.42 for vL D 1:0m/d.
In Fig. 6.42, note that the pipe locations are shifted against the seepage flow direction
and that the spacing between pipes is decreased at the upstream direction. For a seepage
velocity of vL D 1:0m/d, the optimized solution requires a freezing time of 10 days to
form a fully frozen arch. In contrast, to the original design with an equidistant placement

Fig. 6.42 Comparison of
the optimum arrangement of
freeze pipes with an equal
distribution of the pipes for
vL D 1:0m/d, [51], [50]
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Fig. 6.43 Influence of seepage flow on the formation of a frozen arch for an optimized arrangement
of the freeze pipes, [51], [50]

of the freeze pipes, for which more than 50 days of freezing are required. Figure 6.43
shows the formation of the frozen arch by means of the temperature distribution at dif-
ferent days of the freezing process for an optimized placement of the pipes for a seepage
velocity of vL D 0:5m/d and vL D 1:0m/d, respectively. When the optimized arrangement
is compared with Fig. 6.40, one observes, that the use of the optimum arrangement re-
sults in a more symmetric and homogeneous growth of the frost body as compared to an
equidistant arrangement of the pipes.

A development of a failure criteria based on strength upscaling for freezing soils
A novel constitutive model for freezing soils is developed by adopting the CASM [93] for
the unfrozen state, and the enhanced BBM [58] together with the homogenized strength
criteria obtained for the freezing state [96], [97]. The developed elasto-plastic mechani-
cal constitutive model with failure criterion upscaled through strength homogenization is
named as Extended BBM [94]. In contrast to phenomenological elasto-plastic models, the
failure criteria is established on the basis of the knowledge of their microstructure, i.e.
the volume fractions and strength properties of constituent phases. Therefore, the macro-
scopic strength properties of drained partially frozen soil obtained through a two-step
strength upscaling are incorporated into the extended BBM. Figure 6.44 illustrates the
flowchart of the extended BBM with the strength properties from the strength upscaling
model and to its integration into the three-phase finite element model for soil freezing.

6.4.2 Model Generation and Simulation Procedure

An automatic modeler which can be integrated within the TIM has been developed to
generate realistic three-dimensional tunnel simulation models much simpler than up to
now. Details of this approach along with an outlook to possible parallelization are given
in the following sections.
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Fig. 6.44 Illustration of AGF simulation under seepage flow considering the developed extended
BBM with strength properties from a two set up-scaling strategy, [94]

6.4.2.1 Automatic BIM-Based Model Generation
Generating a realistic three-dimensional tunnel simulation model that is capable of rep-
resenting all the involved components of a bored tunnel construction process requires
considerable effort and experience [7]. In addition to the considerable experience required
to generate an accurate numerical model, data from many different sources is required for
the construction of such a simulation model. This data is most often not centrally stored
and therefore not easily accessible. Additionally, the formats in which project data are
stored are typically not compatible with the formats required by an FE program. This is
especially true in the case of geometrical data, such as CAD drawings. Although existing
design drawings are most often used as the basis for an FE model, a direct import into an
FE program is most often not successful as the imported data generates a geometry that
does not fulfill the requirements of the FEM model, such as model connectivity. Even if
the geometry is successfully imported, other necessary aspects of an FE model, such as
boundary conditions and material properties, must be applied manually. These incompat-
ibilities inevitably result in the creation of a new model, which, especially in the case of
complex 3D models, is a time consuming process.

To this end, an automatic modeler, which is integrated within the TIM, has been devel-
oped as a numerical simulation tool to automate and simplify the modeling process, and
to reduce errors due to inexperience. This modeler allows for “BIM-to-FEM” interaction
platform, that automatically extracts the relevant information (geology, alignment, lining,
material and process parameters), needed for an FE-simulation from TIM sub-models and



374 A. Alsahly et al.

subsequently performs an FE-analysis of the tunnel drive. All process data and material
parameters are stored and can be exported as text files. Moreover, for all geometrical rep-
resentation, each individual component is defined as volumetric data with a non-uniform
rational basis spline (NURBS) in ACIS® .sat format. The necessary boundary conditions
and construction sequences are automatically incorporated based upon the design data.
This simplifies the information flow and limits errors that jeopardize the structural analy-
sis.

The modularity of the developed TIM-based modeler has been accomplished by
connecting various scripts and software packages, to which a specific task during the
model generation is determined. The main involved modules are the GiD pre- and post-
processing software, the object-oriented finite element framework KRATOS and library
of auxiliary scripts (e.g. Python) used to invoke the TIM, exchange data and generate
the complete simulation model. The modular structure of GiD allows automatic model
generation using batch files and user-defined routines, written in TCL. These TCL-routines
are powerful tools as they can access the data structure of GiD and automatically identify
layers and boundaries without any user interactions. On the other hand, the batch files
contain every instruction that is necessary to read and create the geometry, assign the
boundary conditions and generate the mesh. Furthermore, it has the capability of invoking
GiD in silent mode from command line. For this reason, the automatic creation of a num-
ber of batch files, based on the input parameters from the TIM is the key feature which
simplifies and automates the complete process of model generation. Figure 6.45 outlines
the workflow of the proposed automatic modeler. The main tasks that are performed
during the automatic model generation are described below:

� Acquisition of geometry and geology: The topology of the geological layers, build-
ings and all relevant components of the tunnel geometry, in addition to the geometrical
boundaries (simulation domain) must be defined. This information is imported from
the TIM to the modeler as volumetric data with a non-uniform rational basis spline
(NURBS) in ACIS® .sat format. ACIS is a geometric modeling kernel used to enable
robust and 3D modeling capabilities of Computer-aided design (CAD) software. The
tunnel geometry can be either imported using the geometrical data for each individual
ring, or as simply a tunnel alignment and a ring thickness and diameter. Initially the
modeler stores these geometries separately.

� Acquisition of input parameters: Process parameters (e.g. face support pressure and
grouting pressure) and material parameters (i.e. for soil, grouting, and lining stiffness)
are required to generate the simulation model. This information is available in the TIM
and can be provided in .txt format.

� Generation and execution of the numerical simulation: A set of batch files will be
automatically generated after reading all required data (.txt). These batch files, import
all geometrical information from 3D interchange files (ACIS) provided by TIM, gener-
ate the geometrical model in GiD, apply boundary conditions and material properties
to their corresponding elements and generate the finite element mesh, automatically.
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Acquisition of geometry and geology 
       (NURBS in ACIS  .sat format) 

Acquisition of input parameters 
  (in .txt format)

Generation & execution of the numerical simulation  
( *.batch files) & Python scripts 

Transmission of the simulation results to TIM 

Automatic Modeler

Tunnelling Information Model  

Fig. 6.45 Schematic illustration of the workflow of TIM-based automatic model generation with
performed individual task

Finally, a python simulation script is automatically generated, reading all process pa-
rameters from the TIM, and executed in order to perform the finite element analysis.

� Transmission of the simulation results to the Tunnel InformationModel: The mod-
eler is able to automatically incorporate the results of FE simulations into the TIM
where the user has continuous access. The simulation data is thus easily visualized and
compared to site data, such as building locations, monitoring data, such as settlement
measurements, and machine data such as thrust forces.

The object oriented architecture of the computational software ekate and the modu-
larity of the developed automatic modeler, allow for an efficient and robust internet-based
interaction with the TIM via web-service.
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6.4.2.2 Parallelization Concept
To speed up the computation process, the tunnel advancement analysis can be solved in
parallel on a distributed computing platform using the Message-Passing-Interface (MPI).
In the first stage, the mesh is decomposed into partitions to support for parallel assem-
bly. As a result, the linear system has to be stored in parallel using a compatible storage
scheme [4]. In the second stage, the resulting linear system is solved using a parallel iter-
ative solver. To speed up the convergence of the iteration process, a block preconditioning
strategy, taking advantage of the coupled nature of the fully saturated soils problem at
hand, is employed.

The domain decomposition algorithm minimizes the interface between the domain to
save communication time [40]. An illustration of a typical partitioning for tunnel analysis
can be found in Fig. 6.46, left. To accommodate for contact analysis, where the TBM
traverses through the computational domain and hence is in contact with the interface, the
master contact surfaces are duplicated in all domains as ghost entities. It helps to compute
the contact forces properly and avoid sophisticated data exchange, meanwhile the memory
overhead is not high. An illustration for this concept is depicted in Fig. 6.46, right.

Theparallel iterative solver isGMRES,which is avariant of theKrylov subspacemethod.
In this method, the solution is searched in the subspace S D fx0;Kx0; : : : ;Km�1x0g, in
which m is the dimension of the Krylov subspace, K denotes the system stiffness matrix
and x0 is the initial prediction. To speed up the search iteration, a preconditioner is re-
quired. For a fully saturated model comprising solid and fluid phases, the stiffness matrix

K can be written in the block form K D
"
A B1
B2 C

#
. This allows to compute an approx-

imation for the inverse of K based on algebraic decomposition. This approximation can
then be used as a preconditioner for the Krylov subspace method. The full algebraic fac-
torization of the block system matrix reads

K�1 � P�1
sf D

"
I �A�1B1
0 I

#"
A�1 0
0 S�1

#"
I 0

�B2A�1 I

#
: (6.39)

steering path

ghost master segments

ghost master segments

Fig. 6.46 The domain decomposition concept for tunnel analysis: (left) partitioning of the compu-
tational model; (right) partition of one domain with contact faces
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In Eq. 6.39, S is the Schur complement of the system matrix K, which can be approxi-
mated by SDC�B2 diag.A/�1B1. The block preconditioner Eq. 6.39 contains two matrix
inversionA�1 and S�1. These inversions can be approximated by using classical precondi-
tioning techniques, such as Incomplete LU factorization (ILU) or the Algebraic Multigrid
Method (AMG). The preconditioner Eq. 6.39 can be simplified by dropping the first or
last term, leading to the block lower and block upper preconditioner [13], as described in
the equations

P�1
sl D

"
A�1 0
O S�1

#"
I 0

�B2A�1 I

# 
D
"
A 0
B2 S

#�1!
; (6.40)

P�1
su D

"
I �A�1B1
0 I

#"
A�1 0
0 S�1

#0@D
"
A B1
0 S

#�11A: (6.41)

Alternatively, to avoid computing the Schur complement, one can employ the algebraic
Gauss Seidel decomposition of the block stiffness matrix K,

P�1
gs D

"
I 0
0 C�1

#"
I 0

�B2 I

#"
A�1 0
0 I

#
: (6.42)

The parallel computation phase in the context of the whole computational workflow
for tunnel simulation is depicted in Fig. 6.47.

The domain decomposition strategy is crucial to obtain the perfect parallel scalability
of the assembly process. Meanwhile, the performance of the block preconditioner varies
and shows a degree of sensitiveness with regards to the permeability of the fluid phase. It
is noted that the system stiffness matrix becomes ill-posed when the permeability is low,
leading to a poor convergence of the iterative solver. The numerical experiment shows
that the computational time is higher with low permeability, nevertheless the speed-up is
better, as can be seen in Fig. 6.48.

6.4.3 A Tunnel Analysis Model Based on the CutFEMMethod

To accommodate for the flexibility in varying the tunnel alignment in analysis and design,
a tunnel analysis model based on the Cut Finite Element Method (CUTFEM) is proposed.
In this section, details of the CUTFEM method along with the validation examples are
presented. By the end of the section, a numerical example to analyze the induced building
damage with regards to different tunnel track variants is performed to verify the effective-
ness of the CUTFEM approach.

6.4.3.1 Description of the Computational Model
The CUTFEM tunnel model makes use of the fictitious domain concept [24], where the
computational domain covers up the whole underground space, including the excavation
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Fig. 6.47 Computational workflow for parallelized tunneling simulations. The parallel computation
is highlighted in red, including possible block preconditioning strategies [13]

domain. The material removal during excavation is accounted for in the weak form of
the boundary value problem, which is then translated into the system stiffness matrix and
residual forces. An illustration of the computational domain can be found in Fig. 6.49.

In making up the computational domain ˝, the fictitious domain ˝fict is perceived as
an extension of the physical domain ˝phys. As a result, the computational domain does
not contain any geometric constraint and can be meshed arbitrarily. However, it is typical
in practice to have structured meshing for simplicity and avoid remeshing. The structured
mesh also offers other advantages, such as superior mesh quality and optimal assembly
kernel for large simulation.

The indicator function ˛ is defined as ˛.x/ D 1;8x 2 ˝phys and ˛.x/ D 0;8x 2 ˝fict.
The indicator function is also used to penalize the stress in the fictitious domain. For
a typical two-phase fully saturated soil, under quasistatic conditions and assuming small
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Fig. 6.49 The fictitious domain concept for tunnel analysis: The physical domain˝phys is extended
by the fictitious domain ˝fict to allow structured meshing of the computational domain ˝. The
indicator function ˛ implicitly defines˝phys and˝fict

strain kinematics, the equilibrium equations read

ıW s D
Z
� sN

ıus � tdA�
Z
˝

˛s.x/rsymıus W �dV C
Z
˝

˛s.x/ıus � �gdV D 0; (6.43)

ıW w D
Z
� wN

ıpwqwdA�
Z
˝

˛w.x/ grad ıpw � QvwsdV C
Z
˝

˛w.x/ıpw div PusdV D 0;

(6.44)

in which ˛s and ˛w are separate indicator functions for solid and fluid phases. In practice,
the indicator function takes small values (10�4 
 10�15) at the fictitious domain to avoid
ill-conditioning.

The weak forms Eq. 6.43 and Eq. 6.44 are typically integrated using an adaptive
quadrature scheme, see e.g. Fig. 6.50, where the integration points are generated by
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Fig. 6.50 The adaptive quadrature for CUTFEM tunnel analysis

a space-tree subdivision algorithm. The adaptive quadrature scheme is simple to imple-
ment and robust with regards to a large number of material models.

To improve the mesh resolution around the excavation domain, and especially to avoid
costly global remeshing, the structured mesh can be refined by using a space-tree sub-
division approach. This approach involves the hanging node, which can be handled by
introducing additional constraints to the resulting linear system, as illustrated in Fig. 6.51.

The fictitious domain approach also allows to mesh the components independently. In
the context of tunnel analysis, the tunnel lining and the grouting layer can be meshed
in a structured way as a tube mesh, see Fig. 6.52. The tube mesh is then connected to
the background mesh using a mesh tying technique, which effectively enhances the weak
form by weak tying constraints

ıW ut D
Z
�s

�u.ıu1 � ıu2/ � .u1 � u2/ dA; (6.45)

ıW wt D
Z
�s

�p.ıp1 � ıp2/.p1 � p2/ dA: (6.46)

The simulation of sequential excavation is characterized by continuously adapting the
cut elements with the new cut configuration. The cut configuration is changed in each
excavation step. There are two possibilities to realize the cut configuration, either using
a Boundary Representation (BRep) of an excavation tube or a level set based on the tube
BRep. The BRep approach is preferred in practice due to its simplicity, nevertheless the
level set approach could provide more options to fine-grain adjust the soil surface. A typ-
ical cut changing situation is depicted in Fig. 6.53 and the resulting quadrature in 3D is
depicted in Fig. 6.54.
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Fig. 6.51 Hanging nodes in adaptive mesh refinement (red dot: displacement node; blue dot: pres-
sure node; red square: hanging displacement node; blue square: hanging pressure node) (left) and
the relative location of the refinement domain containing hanging nodes with respect to the tunnel
lining (right)

Γs

Fig. 6.52 Boundary fitted discretization of the tunnel lining (red) and the grouting layer (blue) (tube
mesh). �s denotes the soil surface region, aka integration domain for tying constraints

6.4.3.2 Numerical Examples and Validation
The results of the CUTFEM tunnel model is shown to match excellently with the analysis
using FEM [14], as can be seen in Fig. 6.55, where the straight advancement of a TBM
with an overburden of 2D (D D 9:5m) is simulated. The analysis with CUTFEM, how-
ever, takes more computational resources since the refinement is performed excessively
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Fig. 6.53 Cut element (red) changes from partially cut to fully cut during tunnel advance

Fig. 6.54 Soil surface (light blue), heading face (purple) and quadrature points in the physical
domain (green) evolving during sequential soil excavation

around the tunnel track, leading to more elements. In addition, between excavation steps,
CUTFEM simulation requires to transfer the variables to the newly cut cells to maintain
the stress accuracy.

Having been fully validated, the CUTFEM model shows a great potential for paramet-
ric study and tunnel track design. Figure 6.56 shows an example to evaluate the building
damage during excavation for different tunnel track variants. For all analyses, the same
background mesh is used for mesh and quadrature refinement. Thanks to the mesh refine-
ment process based on space-tree subdivision, which is highly efficient, the only change in
the input given to the analysis is the tunnel track data, characterizing by sampling points
along the alignment curve.
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Fig. 6.55 Simulation of mechanized tunnel advance with CUTFEM: (Left) Comparison of the
settlement profile at line L at two advancement stages obtained from the finite element and the
CUTFEM model; (Right) Bending moment on middle ring of the tunnel

Fig.6.56 CUTFEMmodels used to investigate design variants in urban tunneling: Top: Background
mesh for three track variants, bottom: Visualization of building damage assessment

6.5 Risk Assessment of Building Damage

Besides the classical damage assessment needed during TBM operations, research was
done to determine specific coefficients required for the possible consideration of com-
pensation injections. To aid the assessment, an interactive tool was developed and its
usefulness is demonstrated by applying it to a case study involving the Wehrhahn line
in Düsseldorf.
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Table 6.1 Relationship be-
tween category of damage and
limiting tensile strains

category
of damage

degree of severity limiting tensile strain
(%)

0 negligible < 0.01

1 very slight 0.01–0.05

2 slight 0.050–0.075

3 moderate 0.075–0.150

4 severe 0.15–0.30

5 very severe 	 0.3

category
of damage

degree of severity limiting tensile strain
(%)

0 negligible < 0.01

1 very slight 0.01–0.05

2 slight 0.050–0.075

3 moderate 0.075–0.150

4 severe 0.15–0.30

5 very severe 	 0.3

6.5.1 Classical Damage Assessment

Damage assessment of buildings is usually based on the category of damage (cod), see
e.g. [27, 56, 92]. In this work, the tunneling induced building damage is quantified by
comparing the maximum of the calculated structural strains with limiting strains, which
– in the case of brittle materials such as concrete or masonry – lead to either no damage,
micro-cracking or macro-cracking [48, 59, 62]. Table 6.1 shows a common assignment of
limiting tensile strains to corresponding categories of damage. While strains in category
0 cause no damages, categories 1–2 cause usually aesthetic or optical damages, strains
in category 3 impair structures’ serviceability and strains in category 4–5 even affect the
structures’ ultimate load bearing capacity [12, 61].

6.5.1.1 Settlement Prediction
The damage-causing event, the settlements can be determined using analytical models
like Peck [67] and Attewell [3]. Here the focus was set on the aforementioned settlement
prediction using 3D FEM calculations.

6.5.1.2 Damage Evaluation
Based on settlement values for the transversal and longitudinal direction the bending
strains "b and shear strains "d for the hogging (hog) and sagging (sag) areas are ob-
tained by using Eqs. 6.47–6.50, [16]. The individual settlements are referred to as �i ,
where the index i denotes the settlement area hog or sag. In addition to the settlements,
the corresponding lengths L for the hogging Lhog and sagging area Lsag are taken into
account. The heightH of the building corresponds to the distance from the foundation to
the eaves. The E=G-ratio represents the continuum mechanical relationship for a linear-
elastic material. E terms the Young’s and G the shear modulus. Influences such as facade
openings and degradation effects, which reduce the effective stiffness, can be considered
in fictitious E/G values. For ordinary masonry structures with a low tensile strength, E=G
equals 0.5 [16] and we have

"b;max;hog D �max;hog

Lhog
�
�
Lhog

12H
C H

2Lhog
� E
G

��1
; (6.47)
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"d;max;hog D �max;hog

Lhog
�
 
1C L2hog

6H2
� G
E

!�1
; (6.48)

"b;max;sag D �max;sag

Lsag
�
�
Lsag

6H
C H

4Lsag
� E
G

��1
; (6.49)

"d;max;sag D �max;sag

Lsag
�
 
1C 2L2sag

3H2
� G
E

!�1
: (6.50)

All four equations must be evaluated if the structure is located in both, in the hog-
ging and sagging area, only the corresponding ones for structures located in either of
the two. Furthermore, the strains and the associated damage category have to be deter-
mined for each individual structure in transversal and longitudinal direction. To account
for a variation from the orthogonal orientation of the buildings, the settlement values �i

are determined for the projected facades separately for the longitudinal and transversal
direction (see Fig. 6.57). The related length Li (i D sag; hog) is taken from the building
rotated by the angle � . This means that for wall AD with length Lsag the damage caused
by the settlement �DA;sag in transversal and �AD;sag in longitudinal direction must be de-
termined (Fig. 6.57). The maximum value of the strains is then relevant for the evaluation.

In contrast to the damage assessment in the final state, which assigns single damage to
each location of the alignment, the potential damage during the construction process de-
pends on the distance of the building from the tunnel face [28]. The distance that provides
the maximum strain and corresponding maximum damage is determined by incrementally
changing the location of the building concerning the settlement trough.

Δ

Δ

Δ

Δ

θ  

Δ

Fig. 6.57 Diagonal excavation; side view in transversal (bottom left) and longitudinal direction (top
right); top view (bottom right)
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However, it is inefficient to evaluate the damages by using equidistant increments along
a whole alignment. On the one hand, this requires a large number of calculations, and,
on the other hand, only the maximum damage is usually relevant for each building. An
approach based on Artificial Neural Networks (ANN) is derived to determine these maxi-
mum damages. The advantage of using an ANN is that any type of building or soil model
(analytical or numerical) can be used [18].

ANNs try to approximate data of underlying problems by a combination of simple
sub-functions, called neurons. The impact of an input parameter on a certain neuron is
determined by optimization that delivers weights as scalar quantities. An arbitrary number
of neurons is vertically summarized on a single layer. More layers are optional. The greater
the number of neurons or layers, the better the network fits to the data, but the lower the
forecast quality of new data is [36]. ANN has often been proved a useful alternative to
multiple polynomial regression since it neither is too demanding concerning the quality of
input data nor the residuals of approximation. Basically, a variety of ANN’s exist which
differ regarding the topology of the network and interconnections therein. Most frequently
used for approximation, are simple feed-forward networks [1]. To establish an ANN, the
total available data is split into three portions: training, validation, and test data.

� Training data serves to determine optimal weights by iteration.
� Validation data provides an indicator for optimal weights. As long as the error of vali-

dation data decreases, the weights are improved based on the training data. If the error
increases over 6 iterations, training is canceled and the weights associated to the mini-
mal error are used [31].

� Test data finally helps to prove the forecast ability of the ANN [59].

The used ANN consists of one hidden layer with 10 neurons [18, 60] and has seven
input variables. These are the building length L, building height H , the rotation angle � ,
the distance of the building from the tunnel axis in transversal direction ey , the dimen-
sionless soil parameter K, the coverage c, and the external tunnel diameter D. The input
parameters were chosen for typical urban environments (see Fig. 6.58, above) and gener-
ated as uniformly distributed data using the Latin Hypercube Sampling. The eccentricity
at which the maximum strain is obtained was used here as the output. Based on the ec-
centricity value, the strain can then exactly be determined in a subsequent calculation. For
computationally expensive models (e.g. FE models), however, it is more appropriate to
use the strain itself as the output parameter since this eliminates the need for a subsequent
FE calculation.

To generate the ANN’s, 120,000 input, 15,000 validation, and 15,000 test data were
used. Figure 6.58 shows the comparison between the exact and predicted eccentricity e of
the ANN for training (left), validation (middle), and test data (right). In the optimal case,
the results of both calculations would lie on a diagonal regression line. Data points above
the regression line indicate an overestimation, and those below an underestimation of the
eccentricities by the ANN. A scalar quantity for the characterization of the prognosis
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max

Fig. 6.58 Comparison of the exactly determined eccentricity e and the prediction based on the ANN
for training (left), validation (center) and test data (right)

quality is the coefficient of determination R2. The coefficient is determined concerning
the diagonal regression line and is about 0.98, which means that the model has a very
high prognosis quality. To evaluate the error and the prognosis time additional eight test
data (Fig. 6.58 right, green circles) were used. The prognoses were calculated on average
in about 0.1 second and showed a mean deviation of 0.43%. In conclusion, it can be
stated that based on the ANN, the location of the maximum strains and the duration of the
prognoses are sufficiently accurate for real-time predictions [19, 54].

6.5.2 Advanced Damage Assessment Coefficients

Classical damage assessment is based on mechanical damage only, but does not ade-
quately reflect the background of actual use, the related consequences on maintenance
and restrictions of use, and the effects of damage-reducing compensation measures.

Therefore, we propose an approach that combines the mechanical damage, i.e. the cat-
egories of damage, with the maintenance costs as well as building-specific properties such
as the type of the building and a possible consequence of the damage (Fig. 6.59, left). To
compare the maintenance and the prevention of damages, evaluation coefficients for pos-
sible consideration of compensation injections are also introduced (Fig. 6.59, right). This
concept enables a detailed comparison of maintenance and prevention of damage and can
be used to determine the most economical approach during the design of urban tunnel
alignments (Fig. 6.59, middle).

6.5.2.1 Effort Coefficients for the Maintenance of Buildings
The transfer of theoretical limiting-tensile-strain-based cods to more practical effort coef-
ficients builds on the damage descriptions of Table 6.1 and statistical maintenance costs for
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Fig. 6.59 Maintenance coefficients (left), risk assessment (middle), compensation measures (right)

residential buildings according to the German Baukosteninformationszentrum [5] (BKI).
Naturally, this data basis depends on regional costs and construction methods, as well as
highly subjective criteria regarding the demand for maintenance. These criteria should
therefore be adapted to regional preferences. The determination of the damage assessment
coefficients is a simple additive concept. With increasing cod, i.e., increasing damage,
maintenance becomes more elaborate. In the case of cod 1, for example, only painting
work is required to restore the building’s original condition. For cod 2, the cod 1 painting
works are complemented by more extensive maintenance like the backfilling of cracks.
This addition of required measures continues up to cod 4. For cod 5 the structure is dam-
aged beyond repair, and a new, equivalent construction is needed. Based on the considered
reference project Wehrhahn-Line (WHL), maintenance measures are assumed as follows:

� cod 0: No measures required
� cod 1: Wallpapering, painting and varnishing work
� cod 2: Interior wall maintenance
� cod 3: Plastering, maintenance, and sealing work
� cod 4: Maintenance of supply and disposal pipelines, exterior walls, and exterior wall

lining
� cod 5: Build a new building

Due to the minor damage in cod 1, only painting work is assumed here as maintenance
measures. With reference to Table 6.1, the main damage to be expected for cod 2 is at
the interior walls, and therefore only this area needs to be maintained. As cracks of up
to 5mm are to be expected in exterior walls of cod 3, plastering work as well as neces-
sary auxiliary constructions, like scaffolds, are required to carry out the maintenance of
the structure. Since water tightness is no longer guaranteed, appropriate sealing work is
required. The measures to remove jammed windows and doors are covered by the mainte-
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Table 6.2 Costs and effort coefficients ˛i depending on the category of damage

category
of damage i

costs (C/m2) effort coefficients ˛i
min. mean max. min. mean max.

0 0 0 0 0.00 0.00 0.00

1 6 24 72 0.02 0.07 0.21

2 17 58 133 0.05 0.17 0.39

3 31 104 234 0.09 0.31 0.69

4 69 212 445 0.20 0.62 1.31

5 140 340 610 0.49 1.00 1.79

category
of damage i

costs (C/m2) effort coefficients ˛i
min. mean max. min. mean max.

0 0 0 0 0.00 0.00 0.00

1 6 24 72 0.02 0.07 0.21

2 17 58 133 0.05 0.17 0.39

3 31 104 234 0.09 0.31 0.69

4 69 212 445 0.20 0.62 1.31

5 140 340 610 0.49 1.00 1.79

nance work. In particular, higher levels of damage can lead to the need to replace masonry
and the corresponding wall lining. Large settlement differences can also damage supply
and disposal lines, which must be replaced. Based on these maintenance measures, the
relative evaluation coefficients, also known as effort coefficients, can be derived by means
of the statistical BKI costs, which are usually provided per m2 of a building’s gross floor
area (GFA). Since the estimated costs also largely depend on the standard of living, i.e.,
whether, for example, simple wallpaper or a complex filling of a wall is required, they
are usually provided in a range of minimum, mean, and maximum values (Table 6.2). In
Table 6.2, the mean value of a new building serves as the reference value (1.0) for the
normalized effort coefficients ˛i . Consequently, maintenance for a building with cod 1 is
1=0:07D 14 times more economical on the mean value level than replacing it with a new
structure.

6.5.2.2 Building Coefficients Based on Raw Construction Values
Although the effort coefficients provide a generalized maintenance demand with respect to
the cods, the specific type of building is still disregarded. To also incorporate this informa-
tion, additional building coefficients 	 are introduced, which take the varying construction
expenses of different building types into account. They represent generalized, relative raw
construction costs per m3 of the building volume. For the WHL reference project they
are defined according to the values provided by the Ministerial Bulletin of the State of
North Rhine-Westphalia, Germany (NRW 2018/27). Table 6.3 presents some relevant av-

Table 6.3 Building coeffi-
cients depending on selected
raw construction costs

building type raw construction
costs (C/m3)

building coeffi-
cient 	 (m�3)

residential 129 1.00

office and administration 151 1.17

hospital 169 1.31

school 150 1.16

hotel 149 1.15

church 149 1.15

building type raw construction
costs (C/m3)

building coeffi-
cient 	 (m�3)

residential 129 1.00

office and administration 151 1.17

hospital 169 1.31

school 150 1.16

hotel 149 1.15

church 149 1.15
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Table 6.4 Consequence coefficient in relation to the consequence class

consequence
class k

characteristic building example consequence
coefficient �k

CC 1 minor consequence residential office and administration 0.5

CC 2 medium consequence hospital 1.0

CC 3 major consequence stadium 1.5

consequence
class k

characteristic building example consequence
coefficient �k

CC 1 minor consequence residential office and administration 0.5

CC 2 medium consequence hospital 1.0

CC 3 major consequence stadium 1.5

erage raw construction costs and their corresponding normalized building coefficients.
The value of a residential building serves as the reference. If buildings have higher raw
construction costs, the building coefficient increases, whereas it decreases for lower costs.

6.5.2.3 Consequence Coefficients
Although a damage assessment which incorporates building and effort coefficients is al-
ready much more accurate, the additional consideration of a building’s restricted use after
damage is required for a holistic determination of damage consequence costs. Depend-
ing on the type of use and duration of the maintenance measures, these impairments can
have a considerable influence on the total damage costs. For these consequential costs,
however, no publicly accessible, taxable data basis is available. For this reason, here, the
influence is estimated by means of deterministic consequence coefficients. They are indi-
cated as a function of the type of building or use, which is classified analogously to the
consequence classes (CC) of the VDI Guideline 6200 (2010) (Table 6.4).

CC 2 is used as reference value. Its corresponding consequence index is set to 1.0, i.e.
the restricted use costs are equal to the maintenance costs. For CC 1 they only add up
to 50%, for CC 3 to 150% of the maintenance costs. The final assessment coefficient S
of the damage of a building regards maintenance measures as well as the damage conse-
quences and corresponds to the product of the effort coefficient ˛i , building coefficient 	 ,
consequence coefficient �k as well as the total building volume V (Eq. 6.51)

S D ˛i � 	 � V„ ƒ‚ …
maintenance

C �k � ˛i � 	 � V„ ƒ‚ …
consequence of damage

D .1C �k/ � ˛i � 	 � V for

(
i D 0; : : : ; 5

k D 1; : : : ; 3

(6.51)

6.5.2.4 Reduction of Settlement Induced Damages
The effort of repairing damages according to Eq. 6.51 is opposed by that of avoiding dam-
age by preemptive measures. Depending on the strategy and procedure, different methods
for the avoidance can be applied. On the one hand, these are reinforcing measures of
the structures, e.g. supporting the facades or reinforcing the foundations, and, on the other
hand, a reduction of the expected settlements. These reductions can be achieved, for exam-
ple, by increasing the tunnel’s coverage, actively controlling the excavation (jack forces,
annular gap grouting) or using compensation measures.
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Here, only compensationmeasures are regarded, which can be temporary or permanent.
Temporary measures include, for example, icing of the soil, whereas permanent measures
include, for example, high-pressure mortar injections (HPI). HPIs inject mortar into the
ground under high pressure to locally strengthen the ground. The total effort of realizing
HPIs, i.e. including mounting and dismounting of the equipment, man power, material,
etc., is usually stated per m3 of mortar injected. It strongly depends on the condition of
the soil as well as various environmental conditions. Experience values for standard urban
measures lie between 400 and 600 C/m3. This corresponds to a compensation factor � of
400/129 = 3.10 to 600/129 = 4.65 based on the reference value, the building volume of
a residential building. The total cost of an injection K is thus determined by the prod-
uct of the compensation factor �, the thickness h of the injection and the base area of
a building A,

K D �hA : (6.52)

6.5.3 An Interactive Tool for Visualizing Building Damage

The visualization as well as the interactive design is implemented via the program
Rhinoceros 3D (Rhino 3D) [71]. The required algorithms were created using the associ-
ated, visual programming language Grasshopper 3D [70].

To implement the visualization, the building’s coordinates must first be available in
a suitable file format. The building geometries and the position (distance and rotational
angle) in relation to an arbitrary reference coordinate system can then be determined from
the provided coordinates (Fig. 6.60, top left).

Figure 6.60 (bottom) shows the developed calculation routine for the visualization
of the damages in Grasshopper 3D. First, the building data (blue box) and the tunnel
information–outer diameter, depth and alignment (green box)–are imported. In a second
step, the distances between the buildings and the tunnel axis are determined, followed by
the damage evaluation in the final and construction state (red box). In a final step, the
potential damages are transferred to Rhino 3D using the corresponding color code of the
categories of damage (turquoise box).

Generally, for any given location of the tunnel, all buildings in the considered urban
area have to be analyzed. In case of interactive design as well as in case of a large number
of buildings, this leads quickly to a significant computational effort despite using analyti-
cal models. For this reason, only those buildings are included in the evaluation which are
located at a distance smaller than r D 2:5K.c CD=2/ from the tunnel axis. ThereinK is
the dimensionless soil parameter, c is the coverage, and D is the external tunnel diameter
(Fig. 6.60, top right). Investigations in [3] have shown that beyond this distance usually
no relevant settlements occur.

During interactive design, the user can adjust the tunnel diameter, the depth and the
alignment as desired. The alignment is modeled using non-uniform rational B-splines
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Fig. 6.60 Building coordinates (top left); Computational boundaries (top right); algorithmic imple-
mentation in Grasshopper 3D (bottom)

(NURBS). Corresponding constraint points or boundary conditions can be introduced dur-
ing modeling using NURBS by means of corresponding support points. Furthermore, it is
possible to shift an arbitrarily modeled alignment holistically.

6.5.4 Visualized Damage Assessment Illustrated by theWehrhahn Line

The previously presented methods shall be applied to the reference project Wehrhahn-
Linie in Düsseldorf, [49, 75]. The entire WHL has a length of 3:4 km. Here, the east
branch of the alignment, which is approximately 800m long, is used for visualization.
Data on 285 buildings are available along this east branch. The tunnel was excavated at
a depth of about 12:5mwith an external diameter of 9.2m in loose to medium dense sands
and gravels.

6.5.4.1 Application of Damage Assessment Coefficients
112 structures are located in the vicinity of the WHL tunnel and are evaluated using the
aforementioned damage assessment coefficients. Figure 6.61 (top) shows a summary of
the maximum cod for all 112 structures. Clearly, a direct underpass of the facade leads to
higher damages which decrease with increasing eccentricity. In total, there are 16 out of
112 vulnerable buildings. All of them have a cod > 0.

Following a basic plausibility check of the prognosis, the risk analysis is performed.
This analysis serves on the one hand to determine the occurrence or exceedance probabil-
ity of potential efforts for damage maintenance, and on the other hand to determine the
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[59]

effort and benefit of potential preemptive settlement reducing measures under uncertain
boundary conditions, such as compensation injections.

If the risk measures for the minimum, average and maximum maintenance efforts are
determined successively for the 112 facades, the uncertain risk of damage can be repre-
sented as a function of buildings protected by compensation injections (Fig. 6.61, bottom
left).

As expected, this damage risk has the highest maintenance effort at 0 protected struc-
tures. It decreases continuously with an increasing number of protected structures until it
reaches a minimum effort of R = 0 for 16 protected structures. These 16 structures repre-
sent the critical buildings of Figure 6.61 (top) with cod > 0. For each building removed
from the risk simulation, the uncertain effort of the compensation injections increases. The
positive effect of the compensations is recognizable up to 16 protected buildings, whereas
for the remaining 96 buildings – which permanently are in cod 0 – the compensations only
lead to an increased effort but negligible benefits. The sum of the two curves results in the
uncertain total effort (Fig. 6.61, bottom right).

6.5.4.2 Deploying the Interactive Tool
Figure 6.62, (top left) shows the structural damage assessment of the WHL. In the analy-
sis, possible diagonal, corner, and side excavations as well as the construction stages were
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Fig. 6.62 Predicted categories of damage for a possible alignment along the WHL (top left); main-
tenance as a function of the category of damage (top right); localization of suitable compensation
injections (bottom left); visualization of the maintenance and the compensation injections (bottom
right)

taken into account. Basically, for all buildings located in the range r D 2:5K.c CD=2/

to the tunnel axis, the damage in the final state as well as in the construction state is de-
termined. However, only the maximum damage is shown in the visualization. In addition
to the structural damage, the extended damage indices can also be visualized in order to
obtain direct visual information on the maintenance effort for a building (Fig. 6.62, top
right). Furthermore, a direct visualization of possible compensation measures as well as
a comparison between compensation and maintenance measures is possible (Fig. 6.62,
bottom).

6.6 Interactive Assessment of Tunnel Alignment

The interactive platform uses information from the planning process to generate new data.
Certain boundary conditions can be interpreted as geometry, such as a range constraint
or reference points. However, this procedure can become much more significant if, for
example, settlement analysis is taken into account.
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6.6.1 Simulation Strategy for a Seamless Connection to TIMModels

For the assessment of the impact of various tunnel alignments, e.g., settlements, face
stability, damage criteria, a process-oriented finite element (FE) simulation model for
mechanized tunneling (ekate) is integrated in the interactive platform for tunnel track
design. For this purpose, the FE-simulation model is coupled with the Tunneling Informa-
tion Model (TIM) (see Fig. 6.63). This coupling allows automatic extraction of all relevant
information (geology, alignment, lining, existing infrastructure, material, and process pa-
rameters) needed for the numerical model and subsequently performing a FE analysis for
the tunnel drive.

6.6.2 Interoperability

In order to keep the TIM independent from the external applications, e.g. the simulation
process, the TIM and the automatic modeler (introduced in Sect. 6.4.2) interact using
a web-based service (see Fig. 6.64). This allows the TIM to autonomously invoke the sim-
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Fig. 6.64 Schematic representation of TIM applications interacting through a web service which
enables simulation software to automatically extract the required data and parameters in order to
configure and generate the simulation model and perform simulations

ulation for a certain domain and automatically configure, generate and run the required
three-dimensional finite element model. The web-based interface provides a simple inter-
action platform that allows any additional applications to access and exchange data in the
TIM through predefined Model View Definitions (MVD’s) in a general manner. For the
application of numerical simulation, the TIM can be invoked for a set of parameters that
are required for the numerical simulation, which is read from the centralized database and
automatically provided to the simulation.

6.6.3 Optimizing theModeler for Various Tunnel Alignments

To further enhance the efficiency of model generation for various tunnel alignments, a new
modeling strategy is integrated in the FE-simulation model that is flexible to incorporating
various tunnel alignments without requiring generation of a new finite element mesh for
each path. This new strategy employs CutFEM, which is based on a structured regular
mesh of the entire domain and does not require the spatial discretization to follow the
geometry of the (moving) excavation boundaries (see Fig. 6.65). The boundaries of the
soil layers, the excavation geometries and the tunnel alignment are directly transferred as
NURBS surface geometries in the ekate-software without any need for a new mesh gener-
ation. Adaptive Octree algorithms with quadrature refinement is used to realize geometric
and material boundaries in the model. This procedure is a pre-requisite to enhance the
interoperability with the interactive track design tool. On one the hand, the FE-simulation
can be invoked autonomously for various tunnel alignments. On the other hand, the results
of the numerical simulation are automatically incorporated in the digital planning tool.

To enable real-time interaction with the platform, a surrogate modeling approach for
various tunnel alignments can be trained beforehand based on synthetic data from FE-
simulations and then integrated in the interactive platform.
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Fig. 6.65 Automatic generation of Finite Cell simulation model for various tunnel alignments based
on TIM CAD-Models

6.6.4 A Surrogate Model For Real-Time Tunnel Alignment Assessment

The surrogate model is established and applied during the design stage of a tunnel project
with a purpose of interactively investigating different possibilities of tunnel alignment
by providing the associated surface settlement field in real-time. In the offline stage, i.e.
before the interactive real-time design procedure, the process-oriented CutFEMmodel de-
scribed in Sect. 6.4.3 is used to simulate the mechanized tunneling processes with various
tunnel alignments. The resulting settlement fields will be used to construct the surrogate
model. For each simulation, input parameters are coordinates of a set of points represent-
ing the tunnel alignment. In general, tunnel alignments can be in any shape satisfying the
predefined design requirements. To have a parametric representation of a tunnel align-
ment, the alignment is assumed to be represented by a cubic function. As the first step
to create an arbitrary alignment, some control points, which divide the tunnel alignment
into several parts following the X direction, are generated using the Latin Hypercube sam-
pling. A fitting step is performed to determine parameters of an appropriate cubic function
which passes through these control points. Subsequently, coordinates of all input points
are determined based on the fitted cubic function. These coordinates are then sent to the
CutFEM model to execute the simulations as well as stored as the inputs of the surro-
gate model. Figure 6.66 presents inputs of the surrogate model for an illustrative example,
which are possible tunnel alignments in three-dimensional space.
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a b

c

Fig. 6.66 a Possible three-dimensional tunnel alignments, b design constraints for the width of
tunnel alignments, c design constraints for the depth of tunnel alignments

a b c

Fig. 6.67 Settlement prediction for a validation tunnel alignment scenario. a Tunnel alignment, b
prediction (POD-RBF), c reference (CutFEM simulations)

The objective of the surrogate model is to predict the complete surface settlement field
for an arbitrary tunnel alignment with similar accuracy as the original CutFEM model.
In the context of real-time applications, with respect to each intuitive alignment change,
input points, which are well approximated with the new alignment, will be created us-
ing the curve fitting method. With the coordinates of the new input points, a surrogate
model based on the combination of Proper Orthogonal Decomposition and Radial Basis
Functions (POD-RBF) methods is employed to approximate the spatial field of surface
displacements. The predicted results are used to support the design engineer in selecting
appropriate alignments for further investigations. More details about the method can be
found in [17, 66].

To illustrate the usage of the POD-RBF model, a representative example is performed,
in which Fig. 6.67 depicts the very good agreement between the predicted settlement ob-
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Table 6.5 Prediction performance of the POD-RBF surrogate model for three-dimensional tunnel
alignment design example: L2 norm error (in %)

No. of
samples

10-fold cross validation Avg.
1 2 3 4 5 6 7 8 9 10

500 24.0 23.0 23.8 25.2 23.8 22.0 22.6 23.7 23.8 23.4 23.5
2000 2.5 2.5 1.8 2.2 2.2 2.3 3.2 2.0 2.4 2.3 2.4

No. of
samples

10-fold cross validation Avg.
1 2 3 4 5 6 7 8 9 10

500 24.0 23.0 23.8 25.2 23.8 22.0 22.6 23.7 23.8 23.4 23.5
2000 2.5 2.5 1.8 2.2 2.2 2.3 3.2 2.0 2.4 2.3 2.4

tained from the described POD-RBF surrogate model with 2000 samples and the reference
solution from CutFEM model for an illustrative validation alignment.

Table 6.5 summarizes the L2 norm prediction errors. One can see that, the prediction
accuracy of the model is significantly increased when the data set is refined.

The L2 norm errors from 10 fold-cross validation prove the generalization and relia-
bility of the surrogate model. While maintaining the prediction capability as compared to
the CutFEM model, the surrogate model is able to considerably reduce the computation
time from 6 to 10 hours to less than 1 second, Therefore, the POD-RBF surrogate model
can substitute the CutFEM model for a real-time tunnel track design application.
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Abstract

Currently, in mechanized tunneling, the steering of tunnel boring machines (TBM)
in practice is mainly decided based on engineering expert knowledge and recorded
monitoring data. In this chapter, a new concept of exploiting the advantages of sim-
ulation models to support the steering phase is presented, which allows optimizing
the construction process. With the aim to support the steering decision during tunnel
construction by means of real-time simulations, predictive simulation models are es-
tablished in the initial planning phase of a tunnel project. The models are then capable
of being continuously updated with monitoring data during the construction. The chap-
ter focuses on explaining models for real-time predictions of logistics processes and
tunneling induced settlements as well as the risk of building damage in more details.
Additionally, application examples, which are practical-oriented, are also presented to
illustrate the applicability of the proposed concept.

7.1 A Concept for Real-Time Simulations During the Tunneling
Process

The mechanized tunneling process is characterized by a staged procedure of soil excava-
tion at the tunnel face and lining erection, providing at the same time a continuous support
of the soil by means of supporting fluids at the tunnel face and pressurized grouting of the
tail gap. The construction logistics, interactions between the TBM, the support measures
and the soil, including the groundwater, are the determining factors for the efficiency,
the safety of the tunnel advancement and the risk of damage on the built-environment.
Currently, decisions affecting the steering of TBMs are based upon engineering expert
knowledge and monitoring data. However, using monitoring data implies that information
(data) related to already passed situations is used to extrapolate on the future behavior of
the soil-tunnel interactions.

In contrast, numerical methods have recently become an important tool to investigate
and predict soil-structure interaction effects in the design phase of tunneling projects. The
numerical simulations can also be employed to perform the system predictions simulta-
neously to the construction process in order to support the selection of adequate process
parameters. Therefore, as an additional tool to usual process monitoring, process simula-
tions, which must be obtained in real-time, can be used to effectively support controlling
and steering of the tunneling construction processes.

The concept of real-time simulations for computational steering requires to set up
predictive simulation models in the design stage of a tunneling project, which are con-
tinuously updated with monitoring data during the construction process, see Fig. 7.1. This
allows to investigate different scenarios of the TBM operational parameters for subse-
quent excavation steps and can assist the engineers to make informed decisions aiming to
optimize the construction process.
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Fig. 7.1 The concept of real-time computational steering in mechanized tunneling with continuous
model update

7.2 Process Simulation Models for Logistic Processes

Mechanized tunneling systems are an extraordinary combination of different manufactur-
ing conditions in the construction industry. On the one hand, they consist of the manu-
facturing processes of a quasi-stationary factory plant, with its performance-determining
core processes of tunneling, ring building and the scheduled inspection and maintenance
of system-critical components, which are an indispensable part of the production cycle.
The overall system performance also depends to a large extent on internal support pro-
cesses in the supply chain, such as backup logistics, logistics in the tunnel, construction
site equipment and the external supply and disposal of the construction site. On the other
hand, disruptive influences from the complex interactions between subsoil and tunneling
technology (face stability, advance, wear, bonding, groundwater, etc.), which are common
in tunneling, as well as further disruptive influences from the machine technology (grout
injection, electronics, hydraulics, pipe and cable extensions) and from the supply chain
(tunnel trains, mixing plant) must be managed [46]. Figure 7.2 presents the interaction of
performance and supply processes in mechanized tunneling.

Typical consequences of the interaction of the many influencing factors are, for exam-
ple, excavation delays or production downtimes. According to this, the production output
of a tunneling machine depends only to a comparatively small extent on the actual advance
speed during excavation or on the duration of installation of the segment ring. In previous
tunneling projects, unproductive time proportions of 40%-60% of the total working time
were found [25]. System decisions have so far mostly been made on the basis of a limited
decision horizon. The overall context remains unconsidered due to its complexity.

Nowadays, simulation models are used to support the planning and analysis of produc-
tion processes. With the help of a simulation model, analyses of complex systems while
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Fig. 7.2 Interaction of performance and supply processes in mechanized tunneling based on [14]

considering uncertainties can be carried out. Process-oriented simulation approaches are
particularly suitable for the analysis of mechanized tunneling due to the repetitive con-
struction sequence [39, 66]. Existing simulation approaches for mechanized tunneling,
however, have so far mostly been focused on an isolated consideration of the production
or logistics processes of a construction site [5, 28, 29]. Detailed models for the analysis of
process interactions exist so far only for individual projects [50]. However, such project-
specific simulation models can only be transferred to other tunnel construction projects
with partly very different logistics systems with great effort [17].

The use of process simulation for an operational analysis and management of the ad-
vancement processes including all support processes and the scheduling of maintenance
work are investigated and the main results are summarized in the following sections.
In Sect. 7.2.1, modular simulation models for mechanized tunneling are described con-
sidering interdependencies of production processes, uncertain boundary conditions and
disturbances. In the following section, Sect. 7.2.2, the influence of maintenance schedul-
ing on the overall project performance is investigated. New concepts for a robust and
optimized planning of maintenance intervals considering the wear of cutting tools are pre-
sented. Simulation models support a robust design of logistics processes in the planning
stage of a project, but can also support decision making during project execution. The
online application of simulation models is therefore presented in Sect. 7.2.3. Concepts
for a real time assessment and the computational steering of the logistics and production
processes are introduced.

7.2.1 Simulation of Logistics and Production Processes

In mechanized tunneling, there is a high proportion of unproductive time, as various pro-
cesses are frequently disturbed or the main tunneling processes have to be interrupted for
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logistical reasons. Since relationships between the process chains of mechanized tunnel-
ing have a major influence on the overall performance and efficiency of the tunnel boring
machine (TBM), it is important to identify an overall context and investigate sensitivities
of individual processes as well as process interactions. For this purpose, process simula-
tion can be used, which not only provides a static view, but also a representation of the
complex dynamic relationships. In this way, stochastic processes can also be analysed and
their influence on the important tunneling processes can be investigated.

When modeling the individual core and support processes, a large number of boundary
conditions must be taken into account. In addition to resources and material availability,
these include current soil characteristics and settlements. This information is partly in-
complete and subject to uncertainties. For a realistic analysis of the production processes,
these boundary conditions must be classified and modeled. Subsequently, these boundary
conditions can be consistently integrated into the simulation models. In addition to the
fuzzy boundary conditions, typical production-related disturbances during tunneling must
be included in the simulation. Addressing these issues, the simulation of logistics and
production processes was investigated in the collaborative research center 837. The main
results of this research were published in [46, 64, 70] and are summarized in this section.

7.2.1.1 Classification of Process Interactions
In this research project, the graphical modeling language SysML (System Modeling Lan-
guage) was used to represent the complex interactions of the numerous processes of
a mechanized tunneling system. It represents a subclass of the Unified Modeling Lan-
guage (UML) according to the Object Management Group [58]. With the help of dia-
grams, a conceptual model description can be made, with which the production-technical
processes and effective relationships can be classified and formalised in the context of
mechanized tunneling using shield machines.

The hierarchical structure description is carried out by means of block diagrams
(SysML Block Definition Diagram), representations of the intrinsic behavior of all system
elements with the help of state diagrams (SysML State Machine Diagram) and a descrip-
tion of the interactions between the system elements with sequence diagrams (SysML
Sequence Diagram).

With the help of the state machine diagrams (stm), requirements for the respective
element and the consequences of the process execution can be illustrated. In addition,
processes and states including their activation conditions can be described in a selected
level of detail. As an example, Fig. 7.3 shows the intrinsic behavior of the erector in the
state diagram. Processes are shown as rectangles, arrows represent conditions or conse-
quences and the grey elements represent signals. The stm diagram shows the two main
states of the erector, idle and ringbuild. The erector leaves the idle state as soon as the
AdvanceFinished signal arrives. Then the ring build process starts with its sub-processes
pickUp and assemble. PickUp depends in turn on the availability of segments. Thus, the
process sequence of the erector including all conditions and requirements is shown within
the diagram.
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Fig. 7.3 State machine diagram of the erector to illustrate the modeling of processes (left), Sequence
diagram to illustrate the modeling of process interdependencies during ring build (right) [64]

In addition to the description of the intrinsic behavior of an element, the formal descrip-
tion of the interactions between the individual system elements is also very important. An
interaction describes, which changes of state of a system element leads to which reactions
and thus changes of state of another system element. The interactions are structured hi-
erarchically, represent the information to be exchanged and depend on the detail of the
system elements used. As an example, Fig. 7.3 shows a sequence diagram to describe the
process interaction required for the process ring build described above. It can be seen,
that the AdvanceFinished signal is sent here from the cutting wheel. The signal whether
a segment is available is in turn sent from the segment feeder.

Through formal modeling based on SysML, all essential elements, processes and in-
teractions in mechanized tunneling can be described and discussed with the responsible
technical planners. This increases the understanding of the system and simplifies the im-
plementation in the form of discrete-event simulation models [46]. The formal description
of all defined system elements can be found in [25, 63, 64, 70].

7.2.1.2 Representation of Uncertain and Incomplete Boundary Conditions
For simulation studies, the quality of the input data is crucial for the quality of simulation
results. Therefore, the processing of input data is an essential step in the development of
simulation models. In tunneling, many input data are subject to uncertainties (e.g. geologi-
cal data) and process durations are subject to natural fluctuations. The advance speed of the
TBM and the excavation performance of the cutting wheel, for example, are significantly
influenced by the ground conditions encountered, which in turn have a high degree of pre-
diction inaccuracy. The installation of the segments by the erector is controlled manually,
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so that scattered sub-process durations also occur here. These uncertainties and fluctua-
tions have to be displayed in the input data of the simulation model in order to provide
a realistic representation of the real tunneling system [46].

A frequently used method for representing uncertainties and varying input data, which
was also selected here, is the use of probability functions [1]. However, generating rea-
sonable probability distributions that are as close to reality as possible is not trivial.
Distribution fitting methods can be used for this purpose. In this process, probability dis-
tributions are closely fitted to the histogram of a given data set by suitably varying the
distribution parameters. In a second step, goodness-of-fit tests should be performed to
assess the quality of the fitted distributions to represent the data set [64].

Once a suitable probability distribution is identified, it can be implemented in the sim-
ulation model to generate discrete values at random within a Monte Carlo simulation. To
generate robust predictions, running a large number of randomised simulations based on
well-chosen distribution functions is advisable.

7.2.1.3 Simulation of Disturbances
In order to simulate production disturbances, their causes must be known. The diverse
problems and disturbances of mechanized tunneling were divided into the following three
classes in this research project: Production disturbances, logistical problems and prop-
agation effects [46]. One speaks of production disturbances when a disturbance occurs
directly at one of the main elements, such as the cutting wheel, the erector or the slurry
circuit. As a result, the production process must be interrupted directly [46].

Logistical problems, such as disturbances in the delivery of material, lack of capacity
or maintenance work, on the other hand, do not usually affect production directly. This
is because support processes have a certain buffer time. In this way, troubleshooting can
be made possible without, in the best case, interrupting production at all. For example,
a malfunction in the delivery of segments has no effect on ring construction if a ring has
already been delivered to the TBM. If, on the other hand, the disruption continues until
another full driving cycle has been completed, so that no more segments are available
for further installation, the production process must be interrupted. The same applies, for
example, to malfunctions in the slurry circuit when the excavated material is pumped with
liquid [46].

In the class of propagation effects, processes are considered that can react sensitively
to disturbances of other processes. For example, a production disturbance that reaches
a certain temporal threshold can cause the freshly delivered annular gap mortar to harden.
Even if the triggering production disturbance is no longer present, tunneling cannot then
continue without a new supply of annular gap mortar [46].

For the simulation of disturbances, time-related assumptions must be made. On the one
hand, the time interval until a failure occurs must be determined (TBF: Time Between
Failure) and, on the other hand, the time interval how long it takes to repair the failure
(TTR: Time To Recover) has to be defined. The characteristic values should be speci-
fied for the process simulation with probability distributions. Shift reports, for example,
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Fig. 7.4 Density-histogram plot for TTR of the cutting wheel with real project data (histogram) and
fitted distribution (Johnson SB) [63]

can serve as a data basis. Especially for technical components, these parameters are also
supplied by system manufacturers [46].

In this research project, various tunnel excavations were analysed with regard to their
disturbances. Typical disturbances were classified and processed for reuse. The classified
disturbances were analysed according to both frequency and intensity. Fig. 7.4 shows an
example of a distribution function for an evaluation of the MTBF for the cutting wheel,
evaluated on the basis of a reference project. Further evaluations of TBF and TTR can
be found in [63, 64]. In addition to the time dependency, wear-related disturbances were
also identified, the cause of which is triggered by a certain number of process repetitions
or a distance driven. Significant correlations were identified between the frequency and
intensity of the disruption and factors such as geology, maintenance strategy and quality
of the material or lubricants used [46].

Individual disturbances can be combined into disturbance scenarios and scaled if nec-
essary. This allows a set-up configuration to be analysed quickly under different boundary
conditions. The analysis of disturbances and other varying variables requires stochastic
simulation experiments (Monte Carlo simulation). This means that discrete values are gen-
erated for each simulation run based on the distribution functions. Thus, a large number
of simulation runs must be carried out to ensure a meaningful and significant estimation
of the distribution and statistical measures (e.g. mean values, variances or quantile values)
of the resulting variables, such as utilisation, project duration and possible costs [46].
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7.2.1.4 Simulation Models for Mechanized Tunneling
For the analysis of the logistics and production processes, process simulation models
were developed, taking into account the previously described tunnel construction-specific
boundary conditions. Simulations are used when investigations on the real system are not
possible or are associated with too much effort and there are no analytical procedures
that adequately represent the problem. In particular, the dynamic behavior and uncertain,
statistical influences that make a classical investigation difficult can be included in the
investigation of logistics and production processes via process simulation.

Implementation The presented simulation approach is implemented in the simulation
framework ANYLOGIC [78]. This software allows a multi-method simulation (agent-
based modeling, system dynamic modeling, discrete-event modeling). All simulation
models created are hierarchically structured and configured according to a modular con-
cept.

ANYLOGIC includes a native Java programming environment with which the complex
interactions of the tunnel construction processes can be implemented in detail. The ex-
change of signals was carried out via an Observer-Observable design pattern (see [36]).
Thus, signals are distributed to the corresponding elements via a central event manager
instead of a direct exchange between the single elements.

Following the example in Sect. 7.2.1.1, for example, the signal AdvanceFinished is sent
by the cutting wheel after completion of the advance and received by the event manager
(see Fig. 7.5). In parallel, the SegmentAvailable signal is sent by the segment feeder to
indicate that a segment is ready for installation. The event manager forwards these signals
to the erector, which starts ring building. The end of ring building is again transmitted to
the cutting wheel via the Event Manager and the signal RingbuildFinished. The use of the
EventManager thus enables a flexible communication structure that allows the exchange

Fig. 7.5 Conceptual drawing
of the event manager to realize
a flexible process interaction
[64]
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of modular model elements without the need for re-implementation of the entire signal
exchange [64].

The individual state diagrams of the model components are visualized directly in the
simulation model. This allows the behavior of the overall system to be viewed and checked
at any time during the simulation [46].

The disturbance of the individual elements can be passed on to the respective affected
elements due to the implemented process dependencies [64]. Analogous to the duration
of the production processes for tunneling and ring building, the duration until the next
occurrence of a disturbance, as well as the duration for repair (cf. 7.2.1.3), are mapped via
distribution functions. In addition, the well-known package Stochastic Simulation in Java
(SSJ), which was developed by the University of Montreal, can be integrated via the Java
environment. This allows randomvalues to be generated frommore specialised probability
functions in addition to the basic distribution functions available in ANYLOGIC [64].

Model design The developed model displays the main elements of a mechanized tun-
neling project. The structure can vary depending on the main objective of the simulation
study and the selected level of detail as well as depending on the project specific charac-
teristics. The model consists for example of the main elements of a project TBM, backup
system, underground logistics system and surface facilities. Each main element can consist
of further sub-elements. For example, a TBM can be designed from individual elements
such as a cutting wheel, erector, thrust cylinders and grout injection pump. As an example,
a model construction of a project with a slurry shield machine is shown in Fig. 7.6.

In addition to these elements, components for defining geotechnical aspects and visual-
izing the results were also realised. The material flow between the elements can be defined
interactively through special connections. The different components are implemented very

Fig. 7.6 Block definition diagram of a mechanized tunneling project [64]
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Table 7.1 Possible Simulation investigations

Topics Publication (example)

Influences on production, e.g.:

Logistics [46]

Disturbances in the main processes [64]

Disturbances in the logistics processes [64]

Uncertain parameters [46]

Variation in above-ground logistics [70]

Site layout [69]

Maintenance strategies [18]

Optimization of logistics components, e.g.:

Tunnel transport system [46]

Storage capacities at the construction site and on the trailer [24]

Transport possibilities on the trailer [24]

Robust maintenance scheduling

Tool wear [16]

Development of an empirical wear prediction model [19]

Cost forecast related to maintenance and comparison of two project
configurations

[14]

Real-time use of process simulation models [43]

Topics Publication (example)

Influences on production, e.g.:

Logistics [46]

Disturbances in the main processes [64]

Disturbances in the logistics processes [64]

Uncertain parameters [46]

Variation in above-ground logistics [70]

Site layout [69]

Maintenance strategies [18]

Optimization of logistics components, e.g.:

Tunnel transport system [46]

Storage capacities at the construction site and on the trailer [24]

Transport possibilities on the trailer [24]

Robust maintenance scheduling

Tool wear [16]

Development of an empirical wear prediction model [19]

Cost forecast related to maintenance and comparison of two project
configurations

[14]

Real-time use of process simulation models [43]

flexibly and can be used for different machine configurations and supply chains. Similar to
the SysML formalisation in Fig. 7.6, a second level of hierarchy can be modeled to allow
alternative configurations by swapping elements. The behavior of the mechanized tunnel-
ing components is implemented directly in ANYLOGIC through state diagrams following
the formal descriptor of the interactions in Sect. 7.2.1.1.

Based on the results developed, a brief summary of possible investigations is given in
Table 7.1. For each investigation, the objectives are briefly summarised and a correspond-
ing paper is referenced in case of further interest.

7.2.2 Optimization of Maintenance Strategies

The overall efficiency of a project is highly influenced not only by the performance of the
support processes, but also by the maintenance of cutting tools. Cutting tools, which are
in direct contact with the ground during tunneling, are subject to a constant wear process.
When tunneling in unstable ground conditions, however, the maintenance of the cutting
tools is very costly and can cause long downtimes due to the tunnel face support. In or-
der to reach the tools, the support medium in the excavation chamber must be replaced
by compressed air. The modification of the face support carries the risk of settlements
at the surface as well as blow-outs, which can lead to fractures and thus endanger the
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surface development as well as the workers in the excavation chamber. The number of en-
trances into the excavation chamber should therefore be kept as low as possible. However,
a condition-based maintenance of the cutting tools is not possible due to the inaccessibil-
ity of the tools during the excavation. Also, there are only a few wear prediction models
to determine the wear of the tools on the basis of the soil parameters and driving param-
eters. In addition, uncertainties and fuzziness, especially in the soil parameters, make it
difficult to plan maintenance stops accurately. Furthermore, it is not possible to enter the
excavation chamber at every point of the tunnel alignment, e.g. due to existing buildings
above [19].

7.2.2.1 Formalisation of Tool Wear and Maintenance Strategies

Tool wear In mechanized tunneling, the ground is excavated with a tool-equipped cutting
wheel. The cutting tools, whose type varies depending on the ground conditions (e.g. discs,
scrapers and bucket), are hence exposed to a constant wear process. The wear pattern
depends mainly on soil properties, such as excavatability, consistency, transport behavior
and ambient pressure [45], but also on the design of the cutting wheel, e.g. the type of
cutting tools and their arrangement on the cutting wheel [47]. A more detailed description
and investigation of tool wear can be found in Sect. 3.3.

In materials engineering, several types of material wear are defined. In mechanized
tunneling in soft ground, mainly abrasion, adhesion, tribochemical reactions and surface
disruption occur. The decisive factor in soft ground is abrasive wear and thus the abrasive-
ness of the soil [26].

As there is no sufficient possibility to monitor the tool condition during the tunnel-
ing process, wear prediction models have to be used to determine necessary inspection
intervals and maintenance processes. Currently, prediction models of wear behavior are
mostly based on input data obtained in laboratory index tests under idealised boundary
conditions [45]. Plinninger and Restner [61] give an overview of the index tests developed
over the years to investigate the abrasiveness of soils (e.g. LCPC test). However, these
index tests do not consider TBM steering parameters (e.g. penetration or rotational speed
of the cutting wheel) and their results can therefore only be transferred to the real system
to a limited extent [26, 49].

In order to consider these boundary conditions, Köppl [47] developed an empirical
model based on 18 evaluated hydroshield projects. His model takes into account the abra-
siveness of the soil using a Soil Abrasivity Index (SAI) and additionally considers the type
and arrangement of the tools on the cutting wheel as well as the penetration. The SAI takes
into account the equivalent quartz content eQu, the stresses using the shear strength of the
soil �c and the grain size distribution of the ground using the grain sizeD60 [47],

SAI D
�
eQu

100

�2
D60 �c : (7.1)
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With the help of the SAI a maximum cutting path for each cutting tool can be calculated
depending on the different tool types [47],

sc,e(z) D
(
312:0C exp.�0:0048.SAIz � 1398:2//; discs

280:9C exp.�0:0050.SAIz � 1300:7//; scrapers/buckets.
(7.2)

This enables the estimation of the lifespan for each cutting tool and thus also the maximum
advance distance until the next maintenance stop.

During the advance process, each cutting tool follows a helix-shaped path, represent-
ing the maximum cutting path sc,e(z),i. When considering the cutting wheel geometry and
tool position, the maximum cutting path can be translated into the maximum longitudinal
length of an excavated tunnel section Lc(m)z,i in order to determine the next maintenance
position. The wear level of a tool ecd,e(m)z,

ecd,e(m)z D sd,e(z)

sc,e(z)	cl
D ec,e(z)

	cl
; (7.3)

is estimated by comparing the current driven cutting path of a tool sd,e(z) to the maxi-
mum cutting path sc,e(z). The safety factor 	cl reduces the maximum cutting path to ensure
a workability of the cutting tools under worse boundary condition (0 < 	cl � 1:0). This
wear level, calculated in Eq. 7.3, is used to determine the tools that have to be replaced
during a maintenance stop [19].

If the wear limit of a tool is exceeded and the hard-metal parts at the top of the tool
are worn out, the wear resistance of the tool decreases significantly. If the tool wears
out to a certain extent, even the tool holder can be damaged, which can in turn lead to
a significant damage of the cutting wheel and a long standstill (see Fig. 7.7).

1.0

0.0

worn tool

worn tool +
holder

e c
d,

e(
m

)z
= 

s d
,e

(z
)
/ s

c,
e(

z)

2.0

sd,e(z) [km]

sd,e(z) = 
sc,e(z)

sd,e(z) = 2 ∙ sc,e(z)

hSM
hSMH

hard metal 
parts

hd,max,SM

wear
limit

cutting wheel

≈2.0∙hd,max,SM

tool holder

Fig. 7.7 Schematic wear behavior of a cutting tool (left); Wear limit of a scraper defined by the
depth of the hard metal parts, wear limit of the tool holder to be damaged given by the geometrical
boundaries (here: 2:0hd;max;SM) (right) based on [19]
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Maintenance strategies The maintenance of cutting tools in tunneling in soft ground
is very complex and subject to many uncertainties. Due to the face support, the tools are
not freely accessible and prevent condition-based maintenance. Therefore, maintenance
is usually carried out periodically, with additional preventive stops before passing a crit-
ical tunnel section (e.g. high water pressure or sensitive surface structures). The interval
of maintenance is mainly determined by the predicted wear limit of the tools and the
expected geotechnical conditions. Depending on the maximum travel distance (Lc(m)z,i)
of the quickest worn out tool, the maintenance stops are planned and the tools that have
reached their wear limit (see Fig. 7.8, right, i D 1; 18) or will reach this limit in the near
future are replaced [19].

The maintenance interval must neither be too long, as otherwise there is a risk that tools
will exceed their wear limit and thus increase the risk of massive damage to the cutting
wheel, nor must the interval be too short, as maintenance stops are very time-consuming
and cost-intensive. Therefore, their number must be limited to a reasonable minimum.

Before maintenance of the cutting tools, the required tools as well as necessary mate-
rials must be transported to the TBM. In the case of planned maintenance, the materials
can be transported into the tunnel without additional effort already during a regular drive
of the tunnel vehicle. In the case of unplanned maintenance in the event of corrective
maintenance, additional time for waiting for material has to be added to the maintenance
duration, as materials and tools are only transported to the machine after the shutdown has
occurred.

The maintenance process itself is then divided into three main processes, the mobilisa-
tion process, inspection and replacement of tools, and demobilisation.

The mobilisation process (tmob) describes all preparatory work up to assessing the con-
dition of the tools and replacing them if necessary. To enter the excavation chamber, the
support medium in the excavation chamber must first be lowered and replaced by com-
pressed air (tlow). However, this process is not always recommendable at all points along
the alignment and carries the risk of an unstable face due to insufficient support pressure
or even of blow-outs [TTB]. Furthermore, the limited working time under pressure as well

Lc,i

Lc(m)z,1
i = 1

i = 18

(as good as)
new

worn tool

tool condition

Lc(m)z,i

Fig. 7.8 Schematic of the dependencies of maintenance intervalLc(m)z,i and lifespan of cutting tools
sc,e(z) based on [14, 19]
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as compression and decompression times of the workers (tcompress) have to be considered.
The compression durations depend on the level of the prevailing pressure and the duration
of stay [41]. After the workers have been successfully compressed, the working platforms
are installed (tinstallation). Subsequently, the cutting wheel and tools can be accessed and
cleaned (tcleaning). Accordingly, the duration of the mobilisation process (tmob) can be cal-
culated as [19]

tmob D tlow C tcompress C tinstallation C tcleaning : (7.4)

The replacement work (treplace) consists of three processes, a visual tool inspection
(tinspect) of all tools, retightening of loose bolts (tbolt) and replacement of all worn tools
(te) (Eq. 7.5). The duration of the tool change depends on the different tool types and the
current condition of the tools. If there is severe damage, e.g. worn tool holders or a dam-
aged cutter wheel structure, the maintenance process becomes more time consuming as it
requires welding. We have

treplace D
nX
iD1

tinspect,i C
nboltX
iD1

tbolt,i C
ne,dX
iD1

te,d,i C
ne,sX
iD1

te,s,i C
ne,bX
iD1

te,b,i ; (7.5)

where treplace is the duration of replacement work (min), tinspect is the duration of tool
inspection work (min/tool), n is the number of cutting tools (pcs), tbolts is the duration for
re-tightening one bolt (min/bolt), nbolt is the number of re-tighted bolts (pcs), te;d;i is the
duration for exchanging one tool (min/tool) and ne;d=s=b is the number of exchanged tools
(pcs). Here, d, s and b represent discs, scapers and buckets, respectively.

After the inspection is completed, the demobilisation process (tdemob) starts. This com-
prises the processes of demounting the working platforms (tunmount), decompressing the
workers (tdecompress) and refilling the excavation chamber with the support medium (trefill).
The total duration for the demobilisation process sums up according to [19]

tdemob D tunmount C tdecompress C trefill: (7.6)

These processes are carried out separately one after the other to ensure the safety of the
workers. The total duration of a maintenance stop can then be estimated according to [19]
as

tmaint D tmob C treplace C tdemob: (7.7)

In addition to the replacement of worn tools, tools can also be preventively replaced by
new ones during maintenance, that are likely to exceed the wear limit by far until the next
maintenance stop to reduces the risk of severe damage to the cutting wheel. This limit for
the preventive replacement of tools is a key factor for the performance and efficiency of
a project [19].
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7.2.2.2 Modeling of Wear andMaintenance
For modeling wear and maintenance processes, a new agent is introduced into the simula-
tion approach described in Sect. 7.2.1. The agent CuttingTool represents each cutting tool,
its condition and remaining lifespan individually. Since the number of rotations is set by
the shield driver and can thus be simplistically assumed to be constant, the penetration of
the tool depends mainly on the fluctuating advance speed. As a result, the penetration and
thus the wear also fluctuates within a homogeneous soil section. For the soil, a new agent
is introduced, which contains all important parameters describing the abrasiveness of the
soil (see Fig. 7.9, left).

Besides, the agent cuttingWheel and Erector were simplified and combined in the agent
TBM to focus on the analysis of wear and maintenance. The states maintenance and repair
were added, as well as a list of all cutting tools. If the TBM reaches the maintenance
position planned, the agent TBM changes its state to maintenance. After each advance, the
wear status of each individual tool is determined using the wear model according to Köppl
[47] as described above. If a tool reaches its wear limit before scheduled maintenance
takes place, the cutting wheel is stopped and changes to the technicalFailure state. In this
case, a technical failure interrupts the current process. In both cases, the duration for the
maintenance of the cutting tools is determined on the basis of the prevailing boundary
conditions. After the determined duration has elapsed, the cutting wheel changes back to
the operable state.

7.2.2.3 Analysis of Robustness Measures
To evaluate the influence of the uncertainties affecting the wear behavior of cutting tools
on the maintenance scheduling and to find a robust and efficient maintenance strategy,
a robustness analysis has to be performed.
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Robustness is defined as the sensitivity of results to influencing parameters. In mech-
anized tunneling, influencing parameters are divided into controllable parameters, noisy
parameters and uncertain parameters. With regard to maintenance and wear, controllable
parameters are the maintenance interval and the safety factor for the wear limit. Uncertain,
noisy parameters are soil properties and the penetration of the TBM [19].

The robustness of maintenance strategies can be characterised by three specific values.
These are the total duration of maintenance, the number of replaced tools and worn tool
holders, and the location of maintenance stops along the tunnel route in relation to the
given boundary conditions. A robust maintenance strategy aims to optimize these three
values and reduce the risk of unplanned maintenance stops. This is because unplanned
maintenance stops not only cause higher costs, but also increase the risk of work accidents
and damage to sensitive surface structures [19].

For the assessment of robustness, a comparative value must be used. In the presented
research, cost functions for maintenance work are used for a comparable definition de-
scribing the robustness and efficiency of a maintenance strategy while considering un-
certainties. For this, cost factors are needed, which are divided into the following time
dependent and material dependent costs [19]:

� Time-dependent costs:
– general expenses of the jobsite [Euro/h],
– planned/unplanned maintenance. stops [Euro/h].

� Material costs:
– cutting discs [Euro/disc],
– scraper [Euro/scraper],
– bucket [Euro/bucket].

� Fix costs:
– compressing/decompressing operation costs [Euro/ operation],
– planned/unplanned maintenance. stops [Euro/stop].

In order to find an optimal maintenance strategy, the characterising parameters main-
tenance interval Li and safety factor 	cl are varied using the crossed-array method of
Taguchi [77]. Thus, all possible parameter variations are considered and evaluated using
the cost objective function. Unplanned downtimes should always be avoided as mentioned
before, therefore strategies that lead to unplanned maintenance stops are considered un-
feasible.

7.2.2.4 Optimization of Logistics and Maintenance Processes
The optimization of maintenance intervals andmaintenance strategies always aims at max-
imising the availability of the system. However, contradictory effects play a decisive role
here. For example, regular entries into the excavation chamber allow a better estimation of
the wear condition and thus prevent unscheduled stops. Too frequent inspection intervals
in turn lead to a reduction in availability. For mechanized tunneling, minimising project



422 B. T. Cao et al.

C - AnalysisA - Parameter Variation

Input Parameter
• SAI
• penetration

Maintenance costs 

Simulation

B - Monte-Carlo Simulation

Parameter Set
• interval Li
• safety factor γcl

• μm: mean value
• σ  : standard deviation

maintenance costs

Bild: 
Histogram

m

Bild: Scatterplot

Ri(α) weighted 
target function

Tabelle mit
R-Werten

rel. μm,i

Scatterplot

Sensitivity analysis

Tabelle mit
R-Werten

minimum
R-values

rel. σi

Improved 
Maintenance 

Strategychoose α

n 
ite

ra
tio

ns

i parameter sets

• Li = ….
• γcl = ….
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ness by using process simulation [19]

duration by maximising availability and avoiding unscheduled stops while reducing the
number of cutting tools to be changed is of particular importance.

Within the optimization framework, the developed process model was extended so that
the influence of different maintenance strategies as well as different wear conditions of
cutting tools can be determined (see Fig. 7.10). The variation of the wear condition of
a cutting tool that is still classified as acceptable during an inspection process describes
the use of a proactive maintenance strategy. The coupling of Monte Carlo simulations
and parameter variations thus results in a multi-criteria optimization, which determines
a Pareto optimum as a result. The simulation parameters length of the maintenance inter-
val, averaged condition of all cutting tools as well as the limit state of serviceability of
a single cutting tool can be used to compare the effects of different maintenance strate-
gies on the project time and the number of cutting tools to be changed. A more detailed
description of the optimization framework can be found in [15, 19].

Case study To illustrate the developed simulation approach, a short case study is pre-
sented, which compares a corrective to a preventive maintenance strategy. The case study
is based on a metro line project constructed in sand and clay soil conditions. The tunnel
alignment is 1800m long in total and made of four distinct geological sections consisting
of either sand or clay with varying support pressure. The TBM is equipped with com-
pressed air work facilities. A man lock and a material lock are used to transfer workers
and tools into the excavation chamber. The cutterhead is equipped with disc cutters, scrap-
ers and buckets to excavate the soil. The rotational speed of the cutting wheel is set to 2
rotations per minute, while the advance speeds varies according to Weibull distributions
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Fig. 7.11 Total downtime in days for 10,000 simulation runs

gained from the evaluation of processing data of finished tunneling projects with an av-
erage advance speed of 15.5mm/min for the one geological section and 25.5mm/min for
the other one. The time for the ring build is set to 40 minutes, since the ring build process
has no influence on the wear or maintenance processes, thus does not influence the results
of the model [18].

Different maintenance strategies are analyzed by varying the maintenance interval. The
first strategy that has been analyzed uses only corrective maintenance. The second strategy
considers a maintenance interval of 86 rings, after a first rough estimation. In both cases,
the wear limit for the tool exchange is set to 10%, so that the tools, which are nearly
worn completely, are exchanged preventively. For each strategy a Monte Carlo analysis
has been performed, conducting 10,000 simulation runs. This way, the uncertainty of the
input parameters are taken into account. Consequently, the simulation result is not one
certain value but can be evaluated using a histogram [18].

First, the total downtime caused by the maintenance processes has been evaluated. The
graphical comparison of the results for each strategy (see Fig. 7.11) shows that the total
downtime of the corrective maintenance is much higher than for the periodic maintenance,
even though the total number of maintenance stops is higher using periodic maintenance.
In both cases, there is a small possibility of significantly higher downtimes up to approx.
148 days for corrective maintenance [18].

The number of replaced tools increases with the rising number of maintenance stops.
While during the corrective maintenance 406 tools are replaced on average, during the
periodic maintenance 551 tools are replaced on average. The utilization of the tools is
higher using corrective maintenance, but there are severe damages of the cutterhead and
tool holders, which cause an increase of the needed repairing effort [18].

Regarding the position, at which an entering of the excavation chamber is conducted,
periodic maintenance has the advantage that the positions are predefined and known be-
forehand, while in corrective maintenance, they vary according to the position the damage
is detected. By varying further parameters, like the wear limit for the tool exchange or the
amount of wear at which the damage is detected, it became visible that these parameters
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also influence the results of an optimal maintenance interval at which the total downtime
is at its minimum [18].

7.2.3 Real-Time Use of Process Simulation Models

The use of real-time data for online simulation is getting increasingly important for an im-
proved prediction of a projects outcome and also for a support of the steering of processes.

In tunneling, many parameters deviate from their predicted values. The main reasons
are that the assumptions made in the planning phase are subject to uncertainties and fuzzi-
ness. Further, unforeseen events can occur during execution that were or could not be
considered during the planning phase. Therefore, logistics and production processes must
be adapted and controlled continuously. The developed simulation models for the analysis
and optimization of production and logistics processes can also be used for a real-time
analysis and a simulation-based steering of these processes. For this purpose, a control
concept in the form of a control loop has been specified, which includes the recording of
the current status of the production and logistics processes, the evaluation of the current
data and the planning of suitable counter measures (see Fig. 7.12).

First, an adequate recording of real-time data, which reflects the status of the construc-
tion site, is important. In mechanized tunneling, a lot of data is already recorded during
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Fig. 7.12 Control loop for the holistic process simulation approach for tunneling projects
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excavation. In order to evaluate the current construction progress and to enable an adjust-
ment of the production processes, deviations between the planned and the recorded data
are determined. This enables an adaption of the logistics processes and an adjustment of
the prognosis. If significant deviations are detected, suitable measures can be taken to ac-
celerate the production progress or prevent possible incidents. The effect of deviations in
the project flow can be evaluated and counter measures can be proven with the help of
simulation models.

Further, by identifying threshold values, an early detection of disturbances is possible.
Simulation models can help to evaluate a real time prediction of disturbance effects and
an evaluation of the adaption of control variables.

This section summarizes the main results of the investigated real-time use of simulation
models, which were also published in [43, 67].

7.2.3.1 Concept for a Real-Time Use of Simulation Models
Compared with the traditional offline simulation that uses stationary input parameters, the
capability of real-time simulation to dynamically incorporate new project data and adapt
to changes in the operating environment offers the promise of improving the accuracy of
project forecasting [75].

To employ the simulation model to perform the system predictions simultaneously to
the construction process, it is essential to provide the ability to do a continuous comparison
between the initial and the current values of the input data. If the deviation is significant,
an update of the input data could improve the prognosis for the next phase of the project.

During the online-update, real-data and model-generated data is compared during the
progress of the constructions. According to this comparison, an update of the simulation
inputs is suggested to improve the model and its prediction and to improve the system
accordingly when possible.

7.2.3.2 Integration of Real-Time Data
The most essential step to manage the online-update of the simulation system is the ef-
fective management of the simulation inputs, which means to be able to update the inputs
of the model at any time and to set the suitable data gathering method to collect real-time
inputs. In agent-based models, each agent operates in a discrete manner, using the param-
eters and variables implemented in the agent. The initial values of these variables are set
at the beginning of the simulation, and the simulation starts to operate from this state.
What is important to consider, is that interaction between the agents is not disturbed by
the change of the initial state. However, it is based on the change of state of each variable
during the execution of the simulation model.

The main challenge in the update process is to maintain the validity of the model after
the update. Although the agents are isolated during execution, to implement the update,
extra variables or time-related functions need to be added, which may require a validation
step after. Additionally, updating the non-deterministic parameters, which generally are
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Fig. 7.13 Proposed methodology to update an agent-based simulation model modified based on [67]

represented using probability distribution functions, may affect the model. Updating such
data need an external data analysis, before being implemented in the agent-based models.

For offline runs, waiting for the model to complete the run is not as critical or demand-
ing. On the other hand, when the model is providing real-time predictive analytics, model
run turn-around time, including multiple scenarios and Monte Carlo runs, become critical.
Whether the implementation is for schedule adherence, predictive bottleneck detection, or
other efficiency and improvement alerts, two key factors influence the overall solution, the
simulation speed, and model validity and accuracy [2].

To optimize speed, many approaches are used to distribute and parallelize the model to
speed the model execution without affecting the validity of the system. Model accuracy,
on the other hand, can be even more difficult to maintain, especially when real-time data is
used. The simulation model should be designed or adjusted in a way that allows growing
with the system and expanding to allow a correct relationship with live data. The user
should be able to apply real-time constraint changes, and in some case expand the model
in order to maintain the correct relationship with live data.

The main concept of the online update of the simulation model can be summarized in
four basic steps [67]. The diagram illustrated in Fig. 7.13 displays these four steps in order
to achieve a real-time update.

Step 1 First, one should choose the main input parameters to be updated, which affect
the objectives of the simulation the most. In the simulation model, hundreds of input
parameters are used to simulate the real-time system. These parameters can be divided
into two types:

� Real system inputs: This means the input parameters of the main processes in the sim-
ulated system, such as velocities, types of soil, the cutting speed, the flowrates of the
pumps, etc.

� Internal input parameters which are set by the designer to regulate the flow of the
process in the simulation model.
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Updating all data can be time-consuming and might not be necessary, if they don’t
affect, or have a negligible effect on the update of the desired outcomes. It is advisable
to do a sensitivity analysis in order to decide the most essential input parameters that can
significantly affect the results [67].

Another important process for the update is the collection of the real time data. In
mechanized tunneling, hundreds of sensors are used to monitor the production progress,
usually with the help of process controlling tools. This data can be requested with the help
of API-requests and used for the simulation update [43].

Step 2 For the second step, it is important to choose the integration method to implement
the new input parameters, using data collected from the real-time configuration, in the
simulation model.

In general, we deal with two types of data in real-time systems, accordingly in simula-
tion models. The data can be deterministic such as amounts of supplied materials or the
fluid amount in the tanks, or it can be non-deterministic such as the duration of segment
installation, the advance speed through the different types of soils, and the probability of
failures occurrence during production.

Different adaption methods are required to integrate these data into the simulation
model. For deterministic input parameters, simple methods are used such as fitting the
units, finding mean values, find maximum or minimum values of datasets, or excluding
irregularities, etc.

To update non-deterministic data, a different approach is used. Figure 7.14 explains
the suggested concept to update dynamically the PDF used to evaluate the probability
of certain parameters offline. In this figure, the blue curve displays the PDF assumed in
planning, which was generated with a probabilistic approach. During the execution of the
project a new set of data, the real-time data, is available (green curve). At a point in time,
this data is gathered and analyzed to evaluate the validity of the proposed PDF.

Using both sets of data, we can predict an updated posterior PDF (grey curve) that is
more realistic and gives a better prediction of the project performance in the next phase
of execution. This can be done using simple data fitting methods or more sophisticated
methods [43, 67]. In literature, several approaches have been investigated (i.e. [75, 79]),
mainly using a Bayesian approach.
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Step 3 If the model is designed for offline simulation during the planning phase, some
modification might be necessary for the next step to adapt the real-time data for the online-
update modeling.

In order to update the input parameters, they are connected to a dynamic database. In an
agent-based simulation model, each agent has a set of input parameters. The initial values
of these inputs are connected to database tables in order to read and write values during
the simulation. Extra read/write functions are added to the model’s agents to write/read
inputs at different points during the execution of the simulation. The same concept is used
to register the simulation outcomes before and after the update.

Step 4 The last step includes the validation of the concept taking into consideration the
non-deterministic nature of the simulation variables.

Validation is required to prove that the model is a sufficient representation of the real
system, a verification of the results is done after running the simulation by comparing the
results with real-time results from similar projects [62]. To ensure the validity of a model
after the update, many different techniques are used such as predictive validation, histori-
cal data validation, comparison to other models, and fixed value test.

For the application of the online-update concept, validation tests were carried out to
verify the results. The scheme in Fig. 7.15 gives a rough overview of the suggested valida-
tion concept. The illustrated concept suggests running the simulation in a first run to get an
initial prediction of the project duration using a fixed seed (reproducible simulation runs).
At a specific point, the output parameters of the simulation will be stored in a database
output file and reinserted in a second, updated simulation using the updating concept. The
results of these two simulation runs are then compared in expectation of a 100 per cent
correlation. Using this principle, further validation tests have been conducted to also proof
the update considering randomness.

The conducted validation tests have shown, that the proposed update methodology pro-
duces valid results. Details about the validation results can be found in [67].
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Fig. 7.15 Validation concept for integrating real time data into simulation models based on [67]
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The proposed methodology can therefore be used to turn offline simulation models into
a useful tool to support the decision making process during the execution of the project.
First applications on a real reference project have shown, that integrating real time data
and updating simulation models improves the prognosis of a project duration noticeably
[43].

7.2.3.3 Simulation-Based Support of an Incident Analysis
Based on the incident analyses and maintenance investigations carried out, robust incident
management can be supported on the basis of current actual information, which recognizes
problems at an early stage on the basis of the recorded actual data- and simulation-based
updated forecasts.

On the one hand, specific countermeasures and suitable measures in the event of
a downtime can be evaluated with the help of updated simulation models. With the help of
the classification of different measures and the definition of key values, different scenarios
can be simulated and evaluated on the basis of the simulation results before being imple-
mented on site. This supports a steering of the processes and enables the best possible
control under the given boundary conditions.

On the other hand, during the progress of the construction work, different tools are used
to monitor the workflow and record the parameters of each process. These parameters
include the most obvious values as the advance speed and the segment installation in
addition to hundreds of parameters to monitor pressures and flowrate of the fluids and
materials.

A thorough analysis of these data can conclude to correlations between these values and
a correlation between the changes in these values and the changes in the workflow. Such
analyses can explain the unexpected delay in processes and tasks due to the unexpected
disturbances in another section of a project. Good examples would be the relation between
the blockage in the mortar lines and the irregular flows and pressure peaks during annular
gap grouting. In projects with high tool wear, also a worn cutting wheel can be announced
by increased specific energy during dismantling.

7.3 Real-Time Prediction of Tunneling-Induced Settlements

Tunneling-induced settlements can be computed by the process-oriented finite ele-
ment simulation model presented in Sect. 7.2.1.4. To handle the real-time prediction
of tunneling-induced settlements for large, numerically expensive models, surrogate mod-
els are needed to obtain numerical values quickly enough to make extensive predictions
possible. In particular, so-called hybrid surrogate models have proven to be valuable tools
in developing such real-time predictors. Also, aspects of prediction with uncertain data,
interval data or fuzzy data have been investigated and assessed. Details are given in the
following sections.
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7.3.1 Hybrid Surrogate Modeling Concept

Mechanized tunneling simulations using the process-oriented FE model are time-consum-
ing and therefore best employed in the design stage of a tunneling project. For the purpose
of supporting the steering phase in tunnel construction in real-time, surrogate models are
required. Various surrogate modeling approaches have been developed for a large num-
ber of engineering applications. In mechanized tunneling, different surrogate modeling
approaches can be employed for different specific tasks. In [55], an Artificial Neural Net-
work (ANN) with a feed-forward structure has been adopted as a surrogate model with
low dimensional outputs for deterministic real time analyses in mechanized tunneling.

With the purpose of delivering real-time predictions of expected surface settlements at
multiple surface locations, the benefits of another type of ANN, called Recurrent Neu-
ral Networks (RNN), and the Proper Orthogonal Decomposition (POD) approach are
combined within a hybrid RNN-POD surrogate model concept. The hybrid surrogate
model, which has a low dimensional input and a high dimensional output, can be used for
deterministic input-output mapping [12], interval input-output mapping [35] and fuzzy
input-output mapping [11]. The concept of hybrid surrogate modeling approach is ex-
plained below.

For predefined sections of a tunneling project, the simulation model needs to map the
relationship between process parameters, geotechnical parameters and the corresponding
time variant surface settlements. The process parameters are taken to be deterministic val-
ues, whereas geotechnical parameters may be presented as an interval or fuzzy numbers
rather than a specific value. The general concept of hybrid surrogate models is depicted
in Fig. 7.16, with the bold italic texts indicating that additional steps are required to han-
dle uncertain input-output data relationships, depending on the type of intervals or fuzzy
numbers.

First, in an offline stage, a representative numerical simulation model for a tunnel drive
through a specific tunnel section from time step 1 to N is set up, see Fig. 7.16a. By
varying the deterministic values of input parameters (both geotechnical and process pa-
rameters), deterministic output data (surface settlements) are collected. This deterministic
input-output data set is utilized to establish a deterministic surrogate model. This surro-
gate model can be used directly to predict the complete surface settlement field in step
N C 1 when there is no uncertainty from geotechnical parameters. When dealing with
uncertainty of interval data or fuzzy data type, an additional step to compute the system
outputs for uncertain geotechnical parameters is required.

Interval (fuzzy) analyses based on the just-built deterministic surrogate model together
with an optimization approach, see [34], are performed for predefined intervals (fuzzy
numbers) of soil parameters, which are generally retrieved from geotechnical reports. The
result obtained from these analyses is used to create the hybrid surrogate model, which
is capable of predicting interval (fuzzy) input-output relationships in the online stage for
step N C 1.
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Fig. 7.16 Scheme of the hybrid surrogate modeling approach

Figure 7.16b shows how to apply the proposed surrogate model in the online stage, i.e.
during the tunnel construction. The prediction results depend on deterministic chosen val-
ues of the steering parameters in time stepNC1 and the recorded history from time step 1 to
N . The procedure is performed through three consequent steps. In the first step, an RNNap-
proach is employed to predict the settlement behavior at selectedmonitoring points for time
step N C 1. Afterwards, the complete time-variant surface settlement field from step 1 to
N is approximated by the POD-RBF approach, which is a combination of the PODmethod
and Radial Basis Functions (RBF). Finally, a reconstruction missing data technique (i.e.
GappyPOD) is performed to predict the complete settlementfield in time stepNC1. For the
prediction of interval or fuzzy settlement fields in case of uncertain input parameters, Non-
Negative Matrix Factorization (NNMF) [59] is employed together with the POD method.
More specifically, in case of deterministic data, a trained RNNand a POD-RBF network are
required for step 1 and step 2, respectively; GPOD technique is applied in step 3. However
in case of interval data, with the adoption of the concept of midpoint-radius representation
of interval data, two surrogate models are constructed to handle midpoints and radiuses of
interval input and output data separately in each step, step 1 and step 2. In step 3, GPOD
andNNMF techniques are employed for the reconstruction ofmidpoints and radiuses. Sim-
ilarly, with the concept of � representation for fuzzy numbers, several surrogate models
based on both POD and NNMF methods are constructed for the prediction of fuzzy input-
output data relationships. In the following sections, themethods used in the hybrid surrogate
modeling approach are explained in more details.

7.3.1.1 Recurrent Neural Networks
For the prediction of time-variant surface settlement at selected monitoring points, a type
of ANN called Recurrent Neural Network (RNN) is utilized. The method is capable of
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extrapolating the time-variant processes by means of combining information from the
hidden layer of previous time steps and the inputs of the current step to update the values
of the hidden layers of the current time step via context neurons. To illustrate the concept
of the RNN approach, a simple RNN network structure with 3 layers: an input layer with 2
neuronsP1 and P2 (representing two common adjustable steering parameters: the tail void
grouting pressure and the face support pressure), a hidden layer with H hidden neurons
and an output layer ST with T output neurons (T is the number of selected points), is
considered. Input signals of the RNN at each time step n (the steering parameters Œn�Pk ,
k D 1; 2) are processed layer by layer to get the network outputs (the settlements Œn�St ,
t D 1; : : : ; T ). The signal value � of the hidden neuron h, where h D 1; : : : ;H , at time
step n and the outputs St of the network are computed by

Œn��h D '1

 2X
kD1

Œn�Pk � !hk C
DX
dD1

Œn�d��h � d ch C bh

�
; (7.8)

Œn�St D '2

 HX
hD1

Œn��h � !th C bt

�
: (7.9)

Here, !hk is the weight from input neuron k to hidden neuron h, !th is the weight from
the hidden neuron h to the output neuron t , Œn�d��h is the output signal of hidden neuron
h at time step Œn� d�, where d D 1; : : : ;D are the time delays, d ch is the context neuron
weight of the delayed time step d and bh, bt are additional bias values of hidden neuron h
and output neuron t .

Within the network training, unknown network parameters, i.e. the synaptic weights !,
the context weights c for each delayed time step and the bias values b, are adjusted by iter-
atively evaluating the error in each training step (epoch). The training process ends, when
the stopping criteria is met (e.g. training and validation error smaller than a predefined tol-
erance, reaching the maximum number of epochs). In this work, the Levenberg-Marquardt
back-propagation algorithm, which is one of the most widely used methods for non-linear
optimization, is adopted for the training of the RNNs.

7.3.1.2 Proper Orthogonal Decomposition and Radial Basis Functions
Basically, a high-dimensional matrix S can be approximated as a linear combination of
the truncated basis vectors Ô as

S � Ô � OA: (7.10)

The truncated basis vectors are obtained from solving an eigenvalue problem of the co-
variance matrix

C D S> � S: (7.11)
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At this step, the truncated amplitude matrix OA contains constant values associated with the
given matrix S. Hence, they are only an approximation for snapshots that were generated
in the original high-dimensional snapshots matrix S.

To obtain a rather continuous approximation, each amplitude vector OAi is expressed as
a nonlinear function of input parameters on which the system depends. The amplitudes A
can be related to the function by an unknown matrix of constant coefficients B as

OAi D B � Fi : (7.12)

with Fi being a set of predefined interpolation functions fj .z/ of input parameters z. In
this work, an inverse multiquadric radial function, a type of RBF (see [40] for a descrip-
tion), is selected as the interpolation function. The output system response corresponding
to an arbitrary set of input parameters is thus approximated by

Sa � Ô � B � Fa: (7.13)

7.3.1.3 Gappy Proper Orthogonal Decomposition and Non-Negative Matrix
Factorization

To predict the complete settlement field, two dimensionality reduction techniques, named
Gappy Proper Orthogonal Decomposition (GPOD) and Non-Negative Matrix Factoriza-
tion (NNMF) are adopted in the context of missing data reconstruction problems. The
GPOD method, which is a combination of the basic POD method with a linear regres-
sion [30], is applied in case of an unconstrained output prediction, i.e. in case of a deter-
ministic input-output relationship. Whereas, in case of uncertainties quantified as intervals
or fuzzy data, the NNMF method [59] is utilized to guarantee the non-negativity con-
straints of the reconstructed results.

A complete snapshot Sj , which belongs to a set of snapshots, can be approximated as
a linear combination of the first K POD basis vectors ˆ and an amplitude vector Aj . The
amplitude vector is calculated by minimising the error norm

min kSj � Ô � OAj k2L2 : (7.14)

In case of an incomplete data snapshot S�, the same least square approach can be effec-
tively used to restore missing data by

min kS� � Ô � OA�k2L2 : (7.15)

However, due to missing elements, the L2 norm cannot be evaluated correctly. The
GPOD procedure thus works following the concept of a gappy norm based on available
data. The missing data problem is solved by computing the intermediate repaired vectoreS� in terms of truncated POD basis vectors Ô and associated amplitude vector OA� as

eS� � Ô � OA�: (7.16)
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The coefficient vector OA� can be computed by minimizing the error between the interme-
diate vectoreS� and the available vector S� using the solution of a least squares problem
given by a linear system of equations

M � OA� D R; (7.17)

M D . Ô >
; Ô /; (7.18)

R D . Ô >
;S�/: (7.19)

Given a non-negative matrix SC, the NNMF algorithm is searching for two non-
negative matrices W and HC that satisfies the following optimization problem

min
1

2
kSC � W � HCk2L2 , subject to W;HC 	 0: (7.20)

The alternating non-negative least squares algorithm proposed in [44], which ensures the
convergence of the minimization problem, is implemented to find W and HC. The recon-
struction procedure for a non-negative vector SC now can follow the steps of the GPOD
method. Similar to the POD approach, the objective function containing the distances be-
tween the available incomplete data vector and the predicted vector is minimized. The
amplitude vector HC is obtained considering the non-negativity constraint by solving the
non-negative least squares problem

MC � HC D RC; (7.21)

MC D .W>;W/; (7.22)

RC D .W>;SC/; (7.23)

where the non-negative basis matrix W is extracted from the available non-negative data
matrix SC. Finally, by replacing the missing elements in S� and SC by those in the corre-
sponding reconstructed vectors, the complete unconstrained and non-negative constrained
vectors of the system response are reconstructed.

7.3.2 Surrogate models for Real-Time Prediction with Deterministic Data

In this section, the performance of the proposed hybrid surrogate model for deterministic
data is demonstrated by means of an application concerned with the numerical simulation
of the advancement process of a TBM driven tunnel. The main goal is to demonstrate
the capability of the surrogate model to provide reliable predictions of the expected set-
tlements induced by mechanized tunneling. To this end, the model predictions will be
evaluated by comparing the predictions with reference results obtained from the original
process-oriented finite element model ekate. Considering Si as the settlement at point i of
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Fig. 7.17 Simulation model of a tunnel section with deterministic input parameters. aModel geom-
etry, b investigated surface area for settlement prediction

the settlement field and M as the number of outputs of the surrogate model, the error E
between the prediction and the FE result is calculated using the L2 norm error equation,

E D

vuuutPM
iD1


SFEi � Spredi

�2
PM

iD1
�
SFEi

�2 � 100% : (7.24)

A numerical model representing a tunnel section of 48 meters length, constructed with
an overburden of 8.5 meters by a TBM, is depicted in Fig. 7.17a. The model is discretized
with 11,072 quadrilateral two-field finite elements with quadratic approximations for the
displacements and linear approximations of the water pressure. The tunnel lining has
a thickness of 0.3 meters and each lining ring has a length of 1.5 meters. The simula-
tion is represented for a tunnel with a diameter of 8.5 meters excavated completely within
the first soil layer of a ground model comprising of two layers of soft cohesive soils. The
tunnel alignment is assumed to follow an existing street on the surface ground of an urban
area, where there are two essential buildings on one side of the street. To consider the
existing buildings, rectangular plate-like substitute models are adopted with an equivalent
thickness of 5 meters and a stiffness of 50GPa at the top surface, see Fig. 7.17. A step-by-
step procedure of the mechanized tunneling process is considered in the simulation, which
consists of different phases: soil excavation at the tunnel face, application of the face sup-
port pressure, advancement of the TBM, installation of a tunnel ring and application of
the tail void grouting pressure.

The groundwater table is assumed to be at the ground surface. A Drucker-Prager plas-
ticity model is selected for the modeling of the constitutive behavior of the soil, while the
material behavior of the tunnel lining and the TBM shield is assumed to be linear elastic.
During the tunnel advance, the support pressure, which plays an important role to avoid
tunnel face collapse, is kept constant with a value of 180 kPa at the tunnel axis. In con-
trast, the tail void grouting pressure filling into the annular gap GP , which is necessary



436 B. T. Cao et al.

to prevent large deformations of the surrounding soil and large settlements at the ground
surface, is simulated as a time variant process parameter. In this example, this operational
controllable parameter GP is regarded as one of the input parameters of the surrogate
model. Another input parameter is the elastic modulus E1, which defines the stiffness
of the first soil layer. The outputs of the hybrid RNN-GPOD model are the vertical dis-
placements following the Z-direction of surface points. Instead of taking settlements of all
surface points as model outputs, settlements of only 105 points within an effective area as
depicted in Fig. 7.17b are considered for the generation of the surrogate model due to the
fact that surface settlements beyond a distance of 42 meters in Y-direction from both sides
of the tunnel axis are almost zero.

To demonstrate the steering supported concept, the proposed hybrid surrogate model
is adopted to predict the complete surface displacement field in the subsequent excava-
tion steps with the assumption that the history of TBM advance operation and settlement
evolution are available. The prediction is made based on the known history of the exca-
vation process together with future possible applied values of the steering parameters. In
this example, the prediction is performed for the step 23 assuming that the TBM currently
advances to the 22nd step of the excavation process. Outputs of the employed RNN are the
settlements of 11 selected monitoring points. The position of the 11 points are selected
based on the usual position of settlement measurement sensors on the surface in a real
tunnel project. For the number of monitoring points, the prediction quality of the GPOD
would be theoretically better with a larger number of available data points, however the
training and prediction of the RNN might be more complicated. Therefore, the number of
monitoring points in the hybrid modeling approach is determined considering both condi-
tions such that the RNN is capable to provide good predictions and to have an appropriate
accuracy of the GPOD.

Within the range of the two investigated parametersE1 and Œn�GP , ten particular values
for E1 and six scenarios of time varying Œn�GP are defined, that constitutes an input space
of 60 sampling points. Each sampling point is a combination of one value of E1 and an
applied scenario of grouting pressure Œn�GP . In total, 60 simulations are carried out using
the FE model described in Sect. 6.4.3 to create the surrogate model. The specific variation
range of the two input parameters are 20 to 110MPa for E1 and 130 to 230 kPa for Œn�GP ,
respectively. To validate the prediction capability of the surrogate model, the FE simula-
tion data set is divided into training and validation data sets. The data from 54 randomly
selected simulations is used for the training and the data from the rest 6 simulations is em-
ployed for the testing of the proposed surrogate model. Figure 7.18 presents a comparison
between the prediction results from components of the hybrid surrogate model and the
reference FE solutions for a representative validation case with the value ofE1 is 90MPa.
The settlement prediction accuracy of 105 points from all previous excavation steps (steps
1 to 22), i.e. with a total number of 2310 elements, using the POD-RBF model, is shown
in Fig. 7.18a. The prediction quality of 11 selected points by RNN and 105 surface points
at excavation step 23 by the hybrid RNN-GPOD technique are presented in Figs. 7.18b
and (c), respectively. It can be concluded that the settlement prediction obtained from
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Fig. 7.18 Regression plot between predicted settlements from surrogate models and reference set-
tlements from FE simulations. a POD-RBF model, b RNN model, c RNN-GPOD model

the hybrid surrogate model agrees very well with the reference solutions from FE sim-
ulations, which can be indicated by the values of R2 coefficients. The closer R2 is to 1,
the better the prediction is. The L2 norm error is only 5%, whereas the computation time
is significantly reduced from 6 hours with a FE simulation to less than 1 seconds with
the surrogate model. This enables the real-time application of the presented approach for
the selection of appropriate steering parameters during tunnel construction to control the
surface settlement within a tolerable range.

7.3.3 Surrogate Models for Real-Time Prediction with Uncertain Data

The concept of performing reliability analysis during tunnel construction stage, i.e. to
support decision making in steering phase, of mechanized tunneling processes is presented
in a synthetic example.

7.3.3.1 Real-Time Prediction with Interval Data
Reliability analyses can be carried out taking into account polymorphic uncertain data us-
ing different approaches: stochastic, interval and combined interval-stochastic approaches
using the hybrid surrogate model with deterministic input-output data relationship pre-
sented in Sect. 7.3.2 [34]. In this section, similar analyses are re-performed with the
proposed surrogate modeling strategy for interval data. More details about the proposed
strategy can be found in [35], while a detailed description of the representative numeri-
cal model can be found in Sect. 7.3.2. The prediction of interval surface settlement fields
resulting from interval geotechnical data in a mechanized tunneling process is illustrated
by extending the analysis on the synthetic example in Sect. 7.3.2. The direct interval re-
sults obtained from the proposed strategy are compared with the reference solution based
upon the deterministic surrogate model and an optimization approach within an interval
analysis in terms of prediction accuracy and computation time. Similar to the example in
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Fig. 7.19 Interval settlement predictions. a Interval settlement field with NE1 D Œ45I 52�MPa, b P-
boxes of the settlement at a monitoring point with E1 as an interval stochastic number �1 D
Œ40I 50�MPa and 
 D 5MPa

Sect. 7.3.2, data obtained from FE simulations is utilized for the generation of a deter-
ministic surrogate model. The interval settlement results computed from the deterministic
surrogate model and an optimization approach are then employed to train the proposed
hybrid RNN-GPOD surrogate model for interval data. As a result, by adjusting the con-
trollable steering parameters, corresponding interval bounds of the surface settlements
field for further time steps of the mechanized tunneling process are quickly predicted.

Instead of a deterministic value as shown in the example in Sect. 7.3.2, the mod-
ulus of elasticity of the first soil layer E1 is assumed to be quantified by an interval
NE1 D Œ45I 52�MPa in this example. To construct a data set of interval settlements, which
can be used for the generation of a surrogate model for an interval input-output data re-
lationship, 100 interval analyses using the deterministic surrogate model together with
Particle Swarm Optimization (PSO) approach are executed. Using the midpoint-radius
representation for interval data, the interval data set is divided into two sub data sets for
midpoints and radiuses. Subsequently, the midpoint and the radius of the settlements at
the selected monitoring points are predicted by two individual deterministic RNNs. Re-
gression values between the target values and the predicted values from the trained RNNs
for midpoint and radius are midR D 0:9999 and radR D 0:99761, which shows a very good
prediction capability of the two trained RNNs. For the reconstruction of the complete in-
terval settlement field in the next time step, i.e. step 23, the GPOD method is employed
to predict the midpoints of the interval settlements, whereas the NNMF is utilized for the
prediction of the radiuses of the interval settlements to satisfy the non-negative constraint.

The computed interval settlement field is represented by its lower and upper bounds
as shown in Fig. 7.19a. The proposed prediction strategy shows a good accuracy with re-
spect to the reference solution in both the upper and lower bounds. The L2 norm errors
are 6.2% and 8.9% for the lower and upper bounds, respectively. The interval settlement
field is predicted from the proposed approach in only one step with the computation time
less than a second, whereas it requires around 1.5 hours to obtain the settlement bounds
for all surface points of the field in case of using the optimization approach. The consider-



7 Real-Time Simulation for Steering the Tunnel Construction Process 439

able reduction in computation time is thus the most important and attractive benefit of the
proposed approach. In addition, with the largest absolute prediction error among all mon-
itoring points is just 1.9mm, the proposed surrogate model shows a promising capability
for practical applications.

Another comparison is carried out for a reliability analysis based on the p-box ap-
proach. In this approach, the elastic modulus E1 is treated as a normal distributed interval
stochastic number with interval mean value �1 = [40; 50]MPa and deterministic stan-
dard deviation 
 D 5MPa. A reliability analysis is performed using an interval Monte
Carlo simulation with 1,000 interval samples. For a comparison purpose, the input sam-
ples are used for both approaches: directly within the surrogate model for interval data
(midpoint-radius representation) and within the traditional approach combining the PSO
optimization approach and the deterministic surrogate model to predict the bounding dis-
tributions of the settlements.

The bounds of the cumulative distribution functions (p-box) of the settlement at one
representative monitoring point obtained by both approaches are shown in Fig. 7.19b. As
compared to the classical optimization approach, the p-box of the settlements obtained by
the new surrogate model shows an appropriate performance with relative L2 norm errors
of 5% and 3% for the lower and upper bounds of the cumulative distribution functions,
respectively. It should be noted that a computation time of 12 hours is required to obtain
the p-box with the optimization approach, while the necessary computation time is only
10 minutes employing the proposed interval surrogate model. The significant time reduc-
tion can lead to much more efficiency in case of performing reliability analyses for high
dimensional outputs, where optimization runs would be required for obtaining the interval
bounds of each output.

7.3.3.2 Real-Time Prediction with Fuzzy Data
In case of uncertainties quantified as fuzzy data, the hybrid surrogate model can also be
used to predict time variant fuzzy settlement fields of a mechanized tunneling process.
A simulation model for a tunnel section of 144m length constructed by a TBM is shown
in Fig. 7.20a. In this example, the TBM is assumed to advance underpassing an existing
railway system. Two rail tracks, which are embedded on a compacted ballast layer, are
situated on the top ground surface. When the machine advances under the railway system,
it is essential to minimize or to reduce the effects of the tunneling process on the existing
surface infrastructure. Therefore, the simulation-based real-time surface settlement pre-
diction and reliability analyses performed in this section can support the TBM driver to
select appropriate steering parameters for the advancement of the TBM.

The elastic modulus of the top soil layer (the low terrace gravel) E1 is consid-
ered as an uncertain parameter defined by a fuzzy number with 2 ˛-cuts, i.e. QE1 D
h52; 60; 70; 75iMPa as shown in Fig. 7.20b. A set of 154 selected nodes from the FE
mesh constitutes the investigated surface area. The respective settlement of these nodes
are considered as outputs of the surrogate model. Inputs of the surrogate model are the two
operational steering parameters, the grouting pressure GP and the face support pressure
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Fig. 7.20 Simulation model of a tunnel section with soil parameters as fuzzy data. a Model geom-
etry, b modulus of elasticity E1 as a fuzzy number with 2 ˛-cuts QE1 D h52; 60; 70; 75iMPa

SP . With the assumption that the TBM is currently preparing to underpass the railway,
which corresponds to the 36th step of the excavation process, different steering scenarios
can be investigated to support for the advancement. The surrogate model is thus employed
to quickly predict the propagated fuzzy settlements of 154 surface nodes at time step
37 with changes of support and grouting pressures considering the uncertainty of the
modulus of elasticity of the top soil layer E1 under the type of fuzzy data. More details
about the surrogate model generation, data split and model validation results can be found
in [11].

Four surfaces representing for the predicted fuzzy settlements of the complete surface
field at time step 37 are depicted in Fig. 7.21a. Considering settlement predictions from
all validation cases, it can be seen that the surrogate model provides the prediction re-
sults with a good agreement with reference solutions from pre-performed fuzzy analyses.
Specifically, the L2 average relative errors are around 6% for the inner ˛-cut 2 and 7.5%
for the outer ˛-cut 1. Similar to the conclusions from the example with interval data, the
biggest advantage of the proposed approach is the considerable reduction in the computa-
tion time. For a fuzzy input number with two ˛-cuts, the resulting fuzzy settlement field
is predicted in only 2 seconds instead of around 8 hours as compared to the fuzzy analysis
with ˛-cut optimization approach, e.g. a fuzzy analysis for this example requires 8 hours
for 154 outputs.

Using the proposed fuzzy surrogate model, reliability analyses are now performed
considering polymorphic uncertain data with the p-box approach. In this approach, the
grouting pressure Œn�GP and the support pressures Œn�SP are treated as stochastic pro-
cesses assuming to follow a Gaussian distribution, while the modulus of elasticity E1 is
regarded as a fuzzy number with two ˛-cuts ( QE1 D h52; 60; 70; 75iMPa)s. The distribu-
tion for both pressures is assumed to have the same standard deviations at the value of
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Fig. 7.21 Fuzzy settlement predictions. a Fuzzy settlement field with QE1 D h52; 60; 70; 75iMPa,
b P-boxes of the settlement at a monitoring point with E1 as a fuzzy number and Œn�GP , Œn�SP
stochastic processes following a Gaussian distribution with mean values of Œn�GP D 170 kN and
Œn�SP D 150 kN


 D 30 kN, whereas mean values of Œn�GP and Œn�SP are 170 kN and 150 kN, respectively.
The reliability analysis is carried out using a Monte Carlo simulation with 1000 samples.

For an illustration, the potential behavior of a surface point lying ahead of the TBM,
which belongs to the intersection line between tunnel alignment and the railway, is inves-
tigated based on the reliability results. Minimum and maximum cumulative distribution
functions of the settlement of the investigated point at time step 37 are depicted as four
curves in Fig. 7.21b. The curves corresponds to two nested intervals of QE obtained from
classical optimization approach and the proposed surrogate model. As compared to the
probability boxes obtained from optimization approach, the boxes produced by the surro-
gate model are in very good agreement with an average relative error of all curves around
2.5%. However, without the help of parallelization techniques, the computation time for
an analysis considering a fuzzy input number with two ˛-cuts drops dramatically to just 20
minutes instead of around 1 day in case of using the optimization approach. For reliability
analyses with high dimensional outputs, where a fuzzy analysis is required to produce the
fuzzy bounds for each output, the proposed surrogate model approach leads to much more
impressive efficiency. The method thus enables the possibility to quickly investigate the
consequences of certain process parameters on the expected settlements in the subsequent
excavation stages, which opens up an opportunity for real-time predictions to support the
machine driver in steering the TBM.

7.4 Real-Time Prediction of Building Damage

To be able to provide adequate real-time predictions of building damage, a variety of
models to assess building damage have been investigated. In particular, models based on
the finite element method, which are replaced by artificial neural networks (ANN) for
real-time applications have proven to be very useful.
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The tunneling induced building damage risk can be quantified by comparing the maxi-
mum of the calculated structural strains with limiting strains, leading to different kinds of
damages (micro-cracking or macro-cracking).

7.4.1 Models for Building Damage Assessment

The theory of sensitivity analysis is a key concept in damage prediction, and along with
ANNs and specifically feed-forward neural networks form the basis of the research in this
project as described in the following sections.

7.4.1.1 Finite Element Model of the Considered Building
To determine the structural damage of the building, the maximum strains are used regard-
less of their location within the building. Basically, the building is idealized by means of
shell elements for the masonry and slab elements for the reinforced concrete (Fig. 7.22,
left).

The behavior of concrete under compression as well as in tension is modeled via the
Eurocode II [22] and the Model Code [32] (Fig. 7.22, top right). In compression fc de-
fines the maximum strength at the corresponding strain "c and "c;lim defines the maximum
strain. The biaxial material behavior of masonry and concrete is modeled using the failure
curves of Kupfer et al. [48, 81]. Under tension, the behavior of the reinforced concrete is

Fig. 7.22 Building model (left); material model in compression and tension for concrete (top right)
and masonry (center right); consideration of settlements (bottom right) [13]
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assumed to be uncracked up to the stress 
sr . This is followed by cracking, in which the
concrete contributes up to a stress of approximately 1:3
sr . Beyond this point, only the
reinforcement bears loads up to the stress fy . If fy is exceeded, yielding occurs until the
ultimate stress ft is reached.

An isotropic damage model is used to account for the nonlinear material behavior of
masonry. This model is parabolic in compression and linear under tension (Fig. 7.22,
center right). The maximum compression strength fm and the corresponding strain "f as
well as the failure strain "u change for various masonry types. An overview of different
masonry types can be found in [42]. The tensile behavior of masonry is assumed to be
linear-elastic up to the tensile strength fmt and can be described by Hooke’s law. The
gradient for the tensile strength can be estimated using the elastic modulus under com-
pression E0m [4]. Due to the brittle character of masonry, usually no tensile softening is
applied [37]. Numerous recalculations have shown that the model is capable of predicting
the load-bearing behavior in good agreement with experiments [71].

The support type at the footing depends on the settlements determined beforehand. In
case the settlements were estimated using simple analytical models, i.e. when no soil-
structure interaction (SSI) is considered for the settlement prediction, the bearing should
be idealized using nonlinear springs [3, 52]. These springs consider the calculated settle-
ment as an initial gap and provide a realistic representation of the soil [71]. To estimate
the spring stiffness of the soil, for example, Pasternak’s model [60] can be used.

In the case the settlements were estimated via numerical models–taking an existing
SSI into account–the supports should be idealized with fixed bearings (Figure 7.22, bot-
tom right). In this case, the settlements si act as constrained variables on the building by
displacing the supports. Also, the use of springs would result in a further load distribution
in the building, thus causing lower strains.

Altogether, the model defines 21 independent parameters in Table 7.2; 12 capture the
geometry, 8 the material properties and one the loading. Due to variable window sizes in
the facade the variation of widths and heights are documented in rows 5 and 6 instead of
the true dimensions. Moreover the table introduces abbreviations and summarizes sources
and belonging distribution functions for all parameters. Characteristic intervals or distri-
bution properties are documented, too. Additionally, the material model accounts for the
Young’s moduli of concrete and brickwork. Both are modeled fully correlated to the ma-
terial’s compressive strength and thus excluded from the list.

7.4.1.2 Fundamentals of Sensitivity Analysis
By means of sensitivity analysis (SA) the impact of input parameters’ variance on the total
variance of the result can be highlighted. It often serves to eliminate irrelevant scattering
input from complex models beforehand and improves the efficiency of computation. This
global approach accounts for variation in all input parameters at once and thus capture po-
tential parameter interaction, too. Another advantage is model independence. Elementary
effects might be applied to arbitrary models. By contrast, alternative approaches as regres-
sion analysis or sigma normalized derivatives work with linear models only [68]. While
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Table 7.2 Stochastic characteristics of input parameters

parameter distribution function source

facade
geom. height of the facade (m) H U.14:48; 14:52/ [23]

width of the facade (m) B U.20:076; 20:124/
height of the foundation (m) HFU U.0:69; 0:71/
width of the foundation (m) BFU U.0:49; 0:51/
variation of windows’ height (m) HF U.�0:012; 0:012/
variation of windows’ widths (m) BF U.�0:012; 0:012/
concrete cover (m) cnom N .0:05; 0:012/ [42]
bending reinforcement (cm2/m) Asl U.0; 55:4/ chosen
shear reinforcement (cm2/m) Aql U.0; 10/ chosen

mat. compressive strength of masonry (N/mm2) fm LN .8:1; 1:622/ [42]
tensile strength of masonry (N/mm2) fmt LN .0:51; 0:1782/

compressive strength of concrete (N/mm2) fc LN .20; 52/ [65, 72]
yield limit of steel (N/mm2) fy N .400; 242/ [72, 74]
Young’s modulus of steel (N/mm2) Es N .210000; 63002/ [72, 76]

load (kN/m) g U.18; 26:4/ chosen

soil/tunnel
geom. coverage (m) c U.10:9; 11:1/ [8]

outer diameter of the tunnel (m) D U.9:49; 9:51/ [20]
eccentricity (m) e U.�0:1; 0:1/ [8]

mat. rigid modulus of the soil (MN/m2) EB LN .85; 37:52/ [27]
Poisson’s ratio (–) � U.0:25; 0:35/ [71]
dimensionless soil parameter (–) K U.0:25; 0:5/ [33]

parameter distribution function source

facade
geom. height of the facade (m) H U.14:48; 14:52/ [23]

width of the facade (m) B U.20:076; 20:124/
height of the foundation (m) HFU U.0:69; 0:71/
width of the foundation (m) BFU U.0:49; 0:51/
variation of windows’ height (m) HF U.�0:012; 0:012/
variation of windows’ widths (m) BF U.�0:012; 0:012/
concrete cover (m) cnom N .0:05; 0:012/ [42]
bending reinforcement (cm2/m) Asl U.0; 55:4/ chosen
shear reinforcement (cm2/m) Aql U.0; 10/ chosen

mat. compressive strength of masonry (N/mm2) fm LN .8:1; 1:622/ [42]
tensile strength of masonry (N/mm2) fmt LN .0:51; 0:1782/

compressive strength of concrete (N/mm2) fc LN .20; 52/ [65, 72]
yield limit of steel (N/mm2) fy N .400; 242/ [72, 74]
Young’s modulus of steel (N/mm2) Es N .210000; 63002/ [72, 76]

load (kN/m) g U.18; 26:4/ chosen

soil/tunnel
geom. coverage (m) c U.10:9; 11:1/ [8]

outer diameter of the tunnel (m) D U.9:49; 9:51/ [20]
eccentricity (m) e U.�0:1; 0:1/ [8]

mat. rigid modulus of the soil (MN/m2) EB LN .85; 37:52/ [27]
Poisson’s ratio (–) � U.0:25; 0:35/ [71]
dimensionless soil parameter (–) K U.0:25; 0:5/ [33]

elementary effects require less simulation to estimate sensitivities of computationally in-
tensive models, but deliver qualitative results only. Sobol’ indices evaluate the relative
impact of the input’s variance on the output’s one quantitatively [10, 73]. A comparison
between the elementary effects and the sobol indices was performed in [57].

7.4.1.3 Basics of the Elementary Effects Method
The method of elementary effects [53] is based on successive variation of the input and
quantifies the impact on the result. Basically a model Y with k independent input param-
eters Xi ; i D 1; : : : ; k is considered. The input is normalized and spans a k-dimensional
unit hypercube ˝ which is discretized into a p-level grid. Discretization determines the
step size � D p=.2p � 2/ in which each parameter is varied in random order [68]. Vari-
ation of each parameter delivers a trajectory that might be imagined as a virtual diagonal
between start and endpoint. For in total r trajectories the elementary effect EEi is

EEi D Y .X1; : : : ; Xi C�; : : : ; Xk/� Y .X1; : : : ; Xi ; : : : ; Xk/
�

: (7.25)
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Next, the sensitivity measures are obtained from Eq. 7.26 to Eq. 7.28. The mean � and
the absolute mean �� reflect a parameter’s mean impact, while the absolute one excludes
potential misinterpretation due to signs [9]. The variance 
2 covers nonlinear effects and
interaction to other parameters, so we have

�i D 1

r

rX
jD1

EE
j
i ; (7.26)


2i D 1

r � 1
rX

jD1



EE

j
i � �i

�2
; (7.27)

��
i D 1

r

rX
jD1

jEEj
i j: (7.28)

Eq. 7.29 describes the procedure to generate randomly distributed parameters in associ-
ated limits. Therein, JkC1;k and JkC1;1 denote a matrix and a vector of ones, respectively.
The input to generate trajectories is summarized in the vector x�. Its entries are picked
from the interval Œ0; 1=.p � 1/; 2=.p � 1/; : : : ; 1 ��� by chance. B symbolizes a lower
triangular matrix of ones. The diagonal matrix D� is the identity matrix having random
signs .C; �/ with equal probability of occurrence. The matrix P� permutes the order in
which the parameters are augmented by �. Thus, the sample matrix B� can be calculated
as

B� D �
JkC1;1 � x� C .�=2/

�
.2BkC1;k � JkC1;k/D�

k;k C JkC1;k
��
P�
k;k: (7.29)

Eq. 7.29 can be extended to grouped input, too. Frequently, several input parameters
are grouped when suspected irrelevant. The initial procedure to get the elementary effect
according to Eq. 7.25 by subtracting a functional value at X from the functional value at
X C� cannot be applied to grouped parameters, since they would be altered in different
directions. Thus, [9] recommends to use the absolute mean ��

i instead. Doing so, it im-
mediately becomes impossible to identify nonlinear relationships or interactions among
input parameters. However, investigations in [68] prove the differences between ��

i and

i negligible and nevertheless document sufficiently precise statements. Just the sample
matrix B� must be adjusted to a grouped one (index gr) according to Eq. 7.30 to get the
elementary effects. Therein G is a group matrix with k rows and g columns. Similarly g
counts the number of groups. If an input parameter Xi belongs to a group j the element
Gi;j of the group matrix is 1 and 0 otherwise. If g D k each parameter has its own group
and thus sampling delivers the same results as the original approach according to Eq. 7.29.
We have

B�
gr D JgC1;1 � x� C .�=2/

��
2BgC1;g



Gk;gP�

g;g

�T � JgC1;k
�
D�
k;k C JgC1;k

	
: (7.30)
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In case of unlimited distribution functions, as it is with the Gaussian distribution, the
tails must be truncated. The ˙ 1 unit space is mapped onto the new limits by means of
Eq. 7.31. Here, B� might be put in according to Eq. 7.29 or Eq. 7.30, respectively. The
upper quantilesQu and the lower quantilesQl can be arbitrarily chosen. Most frequently
the 0.5% and 99.5% quantiles are picked. Subsequent evaluation of the cumulative density
function F �1.x/ delivers appropriate values for B�

new,

B�
new D F �1 � B� � ŒQu �Ql�CQl: (7.31)

7.4.1.4 Surrogate Models
To gain reliable variance-based sensitivities a great number .n > 104/ of finite element
simulations is necessary [68]. In risk analysis, the number of simulations required equals
the inverse probability of occurrence of the limit state of interest [6]. Evaluation of such
a number of simulation is time demanding. Thus, surrogate models to approximate the
interesting model response (e.g. maximum strains induced by settlements) are beneficial.
Here, artificial neural networks (ANN) were used. The basis for the ANN is the input data.
These are generated by means of the Latin-Hypercube Sampling.

7.4.1.5 Brief Overview on Feed-Forward Neural Networks
In the existing problem of structural damage only the final condition with maximum cracks
is simulated and time-dependent crack growth as a result of different settlement states is
not investigated. Therefore, feed-forward neural networks (FFNN) provide sufficiently
accurate approximations.

Figure 7.23 shows the structure of the used three-layer FFNN with k D 4 input pa-
rameter xk; k D 1 : : : 4. The hidden layer has 20 neurons and the output layer 1 neuron.
Each neuron has also a bias neuron b to achieve better approximations [38]. The output
is the maximum strain "max that occurs in the building. In principle, a FFNN can be used
to map several response parameter such as displacements or strains according to the ap-
plied loads. The procedure to create the network is basically the same, only the number of
neurons in the output layer increase.

Fig. 7.23 Structure of the em-
ployed FFNN for the damage
prediction [13] b

b

b
4 inputs

b

1 output

x2

1 hidden layer -
20 neurons 

εmax

x1

xk
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The input for the h-th neuron �h in the hidden layer is determined by the addition of the
bias neuron bh and the sum of the product of the k-th input value xk with the corresponding
weights whk (Eq. 7.32). Therefore,

�h D '1

 
4X
kD1

xk � whk C bh

!
; with

k D 1; 2; : : : ; 4

h D 1; 2; : : : ; 20:
(7.32)

In Eq. 7.32, the tangent hyperbolic activation function '1 is used. Compared to the
recurrent neural network (RNN) signal processing (see Eq. 7.8), the FFNN has no time
delayed context signals. The FFNN output "max,

"max D '2

 
10X
hD1

�h � w"h C b"

!
; (7.33)

is computed by using the linear activation function.
The unknown variables, the weights whk , w"h and the bias neurons bh, bo are deter-

mined on the basis of the available data during the training using optimization algorithms
by minimizing the quadratic error to the exact solution. Basically, a large number of al-
gorithms can be used to determine the weights. A detailed overview is given in [21].
Analogously to the RNN, the Levenberg-Marquardt algorithm is used here.

7.4.2 Application

Damage assessment of buildings is usually based on the category of damage, see e.g.
[31, 54, 80]. In this section, the tunneling induced building damage risk is quantified by
comparing the maximum of the calculated structural strains with limiting strains, which–
in the case of brittle materials such as concrete or masonry–lead to either no damage,
micro-cracking or macro-cracking [51].

Table 7.3 shows a common assignment of limiting tensile strains to corresponding cat-
egories of damage. While strains in category 0 lead to no damage, strains in categories
1–2 usually only cause aesthetic or optical damage, strains in category 3 impair struc-
tures’ serviceability, whereas strains in categories 4–5 even affect the structures’ ultimate
load-bearing capacity [7].

Table 7.3 Limiting tensile
strains of masonry and related
categories of damage

category
of damage

degree of severity limiting tensile strain
(%)

0 negligible < 0.01

1 very slight 0.01–0.05

2 slight 0.05–0.075

3 moderate 0.075–0.15

4 severe 0.15–0.30

5 very severe 	 0.3

category
of damage

degree of severity limiting tensile strain
(%)

0 negligible < 0.01

1 very slight 0.01–0.05

2 slight 0.05–0.075

3 moderate 0.075–0.15

4 severe 0.15–0.30

5 very severe 	 0.3
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7.4.2.1 Sensitivity Analysis
In a first step, irrelevant parameters with no impact on the variation of the result are iden-
tified by the method of elementary effects. For this, the elementary effects of grouped
parameters are contrasted to those of the k D 21 single parameters. Grouped are the
two reinforcement parameters As and the remaining 10 geometry parameters G listed
in Table 7.2. Grouping leads to a reduced number of input parameters g D 11. Computa-
tion utilizes r D 4 trajectories. Thus, in the grouped case only r.g C 1/ D 48 instead of
r.k C 1/ D 88 finite element simulations are necessary. If a parameter is relevant or not
is decided based upon comparison to a threshold value of 5%. The threshold follows from
Eq. 7.34 regarding the absolute mean of the elementary effects ��. In case of not uni-
formly distributed parameters the limits are chosen equal to 0.0135% quantiles to grant
meaningful sensitivities not prone to false prognosis due to too small limits,

Ei D ��
iPn

iD1 �
�
i

for i D 1; : : : ; n : (7.34)

Grouped and ungrouped results are qualitatively equivalent (Fig. 7.24). For instance,
the impact of the geometry input turns out negligible for both. Thus, in the following
only 6 relevant material parameters remain to set-up a surrogate model. Three of them

ν

μ
σ

μ

μ μσ

μ

ν

Fig. 7.24 Elementary effects of the nonlinear FE-simulation for 11 (upper) and 21 input parameters
(lower) [56]
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determine the material properties of the facade (compressive strength of concrete .fc/ and
brickwork .fm/ as well as tensile strength of concrete .fmt/), while the rest reflects the
settlements s of the soil.

7.4.2.2 Feed-Forward Neural Network
The total data basis for the feed-forward neural networks (FFNNs) are 500 FE calcula-
tions. The data is divided into two sets of 250 values each and are obtained using Latin
Hypercube Sampling. The same values of the material parameters are used for both sets.
The settlement values are derived from the interval analysis, taking into account interval-
related soil parameters (Sect. 7.3.3.1). One set is determined via the lower and the other set
via the upper limit values of the settlements. Consequently, the difference between these
two sets are the settlement values. The 10 settlement values from the soil model are not
used for the generation of inputs of the FFNN. Only the difference between the settlement
at the building’s edge and in the center is used. As a result, the size of inputs of the FFNN
(SB) is reduced to 4 inputs instead of 10. The reason for this is that the parameter domain
can be reduced and less data is needed to generate a suitable FFNN. Based on the 250 data
points of the log-normal distributions, about 96% of all possible values of the material
parameters are considered in the FFNN.

To approximate the maximum strains in the building, a neural network architecture with
one hidden layer and 20 neurons was used. Tests with this architecture showed the smallest
deviation between the training and test data and achieved a coefficient of determination
of R2 � 0:90 (Fig. 7.25). The data was randomly split into three sub-sets for training,
validation and testing with the ratios of 70%, 15% and 15%, respectively.

ε

ε

R=0.901
R=0.903

ε

R=0.914
R=0.884

Fig. 7.25 Regression plots of the FFNN; training and testing results for the upper bound settlement
values (left) and training and testing results for the lower bound settlements values (right) [13]
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Contrary to expectations, more results are located in the higher categories of damage
when using the lower bound of the settlements than compared to the upper bound of the
settlements (cf. Fig. 7.25). This can be explained by the fact that the absolute settlement
value is not significant, but rather the settlement difference between the building’s edge
and the center.

7.5 Real-Time TBM Steering Support Minimising Building Damage
Risks

During the tunneling process, the surface settlement can lead to damage in adjacent build-
ings through subsidence and tilts of these structures and therefore should be controlled
during the tunneling process. In this context, it is essential to predict the surface defor-
mations and then to evaluate the associated risk of damage to existing buildings in the
construction phase. To answer the question, if the damage of buildings can be assessed
in real-time during the tunnel construction process and if TBM process parameters can
be changed to reduce the damage risk, the hybrid RNN-GPOD surrogate model is cou-
pled with a feed-forward neural network (FFNN), which is capable to quickly deliver
the strain state in adjacent buildings. More details about the employed FFNN is given in
Sect. 7.4.2.2. The model-based TBM steering supported strategy is depicted in Fig. 7.26.

7.5.1 TBM Steering Support with Deterministic Data

The TBM steering support scheme using the expected level of damage of buildings lo-
cated in the vicinity of the tunnel axis as a target for the adjustment of the operational
parameters of the machine is illustrated by means of a synthetic example, characterised by
a tunnel section constructed by a TBM in an urban area. The tunnel is assumed to directly

Fig. 7.26 Concept of TBM steering support using the predicted level of building damage as objec-
tive for adjusting the operational parameters
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a b

Fig. 7.27 FE simulation model of a tunnel section underpassing a building. a Tunnel model geom-
etry, b Facade model of the investigated building

underpass a multi-storey building (highlighted in red in Fig. 7.27a). For the analysis of the
expected damage caused by tunneling induced settlements, a structural model of a facade
is established, see Fig. 7.27b. For the classification of the building in terms of category of
damage (cod), the maximum expected strain at the facade is used as the damage indica-
tor. With the fact that damages can emerge in the building due to the tunneling induced
settlements during construction, a surface settlement prediction and an assessment of the
damage category for the building are performed in real-time to support the TBM driver
selecting appropriate steering parameters to minimise or to reduce the influence of the tun-
neling process to the building. The two-dimensional damage analysis is performed based
on the facade model together with the boundary conditions obtained from settlement pre-
diction at the building baseline.

It is assumed that, the TBM has proceeded to the 25th step of the tunneling process
and is directly below the investigated building as shown in Fig. 7.28a. A constant level
of 120 kPa at the tunnel axis is adopted for the face support pressure from time step
1 to time step 25. Three possible pressure scenarios are investigated to drive the TBM
underneath the building. In the first scenario (scenario (1)), the face support pressure is
kept unchanged in the next 12 meters, i.e., 6 excavation steps, as illustrated by the black
line in Fig. 7.28b. The corresponding settlement trough along the baseline of the build-
ing, denoted as black line in Fig. 7.28c, and the corresponding building damage category
are quickly predicted and classified by the RNN-GPOD surrogate model and the FFNN
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a b

c d

Fig. 7.28 TBM steering support example with deterministic data. a Face support pressure history, b
three investigated pressure scenarios, c resulting settlement trough and building damage category for
the scenarios (1) and (2), d resulting settlement trough and building damage category for scenario (3)

surrogate model, respectively. Five building damage categories representing the damage
degrees from negligible damage, very small damage, slight damage, moderate damage
and severe damage are depicted in different colors as shown in Fig. 7.28. The criteria for
damage groups classification is given in details in Table 7.3. For scenario (1) with an un-
changed face support pressure, the building is predicted to have severe damage and thus
classified into the fifth category. With this provided information before underpassing the
building, the TBM driver has enough time to adjust the face pressure in order to avoid
the critical situation. Alternative scenarios for applying the face pressure when advancing
underneath the building can be investigated in real-time, using the proposed approach.

Blue and green colors as illustrated in Fig. 7.28 represent two alternative pressure
scenarios (2) and (3). In case of increasing the face pressure immediately at the next ex-
cavation step (time step 26) to the value of 180 kPa (scenario (3) – green line), the ground
settlements along the facade are predicted to be reduced significantly. The category of
damage of the building can thus be reduced from “severe damage” to “moderate damage,”
see Fig. 7.28d. According to scenario (2), where the face support pressure is not immedi-
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Table 7.4 Different scenarios
of increasing the face pressure
and resulting category of dam-
age of the investigated building

applied value [kPa] applied in step
20 23 26 29

120 (no pressure increase) 4 4 4 4

150 (increase to medium pressure) 3 3 4 4

180 (increase to high pressure) 3 3 3 4

applied value [kPa] applied in step
20 23 26 29

120 (no pressure increase) 4 4 4 4

150 (increase to medium pressure) 3 3 4 4

180 (increase to high pressure) 3 3 3 4

ately increased, but only increased when the TBM is already below the building at time
step 29, the surface settlement and the resulting maximum strain in the building are re-
duced, but the building is still estimated to suffer “severe damage” as shown in Fig. 7.28c.
Table 7.4 summarizes several possible scenarios, including different steps to increase the
pressure and the applied values of the face pressure. It can be seen, that it is necessary to
increase the face pressure latest at step 26 to 180 kPa or already at step 23 to 150 kPa in
order to reach damage category 3. In addition, although the face support pressure might be
increased earlier, e.g. already in step 20, the damage category still remains. This example
exemplifies the potential of the proposed concept to consider the building damage risk cat-
egorisation as a steering target in order to select appropriate TBM operational parameters
in real-time during the construction process in mechanized tunneling.

7.5.2 TBM Steering Support with Polymorphic Uncertainty

Polymorphic uncertainties from soil parameters and building characteristics under dif-
ferent types of uncertain data are also taken into account within the prediction. In this
context, soil parameters are generally quantified by intervals, building parameters can
be represented as random variables. The interval settlement field propagated from inter-
val soil parameters can be predicted using the hybrid surrogate model with interval data.
Stochastic analyses for building damage assessment are then carried out considering the
interval settlements as boundary conditions. The proposed prediction scheme is applied on
a synthetics example, which adopts the risk assessment of building damages as a criterion
to drive the TBM.

A tunnel section, which is assumed to be constructed by a TBM in an urban area, is
investigated. Figure 7.29a depicts the symmetrical view of the simulated tunnel section.
Among a number of existing buildings on the ground surface, the tunnel is excavated
directly below a multi-storey building, which is considered as a critical infrastructure. The
selected building is modeled with details as illustrated in Fig. 7.29b. In this example, the
uncertainty of the elasticity modulus of the second soil layer (the sandy clay), which the
tunnel is excavated through, is given as an interval E2 D Œ30I 55�MPa. The prediction
accuracy of all surrogate models involved in the prediction of interval settlements are in
general very high with values of the coefficient of determination R2 larger than 0.9. For
more detailed explanations and descriptions of the surrogate model generation, validation
and comparison, readers are referred to [13].
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a b

Fig. 7.29 Simulation model of a tunnel section with polymorphic uncertain soil parameters and
building properties. aModel geometry, b detailed 3D model of the investigated building

a b

Fig. 7.30 TBM steering support example with polymorphic uncertainty. a grouting pressure history,
b five investigated pressure scenarios

With the aim to support the selection of appropriate steering parameters during the
TBM advance in real-time, a practical oriented investigation is carried out using the es-
tablished surrogate models to demonstrate the applicability of the proposed scheme. The
current TBM position is assumed to be directly in front of the investigated building, cor-
responding to time step 15. The history of the applied grouting pressure at the tunnel
axis is recorded from time step 1 to time step 15 with a value of 130 kPa, as shown in
Fig. 7.30a. For the investigation of different advancement scenarios underneath the multi-
storey building, five possible applied pressure scenarios from time step 16 are of particular
interest, see Fig. 7.30b. The first scenario, i.e., scenario (1), considers the situation with
no modifications in the selection of grouting pressure in the next 24 excavation steps (i.e.,
48m). The grouting pressure values are planned to be increased to 180 and 230 kPa start-
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Fig. 7.31 Individual and accumulated building damage probabilities of the five investigated steering
scenarios

ing from step 16, respectively, in scenarios (2) and (3). Scenarios (4) and (5) account for
the increase in pressure values up to 180 kPa from step 21 or later from step 26. In each
steering scenario, two bounds, i.e. the lower bound and the upper bound of the settlement
trough involving the building, is given from the settlement surrogate model. As a result,
the maximum strain in the building is computed for each bound considering building pa-
rameters as random variables. More specifically, following Table. 7.3, the probabilities of
the maximum strain can be transformed into probabilities of categories of damages (cod)
from 0 to 5 as visualized in Fig. 7.31. The interval bounds of the imprecise classifica-
tion probabilities (relative frequencies and accumulated probabilities) can also be seen in
Fig. 7.31. Considering the five steering scenarios, the evaluation of changing the grouting
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pressure when excavating the tunnel in the vicinity of the building can follow two possible
strategies. Either different magnitudes of the applied pressure (scenarios (1), (2) and (3))
or different steps starting applying the pressure with the same magnitude (scenarios (1),
(2), (4) and (5)) are compared.

Regarding the first evaluation, in case of remaining the pressure according to scenario
(1), the building would mainly belong to cod 3 and cod 4 with the respective frequencies
of 0.4027 and 0.4736 due to induced damage resulting from the lower settlement bound.
With the upper settlement bound, the corresponding relative frequencies in this scenario
are 0.4181 and 0.5098, respectively. If the grouting pressure is increased to 180 kPa as
planned in scenario (2), the relative frequencies (0.4027 and 0.4181 for lower and upper
settlement bounds) can slightly be reversed to 0.4969 and 0.4287 for cod 3, however the
categories with the highest relative frequencies are still the same (cod 3 and cod 4). In this
scenario, i.e. scenario (2), a certain reduction in the relative frequencies can be observed
for cod 4, which changes from 0.4736 to 0.2486 for the lower settlement bound and from
0.5098 to 0.3562 for the upper settlement bound. A very slight damage (cod 1) to the
building can be achieved with the lower bound of the settlement trough, when the pressure
is further increased to a value of 230 kPa in scenario (3). The relative frequency of cod 1
in this scenario is 0.4593, which is also the highest frequency, while the other frequencies,
i.e., for cod 0, cod 2, cod 3, cod 4 and cod 5, are 0.1234, 0.2383, 0.1257, 0.0441, and
0.0092, respectively. Although the lower settlement bound in scenario (3) leads to a re-
distribution of relative frequencies of cod as compared to those in scenario (2), the relative
frequencies of the damage categories resulting from the upper settlement bound, are just
slightly changed as compared to the corresponding distribution in scenario (2).

In the second evaluation, effects of the time steps, where the pressure is applied, are
investigated. In case of comparing scenario (1) and scenario (5), in which the pressure
remains constant and the pressure adjustment is performed too late respectively, it can be
seen that the probabilities are almost the same. If increasing the pressure from time step
16 , i.e. before entering the building area, following scenario (2) and from time step 21,
i.e. later when the TBM being under the building, as in scenario (4), differences between
the resulting relative frequencies with respect to the lower settlement bound are negligible.
However, the difference in the time step of applying pressure leads to a redistribution in
the relative frequencies associated to the upper bound of settlement. More specifically, if
scenario (4) is applied, the probability for the damages on the investigated building related
to the cod 2 with slight damages is 0.0221 instead of 0.1004 in case of applying scenario
(2). Similarly, an earlier steering parameter adjustments (scenario 2) can reduce the rela-
tive frequency of the severe damage category (cod 4) to 0.3562 from a higher number of
0.4813, when steering parameters are adjusted late as planned in steering scenario (4).

The accumulated imprecise probabilities of building damage categories resulting from
the polymorphic uncertain information of the inputs are presented in the stacked plot in
Fig. 7.31. For instance, considering driving the TBM with a target of limiting the building
damages in cod 3 (moderate damages), the probabilities of satisfying this condition are
in a narrow interval [0.467; 0.512] in case of applying steering scenario (1). Higher mag-



7 Real-Time Simulation for Steering the Tunnel Construction Process 457

nitudes and wider interval probabilities [0.613; 0.725] and [0.488,0.727] can be obtained
when the pressure is adjusted earlier and with higher values, e.g. in steering scenarios (2)
and (4), respectively. Adopting a high pressure as drafted in scenario (3) would even lead
to an assured interval of probabilities of [0.713; 0.947] for the moderate damage group
(cod 3). With the presented building damage analyses, it can be concluded that the mag-
nitude of the applied grouting pressure (the first evaluation) and the time step of adjusting
the grouting pressure (the second evaluation) are essential for the control of damage risk
of existing buildings in mechanized tunneling.

7.6 Application Development for TBM Steering Support

With the aim to support the steering of TBMs during mechanized tunneling, a real-time
simulation application is developed based on the algorithms presented in Sects. 7.3 and
7.4. The application SMART (Simulation-and-Monitoring-based Assistant for Real-time
steering in mechanized Tunneling) is capable of providing a very quick prediction of the
system response with user defined inputs. The goal of SMART is to predict the system re-
sponse, i.e. the surface settlements and the risks of damages on existing buildings (and/or
tunnel lining forces etc.), resulting from the TBM-soil interaction in real-time as the re-
sponse to changes of operational parameters, such as the face pressure or the grouting
pressure.

The main flowchart of the application is based on the online algorithm described in
Sect. 7.3. Depending on the type of input data, the system responses are predicted un-
der different type: deterministic, interval or fuzzy data. Additionally, reliability analyses
can be performed in real-time to support the selection of TBM operational parameters.
Thus, the application SMART provides an assistant tool for decision-making in regards to
adjusting the support and grouting pressures during the tunnel construction.

Figure 7.32 presents a screenshot of the application SMART with the latest features
related to building damage assessment in real-time. All historic data of the tunnel drive are
stored. Given the current position of the TBM, by moving the sliders on the right hand side
to change the values of operational parameters for the forthcoming advancement step, the
software computes and visualizes the corresponding surface settlement field, considering
the soil structure interactions, and the expected category of building damage evaluation
within just one second.

The application is implemented in MATLAB and is executed on a standard computer.
The MATLAB Compiler is used to create a standalone version of SMART which targets to
run SMART application on machines without installing the complete MATLAB software.
The standalone version together with a free MATLAB Component Runtime library are
easily distributed to the end users for demonstration purposes. Before running SMART,
the user needs to install the provided Runtime library which is compatible with the opera-
tion system of the target machine. SMART application has been successfully installed and
tested on Windows, Linux and Mac OS. Since the installation and execution of SMART
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Fig. 7.32 Screenshot of the software application SMART for real-time building damage assessment
during tunnel construction

does not require any expensive hardware, the application can run in almost every standard
laptop or even tablet.
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