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Preface 

You may imagine crystals are hard and stable materials like diamond and quartz 
that are distinct from liquids and polymers. However, “soft crystals” respond to 
gentle stimuli such as vapor exposure and rubbing, but maintain their structural order 
and exhibit remarkable visual changes in their shape, color, and luminescence. In 
the context of recent successive discovery of stimuli-responsive crystals, we started 
the project entitled “Soft Crystals: Science and Photofunctions of Flexible-response 
Systems with High Order” as a Japanese national project, KAKENHI, Scientific 
Research on Innovative areas in 2017; and for five years until March 2022, we have 
promoted the project intensively. More than 100 researchers including 11 planned 
research groups and 31 publicly offered research groups participated in this project 
collaborating with each other to develop the science of soft crystals. In this project, 
we particularly focus on the photofunctionality of soft crystals. 

This book summarizes the achievements of the project. You will see that soft 
crystals are fascinating and promising materials. In part I, we describe the historical 
background and basic concepts. Then, interesting examples and recent remarkable 
developments of soft crystals as well as various approaches to understand the charac-
teristic phenomena and properties of soft crystals will be described in part II. In part 
III, we summarize the science of soft crystals systematically and prospects toward 
applications of soft crystals. Throughout the book, readers will find a new concept 
of materials that have the characteristics of stimulus-sensitive soft matter and finely 
controlled crystals. 

We express our sincere thanks to all the members of the Soft Crystals project for 
their endeavors to develop the research area based on the collaboration, especially, 
the authors of this book who are responsible for the big achievements. We are also
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grateful to Mr. Shinichi Koizumi and Mr. Rammohan Krishnamurthy at Springer 
Nature for their helpful suggestions, support, and patience. 

We hope you enjoy the materials world of soft crystals through this open access 
book. 

Tokyo, Japan 
Sanda, Japan 
December 2022 

Kazuyuki Ishii 
Masako Kato
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Introduction



Chapter 1 
Background and Overview 

Kazuyuki Ishii and Masako Kato 

Abstract In this chapter, the characteristics and potentials of “soft crystals” are 
compared with those of conventional hard crystals after providing a historical back-
ground. In addition, representative examples of “soft crystals” are discussed, and 
their thermodynamic models are qualitatively described. 

Keywords Soft crystals · Crystal structure · Phase transition · Stimulus response ·
Photofunction 

1.1 Background and Significance 

Crystals are solid structures with regularly arranged atoms, molecules, or ions that 
exhibit anisotropic properties unlike randomly oriented amorphous solids. The char-
acteristic properties of crystals have been utilized to develop materials that require 
fine tuning of their electrical, magnetic, optical, and other parameters. 

Historically, Max Theodor Felix von Laue from Germany observed X-ray diffrac-
tion from crystals in 1912, which confirmed that X-rays were electromagnetic waves. 
In 1913, William Henry Bragg and his son William Lawrence Bragg from England 
discovered Bragg’s law, which formulated the relationship between the X-ray diffrac-
tion wavelength and the distance between diffracting planes in crystals. Based on this 
law, we can determine not only the structures of natural crystals such as minerals, 
but also those of single crystals consisting of artificially synthesized compounds. 
Similarly, the structures of complex biomolecules, such as proteins and deoxyri-
bonucleic acids, were elucidated by preparing their single crystals. Thus, crystals 
and their analytical methods played important roles not only as functional materials
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with regular arrangements and/or anisotropic characteristics but also as materials 
that helped achieve a better understanding of various biological phenomena. 

According to the definition provided by the International Union of Crystallog-
raphy in 1992, “crystal” denotes any solid that produces an essentially discrete 
diffraction pattern [1]; however, many people think that crystals should be hard 
and stable like diamonds. The hardness of crystals mainly originates from stable 
interatomic bonds, which are regularly arranged in three dimensions. Meanwhile, in 
the past decade, a group of crystals with characteristic molecular rearrangements in 
the solid state caused by gentle external stimuli have attracted considerable atten-
tion from researchers. For example, single crystal ↔ single crystal phase transi-
tions accompanied by color changes occurred in response to specific volatile organic 
compounds. In addition, remarkable photoluminescent color changes were detected 
during mechanical grinding. These phenomena were observed in a wide range of 
materials mainly consisting of molecules, such as organic and inorganic molecules, 
metal complexes, and coordination polymers. In contrast to the previously known 
crystals, which are thermodynamically stable and rigid, these new materials are clas-
sified based on their ability to undergo structural transformations in response to 
macroscopic gentle external stimuli, while their stable crystals can be synthesized. 
The class of these materials, which are different from conventional and liquid crys-
tals, was named “soft crystals”, and their concept paper was published in 2019 [2]. 
Typical examples of “soft crystals” are provided in Fig. 1.1.

How can macroscopic gentle external stimuli change the solid-state nanometer-
scaled molecular assembled structures? This apparent conundrum cannot be solved 
by conventional science and is similar to the initial stages of previous scientific 
discoveries. The first example includes the discovery of liquid crystals serving as 
intermediates between liquid and crystals. F. Reinitzer, a botanist in Austria, discov-
ered an unusual phenomenon, two melting points, when studying the functions of 
cholesterol in plants. In 1888, he wrote a letter to O. Lemann, a physicist in Germany, 
about this phenomenon, which was a landmark in the development of liquid crystals. 
After a press release about the birth of a liquid crystal display (LCD) was issued by 
RCA Laboratories in U.S.A. in 1968, more than 100 million LCD monitors per year 
have been manufactured in recent years. Another example is the discovery of metal 
complexes constituting various soft crystals. In the late nineteenth century, it was 
believed that salts consisted of atoms with simple ratios or their multiples; however, 
many exceptions from this rule were observed. Later, these exceptions were assigned 
to the metal complexes named “complex salts” because of their initial complexity. 
The first step in the discovery of coordination bonds and coordination chemistry 
was the systematization of the coordination theory by Alfred Werner in Switzerland. 
With the further development of metal complexes and supramolecules, organic light-
emitting materials were constructed owing to the strong phosphorescence of metal 
complexes. Compared to the development of liquid crystals or metal complexes, 
which produced a significant impact on the society, “soft crystals” are expected to 
become a class of materials strongly influencing future technological innovations. 
Thus, it is extremely important to summarize, classify, and systematize their main 
properties.
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Fig. 1.1 Typical examples of “soft crystals”. Reprinted with permission from ref. [2]

1.2 Structure of This Book 

This is the first book focusing on the science of “soft crystals” by classifying and 
systematizing various soft crystals’ phenomena because it is scientifically impor-
tant to present new ways of interpreting newly discovered data. The syntheses of 
molecular crystals, which contain not only various types of atoms but also a mixture 
of “strong intramolecular atomic bonds” and “weak but non-negligible intermolec-
ular atomic interactions”, are very complex and continue to depend on serendipity 
and screening. Therefore, because to clarify and control the formation and phase 
transitions of molecular crystals has remained the most challenging issue in molec-
ular science and technology in recent decades, this book intends to address them to 
contribute to the future development of related fields.
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The next Sect. 1.3 provides an overview of the initial representative examples 
of “soft crystals”, and their thermodynamic properties are qualitatively described in 
Sect. 1.4. In Chap. 2, “soft crystals” are compared with other materials and defined 
more precisely. In Chap. 3, the photophysical properties of molecules and molecular 
crystals are briefly explained by considering their colors or luminescence colors. 
In Part II, the latest studies on various “soft crystals” are discussed in detail. In 
Part III, potential applications of “soft crystals” as future functional materials are 
discussed with reference to boundary region studies related to soft matter and/or 
device engineering. 

1.3 Soft Crystals: An Overview 

If you search for “soft crystals” online, you will find multiple papers. Even hard 
metal crystals such as iron soften and eventually melt at high temperatures. Crystals 
near the melting point can be called soft crystals, which have been the subject of 
recent research studies because of their unique properties such as atomic diffusion 
[3]. We might even say that rock salt, i.e., the ionic crystal of sodium chloride, is 
soft compared to those of metal crystals because they shatter when crushed even 
at room temperature. Crystals of organic molecules or metal complexes are also 
weak in terms of mechanical strength. In particular, crystals composed of neutral 
molecules have low melting points and are relatively soft. In the field of liquid 
crystals, the soft crystal phase located at the boundary of the crystal phase was 
proposed as one of the smectic liquid crystal phases [4]. In addition, the flexible 
properties and mechanical functions of organic molecular crystals formed by van der 
Waals forces and hydrogen bonds have attracted considerable attention [5]. Metal– 
organic frameworks (MOFs) undergo flexible structural changes due to the adsorption 
and desorption of gas molecules; therefore, they are called porous soft crystals or 
flexible MOFs [6]. In the following sections, we discuss some specific examples that 
enabled defining certain materials as soft crystals and describe their properties. 

1.3.1 Vapochromic Crystals 

The reversible color change induced by organic vapors such as alcohol and ether or 
inorganic gases such as hydrogen chloride and sulfur dioxide is called vapochromism. 
As an example, a luminescent vapochromic platinum dinuclear complex discovered 
by Kato et al. in their early work is shown in Fig. 1.2 [7]. When a crystal of this 
compound is exposed to organic vapors, its color change occurs between bright red 
and dark red, and a visual ON–OFF change of luminescence is detected (Fig. 1.2b). 
This phenomenon is observed only for the structure depicted in Fig. 1.2a (which is  
called a syn-type isomer) and not for isomers with different arrangements of bridging 
ligands (anti type). The color change is caused by the crystal structural transformation
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Fig. 1.2 a Structural formula of the syn-isomer of a dinuclear Pt(II) complex. b Vapochromic 
behavior of crystals (the white scale bar in the left photograph has a length of 100 µm). c Vapor-
induced structural transformation of the dimer-of-dimer. Reprinted with permission from ref. [7] 

induced by the entry and exit of vapor molecules. An analysis of the structural changes 
caused by the single crystal-to-single crystal conformational transition revealed that 
the arrangement of two dinuclear complexes in the crystal switched from a close 
arrangement between intermolecular Pt atoms (the right panel in Fig. 1.2c) to a 
distant arrangement between them (the left panel in Fig. 1.2c) upon the release 
of the enclosed crystalline solvent molecules (left). Vapochromism has attracted 
significant attention as a process that can be potentially used to easily and sensitively 
detect volatile organic compounds (which are considered the cause of a sick building 
syndrome) and acidic exhaust gases representing environmental pollutants. Since 
2000, various vapochromic crystal systems have been developed [8]. Vapochromism 
is also scientifically important as an emergent phenomenon of solid–gas interactions.

1.3.2 Mechanochromic Crystals 

The color change of solid materials in response to weak mechanical stimuli such as 
touch, grinding, or scratching is called mechanochromism [9]. Sometimes, the terms 
tribochromism (friction) and piezochromism (pressure) are also used to describe 
similar phenomena. Mechanochromism has been known for a long time, and related
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processes such as the color change due to pulling and glowing caused by pressing 
occur not only in crystals but also in polymers and inorganic solid powders [10]. In 
recent years, the number of publications on mechanochromic crystals has increased 
dramatically because the recent advances in X-ray structural analysis methods have 
allowed easy determination of the three-dimensional structures of even very small 
crystals by synthetic chemists. As one of the starting points of this trend, the lumines-
cent mechanochromic Au(I) complex synthesized by Ito et al. is shown in Fig. 1.3a 
[11]. A crystalline powder of this complex emits blue-colored luminescence under 
UV light; however, after gently grinding with a spatula, the luminescence color 
changes to yellow (Fig. 1.3b). This phenomenon is caused by the structural change 
from the crystalline to amorphous phase, and the observed luminescence color change 
is attributed to the change in the interactions between gold atoms (Fig. 1.3c). The 
luminescence returns to the original crystalline blue state after the dropwise addition 
of solvent. Araki et al. found that the luminescence color changed from blue to green 
after rubbing or pressing the crystalline sample of a tetraphenylene derivative and 
returned to the original crystalline state after heating, which were attributed to the 
changes in intermolecular interactions (Fig. 1.4) [12].

1.3.3 Organic Crystals Exhibiting Superelasticity 
or Ferroelasticity 

Superelasticity, a property in which a material is deformed by mechanical loading 
but returns to its original state upon removing the load, had been observed only for 
a limited number of metal alloys such as Ni–Ti. Takamizawa et al. reported the first 
superelastic crystal of an organic compound in 2014 [13]. As shown in Fig. 1.5a, 
a terephthalamide crystal is deformed by pressing the crystal’s right side with a 
needle tip but returns to its original shape after releasing the load. In the deformed 
area, the optical property of the crystal is changed because of the phase transition. 
The authors also found the shape memory effect of an ionic organic crystal that 
was plastically deformed but returned to the original crystalline shape after heating 
(Fig. 1.5b) [14]. Furthermore, crystals possessing ferroelasticity [15] or superplas-
ticity [16] were reported as well. They undergo macroscopic morphological changes 
upon weak mechanical stimuli, which are literally soft crystals. Recently, the charac-
teristic properties owing to microscopic structural changes in bent or twisted organic 
molecular crystals have attracted significant interest from organic crystal researchers 
worldwide [17]. In addition to crystallographic studies, a superelastic chromic crystal 
that changes luminescence color upon pressing the crystal has recently been discov-
ered, and the functionalization of organic superelastic crystals is expected to be 
developed [18].
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Fig. 1.3 Mechanochromic luminescence of a Au(I) complex. a Structural formula of the Au(I)-
isocyanide complex and b luminescence color change accompanied by c the crystal-to-amorphous 
transformation during grinding. Reprinted with permission from reference [11] 

Fig. 1.4 Piezochromic luminescence of a tetraphenylpyrene derivative. Reprinted with permission 
from reference [12]
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Fig. 1.5 a Structural transformation followed by phase transition upon the application of slight 
shear stress to a telephthalamide single crystal. b Shape recovery of the deformed zigzag tetrabutyl-
n-phosphonium tetraphenylborate crystal induced by heat sweeping. Reprinted with permission 
from ref. [13, 14] 

1.4 Thermodynamic Images: Stimulus Versus Potential 
Energy 

When studying soft crystals that undergo structural transformations in response to 
macroscopic gentle external stimuli, it is important to thermodynamically consider 
potential energy changes corresponding to these transformations. For vapochromism, 
mechanochromism, and superelasticity, the qualitative images of potential energy 
changes are shown in Fig. 1.6. 

The left panel of Fig. 1.6 qualitatively illustrates the vapochromic behavior 
of a crystal. Here, the horizontal q1, vertical, and the third q2 axes denote the 
uptake of vapor molecules by the crystal, Gibbs free energy of the entire system, 
and intermolecular arrangement, respectively. This indicates that the uptake of 
vapor molecules by the crystal leads to structural transformations including both

Fig. 1.6 Schematic potential energy diagrams constructed for the models of vapochromic, 
mechanochromic, and superelastic crystals 



1 Background and Overview 11

intramolecular structural changes and intermolecular rearrangements accompanied 
by color and/or luminescence color changes. The middle panel of Fig. 1.6 ther-
modynamically describes typical mechanochromic behavior. Here, the horizontal 
and vertical axes denote the intermolecular arrangement and Gibbs free energy, 
respectively, and the initial potential energy surface (gray line) is compared with 
that obtained during macroscopic mechanical grinding (black line). In this model, 
the local minimum structure is varied under gentle grinding, after which structural 
transformations accompanied by color and/or luminescence color changes occur 
even without an additional heat energy because of the decrease in activation energy. 
The right panel of Fig. 1.6 shows the superelasticity of a crystal. Here, the horizontal 
q1, vertical, and the third q2 axes denote the bending of the crystal, the Gibbs free 
energy, and intermolecular arrangement, respectively. The molecular crystal is flex-
ibly bended throughout structural transformations because the energy relationship 
between the two local minimum structures is changed under bending. 

Importantly, “soft crystals” may undergo structural transformation even at room 
temperature (ΔG‡/kT ~ 1) (i.e., approximately 2.5 kJ mol−1) under intrinsic gentle 
external stimuli, although the as-synthesized crystals are stable without these stimuli. 
Thus, they can be potentially used as the next-generation stimuli-responsive materials 
with highly ordered structures for sensors and luminescent and/or electronic devices. 
In the next chapter, the question “what are soft crystals?” is addressed. 
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Chapter 2 
Classification and Definition of “Soft 
Crystals” 

Kazuyuki Ishii and Masako Kato 

Abstract “Soft crystals” typically undergo structural transformations in response to 
weak stimuli while maintaining the crystalline structural order. These transformations 
are often manifested as visible phenomena, such as changes in optical properties 
(color and/or luminescence color). In this chapter, the structural order, activation 
energy, and softness of “soft crystals” are compared with those of conventional hard 
crystals and soft materials, including liquid crystals and gels. Based on the results of 
this comparison, “soft crystals” are defined more precisely. 

Keywords Soft crystals · Crystal structure · Phase transition · Stimulus response ·
Photofunction 

2.1 What Are “Soft Crystals”? 

How are “soft crystals” characterized and defined? When the main features 
of “soft crystals”, such as vapochromism, mechanochromism, and superelas-
ticity/ferroelasticity, were discussed, their key characteristics were typically extracted 
as follows: “many crystal polymorphs can be formed”; “phase transition and/or 
structural transformation can occur even under gentle stimuli at room temperature”; 
“because of the various intermolecular electronic interactions, such as d–π, d–d, or 
π–π ones, intermolecular rearrangements are accompanied by color and/or lumi-
nescence color changes”; “there are large voids in crystals”; “crystals with flex-
ible molecular structures and substituents tend to exhibit mechanochromism”; and 
“energy changes during phase transitions and/or structural transformations should
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be gradual”. Furthermore, “adsorption/desorption of large molecules”, “chem-
ical conversion”, and “chemical reaction-based chemiluminescence” can be also 
observed for such crystals. 

Considering these key characteristics from various points of view, we will attempt 
to define “soft crystals” in this chapter. 

2.2 Crystal Polymorphisms 

In crystals of molecules composed of various atoms, many kinds of intermolecular 
interactions can lead to the formation of several crystal structures with different 
molecular arrangements. This phenomenon is called crystal polymorphisms. “Soft 
crystals” mainly consisting of organic molecules and metal complexes are charac-
terized by the (1) existence of various crystal polymorphs and (2) occurrence of 
phase transitions between these polymorphs under gentle stimuli. In this section, a 
historical background of polymorphism in molecular crystals is briefly described. 

Controlling crystal polymorphism is an important task, especially in the research 
and development of drugs (Note 1) because their stability, solubility, and dissolution 
rate depend on the crystalline form, which can strongly influence drug efficacy. 
The second example is crystal polymorphs of phthalocyanine pigments in relation to 
photo- and electronic properties. Phthalocyanine crystals are practically used as near-
infrared light-active photoconductors in photocopiers and laser beam printers, and 
their photoconductivity is considerably influenced by the crystal structures (Note 2). 
In spite of these social demands, the engineering of molecular crystals, which aims 
to achieve a desired molecular arrangement, has long been dependent on serendipity 
and screening. In recent decades, international blind tests for predicting molecular 
crystal structures have been performed, and various prediction methods based on 
theoretical calculations of crystal structures are rapidly developing [1]. 

Note 1: Crystal polymorphism is a widely observed phenomenon, which has been 
investigated by crystal scientists for a long time. In this book, vapochromic molecular 
crystals are also discussed as important structures, and pseudo-polymorphs, such as 
solvated crystals and hydrated crystals, are considered crystal polymorphs in a broad 
sense. First, crystal polymorphism is utilized in the field of pharmaceutical manufac-
turing. Pharmaceuticals in commercial formulations and/or at the development stage 
are mainly produced in the crystalline form, and 70–80% of all pharmaceuticals have 
crystal polymorphs owing to their complex and/or flexible molecular structures. The 
physicochemical properties of polymorphic pharmaceuticals are dependent on their 
crystal forms, which affect the pharmacokinetics of solid dosages, such as solubility 
and biocompatibility. Because of the necessity to control the quality and stability of 
products at their manufacturing stage, the solubility, dissolution kinetics, and storage 
stability of various crystal polymorphs are investigated in pharmaceutical industries. 

Note 2: Phthalocyanine pigments have been used in GaAsAl laser printers or copiers 
as near-infrared light-active photoconductors; however, they produced different
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crystal polymorphs whose photoconductivity strongly depended on the crystal 
structure. Therefore, it is important to elucidate the relationship between crystal 
polymorphs and their photoconductivity and control their crystal structures when 
manufacturing printers and copiers. This aspect is briefly discussed in Chap. 3. 

2.3 Comparison of “Soft Crystals” with Conventional 
“Hard Crystals” and “Soft Materials” 

According to the principles of basic chemistry, the hardness and softness of materials 
depend on the type of their atomic bonds. In contrast to conventional hard crystals 
consisting of covalent and/or ionic bonds, the characteristic feature of “soft crystals” 
is the coexistence of “strong intramolecular atomic bonds” and “weak but non-
negligible intermolecular atomic interactions”, which are summarized as follows. 

Diamond crystals composed solely of carbon–carbon covalent bonds 
(357 kJ mol−1) are known as the kings of stable hard crystals. However, diamond 
is a metastable state at room temperature and atmospheric pressure, and its conver-
sion to graphite is thermodynamically spontaneous (the Gibbs free energy difference 
between these two states is ΔG° = −  2.9 kJ mol−1). Fortunately, diamond exhibits 
its eternal brilliance due to the very large activation Gibbs free energy of ΔG‡ ~ 
1.0 × 103 kJ mol−1 under ambient pressure. Intermolecular hydrogen bonds (10– 
20 kJ mol−1) and van der Waals interactions (10–30 kJ mol−1) in molecular crystals 
are much weaker than the covalent and ionic bonds (e.g., NaCl: 785 kJ mol−1) in  
hard crystals; therefore, the lattice enthalpies (<100 kJ mol−1) of molecular crystals 
formed by van der Waals interactions and hydrogen bonds are much smaller than 
those of typical ionic crystals (≥several 100 kJ mol−1) [2]. Thus, the state of atomic 
bonding strongly contributes to the enthalpy terms of ΔG‡ values for solid-state 
structural transformations, such as phase transitions. Meanwhile, the existence of 
large voids and/or flexible substituents is also characteristic of “soft crystals”, which 
facilitates solid-state structural transformations and may decrease their ΔG‡ values 
by increasing the entropy terms. 

In contrast to soft materials, “soft crystals” produce discrete X-ray diffraction 
patterns, indicating a long-range structural order. Figure 2.1a displays the relationship 
between the activation energy of a structural change (ΔG‡) and the structural order 
of different forms of condensed matter, such as “Crystals”, “Liquid Crystals”, “Gel”, 
“Glass”, and “Liquid” [3]. As the degree of structural order increases in the series 
“Liquid” < “Gel” < “Liquid Crystals” < “Crystals”, the ΔG‡ value tends to increase, 
which impedes structural transformations. In this figure, amorphous solid materials, 
such as “Glass”, are stiff but less ordered; therefore, they should be located in the 
lower right part of Fig. 2.1a. “Soft crystals”, which contain highly ordered structures 
but undergo structural transformations at low ΔG‡ values (Fig. 2.1b), are classified 
as unexplored and placed in the upper left part (opposite to “Glass”) in Fig. 2.1a.
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Fig. 2.1 Schematic 
drawings showing the a 
structural order in condensed 
matter and activation energy 
of structural transformation 
(ΔG‡) and  b energetic 
characteristics of soft 
crystals and conventional 
hard crystals. Reprinted with 
permission from reference 
[3] 

Therefore, “soft crystals” can undergo structural transformations accompanied 
by changes in electronic properties at room temperature upon gentle stimuli. Thus, 
they may be potentially used as next-generation materials because their structural 
transformations cause visible changes in morphology and/or optical properties, such 
as color and luminescence. Meanwhile, as compared with soft materials or polymers, 
“soft crystals” exhibit smaller structural fluctuations, and their solid-state structures 
are ordered in the long range, making them suitable for the transport/delocalization 
of electrons or excitons. 

2.4 Comparison of “Soft Crystals” with “Liquid Crystals” 
and “Plastic Crystals” 

Molecular crystals generally possess optically anisotropic properties (anisotropic 
crystals) because of the ordered centers of gravity and orientations of their constituent 
molecules. When molecular crystals are melted by heating, they become an optically 
isotropic liquid. However, in the case of pseudo-spherical molecules, a solid-state 
phase transition occurs before melting owing to the molecular reorientational motion 
around the molecular centers of gravity. This state is called “isotropic crystals” or 
“plastic crystals” (Note 3). In the case of rod-like or disk-like molecules, even when 
the order of the molecular center of gravity is destroyed, the crystals sometimes
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Fig. 2.2 
Positional/orientational 
order-based relationship 
between the amorphous state, 
liquid state, liquid crystals, 
plastic crystals, and crystals 
including soft crystals 

remain anisotropic because of the partial restriction of the molecular reorientational 
motion. This state is called “liquid crystals” (Note 4). Figure 2.2 classifies different 
states of condensed matter, such as “Crystals including soft crystals”, “Amorphous”, 
“Liquid”, “Liquid crystals”, and “Plastic crystals” in terms of their orientational order 
and positional order (center of gravity). In Fig. 2.2, the structural order presented in 
Fig. 2.1 is divided into two parts (the orientational order and positional order), and 
“soft crystals” are clearly classified into “crystals” with respect to the existing liquid 
and plastic crystals. 

Note 3: Phase transitions due to the restricted rotation or reorientation of molecules 
in their crystalline states have been known for a long time. Simon and von Simpson 
discussed their possibility and reported a phase transition caused by the reorientation 
of tetrahedral NH4 

+ ions in NH4Cl crystals (ref. [4]). 

Note 4: Because liquid crystals exhibit optically anisotropic properties, such as 
dielectric constant and refractive index, owing to the difference between their 
molecular long and short axes, they have been applied in displays with electrically 
modulated optical characteristics. 

2.5 Mechanical Softness of Molecular Crystals 

As mentioned in Chap. 1, molecular crystals sometimes exhibit superelasticity or 
ferroelasticity. How can the mechanical softness of molecular crystals be charac-
terized? Naumov et al. performed global analyses of the mechanical properties of 
organic molecular crystals, such as strength and toughness, and compared them with 
those of various engineering materials, including polymers, ceramics, and metals [5]. 
In their work, Young’s modulus (E), a proportionality constant between strain and 
stress widely utilized for elastic materials, and hardness (H), served as a measure of 
resistance to deformation and scratching, were focused on. By plotting these parame-
ters versus material density, the softness of organic molecular crystals was compared 
with those of other materials (Fig. 2.3).

Because the red areas in Fig. 2.3 representing molecular crystals contain only 
organic compounds, they should be expanded towards higher densities by adding
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Fig. 2.3 Young’s modulus (E)–density (top) and hardness (H)–density (bottom) plots constructed 
for organic crystals and other classes of materials. The opaque bubbles represent ranges of perfor-
mance indices determined for particular materials, while the larger translucent envelopes enclose 
points obtained for a given class of materials. Reprinted with permission from ref. [5]

metal complexes. Although it may be possible to discover softer molecular crystals 
in the future, we can determine the positions of molecular crystals in a wide range of 
materials. Even at this stage, organic molecular crystals with high mechanical proper-
ties have been reported, and their softness enables the utilization of these materials in 
devices requiring high flexibility and mechanical compliance. Because the horizontal 
axis denotes the density of materials, the red area corresponding to organic molecular 
crystals partially overlaps with the region representing polymers. This means that 
molecular crystals are much lighter than ceramics and metals, which has an impor-
tant advantage in the functionalization of organic materials. Meanwhile, in contrast 
to polymers, the long-range structural order and anisotropy in molecular crystals are



2 Classification and Definition of “Soft Crystals” 19

Fig. 2.4 Correlation of the 
number and strength of 
hydrogen bonds with the 
mechanical properties of 
organic crystals. Dependence 
of the combined measure of 
softness, (EH)1/2, on the  
hydrogen bond density. 
Reprinted with permission 
from ref. [5] 

their distinct advantages that outweigh disadvantages, such as the difficulty of mass 
production. 

The combination of multiple strong hydrogen bonds oriented along a particular 
direction can provide guidance for the design of flexible molecular crystals. Naumov 
et al. reported the rough relationship between hydrogen bonding and softness in 
organic crystals (Fig. 2.4), which was derived from the detailed analysis of hydrogen 
bonds in well-characterized crystal structures, i.e., the properties of “soft crystals”. 
This relationship may be potentially used for designing not only molecular crys-
tals but also various types of soft molecular materials, such as gels and polymers 
whose structures cannot be determined precisely. This analysis focused on strong 
and designable hydrogen bonds; however, similar analyses may be performed for 
other intermolecular interactions. 

Gong proposed the intrinsic correlation between the elastic moduli of crystals 
and their lattice constants (Fig. 2.5). The elastic modulus G, which represents the 
energy density for causing material deformation, is expressed by the formula U/b3, 
where b and U denote the lattice constant and the deformation energy of the lattice, 
respectively. According to this equation, the energy density decreases with increasing 
the lattice constant, which in turn increases the crystal softness. This is consistent 
with the fact that “soft crystals” whose crystal lattices are composed of ~1 nm-sized 
molecules or supramolecules, can exhibit softness in contrast to the extremely hard 
diamond crystal lattice composed of ~0.1 nm-sized atoms. By increasing the lattice 
constant, flexible molecular structures and/or large voids can be introduced, and 
thus, the crystals can be softened. Gong et al. successfully prepared macroscopically 
oriented lipid molecular films with a period of approximately 100 nm by polymerizing 
and fixing lipids in a hydrogel [6]. The gels can be easily deformed by applying a very 
weak pressure, and their structural color is varied by changing the periodic distance. 
Although the formation of crystal structures becomes difficult with increasing the 
lattice constant, the gels exhibiting discrete diffraction patterns of ultrasmall-angle 
X-rays are regarded as one-dimensional crystals with a lattice constant of 100 nm. 
Thus, this proposal illustrates how to not only extend the concept of “soft crystals” 
but also increase crystal softness.
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Fig. 2.5 Conceptual image 
of the correlation between 
the elastic moduli of crystals 
and their lattice constants 

2.6 Definition of “Soft Crystals” 

Various phenomena related to “soft crystals”, such as vapochromism 
and mechanochromism, have been extensively studied in recent years. 
Mechanochromism corresponding to the single crystal → amorphous struc-
tural transformation is induced by gently grinding crystals. Meanwhile, the organic 
vapor-induced crystallization of amorphous solids, which accompanies vapoc-
hromism, has been reported as well. Therefore, to accurately characterize the 
properties of “soft crystals”, this book describes not only representative “soft 
crystals” with discrete X-ray diffraction patters but also various related processes. 

In Sect. 2.3, “soft crystals” are compared with conventional hard crystals and soft 
materials in terms of their activation energy and structural order. In Sect. 2.4, “crystals 
including soft crystals” are compared with liquid crystals and plastic crystals from 
the viewpoint of the orientational order and positional order. Thus, “soft crystals” are 
clearly distinguishable from liquid crystals in terms of their positional order and from 
conventional hard crystals in terms of their activation energy. However, “soft crystals” 
can be stably prepared and isolated despite their ability to undergo structural trans-
formations at room temperature after applying weak but specific stimuli. In Fig. 2.6, 
the qualitative activation energy ΔG‡ is plotted along the vertical axis against the 
positional order (the horizontal axis) and orientational order (the third axis), which 
are displayed in Fig. 2.2. Importantly, “soft crystals” are stable at room temperature 
in the absence of specific stimuli (similar to conventional crystals) because the ΔG‡ 

value is significantly larger than the thermal energy. However, in contrast to conven-
tional hard crystals, the structural transformations of “soft crystals” are caused by 
weak but specific stimuli because of the decrease in ΔG‡. In other words, “soft crys-
tals” can be defined in a narrow sense as crystals that are normally stable but undergo 
structural transformations in the presence of specific stimuli, which decrease theΔG‡ 

value.
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Fig. 2.6 Schematic diagrams illustrating the positional/orientational orders in condensed matter 
and the activation energies of structural transformations (ΔG‡) before (left) and after (right) applying 
a gentle stimulus 
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Chapter 3 
Theoretical Background of Photophysical 
Properties 

Kazuyuki Ishii and Masako Kato 

Abstract In this chapter, we aim to explain the chromic phenomena observed in 
“soft crystals”. Accordingly, the basic principles for comprehending the funda-
mental photophysical properties of molecular monomers, such as electronic absorp-
tion spectra and luminescence properties, are introduced. Moreover, the photophys-
ical properties of molecular dimers and molecular crystals are explained in terms of 
intermolecular interactions in excited states. 

Keywords Soft crystals · UV-vis absorption · Luminescence · Photophysical 
properties 

3.1 Background and Significance 

Color and/or luminescence color changes, called chromism, with structural changes 
in molecular crystals are one of essential characteristics of soft crystals [1]. In recent 
decades, in the case of molecular monomers, theoretical quantum calculations have 
been developed to be able to reproduce the photophysical properties experimentally 
evaluated. On the other hand, although Davidov splitting, which results from exciton 
interactions, has long been recognized as the important photophysical property of 
molecular crystals [2], even at this stage, it is difficult to comprehend the photophys-
ical properties of molecular crystals using similar approaches. This originates from 
the coexistence of intramolecular interactions based on strong interatomic bonds and 
non-negligible electronic intermolecular interactions in molecular crystals, which 
are different from the molecular monomers or inorganic crystals. In this chapter, 
molecular photophysical properties are explained in terms of molecular monomers,
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dimers, and crystals. First, we explain the basic photophysical properties of molec-
ular monomers, such as electronic absorption spectra, fluorescence and phosphores-
cence spectra, luminescence lifetimes, and luminescence yield, focusing on the π-π* 
and metal-to-ligand charge transfer (MLCT) excited states, which are essential for 
the chromism of organic molecules and metal complexes. Next, the photophysical 
properties of molecular dimers are briefly described using intermolecular interac-
tions, such as exciton interactions and charge transfer interactions, in addition to 
metal–metal-to-ligand charge transfer which are crucial in soft crystals based on 
metal complexes. Finally, we introduce the theoretical analysis on photoconductive 
molecular crystals using exciton and charge transfer interactions. 

3.2 Photophysical Properties of Diamagnetic Molecular 
Monomers 

This chapter focuses on the photophysical properties of molecules showing diamag-
netism in the ground state, which are the majority of luminescent organic molecules 
and metal complexes. 

Figure 3.1 depicts the photophysical processes occurring in diamagnetic 
molecules [3]. Here, the singlet ground (S0) state, the lowest excited singlet (S1) 
state, and the lowest excited triplet (T1) state are considered. Although the actual 
excited states are represented as a result of configuration interaction between several 
excited configurations, the S1 and T1 states are approximately represented here as 
the transition states from the highest occupied molecular orbital (HOMO) to the 
lowest unoccupied molecular orbital (LUMO). The general photophysical processes 
are: (1) spin-allowed singlet–singlet (S0–Sn) absorption, (2) S1 → S0 fluorescence, 
(3) T1 → S0 phosphorescence, (4) spin-forbidden thermal deactivation processes, 
i.e., S1 → T1 or T1 → S0 intersystem crossing (ISC), and (5) spin-allowed thermal 
deactivation process i.e., S1 → S0 internal conversion (IC). The detail procedures 
(1)–(4) are described in the following sections.

3.3 Electronic Absorption and Luminescence of π–π* 
Transitions 

In diamagnetic organic compounds and metal complexes containing metal ions with 
d0 or d10 electron configuration, excited configurations, such as (π–π*), (n–π*), (σ– 
π*), (π–σ*), and (σ–σ*), are considered. Because the σ (or σ*) orbitals are highly 
stabilized (or destabilized), (σ–π*), (π–σ*), and (σ–σ*) are typically observed in the 
UV region or higher energies region. Thus, the electronic absorption bands origi-
nating from (π–π*) and (n–π*) are frequently observed in the visible region. Because 
the molar absorption coefficient (ε) of (n–π*) transitions is much smaller than that of
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Fig. 3.1 Photophysical processes of a typical diamagnetic molecule

(π–π*) transitions, the (π–π*) transitions are mainly responsible for the coloration 
of molecules. For metal complexes containing transition metal ions with the dn (n 
= 1–9) electron configuration, the (d–π*) (or MLCT) configuration is crucial. In 
this and the following sections, we discuss (π–π*) and MLCT, using phthalocya-
nines, which are practically used as blue or green dyes and pigments, as well as for 
photoconducting materials in laser-beam printers and photocopiers [4]. 

Figure 3.2 depicts the electronic absorption, fluorescence, and phosphorescence 
spectra of a zinc phthalocyanine complex (the diamagnetic central metal is Zn2+ with 
the d10 electron configuration) showing a typical (π–π*) transitions.

In the UV-vis spectrum, a sharp and strong absorption band attributed to the S0 
→ S1 transition is seen at approximately 680 nm, which is called as the Q band. In 
contrast, the absorption band centered around 350 nm is referred to as the Soret band, 
which originates from the S0 → S2 transition. These S1 and S2 states corresponding 
to 1(π–π*) consist primarily of HOMO(π) → LUMO(π*) and HOMO−1(π) → 
LUMO(π*), respectively (Fig. 3.3).

The electronic transition probability of a S0 → Sn transition is expressed by the 
oscillator strength f , which is expressed to be proportional to the integral of the 
experimental absorption coefficient ε, as follows: 

fSn←S0 = 4.32 × 10−9
(

ε( ̃ν)d ν̃ (3.1)
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Fig. 3.2 UV-vis absorption (black line), fluorescence (red line), and phosphorescence (blue line) 
spectra of a zinc phthalocyanine complex [4]
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The oscillator strength f is expressed by the theoretically calculated electric dipole 
strength as follows. 
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(3.2) 

The (π–π*) transition is distinguished by the fact that ε is frequently large (103– 
105 M−1 cm−1) when it is the electric dipole allowed transition. For example, the 
ε value of the Q band of zinc(II) phthalocyanine is very large (~3 × 105 M−1 cm−1). 
In addition, vibronic bands, which are based on the misalignment of the most stable 
structure between the ground and excited states and reflect the vibrational structures
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in the excited state, can be observed because of the sharp absorption bands (the full 
width at half maximum (FWHM) of the Q band of zinc(II) phthalocyanine is 450 
cm1). 

As depicted in Fig. 3.2, the  S1 → S0 fluorescence of zinc(II) phthalocyanine 
is observed around 700 nm, which is the mirror image of the Q band. The peak 
difference (Stokes shift) between the absorption and fluorescence is small, which is 
characteristic of the 1(π–π*) transition and reflects the small structural change caused 
by photoexcitation. The phosphorescence of zinc(II) phthalocyanine is observed at 
approximately 1100 nm and 77 K, where non-radiative deactivation is suppressed. 

Using the excited state lifetime (τ F: fluorescence lifetime, τ P: phosphorescence 
lifetime), luminescence efficiency (ΦF: fluorescence quantum yield, ΦP: phospho-
rescence quantum yield), and triplet yield (ΦT), the excited state dynamics in the S1 
and T1 states is experimentally defined as follows. 

τF = 1/(kF + kIC + kISC), (3.3a) 

τP = 1/
(
kP + k '

ISC

)
, (3.3b)

ΦF = kF/(kF + kIC + kISC), (3.3c)

ΦT = kISC/(kF + kIC + kISC), (3.3d)

ΦP = ΦT × kP/
(
kP + k '

ISC

)
, (3.3e) 

where, kF and kP are the radiative decay rate constants in fluorescence and phos-
phorescence, kIC is the internal conversion rate constant, and kISC and kISC’ are 
the intersystem rate constants. When no compensation in the condensed system is 
considered, kF is expressed as follows. 

kF =
(

ν2 
F 

1.5

)
fS0→S1. (3.4) 

kF is proportional to the oscillator strength, similarly to the electronic absorption 
coefficient ε. Therefore, the kF value is high when the ε value is large. For instance, 
in the case of metal phthalocyanines (central metal/axial ligand = Mg, Al, Zn, Ga, 
Cd, In), the kF value is less dependent on the central metal, since the fluorescence is 
derived from (π–π*) of the phthalocyanine ligand. 

On the other hand, the main non-radiative decay process is the intersystem tran-
sition from the S1 state to the  T1 state. The intersystem crossing is governed by 
the spin–orbit coupling on the central atom, and consequently the fluorescence is 
strongly dependent on the central atom. In terms of the periodic table, we compare 
the τ F and ΦF of phthalocyanines as an example, either unsubstituted or substituted 
with tert-butyl groups. In the case of phthalocyanine containing the first and second
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periodic elements (central atoms = 2H, 2Li,Mg,Al, Si),  τ F is relatively long, ranging 
from 3.8 to 9.0 ns, and ΦF is also high, ranging from 0.57 to 0.85. For the third peri-
odic elements (central atom = Zn, Ga), τ F and ΦF decreases to 3.15–4.73 ns and 
0.30–0.37, respectively. In addition, for the fourth-period elements (central atoms = 
Cd, In, and Sb), τ F significantly becomes short (0.37–0.6 ns) and ΦF significantly 
decreases (0.03–0.08). Since the spin–orbit coupling is stronger for heavier atoms, 
the reduction in τF and ΦF for heavier atoms can be interpreted as a strengthening 
of the intersystem crossing. 

In Mg, Zn, and Cd phthalocyanine complexes, since the spin–orbit coupling is 
not large, Phosphorescence has been observed with extremely low ΦP (<10–3) and 
primarily measured at low temperatures, such as 77 K. Also, their triplet lifetimes at 
room temperature are relatively long and approximately a few hundred μs. 

3.4 Electronic Absorption and Luminescence of (d–π*) (= 
MLCT) Transitions 

Next, we describe a summary of MLCT transitions. Figure 3.4 depicts the UV–vis 
absorption and room temperature phosphorescence spectra of RuPc(CO)(py) and 
RuPc(py)2 [5]. 

Similar to ZnPc, RuPc(CO)(py) with CO as an axial ligand displays a sharp and 
strong Q band attributed to (π–π*). In contrast, RuPc(py)2 demonstrates a broad 
Q band, which can be explained by the admixture between (d–π*) (= MLCT) and
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Fig. 3.4 UV-vis absorption and phosphorescence spectra of RuPc(CO)(py) (blue line) and 
RuPc(py)2 (red line) at room temperature [5]. Here, four tert-butyl substituents in molecular 
structures are omitted for clarify 
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Fig. 3.5 Frontier MOs of RuPc(CO)(py) (left) and RuPc(py)2 (right) 

(π–π*) (= ligand center, LC). MLCTs are distinguished by a broad absorption bands 
and typically possess relatively large absorption coefficients ε (103–104 M−1 cm−1). 

The CO ligand is responsible for the distinction between RuPc(CO)(py) and 
RuPc(py)2: CO is highly electron-withdrawing, and the π* orbital of CO strongly 
interacts with the dπ orbital of the metal, stabilizing the dπ orbital of ruthenium to a 
greater extent than the π orbital of the Pc ligand (π-back donation). Consequently, 
the Q band attributed to (π–π*) is observed in RuPc(CO)(py). On the other hand, in 
RuPc(py)2, the energy of the dπ(Ru) orbital is of the same level as the π(Pc) orbital; 
thus, the MLCT contribution is more prominent (Fig. 3.5). 

RuPc(CO)(py) and RuPc(py)2 exhibit strong phosphorescence at room tempera-
ture. The T1 state is attributed to (π–π*) because of the sharp spectrum and relatively 
long lifetime (10 μs). In contrast, the phosphorescence spectrum of RuPc(py)2 is 
broad and the phosphorescence lifetime is short (160 ns at 293 K), experimentally 
indicating that the MLCT contributes to the T1 state as in the Q band. 

Thus, metal phthalocyanine complexes containing second or third transition metal 
ions (especially those with d6 or d8 electron configuration) can exhibit efficient phos-
phorescence at room temperature; the phosphorescence radiation rate kP between the 
T1 and S0 states can be expressed as follows. 

kP ∝
III
/
ΦN 
S0| ΦN 

T 1

\III2 
⎛ 

⎜⎝
IIIIII
/
ΦES  
Sn

IIIIII
{
k

{
i 

ξki li si

IIIIII ΦES  
T 1

\IIIIII
2/

(E(Sn ) − E(T1)) 

⎞ 

⎟⎠
IIIIII
/
ΦS0

IIIIII
{
i 

eri

IIIIII ΦSn

\IIIIII
2 

, (3.5) 

where, E(Sn) and E(T1) are the energies of Sn and T1, respectively,IIII
/
ΦES  

Sn

IIII{
k

{
i 

ξki li si

IIII ΦES  
T 1

\IIII
2 

is the spin–orbit coupling (SOC) between the T1 and Sn 

states, and

IIII
/
ΦS0

IIII{
i 
eri

IIII ΦSn

\IIII
2 
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Sn and S0 states. In other words, the phosphorescence gains intensity by borrowing the
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transition electric dipole moment between the Sn and S0 states via the SOC between 
the T1 and Sn states. In the case of the second or third transition metal ions, the SOC 
constant, ξ, is large, causing high kP and room temperature phosphorescence. 

3.5 Photophysical Properties of Molecular Dimers 

In molecular crystals, their photophysical properties are relatively complex because 
of the coexistence of strong interatomic bonds in molecules and non-negligible inter-
molecular electronic interactions. Therefore, firstly, we describe the photophysical 
properties of molecular dimers as a model in terms of intermolecular electronic 
interactions. 

When considering the photophysical properties of molecular dimers, there are two 
types of methods, as in the case of molecular hydrogen: (1) the Valence Bond (VB) 
method, which first constructs the excited states of the consisting monomer units 
and then considers the interaction between units [6]. (2) the Molecular Orbital (MO) 
method, which considers the molecular orbitals of the dimer itself and its excited 
states [7]. The VB method can easily visualize the interaction between units, whereas 
the MO method can accurately represent the interactions when the interaction is 
substantial. These two methods are different from the viewpoint of starting points, 
but should provide similar results under the same approximations. In this section, we 
will discuss the exciton and charge-transfer interactions under the VB method using 
the phthalocyanine dimer as a model, as well as the metal–metal-to-ligand charge 
transfer (MMLCT) state under the MO method using Pt diimine complexes [8]. 

Using the phthalocyanine dimer as an example, we discuss the basic theory of 
homodimers composed of the same monomer units. The UV–vis absorption spectra 
of monomer and dimer of silicon phthalocyanine are depicted in Fig. 3.6 [9]. As 
compared to the monomer, the Q band of the dimer shifts to the blue-side (a shift 
to higher energy). This blue shift can be explained by the energy-transfer type, 
exciton interaction between two phthalocyanine units. Figure 3.7 illustrates the rela-
tionship between the dimeric configurations and exciton interactions. The energy 
splitting caused by the exciton interaction is approximately proportional to the tran-
sition electric dipole moment, and therefore, the exciton interaction is crucial in the 
phthalocyanine dimers because the Q band of phthalocyanines has a large transition 
electric dipole moment, as mentioned in Sect. 3.1.

In the case of a face-to-face type dimer, the excited state is destabilized when 
the transition electric dipoles are aligned in the same direction, while it is stabilized 
when the transition electric dipoles are aligned in the opposite direction. Thus, the 
transition from the S0 state to the high-energy exciton state is allowed because of 
the sum of two transition electric dipoles, whereas the transition to the low-energy 
exciton state is forbidden. 

For the head-to-tail type dimer, the transition to the high-energy exciton state is 
forbidden, whereas the transition to the low-energy exciton state is allowed. The 
transitions to the high-energy exciton and low-energy exciton states are allowed to
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Fig. 3.6 UV-vis absorption spectra of the SiPc monomer (red line) and dimer (blue line) [9]. Here, 
four tert-butyl substituents in the molecular structures are omitted for clarity 
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Fig. 3.7 Exciton interactions in various dimeric configurations

some extent for the oblique dimer, but their intensity is dependent on the dihedral 
angle of the Pc plane. The dimeric configuration can be estimated by analyzing its 
absorption spectrum based on this principle. 

The electronic configuration describing the exciton interaction can be expressed 
as follows.

ΦEX(±) = (
ϕ∗ 
AϕB ± ϕAϕ∗ 

B

)
/
√
2, (3.7) 

where ϕA 
* indicates the A unit in the S1 (or T1) state, and the + and − signs indicate 

the two exciton states.
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In the face-to-face dimer, when the distance between constituting units is less 
than approximately the sum of the van der Waals radii, the low-energy exciton state 
significantly shifts to the red-side in comparison to the blue-shift of the high-energy 
exciton state. For instance, the SiPc dimer depicted in Fig. 3.6 exhibits a significant 
red-shifted fluorescence peak near 940 nm [9]. This large red-shift of over 200 nm 
cannot be explained only by the exciton interaction. Accordingly, it is explained 
by the contribution of the charge-transfer interactions in terms of the VB method. 
The electronic configuration of the charge resonance that reflects the charge transfer 
interaction can be described as follows.

ΦCR(±) = (
ϕ+ 
A ϕ

− 
B ± ϕ− 

A ϕ
+ 
B

)
/
√
2, (3.8) 

where ϕA 
+ and ϕA

− denote the A units in the cationic and anionic states, respectively. 
When the distance between the constituting units is short, the exciton and charge 
resonance configurations can be mixed, the wavefunction of the excited state of the 
dimer is expressed as

ΦDM(±) = ΦEX(±) + ΦCR(±). (3.9) 

The interaction with the energetically higher charge resonance configuration 
results in a substantial red-shift of the low-energy exciton state. Such a significant 
red-shift owing to dimerization is observed not only in the S1 → S0 fluorescence, 
but also in the  T1 → S0 phosphorescence. 

The exciton interactions are incredibly essential when the constituting dyes in 
the dimer have large transition electric dipole moments. In contrast, even when the 
exciton interaction is negligible, the charge-transfer interactions are applied when the 
distance between the constituting units is short. In such molecules, the MO method is 
effective. Here, we describe the MMLCT excited state using Pt(II) diimine complexes 
as a typical example [8]. When Pt(II) diimine complexes form aggregates or crys-
talline states with a close contact between Pt(II) ions, the electronic absorption band 
and luminescence are observed at longer wavelengths (Fig. 3.8). This is explained by 
the formation of the σ and σ* orbitals due to the interaction between the dz 2 orbitals 
of Pt ions, and the transition from the σ* orbital to the π* orbital of the diimine ligand 
appears on the lower energy side (longer wavelength side) (Fig. 3.9). This (σ*–π*) 
is called as MMLCT, which is a crucial photophysical property in molecular crystals 
consisting of integrated metal complexes.

3.6 Photophysical Properties of Molecular Crystals 

As described in Sect. 3.5, there are two methods, i.e., VB and MO methods, for 
understanding the photophysical properties of dimers or oligomers. The MO method 
leads to the band theory, wherein the valence and conduction bands are formed as 
a results of the interactions between the HOMOs of constituents and those between
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Fig. 3.8 Stacking structure of the red form of [Pt(bpy)(CN)2] and  the  3MMLCT emission spectra 
at different temperatures: a 292, b 260, c 240, d 220, e 180, f 160, g 140, h 120, I 100, j 60, k 45, 
l 30, m 15 K [8] 

Fig. 3.9 Explanation of the 
MMLCT transition using the 
molecular orbital diagram of 
the dimer model
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the LUMOs of constituents, respectively. This approach is useful for discussing the 
conductivity of crystals but it has a disadvantage of difficulty about the direct compar-
ison of the band theory with the photophysical properties of molecular monomers, 
which have been accumulated by the spectroscopic measurements of molecules in 
solution and their theoretical calculations. Thus, for instance, the MMLCT lumi-
nescence observed in the molecular crystal of a metal complex is explained by the 
MO method, using the comparison between the monomer and the dimer. In contrast, 
the VB method is based on the photophysical properties of molecular monomers 
and takes into account exciton and charge-transfer interactions as the intermolec-
ular interactions, although it is weak to correctly consider the strong intermolecular 
interactions. Thus, historically, Davydov splitting, which reflects exciton interaction, 
had been developed as the first theoretical approaches for explaining the spectral 
broadening of molecular crystals.
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In this section, in order to show the example connecting between the monomer 
to the molecular crystals, we briefly illustrate the VB method-based analyses on 
photophysical properties of oxotitanium phthalocyanine (OTiPc) crystals, including 
both exciton and charge-transfer interactions [10]. OTiPc forms a few crystal struc-
tures, i.e., crystal polymorphisms such as phases I, II, and Y (phases I and II are 
also called β and α phases, respectively). One of them, phase II, has been practically 
utilized as near-infrared light-active photoconductors in GaAsAl laser printers and 
photocopiers because their photoconductivities are highly dependent on their crystal 
structures. Also, in contrast to the sharp Q absorption band in solution, the electronic 
absorption spectra of OTiPc thin films are significantly broadened and shift to longer 
wavelength side; the broadening and red-shift are dependent on the crystal structures. 

The electronic absorption spectra of OTiPc thin films in phases I and II are shown 
in Fig. 3.10. In phase I, a broad absorption band between 650 and 800 nm is observed, 
whereas in phase II, it exceeds 800 nm. The electroabsorption measurements indi-
cated that the charge transfer band was assigned to the 800 nm-region for the thin 
films in the phases II and Y. In the charge transfer band, the mixture of the exciton 
and charge-transfer configurations is essential; the absorbance of the charge-transfer 
band is caused by a contribution of the transition electric dipole-allowed exciton 
configuration, while the magnitude of the charge-transfer character correlates with 
the photocurrent and photocharge generation efficiency. 

After molecular orbital calculations and configuration interactions for each 
molecule, the photophysical properties of OTiPc crystals are theoretically calculated 
by considering the exciton and charge-transfer electron configurations as intermolec-
ular interactions. The theoretical calculations demonstrate that (1) the large red-shift 
in phase II is caused by the exciton interaction between OTiPc constituents, and (2) the

Fig. 3.10 UV-vis absorption spectra of OTiPc crystals in phases I (left) and II (right) and their 
crystal structures [10] 
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charge transfer band and the high photoconductivity observed in phase II are highly 
dependent on the intermolecular resonance integrals, which are well-correlated with 
the orbital overlaps. In other words, the electronic absorption spectroscopic proper-
ties can be tuned by manipulating the excitation energy of constituting molecules 
and the exciton interactions between constituents. Further, the design of molecular 
crystals to increase the intermolecular resonance integrals is crucial for achieving 
high photoconductivity. 
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Part II 
Various Soft Crystals Categorized 

by Stimulus-Response



Chapter 4 
Vapochromic Soft Crystals Constructed 
with Metal Complexes 

Masako Kato 

Abstract Vapochromism, a phenomenon in which the color or luminescence color 
of a substance changes in response to gaseous molecules, has potential for devel-
oping sensor materials to detect harmful substances in the environment. In addition, 
vapochromism is scientifically interesting for the direct visualization of interactions 
between gases and solids. The crystals of metal complexes involve diverse and flex-
ible electronic interactions, such as metal–metal and metal–ligand interactions. It is 
expected that slight structural changes in such crystals will lead to distinct color or 
emission color changes, thus achieving highly sensitive and selective vapochromic 
responses. Consequently, highly ordered and flexible response systems (i.e., soft crys-
tals) can be constructed. This chapter introduces the interesting and attractive features 
of vapor-responsive soft crystals by discussing platinum complexes that show color 
and luminescence changes in dilute vapor atmospheres while maintaining an ordered 
structure, nickel(II) complexes that change magnetic properties in conjunction with 
a color change, and copper(I) complexes that change luminescence color in response 
to N-heteroaromatic vapors. 

Keywords Vapochromism · Luminescence · Chromic metal complex · Chemical 
sensor · Vapor-induced structural transformation 

4.1 Introduction 

We live by responding to various stimuli sensitively, adapting to the environment, 
and communicating with other people. Biosystems have various wonderful stimuli-
responsive functions to be living matters. Various efforts have focused on devel-
oping materials that mimic how living systems interact with the environment. In the 
material world, crystals may look like far from biosystems. However, soft crystals, 
that show visible and distinct color and luminescence changes in response to weak 
stimuli while maintaining structural order are attracting increasing attention as new
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stimuli-responsive systems [1]. Various external stimuli, such as heat, light, pressure, 
chemicals, and mechanical stimuli, can change the structure and properties of crys-
tals, and a wide range of stimuli-responsive materials are known, including metals, 
polymers, and liquid crystals. Soft crystals are expected to offer new possibilities 
because their structures and properties can be transformed by mild stimuli while 
maintaining three-dimensional order, and the original order can also be recovered. 
This chapter focuses on metal complex crystals that respond to gaseous molecules, 
such as water vapor, organic vapor, and inorganic gases, by changing their color or 
emission color. 

4.2 Soft Crystals and Vapochromism 

Vapochromism involves the color change of a material in response to gas molecules. 
This phenomenon is relatively new compared with other types of chromism, such 
as thermochromism, photochromism, and piezochromism. Many systems showing 
chromism have flexible structures that undergo structural transformations and exhibit 
multichromic properties in response to various external stimuli. It has long been 
known that platinum complexes exhibit temperature- and pressure-dependent color 
changes in the solid state. However, the term vapochromism was not used until the 
end of the twentieth century to describe double-salt-type platinum(II) complexes 
that change color when exposed to chloroform or alcohol vapors [2]. Subsequently, 
various systems have been constructed as volatile organic compound (VOC) sensors 
to visually detect the vapor of harmful organic solvents [3]. Vapochromism is also of 
considerable scientific interest as a visible manifestation of the interaction between 
a gas and a solid. Vapochromic materials are not limited to crystals, with amorphous 
materials, liquid crystals, and ionic liquids also known to show color changes in 
response to vapor. However, the highly ordered three-dimensional nature of crystals 
enables this phenomenon to be traced at the molecular level. 

4.3 Interactions Between Vapor Molecules (Gases) 
and Crystals 

The interactions between gases and crystals are commonly exploited in gas storage 
materials. Palladium is used for hydrogen purification owing to its high hydrogen 
mobility and excellent hydrogen storage capacity. In this case, stable hydrides 
form via interactions between small hydrogen molecules and palladium metal crys-
tals. In addition, inorganic porous materials such as zeolites, metal–organic frame-
works (MOFs), and porous coordination polymers (PCPs) have been extensively 
studied. Porous materials have attracted attention as rigid and stable materials with 
nanospaces. However, some porous materials undergo structural changes as the
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framework expands and contracts with gas adsorption and desorption, and the mech-
anism of structural change in such soft porous crystals has been studied [4]. Mate-
rials containing nanospaces, including supramolecular and covalent structures, have 
been widely developed to have not only gas storage properties but also novel phys-
ical properties such as conductivity and magnetism. Furthermore, the nanospaces 
in such materials have been used to modulate reactivity. Here, we focus on vapor-
responsive photofunctional crystals that show distinct visible changes in color or 
luminescence [5]. Although such vapochromic crystals are found in coordination 
polymers (so-called flexible MOFs), more flexible systems with electronic interac-
tions, such as supramolecular crystals constructed using weak intermolecular inter-
actions and molecular crystals constructed using van der Waals forces, are the main 
targets. Vapor can also affect soft matter and thin-film surfaces. For example, it 
has been reported that vapor exposure can induce a liquid-crystalline-to-crystalline 
phase transition, and such vapor annealing has attracted attention as a strategy for 
constructing highly ordered systems [6]. 

To achieve vapochromism, a gas molecule must induce a change in the electronic 
state of a crystal that results in a change in color or luminescence. In metal complex 
crystals, the effects of gas molecules on vapochromism can be classified into three 
main categories (Fig. 4.1). First and most commonly, a new crystalline phase is 
formed by the inclusion of gas molecules (Fig. 4.1a). In this case, the color change 
is caused by a structural change in the complex, and the included gas molecules are 
involved in stabilizing the new crystal phase, which is similar to a solvate in the crys-
tallization from a solution. If the molecules are released by heating or decompressing, 
the original structure is recovered. Second, gas molecules are directly coordinated 
to the metal center (Fig. 4.1b). Here, the mobility of the gas molecules in the crystal 
is critical for changing the crystalline state. There is an interesting example reported 
recently for manganese(II)-halide complexes which shows reversible tetrahedral-
octahedral geometrical change by water–vapor exposure and heating, followed by 
the luminescence color change between green and red [7]. Third, the vapor molecules 
change the crystalline environment (dielectric constant, pressure, etc.), which induces 
a crystal phase transformation, but are not incorporated into the crystal (Fig. 4.1c). It 
can be said to be real polymorphism induced by vapor, although those cases are not 
so many compared with the others [8]. In all cases, the crystal phase transition should 
be easily induced under mild conditions. In other words, soft crystals with low acti-
vation barriers for structural changes and crystal polymorphism should be designed. 
In the next section, typical vapochromic metal complex crystals are introduced as 
representative examples of these cases.
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Fig. 4.1 Schematic of the effects of gas molecules on vapochromism 

4.4 Vapochromic Metal Complexes 

4.4.1 Vapochromism in Integrated Luminescent Platinum(II) 
Complexes 

Commonly, d8 and d10 metal complexes containing soft metal ions show unique 
coloration and luminescence. In particular, the luminescence properties of planar 
tetracoordinated platinum(II) complexes have long been studied. The luminescence 
originates from electronic interactions between stacked platinum(II) complexes. The 
stacking of platinum(II) complexes with appropriate π-conjugated ligands results in 
the overlap of platinum ion dz2 orbitals, which split into dσ and dσ* states. Conse-
quently, a metal–metal-to-ligand charge transfer (MMLCT) state is formed, which 
has the lowest energy transition, and luminescence occurs from the excited triplet 
state (3MMLCT) (Fig. 4.2) [9]. Because the structure constructed by weak metal– 
metal interactions is flexible, the MMLCT transition energy is sensitive to small 
changes caused by external stimuli. Unsurprisingly, MMLCT-derived platinum and 
gold complexes have recently been reported to have excellent stimuli-responsive 
properties and remain the subject of active research. Incidentally, aggregation-
induced emission (AIE) has attracted much attention in organic crystals and organic 
polymers [10]. AIE is a phenomenon in which the luminescence of organic molecules 
is switched on and off using orientation changes caused by hydrogen bonding, π–π 
interactions, CH–π interactions, etc. Here, the luminescence based on metal–metal 
interactions caused by the accumulation of complexes is called assembly-induced 
emission and is considered distinct from aggregation-induced emission.

As a typical vapochromic platinum(II) complex, syn-[Pt2(pyt)2(bpy)2](PF6)2 (pyt 
= pyridine-2-thiolate, bpy = 2,2,-bipyridine) (Chap. 1, Fig.  1.2), which exhibits 
reversible on/off luminescence in response to vapor molecules such as ethanol, was 
introduced in Chap. 1 [11]. In this dinuclear complex, vapochromism is accompanied 
by a structural transition between a dark-red form with incorporated vapor molecules 
and a light-red form without vapor molecules. The two stable configurations of this 
complex (tetranuclear platinum interaction configuration and stacked bpy ligand 
configuration) are easily converted by vapor molecules, providing a guideline for 
interaction conversion in soft crystals.
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Fig. 4.2 Schematic MO diagram for Pt(II) complexes with aromatic ligands showing effective 
Pt···Pt electronic interactions by stacking. Reprinted with permission from ref. [9]

Mononuclear platinum(II) complexes with planar structures can self-assemble and 
form Pt···Pt interactions. Complexes that are colorless when dispersed in dilute solu-
tion often show bright colors and luminescence when crystallized via self-assembly. 
A typical example is the platinum(II) complex [Pt(bpy)(CN)2], which comprises 
bpy, a typical aromatic bidentate chelate ligand, and cyanide ligands that provide a 
strong ligand field. Two forms of this complex can be produced by a slight change 
in the stacking structure (Fig. 4.3): a red hydrated crystal and a yellow anhydrous 
crystal [12]. Interestingly, this complex shows environmental sensitivity. When the 
yellow form (monohydrate) is exposed to organic solvents such as DMF or ethanol, it 
instantaneously changes to the red form (anhydrate), whereas the red form returns to 
the yellow form upon exposure to water. This change can be controlled using water 
vapor and is accompanied by a change in the luminescence color, which is typical of 
vapochromic platinum complexes. The color change has been attributed to changes in 
the interplatinum interactions, as shown in the stacking structures of the crystals. The 
correlation between the interplatinum distance and the MMLCT transition energy 
has been studied in detail based on temperature-dependent data [13], but this is not
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Fig. 4.3 Stacking structures of the red and yellow forms of [Pt(bpy)(CN)2]. Reprinted with 
permission from ref. [12] 

discussed here. Note that the correlation between the interplatinum distance and the 
excited state energy in the ground state can be explained by the delocalization of the 
excited state. The theoretical interpretation of the emission state change is given in 
Chap. 11. 

To develop a distinct vapochromic response using platinum interactions, it is 
effective to construct a soft crystal structure in which vapor molecules can easily 
form gaps to allow their entry and exit. Based on this strategy, a variety of vapoc-
hromic platinum(II) complexes with long-chain alkyl groups or bulky substituents 
have been reported [3]. In the author’s group, a hydrogen-bonded network struc-
ture was constructed using a complex with carboxy groups, [Pt(CN)2(H2dcbpy)] 
(H2dcbpy = 4,4,-dicarboxy-2,2,-bipyridine), which produced a variety of colors 
ranging from white to yellow, red, blue, and purple depending on the vapor type 
(Fig. 4.4a) [14]. Figure 4.4b shows a schematic of the response of this system to vapor. 
Vapor molecules incorporated in the crystal pores affect the three-dimensional frame-
work of the platinum complexes, which induces changes in the Pt···Pt interactions and 
causes the 3MMLCT luminescence color to change. Interestingly, the supramolec-
ular framework is stable enough to retain its structure upon the release of enclosed 
water molecules and the emission color remains essentially unchanged. However, 
the framework structure is easily collapsed by macroscopic mechanical abrasion, 
and the sample shows a distinct color change related to changes in intermolecular 
interactions. Moreover, the collapsed framework structure can be reconstructed by 
exposure to methanol vapor, thus restoring the original red luminescent crystals. The 
process of crystal structure construction by the penetration of gas molecules from 
the surface was analyzed in detail using super-resolution microscopic luminescence 
observations of single particles [15]. Thus, this system is notable for exhibiting both
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mechanochromism (structural destruction) and vapochromism (structural restora-
tion and self-healing phenomena). Chromic luminescence based on similar metal– 
metal interactions has also been observed in gold(I) complexes. The vapochromic 
phenomena of gold(I) complexes are introduced together with their mechanochromic 
phenomena in the next chapter (Chap. 5). 

Fig. 4.4 a Porous supramolecular structure of [Pt(CN)2(H2dcbpy)] crystals, and b schematic 
diagram of vapochromic behavior, including vapor-induced crystallization, self-healing, and molec-
ular recognition, depending on the state. G1 and G2 represent guest molecules. Reprinted with 
permission from refs. [14a, b]
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4.4.2 Vapochromism and Single-Crystal-To-Single-Crystal 
Structural Transitions 

As mentioned above, the energy of 3MMLCT luminescent state formed via plat-
inum interactions depends on the strength of the interaction between the metal dz2 
orbitals, but the relationship with the energy level of the ligand π* orbital, which is 
the LUMO, must also be considered. In platinum(II) complexes with 3MMLCT emis-
sion, diimine and cyclometalating ligands have been successfully used as aromatic 
ligands. As shown in Fig. 4.2, the  3MMLCT transition energy based on Pt···Pt inter-
actions is lower in energy than the π–π* (LC) and d–π* (MLCT) transitions of a 
mononuclear complex. Thus, for conventional systems, 3MMLCT emission gener-
ally occurs in the red region. An assembled system with very weak Pt···Pt interac-
tions and an unstable LUMO could realize MMLCT emission at a higher energy. 
However, the precise control of weak Pt···Pt interactions is difficult in flexible media 
such as solutions and even in crystals. An integrated system with yellow to green 
3MMLCT emission has been reported using platinum complexes with N-heterocyclic 
carbene (NHC) ligands, which make the LUMO level relatively unstable; however, 
shorter-wavelength blue emission could not be realized. Recently, the author’s group 
found that the emission color can be controlled from red to blue by systemati-
cally changing the substituents of the NHC ligands. This realization of strong blue 
3MMLCT luminescence breaks with conventional wisdom [16]. Specifically, a series 
of Pt(II)-NHC complexes, [Pt(CN)2(R-impy)] (R-impyH+ = 1-alkyl-3-(2-pyridyl)-
1H-imidazolium, R = Me, Et, iPr, tBu), form similar stacking structures (Fig. 4.5a) 
with average interplatinum distances varying systematically from 3.2 Å (R = Me) 
to 3.5 Å (R = tBu). All these crystals show high luminescence quantum yields (φ 
= 0.5–0.7), and the monotonic spectral shapes suggest that the emission originates 
from charge-transfer-type luminescence (Fig. 4.5b). Single-crystal X-ray diffraction 
measurements revealed that the Pt···Pt distance decreases with decreasing tempera-
ture from room temperature (298 K) to 77 K. This trend is similar to that observed in 
self-assembled platinum complexes and corresponds to the anisotropic shrinkage of 
the crystal lattice at lower temperatures. Therefore, the Pt···Pt interaction is expected 
to become stronger at lower temperatures. However, the temperature dependence of 
the emission spectra was found to depend on the substituent. For all four complexes, 
the average interplatinum distance (Rave) increases with increasing temperature from 
77 to 298 K, whereas the 3MMLCT luminescence energies show different behavior, 
with decreasing slope of the emission energy against the distance (Rave) from the  R  
= Me complex to the Et and iPr complexes, and no emission spectral shift occurs 
for the R = tBu complex (Fig. 4.5c). This important result, which is related to the 
nature of integrated luminescence, reveals the specific limits of interplatinum interac-
tions. Although the relative energy difference cannot be changed using conventional 
ligands, changing the substituents of the NHC ligands allows the Pt···Pt interactions to 
be systematically controlled, and consequently, the luminescence can be modulated.

Interestingly, in such a system with controlled platinum interactions, a vapoc-
hromic phenomenon based on a single-crystal-to-single-crystal (SCSC) structural
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(a) 

(b) 

Fig. 4.5 a Stacking structures of platinum(II)-NHC complexes, b photographs of luminescent crys-
talline powders and corresponding emission spectra at RT, and c correlation between the emission 
energy and average Pt···Pt distance (Rave). Reprinted with permission from ref. [16]

transformation has been observed [17]. The blue-emitting crystal (R = tBu), which 
is a trihydrate, is stable in a sealed environment but immediately releases water 
upon exposure to air, and forms a yellowish-green-emitting anhydrous crystals when 
dried under reduced pressure (Fig. 4.6). Upon exposure to water vapor to the anhy-
drous form, a dihydrate is formed at saturated water vapor pressure. Through in-situ 
tracking of single-crystal X-ray diffractions, it was found that an atmospheric pres-
sure environment is necessary to return to the original trihydrate. Notably, all these 
changes occur while maintaining a single-crystal structure. In the present system, the 
self-assembled platinum complexes can change flexibly in response to the movement 
of water molecules by reconstructing hydrogen bonds, which is considered to enable 
the SCSC structural transformation.
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Fig. 4.6 Vapor-induced reversible and stepwise single-crystal-to-single-crystal (SCSC) transfor-
mations of [Pt(CN)2(tBu-impy)] (tBu-impyH+ = 1-tBu-3-(2-pyridyl)-1H-imidazolium) crystals. 
Reprinted with permission from ref. [17] 

4.4.3 Cooperation Between Vapochromism and Spin-State 
Changes in a Nickel(II) Complex 

Nickel(II)-quinonoid complexes show distinct changes in physical properties in 
conjunction with vapochromism [18]. Quinonoid compounds have also attracted 
attention as redox-active ligands, and various noninnocent metal complexes have 
been constructed in which the electronic states are spread between the ligand 
and the metal. The nickel(II)-quinonoid complex [Ni(HLMe)2] (H2LMe = 4-
methylamino-6-methyliminio-3-oxocyclohexa-1,4-dien-1-olate) has been found to 
selectively respond to methanol vapor with a distinct purple to orange color change 
(Fig. 4.7). This phenomenon is caused by methanol molecules coordinating to nickel 
ions in the supramolecular crystal structure of the complex, which is an example 
of the direct coordination of gaseous molecules. The color change is caused by 
a perturbation of the electronic state of the quinonoid by the coordination of a 
methanol molecule to the axial position of nickel. Interestingly, the spin state of the 
nickel ion also changes upon coordination and desorption of the methanol molecule. 
The low-spin square-planar four-coordinated nickel(II) complex is diamagnetic and 
purple in color, whereas methanol molecule coordination induces a high-spin state 
of the nickel(II) ion, resulting in the orange crystal being paramagnetic (Fig. 4.7). 
Although several examples of the vapor-induced spin-switching of nickel complexes 
have been previously reported, they were based on ionic liquids or liquid crystals. In
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Fig. 4.7 Coordination-induced spin-state switching of a Ni-quinonoid complex by methanol vapor. 
Reprinted with permission from ref. [18] 

the present system, the selective response to methanol was achieved by a structural 
transformation between crystal states that retain precise arrangements. This system 
provides a new direction for developing highly ordered, flexible, and multifunctional 
vapochromic complexes. 

4.4.4 Strongly Luminescent Copper(I) Complexes 

Most strongly luminescent metal complexes contain noble metals such as platinum, 
iridium, gold, and europium, or rare earths. The development of highly lumines-
cent complexes using copper, which is an abundant and inexpensive element, is of 
great interest from both academic and elements strategy points of view. Luminescent 
copper(I) complexes have long been known to show temperature-dependent lumines-
cence color changes, and recently, strongly luminescent copper(I) complex crystals 
that exhibit vapor responsivity have been constructed [19]. For example, a mononu-
clear copper(I) complex with a phosphine ligand and an N-heteroaromatic compound, 
[CuI(PPh3)2L] (L = N-heteroaromatic compound), is strongly luminescent and can 
be easily synthesized by simply mixing and grinding. Moreover, the ligand can be 
changed by exposure to the vapor of various N-heteroaromatic compounds. This 
ligand-substitution behavior is accompanied by a change in the luminescence color 
change (Fig. 4.8) [20]. This phenomenon is attributed to the direct exchange of 
coordinated vapor molecules, which is unique to these ligand-substituted copper(I) 
complexes.
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Fig. 4.8 Reversible luminescence color changes of [CuCl(PPh3)2(L)] based on ligand exchange 
reactions with N-heteroaromatic vapors. Reprinted with permission from ref. [20] 

4.5 Conclusion 

Recently, vapochromic phenomena have been reported in not only complex crystals 
but also organic crystals and liquid crystals [3e]. Thus, it may be possible that any soft 
crystal or soft material with color and luminescence properties can exhibit vapoc-
hromism. However, to verify this suggestion, research on this phenomenon must 
advance from the stage of serendipitous discoveries and observations. Soft crystals 
are advantageous because they enable the precise elucidation of three-dimensional 
structures, including dynamic structural changes, at the molecular level. In addition, 
they exhibit visually perceptible changes in properties such as color and lumines-
cence, which can be precisely evaluated spectroscopically. Thus, the information 
about small molecule–solid-state interactions obtained through soft crystal studies 
may provide useful molecular insights into more complex systems, for example, into 
the interactions and mechanisms of enzyme–protein–substrate systems. 

From the viewpoint of function, various advances can be expected for vapor-
responsive crystalline materials. High selectivity and high sensitivity are important 
issues for humidity and VOC sensors. Vapor-selective vapochromism as well as 
high-sensitivity and fast-response vapochromism have been achieved via the skillful 
molecular design of MOFs and supramolecules [21]. However, further development 
is needed to realize high-precision devices utilizing the characteristics of crystalline 
materials. Multifunctional vapochromic materials, in which other physical proper-
ties change simultaneously with color or luminescence changes are also attracting 
attention. The aforementioned nickel complex is a good example of such a system, 
in which concurrent changes in color and spin state are induced by methanol vapor. 
As a stimuli-responsive material that can undergo stable spin state changes in a 
wide temperature range, this complex is expected to be applicable to memory func-
tions. Vapochromism is a visible manifestation of the interaction between a gas and a
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solid, which is of broad interest. A multifaceted approach based on the observation of 
bulk changes combined with the tracking of microscopic and dynamic behavior can 
advance the understanding of these complex phenomena. Such insights are expected 
to lead to the development of novel materials with outstanding functions. 

References 

1. Kato M, Ito H, Hasegawa M, Ishii K (2019) Chem Eur J 25:5105–5112 
2. C. C. Nagle, U. S. Patent No. 4826774, 1989 
3. (a) Kato M (2007) Bull Chem Soc Jpn (Accounts) 80:287; (b) Wenger OS (2013) Chem Rev 

113:3686; (c) Zhang X, Li B, Chen Z-H, Chen Z-N (2012) J Mat Chem 22:11427; (d) Kobayashi 
A, Kato M (2014) Eur J Inorg Chem 4469; (e) Li E, Jie K, Liu M, Sheng X, Zhua W, Huang F 
(2020) Chem Soc Rev 49:1517 

4. Horike S, Shimomura S, Kitagawa S (2009) Nat Chem 1:695–704 
5. Kato M, Yoshida M, Sun Y, Kobayashi A (2022) J Photochem Photobio C 51:100477 
6. (a) Sinturel C, Vayer M, Morris M, Hillmyer MA (2013) Macromolecules 46:5399–5415; (b) 

Higashi T, Ohmori M, Ramananarivo MF, Fujii A, Ozaki M (2015) APL Mater 3:126107 
7. Jiang C, Luo Q, Luo C, Lin H, Peng H (2022) J Phys: Condens Matter 34:154001 
8. Yuan M-S, Wang D-E, Xue P, Wang W, Wang J-C, Tu Q, Liu Z, Liu Y, Zhang Y, Wang J (2014) 

Chem Mater 26:2467 
9. Yoshida M, Kato M (2018) Coord Chem Rev 355:101–115 
10. Hong Y, Lam JW, Tang BZ (2011) Chem Soc Rev 40:5361–5388 
11. (a) Kato M, Omura A, Toshikawa A, Kishi S, Sugimoto Y (2002) Angew Chem, Int Ed 41:3183; 

(b) Ohba T, Kobayashi A, Chang H-C, Kato M (2013) Dalton Trans 42:5514 
12. Kishi S, Kato M (2002) Mol Cryst Liq Cryst 379:303–308 
13. Kato M, Kosuge C, Morii K, Ahn JS, Kitagawa H, Mitani T, Matsushita M, Kato T, Yano S, 

Kimura M (1999) Inorg Chem 38:1638–1641 
14. (a) Kato M, Kishi S, Wakamatsu Y, Sugi Y, Osamura Y, Koshiyama T, Hasegawa M (2005) 

Chem Lett 34:1368–1369; (b) Shigeta Y, Kobayashi A, Ohba T, Yoshida M, Matsumoto T, 
Chang H-C, Kato M (2016) Chem Eur J 22:2682–2690 

15. Ishii K, Takanohashi S, Karasawa M, Enomoto K, Shigeta Y, Kato M (2021) J Phys Chem C 
125:21055 

16. Saito D, Ogawa T, Yoshida M, Takayama J, Hiura S, Murayama A, Kobayashi A, Kato M 
(2020) Angew Chem Int Ed 59:18723 

17. Saito D, Galica T, Nishibori E, Yoshida M, Kobayashi A, Kato M (2022) Chem Eur J 
28:e202200703 

18. Kar P, Yoshida M, Shigeta Y, Usui A, Kobayashi A, Minamidate T, Matsunaga N, Kato M 
(2017) Angew Chem Int Ed 56:2345 

19. Kobayashi A, Kato M (2017) Chem Lett 46:154 
20. Ohara H, Ogawa T, Yoshida M, Kobayashi A, Kato M (2017) Dalton Trans 46:3755–3760 
21. (a) Bryant MJ, et al (2017) Nat Commun 8:1800; (b) Li Y, Chen L, Ai Y, I-long EY, Chan AK, 

Yam VW (2017) J Am Chem Soc 139:13858–13866



52 M. Kato

Open Access This chapter is licensed under the terms of the Creative Commons Attribution 4.0 
International License (http://creativecommons.org/licenses/by/4.0/), which permits use, sharing, 
adaptation, distribution and reproduction in any medium or format, as long as you give appropriate 
credit to the original author(s) and the source, provide a link to the Creative Commons license and 
indicate if changes were made. 

The images or other third party material in this chapter are included in the chapter’s Creative 
Commons license, unless indicated otherwise in a credit line to the material. If material is not 
included in the chapter’s Creative Commons license and your intended use is not permitted by 
statutory regulation or exceeds the permitted use, you will need to obtain permission directly from 
the copyright holder.

http://creativecommons.org/licenses/by/4.0/


Chapter 5 
Luminescent Mechanochromism 
and the Photosalient Effect of Aryl 
Gold(I) Isocyanide Complexes 

Tomohiro Seki and Hajime Ito 

Abstract A study of stimuli-responsive molecules that can change their physical 
properties or external shape owing to variations in the external environment has 
attracted much attention owing to potential application in sensors and actuators. 
Our group has intensively studied aryl gold(I) isocyanide complexes to develop 
stimuli-responsive molecular crystals that can show luminescent mechanochromism 
and crystal jumping through phase transitions induced by mechanical stimulation or 
photoirradiation. Interestingly, some of our gold(I) isocyanide complexes have crys-
talline or even single crystalline characteristic both before and after mechano-induced 
emission color changes or photoinduced crystal jump. Based on the detailed informa-
tion on molecular arrangements of the aryl gold(I) isocyanide complexes, the under-
lying mechanism of the responses can be clearly identified. In the Sect. 5.2 of this 
chapter, we review luminescent mechanochromic aryl gold(I) isocyanide complexes 
that has unique characteristic such as multiple emission colors, infrared emission, and 
noncentrosymmetry/centrosymmetry switching. Section 5.3 describes the mechano-
induced single-crystal-to-single-crystal phase transitions of aryl gold(I) isocyanide 
complexes with red- and blue-shifted emission color changes or reversibility. In 
Sect. 5.4, the photoinduced phase transition of a gold(I) complex which accompanied 
by mechanical motion, i.e., crystal jump is described. 

Keywords Luminescent mechanochromism · Photosalient effect · Gold(I) 
isocyanide complex · Photoluminescence · Phase transition
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5.1 Introduction 

Molecules that change their physical properties or external shape owing to variations 
in the external environment are collectively called stimuli-responsive molecules. For 
example, azobenzene [1–3] and diarylethene [4, 5] exhibit photochromism when 
irradiated with ultraviolet light, which results in a change in the color of the solution 
or crystal. This color change is attributed to the photoisomerization of the molecule 
caused by light irradiation, which changes the molecular structure, especially the 
π-conjugation length. However, when photoisomerization occurs in these molecules 
in crystals or polymers, changes in the morphology, such as bending of crystals or 
polymers, may be observed in addition to changes in the molecular structure. This 
phenomenon is called the photomechanical effect because it involves the conversion 
of light energy into mechanical motion [6, 7]. Molecules that exhibit this effect, 
when viewed as bulk materials, have a simple structure consisting of a single type 
of molecule or its dispersion in a polymer. Since these molecules have the ability 
to “move,” they have great potential to serve as microscopic actuators. This is in 
contrast to conventional actuators, which are made up of multiple elements such as 
gears and motors, and have miniaturization limitations. 

Recently, luminescent mechanochromic molecules, one type of stimuli-
responsive molecule, have been extensively studied [8–12]. Luminescent 
mechanochromism refers to a phenomenon in which the photoluminescence proper-
ties of solid and liquid crystalline materials are altered by the application of mechan-
ical stimuli, such as rubbing or crushing. The mechanism that causes the lumines-
cence color to change is often attributed to molecular rearrangement in the material. 
Mechanochromism occurs when the pattern of intermolecular interactions is altered 
and the excitation energy level varies as the molecular arrangement changes. In 
the case of this phenomenon, it is noteworthy that macroscopic mechanical stimuli 
exerted by human intervention can alter the microscopic molecular arrangement and 
intermolecular interactions, which are essential to the luminescence properties of a 
material. Although this type of luminescent mechanochromism has been intermit-
tently reported since 1990 (e.g., in molecules 1 [13] shown in Fig. 5.1), it did not 
attract much attention at the time. In contrast, from 2000 to 2010, the luminescence 
property and color changes induced by mechanical stimulation in several molecules 
resulted in an increased interest in this phenomenon. Crystalline solid samples of 
a gold complex 2 reported by Eisenberg et al. showed a change in luminescence 
intensity in response to a mechanical stimulus [14]. In 2007, Sagara, Araki et al. 
reported the luminescent mechanochromism of pyrene derivatives 3 [15]. In 2008, 
the mechanochromism of a gold(I) isocyanide complex 4 was reported [16]. The 
mechano-induced color change of 4 from blue to yellow and the reversibility by 
solvent addition was reported [16]. In the same year, Weder et al. reported the lumi-
nescence color change of an organic dye molecule 5 [17]. A visible red shift was 
observed by grinding the powdered form of the dye 5 using a mortar and pestle or 
by clasping and compressing it into infrared (IR) pellets. Moreover, in 2010, Fraser 
reported the mechanochromism of a boron complex 6 [18]. The luminescence color
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was also reported to be altered by mechanical stimulation, and further changes in 
color were observed over time. These mechanochromic molecules shown in Fig. 5.1 
are only a few examples, and many others have been reported up to 2010 [19–25]. 
These molecules have no clear similarity in terms of molecular structures. Thus, 
it is widely recognized that luminescent mechanochromism can be found in solid 
materials composed of organic molecules and metal complexes. Consequently, since 
2010, many researchers have reported the luminescent mechanochromism of several 
organic molecules, metal complexes, and polymers. 

With the increased number of investigations, many characteristic 
mechanochromic molecules have been reported. Mechanochromic molecules 
with multicolor luminescence (Fig. 5.2a) [26–30], those that can be coated onto 
glass or polymer surfaces to impart mechanochromic properties (Fig. 5.2b) [31], 
and those that exhibit altered luminescence owing to crystal-to-liquid–crystal phase 
transitions induced by mechanical stimuli (Fig. 5.2c) [27, 32] were reported. The 
spontaneous recovery or transition of mechanochromic molecules to a new phase 
after a change in luminescence color upon mechanical stimulation has also been 
reported (Fig. 5.2d) [33–37]. Moreover, the successful control of the direction of 
the luminescence shift was achieved by an extensive screening of the substituents 
of mechanochromic molecules (Fig. 5.2e) [38]. Additionally, a novel material was 
developed that exhibits luminescent mechanochromism in a specific temperature
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range (Fig. 5.2f) [33, 39, 40], and a mechanochromic material was fabricated 
that utilizes the reversibility of rotaxane to realize instantaneous, reversible, and 
repeatable chromic properties in response to the application of mechanical stress 
(Fig. 5.2g) [41, 42]. Furthermore, elastochromic luminescent materials, in which 
the luminescence change is induced by stress-responsive crystal deformation, have 
been reported recently (Fig. 5.2h) [43–45].

Our group has extensively investigated luminescent mechanochromism and the 
related stimuli-responsivity of the gold complexes. It is noteworthy that anisotropic 
mechanical stimuli on a macroscopic scale to mechanochromic molecules can induce 
changes in the molecular arrangements on a microscopic scale. The phenomenon 
of luminescent mechanochromism has also clearly showed that such microscopic 
molecular arrangements play a significant role in the bulk properties and functions. 
Therefore, we have considered that inducing perturbations in the molecular coordina-
tion and arrangement of a material by applying external stimuli, including mechanical 
force and other stimuli, can cause the generation of luminescent mechanochromism, 
and impart various functions and response properties to the material. Accordingly, 
we have prepared a number of aryl gold(I) isocyanide complexes, analogues of 4. 
As a result, a number of aryl gold(I) isocyanide complexes with mechanochromism 
have been developed, many of which exhibited attractive features. Moreover, gold(I) 
complexes that exhibit external stimuli responsiveness, that is, phase transitions in 
response to changes in light or temperature has been successfully developed. The 
phase transition is also accompanied by a mechanical response, i.e., crystal jump, 
and the relationship between the behaviors of molecular arrangement changes and 
mechanical properties has also been elucidated. 

In this chapter, we review the aryl gold(I) isocyanide complexes that have been 
developed thus far. These gold(I) complexes can extend the π-conjugated system 
and incorporating various substituents to the aromatic rings covalently connected 
with gold(I) atom and the aromatic rings of the ligand moiety. A slight difference 
in the molecular structure of the aromatic moiety of these gold(I) complexes can 
alter the crystal structure and response properties of a material in various ways, 
and thereby many luminescent mechanochromism and mechanical responses have 
been successfully developed. In Sect. 5.2, the luminescent mechanochromism of 
gold(I) isocyanide complexes is discussed. In particular, a series of complexes 
that exhibit luminescent mechanochromism with unique characteristic that general 
mechanochromic molecules does not have is described. In Sect. 5.3, the series of 
the mechanically stimulated single crystal-to-single crystal (SCSC) phase transi-
tion is discussed. The origin of the luminescence change is successfully elucidated 
based on the detailed crystal structure information. We achieved the control of the 
direction of the shift of the luminescence change through the trend of the aurophilic 
interaction change. We also achieved to bestow the nature of the reversibility. In 
Sect. 5.4, the crystal phase transition of the gold(I) complexes induced by light irra-
diation is discussed in detail, especially their response mechanism. Additionally, the 
mechanical response of the crystal and jumps (that is, the photosalient effect) that 
are triggered by the phase transition is described.
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Fig. 5.2 Photographs and schematic representations of selected mechanochromic molecules which 
exhibited unique characteristics. Part a is adapted with permission from ref. [26] Copyright 2011 
Wiley-VCH, All Rights Reserved. Part b is adapted with permission from ref. [31] Copyright 2014 
American Chemical Society, All Rights Reserved. Part c is adapted with permission from ref. [27] 
Copyright 2014 Springer Nature Limited, All Rights Reserved. Part d is adapted with permission 
from ref. [36] Copyright 2016 American Chemical Society, All Rights Reserved. Part e is adapted 
with permission from ref. [38] Copyright 2016 American Chemical Society, All Rights Reserved. 
Part f is adapted with permission from ref. [39] Copyright 2017 American Chemical Society, All 
Rights Reserved. Part g is adapted with permission from ref. [41] Copyright 2018 Springer Nature 
Limited, All Rights Reserved. Part h is adapted with permission from ref. [45] Copyright 2020 
Springer Nature Limited, All Rights Reserved
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5.2 Luminescent Mechanochromism of Gold(I) Isocyanide 
Complexes 

5.2.1 Luminescent Mechanochromism of Complex 4 and Its 
Subsequent Development 

During the course of our investigations on catalytic reactions, the luminescent 
mechanochromism of gold(I) isocyanide complex 4 (Fig. 5.1 and 5.3) was acci-
dentally discovered, which was reported in 2008 [16]. Pristine sample of complex 
4 was a white powder and showed weak blue luminescence when irradiated with 
ultraviolet (UV) light (Fig. 5.3a). When a mechanical stimulus was applied to the 
complex, the emission of the powder changed to yellow and the maximum emission 
wavelength (λem,max) shifted from 415 to 533 nm (Fig. 5.3c). The single-crystal and 
powder X-ray diffraction structural analyses revealed that the mechanical stimula-
tion caused a phase transition from the crystalline phase to the amorphous phase. 
This transformation in the crystal structure is thought to have induced a modifica-
tion in the pattern of intermolecular interactions exerted on the molecules in the 
crystal, thereby resulting in a change in luminescence. The luminescence of gold(I) 
complexes has been reported to shift to longer wavelengths owing to the formation 
of aurophilic interactions [11, 46–52]. Therefore, the luminescence of complex 4 
was also expected to be shifted by the formation of aurophilic interactions in the 
amorphous phase [16]. However, no definitive experimental data on the formation 
of aurophilic interactions have been reported thus far. 

Complex 4 was the first luminescent mechanochromic molecule reported by our 
research group. Isocyanide is a relatively soft ligand with a C≡N–R structure and a 
lone pair of electrons at the terminal carbon. Furthermore, isocyanide is known to 
form end-on type stable coordination complexes with various transition metals [53– 
55]. Isocyanides have a particularly high affinity for gold(I) atoms. Consequently,

Fig. 5.3 a Photographs (taken under UV illumination) and emission spectra of the solids of 4 
before and after applying mechanical stimulation. b absorption/excitation and c emission spectra of 
4 at various conditions. Adapted with permission from ref. [16] Copyright 2008 American Chemical 
Society, All Rights Reserved 
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a variety of gold(I) isocyanide complexes have been synthesized and their physical 
properties have been investigated in detail [56–62]. Most of these gold(I) complexes 
form two-coordinate linear complexes. Although halogen [56], alkynyl [57–60], and 
cyano groups [61] have been extensively investigated as substituents on the gold(I) 
atom in these gold(I) isocyanide complexes, only a few examples of complexes 
with aryl groups as substituents on the gold(I) atom of these complexes have been 
reported thus far [62]. Therefore, we synthesized analogues of aryl gold(I) isocyanide 
complexes and successfully produced various unique mechanochromic properties, 
which will be discussed in the subsequent sections. 

5.2.2 Mechanochromic Gold(I) Complexes 
with Tetrachromatic Luminescence 

The solid sample of the diisocyanide-bridged tetrafluoropyridyl gold(I) complex 7 
reversibly switches between four different color luminescences upon solvent addi-
tion and mechanical stimulation [29] (Fig. 5.4). The pristine solid sample of complex 
7Y shows yellow luminescence. When 7Y was suspended in acetone, the blue lumi-
nescent phase 7B was obtained. Subsequently, the evaporation of acetone resulted in 
the transformation of 7B into the green luminescent phase 7G. When a mechanical 
stimulus was applied to 7G, the yellow luminescent 7Y was regenerated, and the 
application of further force resulted in its transformation to the luminescent orange 
powder 7O. Notably, the changes in complex 7 were found to be reversible.

Complexes 7B, 7G, and 7Y form different crystal structures, whereas 7O was 
found to be amorphous. The single crystal corresponding to 7B was obtained by 
recrystallization in the presence of acetone. The single crystal of 7G was obtained by 
the slowest possible phase transition from 7B by removing the crystallizing solvent. 
As for complex 7Y, it was difficult to prepare a single crystal of this complex. There-
fore, the crystal structure was elucidated from powder diffraction data and Rietveld 
refinement. Complex 7Y is the first example of a successful ab initio structural anal-
ysis of the ground phase of mechanochromic compounds. The crystal structures of 
7B, 7G, and 7Y are shown in Fig. 5.5a. In complex 7B, the intermolecular interactions 
between the molecules are weakened by the position of acetone (two equivalents per 
7) between the molecules. In contrast, in complex 7G, the amount of solvent inclu-
sion (acetone or water) is sufficiently small (assuming acetone, 0.5 equivalents per 
7) compared with complex 7B, which allows for stronger interactions between the 
complex molecules (Fig. 5.5b). However, the distances between the gold(I) atoms of 
7B and 7G are 3.5452(7) Å and 3.571(2) Å, respectively, which suggests that these 
complexes do not form aurophilic interactions. Conversely, there is no solvent inclu-
sion in the complex 7Y crystals. The interatomic distance between gold(I) atoms 
is 3.428(2) Å, which confirms the formation of aurophilic interactions (Fig. 5.5c). 
This is thought to be the reason for the occurrence of the spectral band in the longer
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Fig. 5.4 Molecular structure of complex 7, photographs of the luminescent powders, and a 
schematic of the solid structures of each luminescent phase (indicated by rectangles and red circles 
for the inclusion of the solvent, acetone) and the experimental operations used to switch between 
luminescent phases. Adapted with permission from ref. [29] Copyright 2015 Royal Society of 
Chemistry, All Rights Reserved

wavelength region compared with those of 7B and 7G. Complex 7O was identified 
as amorphous because no clear peaks were observed by powder X-ray diffraction.

5.2.3 Screening of 48 Complex Species for Mechanochromic 
Properties 

A series of complexes with various substituents were systematically synthesized 
with the aim of controlling the emission wavelength of mechanochromic gold(I) 
isocyanide complexes. A total of 48 R1–R2 complexes were synthesized by intro-
ducing various substituents into the para positions of the two benzene rings, R1 

and R2, using phenyl gold(I) phenyl isocyanide complex as the scaffold (Fig. 5.6).
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Fig. 5.5 Crystal structures of a 7B, b 7G, and  c 7Y  and corresponding single crystals photographed 
under UV irradiation. Adapted with permission from ref. [29] Copyright 2015 Royal Society of 
Chemistry, All Rights Reserved

Photographs of the powdered forms of the 48 R1–R2 complex species were taken 
under UV light irradiation, as shown in Fig. 5.6. Each panel corresponds to an R1–R2 

complex with a specific R1 substituent (vertical column) and R2 substituent (hori-
zontal column). The substituents are arranged in order, from top to bottom and left 
to right, from electron-donating to electron-withdrawing groups, respectively. The 
pictures (taken under UV light) on the left and right of each panel correspond to the 
powders before and after the application of a mechanical stimulus, respectively.

After synthesizing the 48 R1–R2 complexes, the CF3–CN complexes were found 
to exhibit mechanochromism based on the crystal-to-crystal phase transition using 
the “screening approach” [63]. By controlling the crystallization conditions, different 
single crystals were successfully obtained before and after the application of a 
mechanical stimulus. Consequently, a clear decrease in the interatomic distance 
between gold(I) atoms was observed from 3.706 to 3.119 Å, which was found to be 
the cause of the luminescence change (Fig. 5.7). The crystal-to-crystal phase transi-
tion is relatively rare, since less than 10% of all mechanochromic molecules exhibit 
this phenomenon. In terms of the color of the luminescence of the R1–R2 complexes, 
it is found that the wavelength of luminescence color became longer as the electron-
withdrawing property of the R2-position increased (from left to right in Fig. 5.6), 
and the luminescence color was observed to be yellow or orange instead of blue or 
green. Figure 5.6 shows various patterns of emission color change, and we propose 
that this information contained in Fig. 5.6 can serve as a library of mechanochromic 
molecules that can select a desired emission color change. Recently, Wu et al. reported



62 T. Seki and H. Ito

Fig. 5.6 Structure of R1-R2. Photographs (under UV light) of R1-R2 complexes before (left) and 
after (right) grinding. Adapted with permission from ref. [63] Copyright 2016 American Chemical 
Society, All Rights Reserved

the systematic synthesis of a variety of mechanochromic molecules by applying the 
C-H activation reaction to realize various luminescent colors [38].

5.2.4 Infrared Luminescent Mechanochromic Gold(I) 
Complexes 

Extension of the π-conjugated system: Subsequently, we attempted to extend the 
π-conjugated system to develop a new mechanochromic molecule that emits light 
at longer wavelengths. The molecular structure depicted in the upper left of Fig. 5.8 
corresponds to the H–H complex, as shown in the Fig. 5.6, which will be called 
“complex 8” hereafter. A new complex 9 was then synthesized, in which the phenyl 
group that binds to the gold(I) atom was extended to a naphthyl group. The emis-
sion spectrum of 9a exhibited three peaks and the λem,max was observed at 523 nm 
(Fig. 5.8). 9b was obtained by grinding 9a. Orange-emitting 9b had a broad emission 
spectrum and the λem,max was observed at 599 nm. This wavelength is longer than 
that of the Me-CN complex (592 nm), which exhibited the longest λem,max among 
the 48 R1-R2 complexes. These results indicate that the extension of the aromatic
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Fig. 5.7 Single crystal structure of CF3–CN species, corresponding to the molecular arrangement 
before (left) and after (right) CF3–CN exhibits luminescent mechanochromism. Adapted with 
permission from ref. [63] Copyright 2016 American Chemical Society, All Rights Reserved

ring attached to the gold(I) atom is an effective strategy to extend the emission wave-
length. Indeed, complex 10 was observed to have a λem,max in the infrared region 
[64].

A novel gold(I) isocyanide complex 10, which consists of a gold(I) atom and an 
anthracene group, was synthesized. A pristine microcrystal of 10a exhibited blue 
emission. Complex 10a had a relatively sharp emission spectrum with λem,max at 
448 nm (Fig. 5.8), and the absolute emission quantum yield Φem was 0.5%. The 
conjugated system was extended, but the emission was observed in the shorter wave-
length region compared with that of 8 and 9. Notably, the average lifetime τ av [=
Σ(nAτ )n 2/Σ(nAτ n)] was found to be 0.11 ns, which was attributed to fluorescence. 
This result is in contrast to previously reported results of the luminescence lifetimes 
of aryl gold(I) isocyanide complexes, of which the majority are of microsecond 
phosphorescence origin. 

Mechanical stimulation of complex 10a resulted in the powdered form of 10b. 
However, complex 10b exhibited almost no visible luminescence (Fig. 5.8). However, 
when the emission spectrum of 10b was measured, a broad emission was observed 
with a λem,max of 900 nm (Fig. 5.8) This is the longest wavelength emission observed 
for a mechanochromic molecule to date. Although the Φem of 10b is low (0.09%), 
it is reasonable to consider that the Φem values [65] of infrared-emitting solid-
state organic compounds and transition-metal complexes are generally extremely 
low. Furthermore, the luminescence lifetime was measured to be 0.69 μs, which is 
typical for gold(I) complexes. The mechanochromism observed for the transforma-
tion of complex 10a to 10b shows a significant shift of luminescence to relatively
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Fig. 5.8 Structures, photographs (taken under UV light), and emission spectra of complex 8, 9, 
and 10. Adapted with permission from ref. [64] Copyright 2017 American Chemical Society, All 
Rights Reserved

longer wavelengths and a clear change in the luminescence process from fluores-
cence to phosphorescence. There are only a few examples [66] of this phenomenon 
in literature. 

X-ray diffraction was performed to investigate the mechanism of 
mechanochromism in complex 10. Initially, a single crystal of 10a was prepared 
and the space group was found to be P21/n. As shown in Fig. 5.9, the anthracene and 
benzene rings in the molecular structure of 10a were almost orthogonal (dihedral 
angle = 86.17°). Furthermore, they were stacked in a head-to-tail configuration with 
neighboring molecules, forming dimers via two CH-π interactions (H···π distance 
= 2.778 Å). There were no visible intermolecular interactions between dimers, and 
the individual dimers did not form strong intermolecular interactions.

Quantum chemical calculations were then performed based on the single crystal 
structure of 10a to investigate the mechanism of luminescence. The molecular coordi-
nates for 10a were extracted from the single crystal data and the electronic transitions 
in the singlet were calculated by time-dependent density functional theory (TD-DFT) 
[RI-B3LYP/def-SV(P)]. It is noteworthy that the transition to the first excited state 
of 10a is forbidden. This transition corresponds to the highest occupied molecular 
orbital/lowest unoccupied molecular orbital (HOMO–LUMO) transition, and can be 
attributed to the electronic transition from the anthracene moiety to the isocyanide
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Fig. 5.9 Single crystal structure of complex 10a. Adapted with permission from ref. [64] Copyright 
2017 American Chemical Society, All Rights Reserved

ligand. The reason this transition is forbidden is thought to be because of the nearly 
orthogonal configuration of the anthracene and benzene rings. Conversely, the tran-
sition to the second excited state is allowed, and was attributed to the delocalized 
π–π* transition on the anthracene group. These results suggest that the luminescence 
of complex 10a is caused by the second excited state (π–π* excited state), which is 
consistent with the occurrence of luminescence in the short wavelength region and 
the short sub-nanosecond luminescence lifetime observed for complex 10a. 

Powder X-ray diffraction was performed to investigate the mechanism of the lumi-
nescence of complex 10 after the application of mechanical stimulation. Complex 10a 
exhibited several strong diffraction peaks indicating its crystalline nature (Fig. 5.10), 
which is consistent with the simulation pattern obtained from the single crystal struc-
ture. Conversely, almost no diffraction peaks were observed for complex 10b after 
mechanical stimulation (Fig. 5.10), which indicates its amorphous nature. These 
results indicate that the luminescent mechanochromism of 10a → 10b originates 
from the phase transition from the crystalline phase to the amorphous phase. The 
crystalline-amorphous phase transition is a most typical pattern found in luminescent 
mechanochromic phenomena [63]. 

In the case of an amorphous phase 10b, the methods available to investigate the 
intermolecular interactions formed by the constituent molecules are limited. In this 
study, the infrared absorption (IR) spectra of 10a and 10b were measured. The 
isocyanide stretching vibration of 10a was observed at 2200 cm−1, whereas that of 
10b was observed at 2193 cm−1. This result indicates that a shift of 7 cm−1 occurred

Fig. 5.10 Powder X-ray 
diffraction patterns of 
complex 10a and 10b. 
Adapted with permission 
from ref. [64] Copyright 
2017 American Chemical 
Society, All Rights Reserved 
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upon mechanical stimulation, which supports the formation of aurophilic interac-
tions. Generally, it is known that the formation of aurophilic interactions significantly 
affects the luminescence properties of gold(I) complexes, and results in a red shift of 
the luminescence [46]. This is also consistent with the change in the luminescence 
lifetime of 10b to 0.69 μs after mechanical stimulation. In addition, the luminescent 
mechanochromism of anthracene, which is known to form π-π stacking when amor-
phized, also results in a long-wavelength shift of the luminescence [67]. In the case of 
10b, the interactions and intermolecular interactions formed by the anthracene ring 
can be caused to produce an unprecedented infrared emission for mechanochromic 
materials. According to previous reports of gold(I) isocyanide complexes, the absorp-
tion bands associated with the stretching vibrations of the isocyanide ligand shifts to 
a lower wavenumber when aurophilic interactions occur [16, 65]. Indeed, the gold(I) 
isocyanide complexes that we have reported so far are consistent with this result 
[63, 64, 68]. 

5.2.5 Switching Chirality 

With regard to the molecular arrangement of mechanochromic molecules, the 
majority of these molecules are either crystalline or amorphous with inversion centers 
before and after mechanical stimulation. However, in case of complex 11 (Fig. 5.11), 
luminescent mechanochromism occurred based on the change in crystal structure, 
which switched between the presence and absence of an inversion center [69]. 
Complex 11 can be prepared as a microcrystalline material (11ch) that strongly emits 
a yellow-green color. When a mechanical stimulus is applied to 11ch, it changes to 
11ground, which exhibits green luminescence with a weak emission intensity. Powder 
X-ray diffraction measurements revealed that 11ch and 11ground are composed of 
different crystal phases. The space group of 11ch was found to be P212121, and the 
complex formed one dimensional column structure via aurophilic interactions (Au– 
Au distance = 3.1089(9) Å). In contrast, the space group of 11ground was found to 
be P-1, and complex 11ground formed a dimer via aurophilic interactions (Au–Au 
distance = 3.343(1) Å). Moreover, complex 11ground had an inversion center relative 
to the adjacent dimer. Therefore, mechanical stimulation altered the space group 
without an inversion center to a space group with an inversion center. When a single 
molecule yields crystal systems with both chiral and non-chiral space groups, it 
is known that the non-chiral crystal system is thermodynamically more stable and 
favored [70]. Therefore, the luminescent mechanochromism of complex 11 can be 
attributed to the phase transition to a thermodynamically stable phase. To date, there 
has been no example of a system that shows luminescent mechanochromism by 
switching the chirality of the crystal (that is, the presence or absence of an inversion 
center) by changing the molecular arrangement [69]. Moreover, based on unreported 
experimental results, it was found that the signal in the circular dichroism spectrum 
had a clear intensity for complex 11ch that changed to a silent signal for 11ground 
upon the phase transition induced by mechanical stimulation. This indicates that the
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Fig. 5.11 Molecular structure of complex 11. Photographs (taken under UV light) of the solids and 
crystal structures before and after mechanical stimulation. Adapted with permission from ref. [69] 
Copyright 2017 American Chemical Society, All Rights Reserved 

chiral optical properties can be controlled by switching the presence or absence of 
the inversion center in crystal structures under mechanical stimulation. 

5.3 Single-Crystal-To-Single-Crystal Phase Transition 
Induced by Mechanical Stimulation 

5.3.1 Introduction 

In molecules exhibiting luminescent mechanochromism, the phase transition from 
the crystalline to the amorphous material proceeds upon the application of mechan-
ical stimuli, and the luminescence properties were found to change in numerous 
cases [71]. As mentioned earlier, for amorphous materials, it is difficult to iden-
tify the intermolecular interactions formed as a result of mechanical stimulation 
because of a limitation for detailed structural analysis using characterization tech-
niques such as X-ray diffraction. Therefore, many luminescent mechanochromism 
systems exist, in which it is not possible to clearly elucidate how the intermolec-
ular interactions are altered before and after the mechanical stimulation and how the 
luminescence properties are changed. Contrary, we have systematically discovered 
luminescent mechanochromic complexes that show a single-crystal-to-single-crystal 
phase transition upon the application of a mechanical stimulus, in which the change 
in intermolecular interactions can be clearly elucidated. 

After the mechanochromism of complex 4 was reported in 2008, we synthesized 
various gold(I) isocyanide complexes, and reported their mechanochromic properties 
[29, 72, 73] and the control of their luminescence properties based on polymorphic 
properties [74]. In this study, we found that complex 8 and 12 exhibited a very 
unique phenomenon (Fig. 5.12) [75, 76]. In complex 8, a single-crystal-to-single-
crystal phase transition was induced by the application of a mechanical stimulus, and 
the luminescence color changed as a result. The peculiarity of this phenomenon is 
that the phase transition proceeds between two different single crystals of the same 
molecule. In most cases, mechanical stimulation of a crystal disturbs the molecular 
arrangement in the crystal, which complicates the single-crystal structural analysis
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Fig. 5.12 Structures of complex 8 and 12 

of the ground phase. However, since these complexes were mechanically stimulated 
to single crystals, it was possible to elucidate how the crystal structure and pattern of 
intermolecular interactions were transformed before and after the phase transition. 
Based on the detailed information derived from the crystal structure analysis, the 
change in the luminescence property owing to the phase transition could be rationally 
explained. More details are described in the subsequent section. 

5.3.2 Single-Crystal-To-Single-Crystal Phase Transition 
with Formation of the Aurophilic Interaction 

The gold(I) isocyanide complex 8 forms a single crystal 8b, which emits blue light, 
when it is rapidly recrystallized in a dichloromethane/hexane mixture [75]. One of the 
8b crystals were isolated and scratched with a fine needle, as indicated by an arrow in 
Fig. 5.13. The emission color of the scratched area changed to yellow. Interestingly, 
when the crystal was left in air at room temperature, the crystal area with the changed 
luminescence color gradually expanded. The changed luminescence color propagated 
to the entire crystal in approximately 9 h for the crystal shown in Fig. 5.13, and the 
8y crystal was obtained finally (Fig. 5.13 right). X-ray structural analysis of the 
single crystals, before and after the application of a mechanical stimulus, showed 
that the single crystal-single crystal phase transition was correlated with the change 
in luminescence color.

Single crystal 8b (blue luminescence) had a space group of P-1 before the appli-
cation of mechanical stimulation (Fig. 5.14a) [75]. The molecules were stacked 
in a head-to-tail configuration via CH/π interactions (indicated by the red line in 
Fig. 5.14a), and one-dimensionally elongated substructures were observed. The 
shortest distance between gold(I) atoms was 5.733 Å. Typically, the interaction 
between gold(I) atoms occurs at a distance of approximately <3.5 Å; therefore, the 
interaction between gold(I) atoms does not occur in single crystal 8b. Conversely, 
the yellow-emitting single crystal 8y, obtained by mechanical stimulation of the 
single crystal 8b, showed a change in the space group to I-42d (Fig. 5.14b). 8y also 
showed stacking and one-dimensional elongation of molecules. However, in the case 
of complex 8y, the stacking between adjacent molecules is twisted rather than face-
to-face. The distance between the gold(I) atoms in the single crystal 8y is 3.1773(4) 
Å, which indicates that aurophilic interactions were induced by the phase transition.
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Fig. 5.13 Single-crystal-to-single-crystal phase transition of complex 8 induced by the application 
of a mechanical stimulus that caused an emission change of the crystal under UV irradiation. The 
arrow indicates the location where the mechanical stimulus was applied. Adapted with permission 
from ref. [75] Copyright 2013 Springer Nature Limited, All Rights Reserved

Fig. 5.14 Single crystal structure of a 8b  and b 8y. Adapted with permission from ref. [75] 
Copyright 2013 Springer Nature Limited, All Rights Reserved 

Generally, the luminescence properties of gold(I) complexes are strongly affected 
by the formation of aurophilic interactions [11, 46–52]. Figure 5.15a shows  a  
schematic representation of the formation of aurophilic interactions and corre-
sponding energy levels. The aurophilic interaction is a type of dispersion force. When 
the distance between two gold(I) atoms is less than approximately 3.5 Å the forma-
tion of an aurophilic interaction is generally recognized. Owing to the pronounced 
relativistic effects on the gold(I) atom, the strength of the aurophilic interactions
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Fig. 5.15 a Schematic representation of the orbital levels and the effect of the aurophilic interaction 
on the orbital levels. Typically, the formation of an aurophilic interaction results in the splitting of 
the HOMO orbital to form a bonding orbital dσ and an antibonding orbital dσ* (ii). b Schematic 
representation of the change in the emission spectrum of the gold(I) complex owing to the formation 
of aurophilic interactions 

is stronger than the conventional van der Waals force, and reaches the same level 
as that of a hydrogen bond. Generally, the dz 2 of the gold(I) atom is thought to be 
essential for the HOMO of gold(I) complexes [Fig. 5.15a, (i)] [47, 77]. The formation 
of an aurophilic interaction within a gold(I) complex in solution or a crystal lattice 
results in the splitting of the HOMO and the formation of new orbitals dσ and dσ* 

[Fig. 5.15a, (ii)]. These newly formed orbitals have bonding and antibonding proper-
ties, respectively. Consequently, the HOMO becomes an antibonding dσ* [Fig. 5.15a, 
(ii)], and is energetically destabilized compared to before the formation of aurophilic 
interactions, which results in a smaller band gap. Therefore, when gold(I) complexes 
form aurophilic interactions, the absorption and emission wavelengths typically red 
shifted (Fig. 5.15b) [11, 46–52]. 

Complex 8 undergoes a phase transition upon mechanical stimulation, and a red 
shift was observed in the emission spectrum owing to the formation of aurophilic 
interactions (Fig. 5.16). 8b has a maximum emission wavelength at 490 nm, while 
that of complex 8y after mechanical stimulation showed a broad spectrum peak at 
567 nm. This was equivalent to a red shift of 77 nm. Furthermore, the luminescence 
lifetime was shortened by more than an order of magnitude, and an increase in the 
luminescence quantum yield (from 15 to 43%) was observed. These changes in the 
optical properties of gold(I) complexes were caused by the crystalline phase transition 
along with the onset of aurophilic interaction.

By differential scanning calorimetry (DSC) measurements and the observation 
of the change in luminescence with increasing temperature, 8y was found to be the 
thermodynamically more stable phase, whereas 8b is the thermodynamically more 
unstable metastable phase. The luminescence of 8b was also changed by intensely 
applying a manual force using a mortar and, and the mechanochromism was observed 
to change to yellow luminescence similar to that of 8y. XRD patterns of the obtained
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Fig. 5.16 Normalized emission spectra depicting the changes before and after the single crystal-
single crystal phase transition of complex 8. Adapted with permission from ref. [75] Copyright 
2013 Springer Nature Limited, All Rights Reserved

powders were almost consistent with that of the simulated patterns for single crystal 
8y. Based on these results, the mechanism of the phase transition was deduced. As 
shown in Fig.  5.17, the application of a local mechanical stimulus to metastable 8b (a) 
results in the formation of a stable molecular arrangement 8y at the application region 
(b). This can be thought of as localized mechanochromism. The crystalline domain 
serves as the “nucleus” for subsequent spontaneous phase transitions. Molecules 
of the metastable phase 8b located around the nucleus rearrange themselves for a 
phase transition to the more stable phase 8y (c). Subsequently, a domain 8y with a 
different emission color expands around the nucleus (d). Lastly, the rearrangement of 
molecules proceeds from the nucleus to the entire crystal, and the crystal transitions 
to the crystalline phase 8y. This phenomenon was named the “molecular domino” 
effect because the initial local change resulted in a gradual change in the molecular 
arrangement of the entire crystal. Moreover, it is noteworthy that when crystals of 8b 
and 8y are gently brought into contact with each other, the point of contact becomes 
a nucleus from which molecular rearrangement proceeds, and a single-crystal-to-
single-crystal phase transition from 8b to 8y is observed.

5.3.3 Single-Crystal-To-Single-Crystal Phase Transition 
with Disappearance of the Aurophilic Interaction 

In addition, complex 12 (Fig. 5.12) was also found to exhibit a single-crystal-to-
single-crystal phase transition upon local mechanical stimulation (Fig. 5.18) [76]. 
In contrast to complex 8, the phase transition is accompanied by a blue shift of 
the emission peak owing to the disappearance of aurophilic interactions. A single 
crystal of 12g before mechanical stimulation (space group: P21/n) consists of six
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Fig. 5.17 Schematic representation of the mechanically stimulated single-crystal-to-single-crystal 
phase transition of the complex 8. The blue and yellow rectangles represent the molecules 8 in the 
8b and 8y phases, respectively. Adapted with permission from ref. [75] Copyright 2013 Springer 
Nature Limited, All Rights Reserved

molecules are packed in a helical configuration via aurophilic interactions (average 
Au–Au distance: 3.206 Å). Conversely, mechanical stimulation of 12g yields a single 
crystal of 12b (space group: Ima2), which shows weak blue luminescence. However, 
no aurophilic interactions are observed for 12b (average Au–Au distance: 4.784 Å), 
which indicates that the loss of intermolecular aurophilic interactions was caused 
by the crystal phase transition induced by mechanical stimulation. Alternatively, in 
12b, all the molecules exhibit one CH/π interaction, which is thought to compensate 
for the enthalpy loss that is caused by the loss of the aurophilic interactions. The 
disappearance of the aurophilic interaction induces the shift in emission bands to 
the shorter wavelength region compared with the maximum emission wavelength 
(emission shift: 535 → 423, 445 nm). This trend of the shift in emission wavelength 
was expected to occur as a result of the disappearance of the aurophilic interactions. 
Complex 8 and 12 exhibited contrasting results in terms of the change pattern of 
intermolecular interactions and the shift in emission wavelengths.

In the mechanically stimulated single-crystal-to-single-crystal phase transition 
reported by Tao et al., single-crystal X-ray structure analysis of the elongated crystal 
found that the layers slide laterally while maintaining the molecular-level layered 
arrangement, and that the crystal outline changes dramatically in a specific direction 
[78]. Moreover, Takamizawa’s group at Yokohama City University reported the first 
superelastic phenomenon in organic crystals [79, 80]. When a force was applied to 
a particular face of an organic crystal, the crystal deformed easily without breaking, 
and when the applied force was removed, the original crystal shape was restored. 
Takamizawa and co-workers performed single-crystal X-ray structural analysis on
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Fig. 5.18 Single-crystal-to-single-crystal phase transition of complex 12 induced by mechanical 
stimulation. a Photograph of a crystal under UV irradiation. The arrow indicates the location of the 
application of mechanical stimulation. b The corresponding changes in single-crystal structures. 
Adapted with permission from ref. [76] Copyright 2013 Wiley-VCH, All Rights Reserved

the deformed crystal under mechanical stimulation, and found that a single-crystal-to-
single-crystal phase transition occurred at the bent section of the crystal. The organic 
crystals and complexes (8 and 12) introduced in this section are rare systems, in which 
the structural factors that influence the macroscopic changes in the crystal proper-
ties were elucidated based on crystal structure analysis before and after mechanical 
stimulation. Based on the improved performance of recent X-ray diffractometers, 
in terms of both software and hardware, reports of single-crystal-to-single-crystal 
phase transitions induced by mechanical stimulation are expected to increase in the 
future.
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5.3.4 Reversible Single-Crystal-To-Single-Crystal Phase 
Transition 

Although we have reported a number of single-crystal-to-single-crystal phase transi-
tions, in which luminescence changes with a red or blue shift, we have not been able 
to reverse the single-crystal β obtained after mechanical stimulation to the original 
single-crystal α. However, complex 13 was reported to exhibit a single-crystal-to-
single-crystal phase transition (α → β) upon mechanical stimulation, followed by a 
reverse phase transition to the original crystalline phase (β → α) upon exposing the 
crystal to a solvent vapor [81]. The recrystallization of this gold(I) complex yielded 
a green-emitting single crystal α (Fig. 5.19, left). The application of mechanical 
stimulation by cutting the single crystal under MeOH vapor gradually changed the 
emission color to orange and yielded a single crystal β (Fig. 5.19, center). The 
single-crystal X-ray structural analysis of α and β revealed that the single-crystal-to-
single-crystal phase transition (α → β) was induced by mechanical stimulation. X-
ray structural analysis revealed that the obtained crystal has the same single-crystal 
structure as that of α, which confirmed that the reversible phase transition (β → 
α) including mechanical stimulation-induced single-crystal-to-single-crystal phase 
transitions was achieved for the first time [81]. The key to achieving reversible single-
crystal-to-single-crystal phase transitions is that the α phase encapsulates MeOH, 
and in the MeOH atmosphere, an equilibrium between the uptake and desorption of 
MeOH. When mechanical stimulation was applied, the equilibrium shifted towards 
MeOH desorption, which resulted in the transition to the MeOH-free β phase. 

Fig. 5.19 Photograph of a crystal of complex 13 (taken under UV light). The luminescence color 
changes upon mechanical stimulation and exposure to MeOH. Schematic representation of the 
corresponding crystal structures and molecular arrangements. Adapted with permission from Ref. 
[81] Copyright 2018 American Chemical Society, All Rights Reserved
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Fig. 5.20 Structure of 
complex 14 

5.4 Optical Phase Transition and the Photosalient Effect 

5.4.1 Introduction 

The investigation of stimuli-responsivity of various gold(I) isocyanide complexes 
revealed that complex 14 (Fig. 5.20) has a unique photo-responsive property. 
Complex 14 exhibits a typical luminescent mechanochromism, in which mechanical 
stimulation induces a crystal phase transition that results in a change in the lumines-
cence color from blue to yellow. While monitoring the change in luminescence of 
the complex 14 under UV irradiation, it was accidentally discovered that the same 
change in luminescence (blue → yellow) also occurs under irradiation with UV light. 
Moreover, when the complex was irradiated with intense UV light, a single-crystal-
to-single-crystal phase transition was observed in the entire crystal [82]. Furthermore, 
single-crystal X-ray structural analysis and quantum chemical calculations revealed 
that the unique property of the aurophilic interaction is important for the photore-
sponsive structural change of complex 14 in the presence of UV light irradiation. 
Subsequently, the phenomenon of crystal jumping (that is, the photosalient effect) 
upon the application of an external stimulus will be discussed. 

5.4.2 Gold(I) Complexes Exhibiting Optical Phase 
Transitions and the Photosalient Effects 

Gold(I) complexes that form aurophilic interactions exhibit interesting behavior in 
the excited state, as shown in Fig. 5.21. As presented in Fig. 5.15, when the aurophilic 
interaction occurs in a pair of gold(I) complexes, the electron in the HOMO of the 
gold(I) complex has an antibonding character. Upon photoexcitation, the electron 
in the HOMO is electronically excited [Fig. 5.21(iii)]. The electrons that originally 
occupied the antibonding orbitals are then transferred to higher energy level orbitals, 
and the antibonding character between gold(I) atoms are reduced (that is, the bonding 
character increased). Therefore, the distance between gold(I) atoms is shorter in the 
excited state. This phenomenon has been investigated in detail using theoretical 
calculations, which has been reported [83, 84].

Although few experimental observations of enhanced aurophilic interactions upon 
photoexcitation have been reported thus far, Iwamura and Tahara reported results of 
time-resolved emission spectroscopy of a gold(I) complex [77]. The behavior of
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Fig. 5.21 Schematic representation of the orbital level and the effect of the formation of the 
aurophilic interaction on the orbital level. Photoexcitation of a gold(I) complex that forms an 
aurophilic interaction typically results in an electronic transition from the antibonding dσ* orbital 
(HOMO) that enhances the aurophilic interaction (iii)

[Au(CN)2−]3 complexes in aqueous solution was investigated, and the emission of 
an excited species was observed at 420 nm with a lifetime of 2.0 ns. This excited 
species was reported to be a transient species in which the aurophilic interactions are 
enhanced. Furthermore, Adachi and Nozawa investigated the excited state of a gold(I) 
complex in aqueous solution using synchrotron radiation and reported the detailed 
dynamics of the formation and enhancement processes of aurophilic interactions [85]. 
Moreover, it is known that the intermetallic interaction of organometallic complexes 
with metals other than gold(I), such as platinum, rhodium, and iridium, is transiently 
enhanced by photoexcitation [86–88]. These reports confirm the enhancement of the 
intermetallic interaction as a transient species in solution or by measurements under 
UV irradiation. In contrast, we focused on the phase transition phenomenon in the 
crystal, and found that the gold(I) isocyanide complex 14 (Fig. 5.20) undergoes a 
phase transition to form a new crystal structure owing to the enhancement of the 
aurophilic interaction by light irradiation. 

Rapid recrystallization of complex 14 in a dichloromethane-hexane solution under 
dark conditions yields a single crystal 14B with weak blue luminescence (Fig. 5.22, 
left). The absolute quantum yield Φem of the luminescence of 14B was 2.2%, and 
the average lifetime τ av [= (ΣAiτ i)/(ΣAi)] was 34.2 μs. As shown in Fig. 5.23, the  
emission spectrum of 14B (solid blue line) exhibits a maximum emission wavelength 
(λem,max) at 448 nm. The excitation spectrum of 14B monitored at 590 nm is indicated 
by the dotted blue line in Fig. 5.23, which had a maximum at 371 nm and showed 
almost no optical absorption in the visible region above 400 nm.

The crystal structure of a blue-emitting single crystal 14B was analyzed by X-
ray diffraction method. The space group and crystal system were determined to be 
P-1 and triclinic, respectively (Fig. 5.22). No residual electron density indicating
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Fig. 5.22 Single crystal structures and photomicrographs of the crystals 14B and 14Y. Excitation 
light used to induce the phase transition: wavelength of 367 nm, intensity of ~ 100 mW cm−2, 
irradiation time is indicated in the lower right corner of each photomicrograph. Excitation light for 
photographing: wavelength of 365 nm, intensity of < 1 mW cm−2. Adapted with permission from 
ref. [82] Copyright 2015 Royal Society of Chemistry, All Rights Reserved 

Fig. 5.23 Excitation and emission spectra of 14B and 14Y. Blue-yellow dotted lines: excitation 
spectra normalized to the excitation maxima of 14B (monitoring wavelength: 450 nm) and 14Y 
(monitoring wavelength: 590 nm). Blue-yellow solid line: emission spectra of 14B (excitation 
wavelength: 370 nm) and 14Y (excitation wavelength: 390 nm), which was normalized based on 
the intensity of the absorption spectrum. Inset: magnified view of the emission spectrum of 14Y. 
Adapted with permission from ref. [82] Copyright 2015 Royal Society of Chemistry, All Rights 
Reserved
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solvent inclusion was observed, which was confirmed by the results of elemental 
analysis, thermal analysis, and 1H NMR measurements. A pair of complex 14 
molecules formed a head-to-tail dimer unit. The intermolecular Au–Au distance 
between the molecules in the dimer was determined to be 3.5041(14) Å, which indi-
cated that the aurophilic interactions formed were relatively weak. The dimer is then 
stacked to form a one-dimensional column structure, which is aligned in a sheet-like 
configuration with adjacent columns. 

When 14B was irradiated with intense UV light, the luminescence color gradually 
changed, and a crystal 14Y with weak yellow luminescence was obtained (Fig. 5.22, 
right), after 60 s of UV irradiation. The luminescence of 14Y was very weak (Φem 

= 0.5%), with an λem,max of 580 nm (indicated by the solid yellow line in Fig. 5.23), 
which is 132 nm longer compared with that of 14B. The maximum emission wave-
length of the excitation spectrum (indicated by the dotted yellow line in Fig. 5.23) 
also shifted by 23 nm upon light irradiation, and τ av was determined to be 0.685 μs, 
which was approximately 50 times shorter than that of 14B. 

X-ray diffraction measurements of 14Y revealed that 14B undergoes a single-
crystal-to-single-crystal phase transition upon light irradiation. Several crystals of 
14B were then prepared, which was successfully analyzed by single-crystal struc-
ture analysis, and irradiated using UV light under the same conditions presented 
above to form 14Y. Subsequently, X-ray diffraction measurement was performed. 
Consequently, it was reproducibly confirmed that both 14B and 14Y retained their 
single-crystalline nature before and after UV irradiation, even when a single piece of 
crystal was used. The space group of the single crystal 14Y was P-1 (Fig. 5.22). The 
intensity of the residual electron density was sufficiently low, which indicated that no 
solvent inclusion was present. Furthermore, the results of elemental, thermal and 1H 
NMR analyses supported this finding, which indicates that 14Y forms a head-to-tail 
dimer configuration with a sheet structure composed of an array of stacked column 
structures. These features of the crystal structure are similar to those of 14B, but  
differ in the following two aspects. Firstly, the 14Y molecule is significantly bent. 
Whereas, the gold(I) isocyanide moiety connecting the two benzene rings in the 14B 
molecule is nearly linear. Secondly, the interatomic distance between gold(I) atoms 
in 14Y was 3.2955(6) Å, which is approximately 0.21 Å shorter than that in 14B. 
Therefore, the aurophilic interaction was enhanced by the crystal phase transition, 
and caused the red shift of the emission spectrum. 

DFT calculations based on single-crystal structure data revealed that the photo-
induced crystalline phase transition from 14B to 14Y was induced by enhancement 
of aurophilic interactions in the excited state. The dimer was extracted from the 
single-crystal structure data of 14B and DFT calculations (PBEPBE/SDD) of this 
model structure were performed under various conditions. Firstly, the molecular 
orbitals of the 14B dimer were obtained by a single-point calculation using the 
crystal structure of 14B. As shown in Fig. 5.24 (i) the HOMO of the dimer has 
a distribution of nodes between the gold(I) atoms, which indicates that the dimer 
has an antibonding character. This indicates that 14B also possesses the molecular 
orbital features typically observed during the formation of aurophilic interactions, as
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shown in Figs. 5.15 and 5.21(ii). The same 14B dimer was used as the initial struc-
ture, which was optimized by assigning the overall spin as a triplet under vacuum 
conditions to obtain a model 14TOpt to represents the optimized structure of the 
triplet excited state of the 14B dimer [Fig. 5.24(ii)]. Although the head-to-tail dimer 
configuration was maintained, the gold(I) isocyanide unit that links benzene rings in 
the molecule was significantly bent. Additionally, the interatomic distance between 
gold(I) atoms were reduced to 2.8611 Å. These results indicate that the interatomic 
distance between the gold(I) atoms of the 14B dimer unit was reduced when the 
14B dimer unit transitions to the triplet state upon photoexcitation. This is owing to 
the enhancement of aurophilic interactions by the excitation of the electron occu-
pying the antibonding HOMO to the higher energy level orbital, as discussed earlier. 
Moreover, the structure of 14TOpt is similar to that of the dimer extracted from the 
crystal structure of 14Y [Fig. 5.24(iii), top]. These results demonstrate that photoex-
citation can enhance the interaction between the gold(I) atoms in the 14B dimer, 
which induces the structural change to a similar structure compared with that of 
the 14Y dimer. These results suggest that the photoinduced crystal phase transition 
of complex 14B to 14Y proceeds via the rearrangement of the entire 14B molecule, 
owing to the attractive interactions between gold(I) atoms. To date, the photoinduced 
single-crystal-to-single-crystal phase transition via the enhancement of metal–metal 
interactions has not been reported.

Furthermore, it was found that complex 14 exhibits an interesting phenomenon 
called the photosalient effect, in which the crystal structure changes owing to vari-
ations in the external environment, causing the crystal to “jump” (Fig. 5.25) [89]. 
The reason this effect is that the molecular arrangement in the crystal changes upon 
the application of a specific external stimulus, and strain is generated in the crystal 
structure. The release of this strain at a certain moment instantaneously generates a 
mechanical force and the crystal moves (“jumps”) into the air. The “jumping” of a 
crystal in response to a change in temperature is called the thermosalient effect, while 
that in response to light irradiation is called the photosalient effect [90]. Notably, there 
are fewer reports of crystals showing the photosalient effect [91–94], compared to 
thermosalient crystals.

Complex 14 exhibited the photosalient effect when irradiated with intense UV 
light. When the 14B crystal was irradiated with UV light with an intensity of approx-
imately 400 mW cm−2, the color of the luminescence changed from blue to yellow in 
approximately 5 s, as shown in Fig. 5.26, which indicates that the crystal phase transi-
tion from 14B to 14Y occurred. After further irradiation, small cracks appeared in the 
crystal, and the crystal “jumped” out of the photographic frame after 21 s (Fig. 5.26). 
Unfortunately, not all 14B crystals exhibited the photosalient effect under the inves-
tigated conditions (only 1% of the 14B crystals exhibited this effect). However, out 
of the total number of crystals tested, 80% of the crystals were cracked by UV irradi-
ation, and 20% of the crystals were broken into two or more small pieces. In addition 
to the crystal “jumping” effect, a previously reported salient-active molecule also 
showed mechanical responses, such as cracking or breaking of the crystal surface 
[90]. The photosalient effect of this molecule was induced by the enhancement of
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Fig. 5.24 Structures of the 14B, 14TOpt, and14Y dimers with diagrams of the frontier orbital 
energy levels and corresponding molecular orbitals. Calculation conditions: PBEPBE/SDD. 
Adapted with permission from ref. [82] Copyright 2015 Royal Society of Chemistry, All Rights 
Reserved

Fig. 5.25 Schematic of the thermosalient and photosalient effects

aurophilic interactions by photoexcitation. In the previously reported photosalient-
active molecule, the photocyclization of diarylethene and olefins recombines the 
covalent bonds of the molecules in the crystal, which results in a phase transition 
of the entire crystal, and the photosalient effect is observed [91–94]. However, the 
system that exhibits the salient effect without the formation or degradation of covalent 
bonds has not been reported thus far [82].

Figure 5.26 shows a phase transition from 14B to 14Y before and after the photo-
salient effect. The features of these crystal structures are in good agreement with the 
typical crystal structures of previously reported salient-active molecules. Naumov 
and co-workers recently conducted a very intensive study on the salient effect [90].
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Fig. 5.26 Photographs of the photosalient effect of complex 14. Adapted with permission from ref. 
[82] Copyright 2015 Royal Society of Chemistry, All Rights Reserved

To comprehensively discuss the mechanism of the salient effect and its relationship to 
molecular-level arrangements and interactions, we have thoroughly reexamined the 
previously reported thermosalient active molecules as well as detailed observations 
of the “jumping” phenomenon using single-crystal X-ray structural analysis, thermal 
analysis, and a high-speed camera. Based on these results, we summarize the char-
acteristics of the crystal structures common to salient-active molecules as follows: 
the crystal phase transitions occurred before and after the salient effect. However, 
the crystal structures before and after the salient effect were very similar to each 
other, and the relative spatial positions of the molecules were only slightly altered. 
For salient-active molecules, the degree of change in the crystal structure before and 
after the “jump” was minimal, the space group remained the same, and the change in 
the V/Z values of the crystal parameters was very small (< 25 Å in all reported cases). 
Additionally, anisotropic changes in the crystal lattice size occurred, with a slight 
elongation of particular lattice lengths in certain directions and slight contraction 
of the other lattice lengths. Therefore, we propose that the salient effect is owing 
to small local strains generated by the molecular rearrangement that are released 
from the crystal without canceling each other as a whole. Moreover, complex 14 
also satisfies many of the characteristic features of the crystal structure common to 
salient-active molecules, as discussed by Naumov et al. In complex 14, the space 
group is invariant at P-1 and the V /Z value is very small  (V /Z = 6.8 Å3). Complex 
14 also shows anisotropic lattice axis length variation. Therefore, complex 14 is the 
first case in which intermolecular interactions are essential to phase transitions in a 
photosalient-active molecule, and as mentioned above, it also satisfies many of the 
conditions for a crystal to exhibit the salient effect. 

5.5 Conclusion 

The aryl gold(I) isocyanide complexes described in detail in this paper are respon-
sive to specific external environmental stimuli, which induce changes in lumines-
cent color and mechanical motion. We successfully developed a mechanochromic
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molecule with unique features, such as multicolor and infrared luminescence proper-
ties, with the potential for various applications. Although many studies on lumines-
cent mechanochromism have been reported thus far, the mechanochromic molecule 
we developed has a great advantage in terms of the characteristic features that set 
it apart from other studies. Furthermore, we reported a number of complexes that 
exhibit phase transitions between different crystals before and after mechanical stim-
ulation or light irradiation, without loss of crystallinity, and successfully controlled 
the induction of luminescence changes and motions. Based on this feature, X-ray 
structural analysis has enabled us to elucidate the detailed molecular arrangement 
before and after the response, and clarify the importance of changes in the atomic 
interactions between gold(I) atoms. Particularly, it is noteworthy that the contrast 
between the type of stimulus and molecular response induced by the stimulus in the 
complex 8, 12, and 14. In complex 8 (and 12), mechanical stimulation induces a crys-
talline phase transition that strengthens (weakens) the aurophilic interactions, which 
resulted in a change in the luminescence properties. In contrast, in the complex 14, 
light irradiation induced a mechanical response in which the crystal phase transition 
proceeded by strengthening the aurophilic interactions, which resulted in a crystal 
“jump.” It can be concluded that these complexes showed stimuli-responsive prop-
erties that reflect the characteristics of the interactions formed between the gold(I) 
atoms. More recently, we have successfully developed a unique crystalline material 
that strictly deforms by the mechanical stimulation of the transition between single 
crystals. 
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Chapter 6 
Elastic and Plastic Soft Crystals 
with Superelasticity, Ferroelasticity, 
and Superplasticity 

Satoshi Takamizawa and Masako Kato 

Abstract Superelasticity is the ability of a plastically deformed solid to sponta-
neously recover its shape upon unloading due to stress loading. From its discovery 
in Au–Cd alloys in 1932, superelasticity had been believed to be limited to certain 
alloys until the discovery of “organic superelasticity” in 2014, which revealed it 
to be a general phenomenon observed in organic crystals along with ferroelas-
ticity—reversible plastic deformability that is not accompanied by spontaneous 
shape recovery. In this chapter, we will introduce the discovery of organic superelas-
ticity and the shape-memory effect, discuss superelasticity and ferroelasticity, and 
explain the properties and characteristics of various molecular crystals, including 
metal complexes. Furthermore, “organic superplasticity”—irreversible plastic defor-
mation of several hundred percent or more, accompanied by the retention of 
crystallinity—has also been described. 

Keywords Organic crystal · Superelasticity · Shape-memory effect ·
Ferroelasticity · Superplasticity 

6.1 Introduction 

In this chapter, we will focus on mechanically soft crystals, in which the crystal-
outline change is induced by very weak mechanical stimuli. Crystal deforma-
tion is well known in atomic solids, such as gold. However, unlike atomic solids 
and polycrystals, single crystals—especially molecular single crystals composed of 
strongly anisotropic organic molecules—exhibit anisotropic deformability. Although 
the optical, electric, and magnetic functionalities of molecular crystals, which are
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related to their electronic states, have been actively studied, their mechanical prop-
erties have not received much attention because molecular crystals are generally low 
in their solid-state stabilities and they are fragile and easily collapsible [1]. 

Recently, many examples of mechanical responses to external stimuli, such as 
bending and twisting in response to mechanical force, heat, or light, have been 
reported [2]; however, they have not been fully understood. In contrast, “strict 
deformability”, whereby single crystals retain their nature before and after defor-
mation, seems to be advantageous for a rapid and rigorous understanding of solid 
deformation and its mechanism. Therefore, we will also review the developments in 
“strictly deformable” superelasticity, ferroelasticity, and superplasticity in organic 
single crystals. 

6.2 Organic Superelasticity and Shape-Memory Effects 

In general, when an external force is applied to a solid, it undergoes elastic deforma-
tion with spontaneous reversibility, and at a certain threshold, reaches irreversible 
deformation such as a permanent strain or fracture due to plastic deformation 
(Fig. 6.1a). The strain due to elastic deformation is usually 0.1–0.2% for metals and 
alloys. The ability of a deformed solid to spontaneously and elastically return to its 
original shape is called superelasticity. Specifically, superelasticity emerges based 
on plastic deformation without the diffusion of atoms and molecules in a crystal 
lattice and significant reversible deformation beyond the elastic limit. Superelas-
ticity was discovered in Au–Cd alloys in 1932 [3] and later observed in Cu–Zn alloys 
(brass) in 1938 [4]. The stress–strain curves for superelasticity are characterized by 
a unique hysteresis and a nearly constant stress value in the plastic-deformation 
region (Fig. 6.1b). In contrast, a non-diffusive plastic deformation that exhibits a 
spontaneous strain for a spontaneous shape recovery is called “ferroelasticity”—a 
ferric property [5]. In ferroelastic materials, a large deformation equivalent to that 
in superelastic materials is possible; however, shape recovery requires loading in a 
direction opposite to that of deformation (Fig. 6.1c). Shape recovery, if induced by 
temperature, appears as a shape-memory phenomenon (temperature-induced phase 
transition) with respect to the initial shape (Fig. 6.1d). In 1951, the shape-memory 
effect was first observed in a Au–Cd alloy [6], and its applications were extensively 
studied, until a TiNi alloy with a good shape-memory effect was discovered [7]. 
The reversible strain in TiNi alloys is approximately 11% and that in copper-based 
shape-memory alloys is approximately 20%. Shape-memory alloys have been used in 
a wide range of applications such as temperature sensors, actuators, eyeglass frames, 
and orthodontic wires [8]. The increasing prominence of shape-memory alloys has 
popularized the shape-memory effect.

Superelasticity and shape-memory effects had been believed to be unique to 
certain alloys until 2014, when superelasticity was observed in a single crystal of 
terephthalamide (TPA)—a simple aromatic organic compound—and named “organic 
superelasticity” [9]. As shown in Fig. 6.2, the TPA crystal was sheared and deformed
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Fig. 6.1 Stress–strain curves of a common, b superelastic, c ferroelastic, and d shape-memory 
materials. σf and σr represent the forward- and reverse-deformation stresses in superelasticity, 
while σc indicates coercive stress in ferroelasticity

and, upon unloading, spontaneously returned to its original shape. The phenomenon 
was a non-diffusive solid-state deformation accompanied by a single-crystal-to-
single-crystal structural transition, whereby the relative positions of molecules were 
maintained during the formation and disappearance of new crystal domains, and 
the molecular-arrangement transformation and crystal deformation were strictly 
coordinated. Subsequent active searches for organic superelastic crystals led to the 
discovery of a series of organic crystals exhibiting superelasticity, including fatty 
acids, bulky cyclic molecules, urea derivatives, fluorescent molecules, organic salts, 
and even single crystals of one-dimensional coordination polymer complexes, in 
addition to simple aromatic organic compounds such as TPA (Fig. 6.3). As of 2022, 
organic superelastic crystals are no longer rare. Incidentally, the shape-memory effect 
of polymers is known to be similar to that of alloys in terms of shape recovery with 
temperature change; however, it employs glass transition and has a different mech-
anism from the shape-memory effect of alloys, which is based on crystal-structure 
transformation [10]. Therefore, shape-memory alloys and polymers have different 
temperature dependence of the shape-recovery force and speed, besides functional 
differences such as biocompatibility and conductivity.
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Fig. 6.2 A schematic representation of the experimental setup with face indices and snap shots of 
the superelastic behavior of a tetraphthalamine (TPA) crystal. Reprinted with permission from ref. 
[9] 

Fig. 6.3 Molecular structures of organosuperelastic crystals
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6.2.1 Phase-Transition-Type Organic Superelasticity 

As described in the previous section, TPA crystals were the first organic crys-
tals found to exhibit superelasticity. When thin plate-like crystals with thicknesses 
<100 μm were sheared, they were observed to bend and spontaneously recover with 
the unloading of the shear force (Fig. 6.4). The stress–strain curves during deforma-
tion showed typical superelastic hysteresis curves, and the deformation and reverse-
deformation stresses during shape recovery were 0.496 and 0.456 MPa, respectively. 
Surprisingly, the superelasticity of the TPA single crystal was almost unchanged in 
the first and hundredth cycles, indicating high stability (Fig. 6.4a). Incidentally, for 
superelastic materials such as TiNi alloys, pre-use mechanical training is essential, 
because the superelastic properties change significantly over the first few tens of 
cycles.

To clarify the detailed mechanism of superelastic deformation, X-ray crystal struc-
tural analysis was performed using a crystal in the bent state (two-phase coexisting 
state) as a twin crystal. The phase transition is believed to have been caused by 
mechanical forces as well as superelasticity, based on the martensitic transforma-
tion known for alloys, and the Gibbs-energy difference between the α and β phases 
is believed to have driven the spontaneous shape recovery. Essentially, the stress-
induced phase β is unstable at room temperature and spontaneously transitions to the 
stable α phase by eliminating stress. The difference in the crystal structures of the α 
and β phases suggests a molecular orientation change during the stress-induced phase 
transition (Fig. 6.4b). In superelastic crystals, the cooperative motion of molecules in 
restricted molecular motion induces the bulk shape change. Such molecular motion 
in soft crystals is interesting (although difficult to define objectively). 

Not only have aromatic-compound crystals been found to be superelastic but 
also fatty-acid crystals with long-chain alkyl groups (Fig. 6.5), and detailed defor-
mation properties of pentadecanoic acid (PDA) have revealed that superelasticity is 
based on a stress-induced phase transition from the high-temperature (A,) to the  low-
temperature (B,) phase [11]. As the Gibbs-energy difference is the driving force for 
the spontaneous shape recovery corresponding to superelasticity during deformation 
at a certain temperature, the material exhibits superelasticity above that temperature. 
In contrast, near the phase-transition temperature, no reverse deformation occurred 
and the A,

h and B, phases stably coexisted, indicating a ferroelastic deformation. 
Heating the crystals increased the Gibbs-energy difference, and the B, phase transi-
tioned to the A’h phase, resulting in the shape-memory effect. Fatty acids are biocom-
patible and are also found in foods, and may lead to the development of materials 
that solve the existing problems of shape-memory alloys, such as the toxicity of Ni.
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Fig. 6.4 a Single-cycle and 100-cycle (inset) results of the stress–strain curves for superelasticity; b 
[001-]α and [010]α projection views. C: Gray; H: white; N: blue; O: red. Reprinted with permission 
from ref. [9]
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Fig. 6.5 a Chemical formula of aliphatic acids: n = 13; pentadecanoic acid (PDA). b Supere-
lastic behavior of a PDA crystal, c estimated movement of PDA during superelastic behavior, and 
d Gibbs-energy diagram explaining the interchange between A,

h and B, phases with classifica-
tions of ferroelasticity (FE), shape-memory effect (SME), and superelasticity (SE). Reprinted with 
permission from ref. [11] 

6.2.2 Twin-Crystal-Type Organic Superelasticity 

The next superelastic example is 3,5-difluorobenzoic acid (FBA) crystals [12]. FBA is 
a derivative of benzoic acid with fluorine atoms substituted at the 3 and 5 positions, 
and its crystal structure belongs to the 21/c space group. Columnar FBA crystals 
obtained via sublimation, when sheared, bent at approximately 27°, producing a 
stress-induced daughter (α1) phase from the parent (α0) phase, and spontaneously 
recovered their shape upon stress relief (Fig. 6.6). The stress–strain curve at the time 
showed a typical hysteresis curve of superelasticity, as in the case of shape-memory 
alloys and TPA crystals (Fig. 6.6). The deformation and reverse-deformation stresses 
during shape recovery were 0.07 and 0.02 MPa, respectively, which were significantly 
low, ranging from 1/7 to 1/23 times those of the TPA crystal.

The deformation of the FBA crystals was investigated in detail via X-ray crys-
tallography and was found to be attributable to mechanical twinning, unlike that of 
TPA crystals, which was based on stress-induced phase transition. This difference 
in the deformation-stress mechanisms is considered to be responsible for the large 
difference in the deformation stresses. In twins with identical crystal structures, the 
Gibbs energies are equal under similar conditions. Therefore, in the superelastic 
spontaneous shape recovery, the reverse transformation from the α1 phase to the α0 

phase is expected to have a driving force other than the Gibbs-energy difference. 
Currently, the driving force is believed to be the strain accumulated by the twin-
interface distortion and elastic deformation, but further investigation is necessary to 
elucidate the mechanism.
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Fig. 6.6 a Chemical structure of 3,5-difluorobenzoic acid (FBA), b superelastic deformation of 
FBA, c stress–strain curve of deformation, d face indices of a mechanically twinned FBA crystal, 
and e possible molecular movement during twinning. Reproduced with permission from ref. [12]

6.2.3 Organosuperelastic Crystals Exhibiting Luminescent 
Chromism 

2-(2,-Hydroxyphenyl)imidazo[1,2-a]pyridine (HPIP) shows a large Stokes-shift 
emission (ESIPT emission) due to photoirradiation-induced intramolecular charge 
separation caused by an excited-state proton transfer. Mutai et al. have previ-
ously reported crystal-polymorph-dependent ESIPT luminescence in HPIP and its 
derivatives [13]. Superelasticity was discovered in the luminiscent 7-chloro-2-(2,-
hydroxyphpenyl)imidazo[1,2-a]pyridine (7Cl) (Fig. 6.3) crystals with intramolec-
ular hydrogen bonding. The yellow-green luminescent crystal phase (αYG) of  7Cl 
exhibited superelasticity [14]. A yellow-orange luminescent crystal phase (αYO) was  
generated via phase transition induced by mechanical loading and spontaneously 
recovered to the original αYG phase after unloading (Figs. 6.7a and 7b). The appear-
ance of each crystalline phase was revealed via X-ray structural analysis, and the face 
index of the crystalline-phase interface was (120)YG//(120)YO (or (120)YG//(120) 
YO). The calculated value of the bending angle (42.1°) was consistent with the value 
measured microscopically (42°). The bending angles of the crystalline phases during 
the transition from Y to YO, the 68-degree (or 61-degree and 16-degree) rotation of
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the 7Cl molecules, and their further mutation by 2.0 and 1.9 Å suggested an opti-
mized herringbone-type arrangement (Fig. 6.7c). This mechanochromic lumines-
cence mechanism is based on superelasticity (plastic deformation without diffusion 
and spontaneous shape recovery), which allows reversible, stepless, and instanta-
neous control over the two-color emission ratio via a single-crystal-to-single-crystal 
phase transition by controlling a single stimulus: stress [14].

6.2.4 Superelasticity in Metal-Complex Crystals 

Metal complexes combine the excellent designability of organic molecules with 
the excellent electronic properties of metal atoms. In particular, coordination poly-
mers with porous structures are expected to be useful for gas adsorption and other 
applications, based on the uptake of guest molecules. Mechanical twinning-based 
superelasticity was observed in one such type of porous coordination polymer, the 
{Cu2(bza)4(pyz)}n (bza = benzoate, pyz = pyradine; CuBP) crystal (Fig. 6.3) [15], 
which exhibits gas permeability along the channel direction. Interestingly, they 
succeeded in reversibly converting the channel direction into a nearly orthogonal 
direction via mechanical twinning followed by superplasticity (Fig. 6.8). Such a 
single-crystal–gas-permeable film, with a controllable channel structure achieved 
via mechanical force, is a good example of the effective use of structural changes 
accompanied by superelasticity.

6.2.5 Shape-Memory Effect 

Next, we focus on the shape-memory effect in organic crystals. In the search for 
organic superelastic materials, tetrabutyl-n-phosphonium tetraphenylborate (BPPB) 
crystals were found to exhibit strong elastic, superelastic, and shape-memory effects 
(Fig. 6.9) [16]. When columnar BPPB crystals, obtained via recrystallization from 
acetone, were sheared at room temperature, they bent at approximately 12°, while 
generating a daughter (α−) phase from the mother (α+) phase, and maintained 
this shape after stress relieving. Upon heating, the crystals transitioned to the 
high-temperature (β) phase at approximately 125 °C, yielding a linearly layered 
phase. When cooled to approximately 122 °C, the crystalline phase became linear— 
containing only the α+ phase—via a bending state, wherein it coexisted with the 
α− phase. Essentially, it exhibited the shape-memory effect (Fig. 6.9b). The crystals 
exhibited superelasticity due to stress-induced phase transition at approximately 125 
°C, where the high-temperature phase was stable and the deformation and reverse-
deformation stresses increased with the temperature (Fig. 6.9c), which was similar 
to the temperature dependence of the superelasticity of alloys. Although organic 
crystals are recognized to be brittle and fragile, these shape-memory effects and the 
increase in the shape recovery with temperature proved that even a small crystal,
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Fig. 6.7 a Snapshots of superelastic deformation of a YG crystal under UV light (365 nm) (scale 
bar: 100 μm). b Schematic representation of superelastic deformation and c estimated molec-
ular correspondence at the αYG//βYO interface in a deformed YG crystal based on X-ray results. 
Reprinted with permission from ref. [14]
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Fig. 6.8 a Growth of a 5-μm-wide band from the pushed edge of the (1–1-1) crystal surface at room 
temperature. b Connection of the mother (α) and daughter (α,) crystal phases at 298 K accompanied 
by the rotation of the channel direction (green bands) under the twinned state at a bending angle 
of 14.6° along the projected direction of [010]α and [010]α,, based on crystallography. c The 
regulation of the α, crystal domains sandwiched by the pushing positions as a shear on {1–1-1}α. 
d The experimental system. e Active generation/degeneration of the daughter-crystal domains by 
shearing the microcrystal of 1 (0.48 × 0.17 × 0.10 mm3) with movable needles and f the directions 
of the penetrating channels. Reprinted with permission from ref. [15]
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with a width and thickness of 0.6 and 0.3 cm, respectively, can bear >100 g of weight 
(Fig. 6.9d). The BPPB crystals also proved that superelasticity can be achieved in 
multicomponent organic crystals such as organic salts, co-crystals, and inclusion 
compounds, indicating the possibility of tuning superelastic properties by changing 
the combinations of molecules. 

Fig. 6.9 a The chemical structure of tetrabutyl-n-phosphonium tetraphenylborate (BPPB), b shape-
memory effect in BPPB, c temperature-dependent stress–strain curves, and d mechanical work using 
the shape-memory effect of a BPPB crystal. Reproduced with permission from ref. [16]
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Fig. 6.10 Ferroelastically deformed 1,4-diethoxybenzene (EB). Reprinted with permission from 
ref. [19] 

6.3 Organic Ferroelasticity 

Ferroelasticity is a non-diffusive plastic deformation that shows spontaneous strain 
and is characterized by hysteresis of symmetric stress–strain curves. Despite being 
extensively studied in inorganic crystals, owing to its tractability and functionality, 
ferroelasticity was first reported in the organic squaric acid crystals [17]. In 2017, 
ferroelastic deformation and the corresponding hysteresis curves were observed for 
5-chloro-2-nitoroaniline (CNA) crystals, and the molecular deformation mechanism 
was elucidated via X-ray crystallography [18]. Systematic investigation revealed 
ferroelasticity to be a relatively common phenomenon even in organic crystals, 
which are considered to be brittle and fragile. X-ray crystallographic analyses also 
revealed ring rotation, conformational change of alkyl chains, and flipping of cyclo-
hexane rings, which reflect the molecular structure of crystals. 1,4-Diethoxybenzene 
(EB) crystals exhibited deformation due to zone-multiple twinning, which consti-
tuted continuous mechanical twinning around the zone axis [19]. Thus, strains many 
times higher than those attainable via single mechanical twinning deformation were 
achieved (Fig. 6.10). Such free deformability, accompanied by the retention of the 
crystalline nature of single crystals, is unique. As described previously, ferroe-
lasticity is an attractive property in the formation of organic crystals, because it 
allows permanent strain beyond the elastic limit while maintaining crystallinity. The 
energy-dissipation property of ferroelasticity is also expected to be useful in vibration 
absorption. 

6.4 Coexistence of Organic Superelasticity 
and Ferroelasticity 

Superelasticity shows spontaneous shape recovery, whereas ferroelasticity shows 
spontaneous strain (permanent strain). Therefore, they are regarded as properties 
with opposing mechanical responses. The shape-memory effect can be achieved by 
switching these two properties via thermal phase transition. If these two properties 
can be made to coexist under identical conditions, organic crystals can be made to 
exhibit superelasticity in multiple directions, depending on the shape deformed by
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a ferroelastic forming process. Multidirectional superelasticity can create organic 
crystalline materials with free-deformation superelasticity, such as shape-memory 
alloys. Here, as examples of coexistence of organic superelasticity and ferroelas-
ticity, we will describe a superelastic–ferroelastic transformation process and a 
shear-direction-selective expression of superelasticity and ferroelasticity. 

6.4.1 Shape Remembrance and Antiferroelasticity of Organic 
Crystals Via Superelastic–Ferroelastic Conversion 

1,4-Dicyanobenzene (DCB) crystals show superelasticity due to mechanical twin-
ning (Fig. 6.11) [20], even though they do not have a conformationally changeable 
site like FBA, as described in Sect. 6–2-2. The superelasticity of DCB is attributable 
to rotational twinning at 180°, as in FBA crystals, but the actual motion during the 
deformation was elucidated to be an orientational change of only 5–7°, rather than the 
rotation of the entire molecule by 180°. Interestingly, by holding the DCB crystal in 
the bent shape for a long time, the mechanical properties of the bent region were found 
to gradually change as superelastic → ferroelastic → superelastic, and the crystal 
became uniaxially superelastic in two directions, positive and negative (Fig. 6.11). 
The shape of the stress–strain hysteresis curve of such uniaxial bidirectional supere-
lasticity resembles that of the electric-field-polarization hysteresis curve of antifer-
roelectric materials, indicating antiferroelasticity proposed by Aizu in 1969 [21]. In 
the case of shape remembrance (rewriting) from a straight shape to a bent shape via 
memory processing, a processing time ≥300 h was required before antiferroelasticity 
was exhibited. At a higher temperature of 50 °C, the processing time was shortened, 
and antiferroelasticity was observed after approximately 200 h. While returning the 
flexural shape to the original linear system, shape remembrance progressed 60–200 
times faster than the flexural shape memory. In contrast to the shape-memory treat-
ment of shape-memory alloys, which requires heating to several hundred degrees 
Celsius or higher, DCB crystals can be treated at <100 °C. Although DCB crystals 
have a low thermal stability and sublimate at high temperatures, the thermally stable 
organic superelastic crystals can be processed in seconds to minutes at temperatures 
>100 °C. Shape remembrance has not yet been achieved in DCB crystals because 
of their low thermal stability. Further investigations into shape-remembrance prop-
erties and low-temperature and high-speed shape-memory processing could lead to 
the discovery of practical applications of organic superelastic materials.
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Fig. 6.11 Shape-memory processing and superelastic behavior of a DCB crystal in opposing direc-
tions (antiferroelasticity) with stress–strain curves after shape-memory processing for 0 h (black), 
268 h (red), and 580 h (blue). Reprinted with permission from ref. [20] 

6.4.2 Shear-Direction Selectivity 
of Superelasticity-Ferroelasticity and Multidirectional 
Superelastic Crystals 

Metallic crystals, which are aggregates of spherical atoms, have multiple crystallo-
graphically equivalent directions and show identical responses in these directions. In 
contrast, organic crystals exhibit strongly anisotropic structures and functions due to 
the shape of their constituent molecules. Organic hyperelasticity and ferroelasticity 
are also caused by the anisotropic molecular motion induced by the application of 
shear stress to organic crystals from a specific direction, indicating the possibility of 
selective expression of superelasticity and ferroelasticity in single crystals depending 
on the loading direction. 

Recently, shear-direction-dependent manifestations of superelasticity and ferroe-
lasticity were observed in 1,3-bis(4-methoxyphenyl)urea (MPU) crystals (Fig. 6.3) 
[22]. Furthermore, zigzag, crankshaft, S-shaped, and U-shaped MPU crystals 
exhibiting multidirectional superelasticity were fabricated by subjecting MPU crys-
tals to permanent strain via ferroelastic deformation and exploiting the coexistence 
of superelasticity and ferroelasticity in the unified crystals (Fig. 6.12). Each deforma-
tion was a mechanical twinning that maintained its single-crystalline and superelastic 
properties. Thus, each of the differently oriented single-crystalline domains was a 
multidirectional superelastic crystal.
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Fig. 6.12 Directions of superelasticity before and after ferroelastic shaping of MPU crystals. 
Reprinted with permission from ref. [22] 

6.5 Organic Superplasticity 

Superplasticity, originally known as a processing and forming method for metallic 
materials, enables the deformation of solids by more than several hundred percent via 
grain-boundary slip of polycrystalline bands under heating. Organic crystals, which 
are considered to be brittle and fragile, can also exhibit deformations of several 
hundred percent or more without losing their crystallinity, a phenomenon we call 
“organic superplasticity” [23]. 

The chiral and polar N,N-dimethyl-4-nitoroanilinie (MNA) crystals—having 
electron-withdrawing nitro groups in the para position of the electron-donating 
dimethylamino groups, a large dipole moment, and an achiral molecular structure 
despite belonging to the P21 space group—were investigated. Plate-like MNA crys-
tals, obtained using acetone, showed superelasticity, whereby they bent at approxi-
mately 23° due to mechanical twinning via shear and spontaneously recovered their 
shape when the force was removed. X-ray crystallographic analysis of the bent crys-
tals suggested that the mechanical twinning caused a change in the dihedral angle 
of <3° between the dimethylamino and nitro groups with respect to the benzene 
ring. Due to such miniscule changes, the mother (α0) and daughter (α1) phases of 
the twins had a crystallographic relationship of rotational symmetry at 180°. Inter-
estingly, when a shear force was applied to the plate-like MNA crystal parallel to 
the (001) plane in the [100] direction, the crystal exhibited multiple slip planes 
and finally a shear strain of >500% (Fig. 6.13). Thus, a superplastic deformation 
mechanism different from that of metallic materials was found. After deformation, 
the crystals also showed superelasticity, indicating that the single-crystalline nature 
was maintained even after slip deformation. Organic superplasticity, which enables 
large deformation of organic crystals while maintaining their crystalline properties, 
can provide new formability to organic crystals and has basic and applied research 
prospects.
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Fig. 6.13 a Superelastic behavior of an MNA crystal via multilayer slipping and b the estimated 
molecular movement in the crystalline state. c Superelastic behavior after superplastic deformation 
(ε = 400%) of an MNA-crystal deformation. Reprinted with permission from ref. [23] 

6.6 Conclusion 

In this chapter, we discussed the rigorous deformability of molecular crystals via 
hyperelasticity, ferroelasticity, and superplasticity. Previously, organic crystals were 
considered to be fragile, and their mechanical properties had been largely ignored. 
However, intensive research has significantly advanced organic superelasticity and 
related theories. Recently, organic superelastic crystals have been actively devel-
oped [24]. Organic superelasticity is expected to create a variety of functional elastic 
materials with higher-order properties and functions than those of conventional alloys 
and polymers. The addition of superelasticity to the fundamental properties of mate-
rials, such as elasticity and plasticity, could lead to new developments in materials 
chemistry.
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Chapter 7 
Triboluminescence of Lanthanide 
Complexes 

Miki Hasegawa and Yasuchika Hasegawa 

Abstract The photoluminescence of lanthanide complexes originating from f–f 
transitions is generally sensitized through energy transfer from the ligand to the 
lanthanide ion in the excited state under UV irradiation. This phenomenon is known 
as the photo-antenna effect. Luminescence driven by mechanical stimuli, such as 
tapping or rubbing, is called mechanoluminescence or triboluminescence (TL). In 
recent years, reports on TL in rare-earth complexes, which have attracted attention 
as novel luminescent materials that do not require an electrical excitation source, 
have steadily increased. In this chapter, we focus on triboluminescent lanthanide 
complexes. Specifically, we introduce the history and detection methods of TL 
and cite recent examples of materials demonstrating this phenomenon, particularly 
coordination polymer-like and discrete molecular crystalline lanthanide complexes. 
Finally, we summarize the application prospects of these complexes as soft crystals. 

Keywords Triboluminescence · Lanthanide complexes · Crystal structure ·
Coordination polymer · Mechanical luminescence 

7.1 Introduction 

Changes in state from solid to liquid to gas occur as energy is absorbed and 
released. The single crystal–single crystal and crystal–amorphous phase transitions 
of molecular systems, such as soft crystals, as well as their chromic behavior, have 
recently been observed [1]. Mechanical stimulation can induce chemical changes 
by providing pressure-induced stimuli [2, 3] and changes in energy between excited 
states during electronic transition [4–8]. Especially in the case of molecular crystals, 
electronic absorption and emission bands are induced by changes in the distortion
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or co-planarity of π-electronic systems depending on the flexibility of the bonds of 
functional groups under high pressure. 

In this chapter, we introduce the concept of triboluminescence (TL) in lanthanide 
complexes; TL is a mechanoluminescence (ML) property and refers to the lumines-
cence phenomenon observed when crystals are fractured. Mechanochromic lumi-
nescence has been reported in polymorphic systems, and ML could be observed in 
not only inorganic compounds but also organic crystals and complexes [9–13]. ML 
systems can be roughly classified into two groups: systems that show photolumines-
cence (PL) changes under UV excitation and those that show PL without the need for 
photoexcitation. In this chapter, we focus on the TL of lanthanide complexes, which 
manifests as luminescence during crystal fracturing under a driving force, such as a 
shock wave or shearing (Fig. 7.1). 

TL can be observed by crushing sucrose crystals or striking quartz rocks against 
each other with force [14]. While it is a phenomenon that is widely observed in both 
organic or inorganic compounds, the TL phenomenon is incompletely understood. 
This problem is attributed to three main reasons: (1) the principle behind TL remains 
a matter of speculation, (2) the stimulus cannot be quantified at the time of collision, 
and (3) the available methods and means to observe luminescence and structural 
phase transitions are insufficient. 

Xu et al. [15] observed TL in systems in which Eu and Dy were loaded on Sr 
alumina. This phenomenon was thus believed to be related to thermally excited states 
via the defect levels of the alumina. Several hypotheses have been offered to explain 
the principle of TL in organic molecules and complexes. For example, the excitation 
of atmospheric N2 is believed to be promoted by the frictional energy during rubbing, 
which results in emission [16]. A recent report indicated that X-rays are generated 
when Scotch tape is rubbed at high speed [17]. Knowledge of the activation principle, 
manipulation, and material design of the TL phenomenon can lead to the development 
of new energy-conversion materials.

Fig. 7.1 Snapshots of Eu-complex crystals crushed by a drop-tower system and recorded by a 
high-speed camera (Photoron Co., Ltd.). The ball size diameter is ca. 170 mm (Private data: M. 
Hasegawa, AGU). See also Fig. 7.8 
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PL is enhanced or quenched under different atmospheres, such as N2 or O2, 
because the spin multiplicity of orbitals involved in energy relaxation varies 
depending on the central metal species. In particular, lanthanide complexes are suit-
able candidates for understanding the photophysical principle of TL because their 
PL phenomena are based on lanthanide-specific f–f transitions arising from the spin 
multiplicity of excited organic ligands. 

7.2 Aim of This Chapter 

In this chapter, we discuss the history and measurement methods of TL, the quantifi-
cation of stimuli, and various theories of the principle of TL expression, focusing on 
lanthanide complexes as examples of TL soft crystals. The f-electron configurations 
of lanthanides are [Xe]4fn+1 (n = 3, 5, 6, 9, 12, 13; Ln = Nd, Sm,  Eu, Dy,  Tm, Yb)  
and [Xe]4fn 5d (n = 0, 1, 2, 7, 8, 10, 11, 14; Ln = La, Ce, Pr, Gd, Tb, Ho, Er, Lu). The 
luminescence bands can be classified into two main types: f–f transitions localized 
in f orbitals, which are inherently forbidden, and d–f transitions [18]. In this chapter, 
we mainly discuss the f–f transitions (or f–f luminescence) of lanthanide complexes 
with organic molecular ligands. 

In general, the PL of lanthanide complexes is due to the highly efficient photoex-
citation of π-electronic ligands under UV light irradiation. Energy transfer from 
the excited ligand to the lanthanide ion promotes f–f luminescence from the latter 
[19]. In the 1960s, the crystal-field splitting levels of the f orbitals of a series of 
trivalent lanthanide ions were attributed to the photoemission spectra of He (see 
Sect. 7.4.1 [20]). The crystal-field splitting levels are not drastically influenced by 
the surrounding media. EuIII and TbIII show red and green emissions, respectively, 
when energy transfer is established, regardless of the ligand type. As the absorption 
coefficient of the f–f transition is very small and the Stokes shift is almost zero, the 
luminescence obtained from the direct excitation of f–f absorption has weak effi-
ciency. The emergence of f–f luminescence observed via the photoexcitation of the 
ligand is called the photo-antenna effect, which is used to increase in the efficiency 
of PL. The luminescence lifetime and quantum yield of PL have been experimentally 
evaluated in both organic and inorganic luminescent materials. 

In contrast to PL, not much about the principle of TL and its possible manifestation 
is known. The earliest surviving document on this topic dates back 400 years (see 
Sect. 7.3, [21]). However, the methods for TL evaluation remain in the developmental 
stage, and various TL molecular designs and principles have been proposed. 

Here, we introduce some methods to measure the TL of lanthanide complexes 
and discuss the effects of soft-crystalline structural changes on this phenomenon.
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7.3 History of Triboluminescence Derived from Weak 
Stimuli 

A fundamental issue in chemistry is the relationship between the effects of macro-
scopic mechanical stress on bulk materials and the molecular-level changes in the 
structure and properties of these materials [22]. Various mechanochemical effects 
have been studied to determine this relationship, among which stress and macro-
scopic distortion were observed to induce changes in microscopic properties, such 
as mechanochromic, piezoelectric, and photomechanical properties [23]. TL is also 
an interesting phenomenon of mechanical stress [24]. In the seventeenth century, 
Francis Bacon observed light emission from sugar cubes during crushing [24]. 
Different types of materials exhibiting TL, such as organic crystals, polymers, and 
metal complexes, have been studied [25–27]. The origin of TL has been discussed, 
and some recent studies have demonstrated the contribution of the piezoelectric 
effect to this phenomenon during the breakage of non-centrosymmetric bulk crys-
tals [27]. The structure of sugar crystals, which are chiral and, thus, have a non-
centrosymmetric structure, is expected to contribute significantly to their obvious 
TL [28]. The hydrogen-bonding networks in sugar crystals also seem to contribute 
to their relatively large resistivity against mechanical stress prior to their breakdown 
and, thus, their intense TL. 

The publication trend of studies on TL was determined using the information 
retrieval system Web of Science (research date: January 20, 2022). The trend of 
publications on TL and ML is shown in Fig. 7.2. 

TL can be induced by crushing the crystals of minerals, sugars, etc. In 1903, 
Armstrong and Lowry speculated that a two-state transformation based on the struc-
tural change of N atoms is induced when crystals of saccharine, a type of sugar, are 
crushed [29]. In 1910, Andrews reported that yellow TL was produced by crushing 
a mixture of 70% zinc carbonate, 30% fluorinated sulfur, and a small amount of 
manganese sulfide [30]. In 1911, Alfred described the TL of U metal in the scientific 
journal Nature [31]. Publications on TL research began to increase in 1967, but only a

Fig. 7.2 Number of 
publications on 
triboluminescence (black 
dot) and 
mechanoluminescence 
(circle) from 1900 to January 
2021 in Web of Science® 
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Fig. 7.3 Element-classified 
statistics of published papers 
on triboluminescence 

few papers on the origins of TL were published annually until the year 2000. Reports 
on ML began to be increase in 1980. In 2010, the number of papers describing TL 
and ML were almost equal. In 2020, the number of papers describing ML was four 
times greater than that describing TL. 

Various TL materials and their luminescence phenomena have been reported and 
investigated worldwide. Figure 7.3 shows the statistics of published papers on TL 
according to element. 

The data show that many reports on TL materials containing Mn and Eu have been 
published. The TL of both inorganic manganese-compounds and Mn(II) complexes 
has been reported. The TL of inorganic Eu(II)-ion containing compounds and Eu(III) 
complexes has also been described. Ca and Al have been reported to be host media 
for TL materials. TL materials containing Pt and Ir have also been reported. 

7.4 Luminescent Lanthanide Complexes 

7.4.1 Evaluation of Photoluminescence 
by the Photo-Antenna Effect 

PL provides a large amount of information that could be used to evaluate the 
TL of lanthanide complexes. Because the experimental method of photoexcitation 
has previously been established and the apparatus is commercially available, the 
measurement of PL is relatively easy. Such measurements allow us to determine the 
position of the luminescence band and quantitatively determine the luminescence 
lifetime and quantum yield. Here, we describe the principle of the PL of lanthanides 
and its evaluation.
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The f–f transition of lanthanide ions involves a transition between electronic levels 
due to the splitting of the f orbital. This level is not susceptible to the so-called ligand 
field, unlike d-group metal ions, because lanthanides are inner-shell transition-metal 
ions, and the f orbital, which controls the properties, is in the inner shell, while the 
d or s orbitals, which are involved in bonding, are in the outer shell. Given this 
electronic structure, the half-width of the absorption or emission band due to the f–f 
transition is narrower and less affected by the coordination field compared with those 
of d-meal complexes. In other words, the splitting energy levels of the f orbitals are 
constant for any coordination atom or ligand, which can be attributed to a series of 
He photoemission spectra of lanthanide chlorides [20]. A diagram of these energy 
levels is called a Dieke diagram (Fig. 7.4).

Because f–f transitions are inherently forbidden and the Stokes shift is small, 
deriving the f–f emission from the excitation of the absorption bands of f–f transitions 
is challenging. The optical antenna effect can overcome this difficulty. The photo-
antenna effect can enhance the f–f emission of lanthanide ions via the excitation 
energy of a π-electronic ligand with a large absorption coefficient complexed with 
a lanthanide ion [33]. 

In general, many complexes of Eu and Tb have been synthesized because they 
show red and green luminescence, respectively. Establishing a good relationship 
between the excited state energy of the ligand and acceptor level of Eu and Tb is 
important for more efficient luminescence. The concepts of Dexter- [34] or Förster 
[35]-type energy transfer can be applied to the optical antenna effect of lanthanide 
complexes, which is based on (1) energy level resonance between the energy donor 
(EnD) and acceptor (EnA), (2) energy transfer between the EnD and conservation 
of spin multiplicity before and after energy transfer at the EnA level, and (3) the 
distance between the EnD and EnA (Fig. 7.5).

The Dieke diagram (Fig. 7.4) shows that the EnA level depends on the type of 
metal ion. Therefore, the EnD level can be designed as necessary to promote highly 
efficient energy transfer and luminescence. In fact, the singlet energy level of Pr 
functions as EnA and a molecule tailored to this level can promote f–f luminescence 
at the selected level [32]. The EnD levels of the ligands of lanthanide complexes can 
be determined by coordinating them with Gd, which does not have an EnA level, 
and measuring its fluorescence and phosphorescence to determine the position of the 
excited singlet and triplet, respectively [36]. 

7.4.2 Evaluation Methods of Triboluminescence 

TL could be manifested by directly applying mechanical stimuli, such as pressure 
[37], rubbing [38], laser ablation [39], and direct impact [40], to crystals, for example, 
by (Fig. 7.6). Video recording followed by image analysis and spectral detection by 
connecting optical fibers to a small spectrometer, for instance, have been reported. 
Quantifying stimuli and quantitative TL analysis are still under development. In this 
section, we introduce the evaluation methods of TL materials.
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Fig. 7.4 Dieke diagram of trivalent Eu, Tb, and Pr ions for different luminescence band wave-
lengths. MDT = magnetic dipole transition; EDT = electric dipole transition. Ref. [32] Copyright 
(2020) Chemical Society of Japan

Many reports of the use of digital cameras to capture the exact moment when 
crystals are crushed or rubbed with a metal spatula or glass rod have been published 
[41]. Such recordings are important to the observation of TL in the visible region. 

Xu et al. developed a method in which an inorganic oxide exhibiting mechanical 
luminescence is mixed with a polymer and solidified into a disc; the disc is then 
stimulated by rubbing at different rotational speeds [38]. 

Xu et al. combined the method of constant pressure and observation in a photo 
cell to measure the spatial distribution of luminescence in situ (Fig. 7.7) [37]. They 
also reported a method in which a sample is applied to a stainless-steel plate with 
crack-inducing slits and the plate is pulled at opposite sides to observe the resulting
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Fig. 7.5 Energy diagram of the f–f emissions induced by the photo-antenna effect (top). Principle 
of the acceleration of energy transfer by the superimposition of ligand-centered emission (π–π* 
transition) and lanthanide-centered absorption (f–f transition) (bottom)

Fig. 7.6 Various stimuli used to enhance triboluminescence and its observation methods

TL. This approach could be used as a diagnostic method to visualize the correlation 
between cracks in the stainless-steel plate and the distorted portions of the plate, not 
just single crystals.

Tsuboi et al. reported the quantitative measurement of the TL of sucrose using laser 
ablation [39]. Suslick et al. successfully induced TL with ultrasound and measured 
its spectrum [39]. Ilatovskii et al. reported a method to achieve the quantitative 
stimulation of membraned TL materials using a texturometer [39].
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Fig. 7.7 Image of the mechano-luminescence sensing system. Ref. [37] Copyright (2007) The 
Japan Society of Applied Physics and (2008) The Visualization Society of Japan, respectively

Fontenot et al. [40] and İncel et al. [41] related the free-dropping energy of a 
metal ball dropped from various heights to the TL intensity (Fig. 7.8). Based on this 
system, M. Hasegawa et al. developed a drop-tower system (DTS) that used a pipe 
made of methyl polymethacrylate, attached a starter at an arbitrary height, and freely 
dropped a stainless-steel ball [42]. The edge of the optical fiber was attached to a 
plate, which served as a falling point, and TL was observed through the polycarbonate 
plate; the wavelength and relative emission intensity of this luminescence were then 
recorded by a small spectrometer. Placing the entire device in a glove bag allowed 
for the measurement of TL spectra in atmospheres of Ar and N2. In addition, the 
potential energy due to free fall can be estimated from the height and the mass of the 
stainless-steel ball. 

Sage et al. developed a detection method for measuring the TL of a series of 
organic crystals [43]. Longchambon et al. devised another measurement method in 
which the crystals were entrained in an airstream and impinged on a quartz substrate 
placed in front of a detector (Fig. 7.9) [44]. Unfortunately, this method was not 
suitable for fine particles. Meyer et al. applied the leverage principle and reported 
an impact method in which a needle was dropped onto a crystal [45]. In this system,

Fig. 7.8 Drop-tower system developed by İncel et al. (a) and its modified version using a transparent 
tube (b). Refs. [41, 42] Copyright (2017) American Chemical Society, and (2020) The Imaging 
Society of Japan 
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changing the number of weights allowed for variations in the magnitude of the impact, 
and the apparatus itself could be placed in a box to allow experiments in different 
environments. Nowak et al. developed an apparatus in which a crystal was placed 
between a gear and plate and the force of the gear turning with the weights crushed 
the crystal [46]. Based on these trial-and-error methods, the methods of crushing by 
a piston using compressed air (Fig. 7.10) [47], placing a crystal on a detector and 
impacting it with a plastic plug in free fall [48], and suspending a weight on a pulley 
and letting it fall freely [49] were also devised. 

Hasegawa et al. evaluated the TL performance of pulverized crystals under 
magnetic stirring in an atmosphere-controlled flask by detecting the resulting TL 
spectrum and analyzing the images captured by a charge-coupled device (CCD) 
camera (Fig. 7.11). Using this method, the authors found that the polymer chain 
arrangement of Eu(III) coordination polymers in the crystals affected their TL 
intensity [50].

Time-dependent TL multiplied by an instantaneous impact has been reported. 
Hasegawa et al. analyzed the emission lifetime of Eu(III) coordination polymers 
using a nanosecond pulsed laser (Fig. 7.12) [51]. The TL emission spectra and emis-
sion lifetime analyses of 4f–4f transitions in this Eu(III) coordination polymer indi-
cated that the nonradiative rate in the TL process is approximately five times higher

Fig. 7.9 Methods for 
inducing triboluminescence. 
a The air-driven technique, b 
the impacting-needle 
technique, and c the 
crystal-milling technique. 
Ref. [43] Copyright (2001) 
Royal Society of Chemistry
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Fig. 7.10 Modern techniques for inducing triboluminescence. a The air-driven piston technique, 
b the falling-weight technique, and c a variant of the falling-weight technique. Ref. [47] Copyright 
(1980) American Physical Society

Fig. 7.11 Method for triboluminescence observation. Magnetic stirring is conducted in an 
atmosphere-controlled flask, the resulting spectrum is detected, and the images captured using 
a CCD camera are analyzed. Ref. [50] Copyright (2017) Wiley–VCH Verlag GmbH & Co. KGaA, 
Weinheim
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Fig. 7.12 a 
Triboluminescence (TL; A:a) 
and photoluminescence (PL; 
B:c) spectra. The PL 
spectrum is observed by 
excitation at 355 nm. Inset: 
TL image of 
[Eu3(hfa)9(tppb)2]n. b 
Emission decay profiles of 
the TL of 
[Eu3(hfa)9(tppb)2]n (A: blue 
line) and BaSO4 powders 
(blank: red line) under 
shockwave irradiation. Ref. 
[51]. Copyright (2017) 
Wiley–VCH Verlag 
GmbH & Co. KGaA, 
Weinheim 

than that in the photo-excited luminescence process. In other words, TL involves a 
larger nonradiative process compared with photoexcited luminescence. 

Time-resolved TL analysis has been performed using shock waves in which the 
air pressure can be controlled (Fig. 7.13) [52]. In this system, the TL of Tb(III) 
and Eu(III) coordination polymers was measured under air shock wave (ASW) 
pressures ranging from 100 to 400 kPa. The photophysical data obtained from the 
time-resolved TL analysis indicated that the TL intensity of the Tb(III) coordina-
tion polymer depended on the air pressure, which was related to the energy transfer 
process (Fig. 7.13). Thermal effects on TL were hardly observed under the exper-
imental conditions employed, but oxygen pressure affected the TL performance. 
TL experiments using Tb(III)/Eu(III) mixed coordination polymers demonstrated 
that the energy transfer process from Tb(III) to Eu(III) is not as effective as the 
photoexcitation process (Fig. 7.14).

7.4.3 Discrete Complex Systems with Lanthanide Ions 

In this section, we describe the TL phenomena and molecular structures and arrange-
ments of lanthanide complexes, in which discrete molecules are packed into a crystal 
lattice. Various combinations of molecular structures and compositions have been 
reported to control the conditions for TL manifestation. For example, a series of 
tetrakis(β-diketonate)Ln derivatives have been used to discuss the symmetry of 
crystal systems [53–55]. Chandra et al. [53] reported that they produced TL only
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Fig. 7.13 a Schematic of aerodynamic shock wave experiments and b the corresponding profiles 
and images (red line, emission profile; blue line, pressure profile). Ref. [52]. Copyright (2019) 
American Chemical Society 

Fig. 7.14 Pressure-dependent emission spectra of a [Eu(hfa)3(dpf)]n and b [Tb(hfa)3(dpf)]n under 
air and N2 gas (λex = 380 nm, P = 100–400 kPa, solid state). Ref. [52]. Copyright (2019) American 
Chemical Society
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in pyroelectric crystals with non-centrosymmetric symmetry. By contrast, Cotton 
[54] and Wong [56] found that TL also occurs in crystalline systems with central 
symmetry. The relationship between central symmetry and TL has been discussed for 
ternary complexes of Eu and Tb with bipyridine or 1,10-phenanthroline coordinated 
to tetrakis(β-diketonate)Ln; the findings of some related studies are summarized in 
Fig. 7.15 and Table 7.1 [26, 56–59]. 

The compound (dbm)3bpy shows TL even as centrosymmetric crystals, while the 
non-centrosymmetric crystal Eu(dbm)4TMP is pyroelectric and shows strong TL 
properties under pressure (Fig. 7.16) [56]. Similar considerations have been reported
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Fig. 7.15 Examples of organic ligands to induce TL of lanthanide in their complexes 

Table 7.1 Summary of the TL activities and crystal structural properties of Ln(III) complexes 

Compound TL activity Space group Crystal symmetry References 

Eu(dbm)3phen Inactive P21/c Centrosymmetric [56] 

Eu(dbm)3bpy Active P-1 Centrosymmetric [56] 

Eu(tta)3phen Active Pca21 Non-centrosymmetric [56] 

Eu(tta)3bpy Active P21/n Centrosymmetric [56] 

Eu(fdh)3phen Inactive P41212 Non-centrosymmetric [56] 

Eu(fdh)3bpy Active P-1 Centrosymmetric [56] 

Eu(dbm)4TEA Active Cc Non-centrosymmetric [56] 

Eu(dbm)4PMP Inactive P-1 Centrosymmetric [56] 

Eu(dbm)4TMP Active Pca21 Non-centrosymmetric [56] 

Eu(tta)3PMP Active P-421c Non-centrosymmetric [56] 

Eu(tta)3TMP Active P-421c Non-centrosymmetric [56] 

Eu(dbm)4TEA Active I 2/a Centrosymmetric [26] 

Eu(dbm)4DCM Inactive I 2/a Centrosymmetric [26] 

Tb(ba)4PP Active P21/n Centrosymmetric [26] 

Eu(dbm)4DMBA Active Pca21 Non-centrosymmetric [60] 

Tb(acac)(phen)2 Active P2/n Centrosymmetric [61] 

Tb(acac)3phen Active P21/n Centrosymmetric [58] 
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Fig. 7.16 TL and solid-state PL spectra of Eu(dbm)4TMP at room temperature. The images on 
the right show the CCD spectrometer captureing light emission induced by fracture of the crystals. 
Ref. [62] Copyright (2004) Elsevier B. V

for other systems [57–61, 63, 64]. Sweeting et al. found that triethylammonium 
tetrakis(benzoylethanate)Eu exhibited TL when recrystallized in methanol but not in 
dichloromethane (DCM) (Fig. 7.17) [26]. The former involves TEA coordination to 
the Eu ion and the latter involves a solvent for crystallization [5]. Li et al. observed 
TL and dielectric properties from the polymorphs of Eu complexes of tetrakis(β-
diketonate)Ln coordinated with a terpyridyl derivative with chiral moieties [57]. They 
experimentally showed that crystals in the space group P21 (monoclinic) exhibited 
a TL band that could be attributed to the f–f transition of Eu (5D0→7F2) as well  
as good dielectric properties. By contrast, the polymorphic crystals of space group 
P212121 (orthorombic) showed no TL or dielectric properties. These results indicate 
that TL depends on the polarity of the crystals (Fig. 7.18). 

The research groups of Kalinovskaya and Bukvetskii used a ternary complex 
with quinalidic acid mixed with Eu/Tb(acac)4 or phen as a matrix and argued that 
the piezoelectric effect affects the TL expression of this complex (Fig. 7.19) [58, 
59, 61, 63]. Crystal structural analysis showed the formation of a layered structure 
and importance of the concepts of “destruction zone” and “destruction zone width” 
due to mechanical impact to TL expression. Based on a similar consideration of the 
crystal system, Bukavetskii et al. reported the TL expression of Sm complexes [59].

Structural or chemical driving forces, for example, charge separation during 
crystal fracturing and dielectric properties, are believed to be involved in the mani-
festation of TL upon stimulation. However, owing to the difficulty of instanta-
neous measurement, whether this belief is accurate remains a matter of specula-
tion (Figs. 7.19 and 7.20) [65]. Hasegawa et al. recently applied nitric acid as a 
reductive counter anion and performed TL experiments using a DTS on the chiral 
crystals of lanthanide complexes with amino acid derivated-bipyridine derivative 
(Fig. 7.21) [37]. This complex also forms racemic crystals [66], but they did not
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Fig. 7.17 Molecular 
structures and unit cell 
packing diagrams for a 
triboluminescent Eu complex 
and b non-triboluminescent 
one containing solvent of 
crystallization. Ref. [26] 
Copyright (1987) American 
Chemical Society

show TL. This finding suggests the possibility of a system associated with chemical 
reactions. Kubota and Ito et al. suggested that the presence of electrons is useful in 
promoting coupling reactions with hammering stimuli [65]. Such findings indicate 
a novel mechanism for the driving force of TL.

7.4.4 Coordination Polymer Complexes 

Coordination polymers composed of metal complexes and organic ligands have been 
studied extensively in recent years. One-, two-, and three-dimensional organic– 
inorganic hybrid polymers have been reported. In 2004, Yuan reported the TL 
phenomenon of [Eu(TPA)3(HTPA)2]n (TPA: α-thiophene carboxylate, HTPA: α-
thiophenecarboxylic acid) without emission spectra (Fig. 7.22) [67]. Eliseeva 
described the TL spectra of red-luminescent Eu(III) ([Eu(hfa)3(dmtph)]n and green 
luminescent Tb(III) [Eu(hfa)3(dmtph))]n (dmtph: 1,4-dimethyltherephtalate) coor-
dination polymers for the first time (Fig. 7.23). [62] In 2011, Hasegawa reported 
the TL phenomenon of [Eu(hfa)3(bipypo)]n (bipypo: 3,3-bis(diphenylphosphoryl)-
2,2-bipyridine) with a high emission quantum efficiency (71% at 465 nm exci-
tation) (Fig. 7.24) [68]. Hasegawa also reported the ratiometric TL spectra and
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Fig. 7.18 Chiral terpyridyl Eu Complex (a), triboluminescence spectrum of the complex (b) and  
the dipolemoments of TL active (1) /inactive (b) species (c). Ref. [57] Copyright (2009) Wiley–VCH 
Verlag GmbH & Co. KGaA, Weinheim

Fig. 7.19 TL (red) and PL (green) spectra and observed molecular structure and packings of 
Tb(NO3)(acac)(phen)2 (a) and Tb(acac)3phen (b). Refs. [58, 61] Copyright (2016) John Wiley & 
Sons, Ltd. and (2018) Elsevier B. V
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Fig. 7.20 a When a candy is cracked open resulting the TL. b Schematic diagrams of mechano-
luminescence on crystals with non-and centrosymmetric space group. Ref. [64] Copyright (1990) 
American Chemical Society and (2020) Elsevier Ltd, respectively

images of mixed green- and red-luminescent Eu(III)/Tb(III) coordination poly-
mers [Eu,Tb(hfa)3(dpt)]n (dpt: 2,5-bis(diphenylphosphoryl)thiophene). The spec-
tral intensity ratio of the green and red emission bands of the TL of these poly-
mers under crystal milling were different from that of their PL (Fig. 7.25) [50, 
69]. This difference in spectral intensity ratio is due to population differences
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Fig. 7.21 TL of a chiral Eu complex with tetradentate ligand observed by modified dorop-tower 
system (a) and the molecular structure (b) and packing (c) of the  complex

between PL and TL. Analysis of the TL of [Eu3(hfa)9(tppb)2]n (dppb: tris(4-
diphenylphosphorylphenyl)benzene (tppb)) induced by laser shock wave has been 
performed [51]. This analysis revealed that the radioluminescence-free deactiva-
tion rate during the luminescence process is enhanced in TL. The TL analysis of 
Eu(III) coordination polymers under laser shock wave has also been conducted. 
[52] Wu reported the TL phenomena of helical Sm(III) and Eu(III) coordination 
polymers [Ln2(L)3(H2O)5]∞-3H2O (L: 2-(2-hydroxy-3,5-dinitrophenyl) (Fig. 7.26) 
[70]. Photochemical reactions using the TL phenomena of Eu(III) coordination 
polymers were recently observed (Fig. 7.27) [71].

The TL of Mn coordination polymers has been reported. In 2020, Artem’ev 
reported that a Mn coordination polymer [MnX2(L)]n, with phosphine oxide and 
carborane units showed blue TL (Fig. 7.28) [72]. Although the TL of tetrahedral Mn 
compounds had been reported in 1961, this report was the first to present a polymeric 
Mn system with a tetrahedral structure [73].
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Fig. 7.22 Coordination structures of a) [Eu(TPA)3(HTPA)2]n. Ref. [67] copyright (2004) Elsevier 
B. V

At present, reports on the TL of coordination polymers are scarce. The TL analysis 
of coordination polymers containing several types of luminescent metal ions will 
greatly contribute to the understanding of TL phenomena. 

7.5 Conclusions 

In this chapter, the TL of lanthanide complexes, including its historical background, 
observation methods, and recent examples of discrete molecular arrangements and 
coordination polymer systems, were described. 

In systems containing lanthanides in oxides and other materials, ML or TL mate-
rials based on SrAlO:Dy,Eu [74], which is widely known as a phosphorescent agent, 
have been the subject of intensive research and are expected to be useful as a diag-
nostic technology for structures such as bridges [75]. The mechanism of the PL 
phenomenon of this type of compounds is believed to involve thermoluminescence, 
which has yet to be reported for lanthanide complexes. 

Lanthanide complexes contain significantly fewer lanthanide ions than inorganic 
ML materials. Moreover, the electronic state unique to lanthanides does not only 
involve energy conversion, such as PL; the TL phenomenon itself is the visualization 
of the force. The TL of lanthanide complexes may be related to the thermolumi-
nescence mechanism described above. A system in which lanthanide complexes 
were mixed with polymers demonstrated a chemical reaction upon stretching, and 
chemiluminescence was considered the driving force behind this luminescence [76]. 
Research on the TL of lanthanide complexes remains in its infancy and should be 
expanded to promote the applications of soft crystals as future energy-conversion 
devices.
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Fig. 7.23 Chemical structures of a [Eu(hfa)3(dmtph))]n [62], b [Eu(hfa)3(bipypo)]n [68], c 
[Eu,Tb(hfa)3(dpt)]n [51], d [Eu3(hfa)9(tppb)2]n [52], and e [Ln2(L)3(H2O)5]∞-3H2O [70], f 
Photochemical reactions using the TL phenomena of Eu(III) coordination polymers [71], and g 
[MnX2(L)]n [72]
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Fig. 7.24 Observed sequence-picture images of triboluminescence [Eu(hfa)3(bipypo)]n powder 
upon pushing with a black stick at ambient temperature and in daylight. Ref. [50]. Copyright (2017) 
Wiley–VCH Verlag GmbH & Co. KGaA, Weinheim 

Fig. 7.25 Normalized TL 
and PL spectra and images of 
a [Tb,Eu(hfa)3(dpf)]n 
(Tb/Eu = 1) and b 
[Tb,Eu(hfa)3(dpf)]n (Tb/Eu 
= 10) Ref. [51]. Copyright 
(2017) Wiley–VCH Verlag 
GmbH & Co. KGaA, 
Weinheim



7 Triboluminescence of Lanthanide Complexes 127

Fig. 7.26 Chiral coordination polymer of Eu complexes with helical structure of Δ-(left) and
Λ-form (right). Ref. [70]. Copyright (2022) Royal Society of Chemistry 

Fig. 7.27 Chemical reaction under the stimuli by tribo or light of the coordination polymer of Eu 
complexes. Ref. [71]. Copyright (2021) Wiley–VCH Verlag GmbH & Co. KGaA, Weinheim

Fig. 7.28 Coordination polymer of Mn complex showing green TL. Ref. [72]. Copyright (2021) 
Royal Society of Chemistry
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Chapter 8 
Thermosalient Phenomena in Molecular 
Crystals: A Case Study of Representative 
Molecules 

Yoshinori Yamanoi , Kenichiro Omoto , Toyotaka Nakae , 
and Masaki Nishio 

Abstract Molecular crystals have a regularly packed structure, and their physical 
properties often depend on intramolecular and intermolecular interactions. Here, 
we review the crystal jumping phenomena under a thermal stimulus (thermosalient 
phenomenon). Thermosalient phenomena are characterized by thermal phase tran-
sitions and anisotropic lattice expansion/contraction at a microscopic scale and 
jumping behavior through bending/deformation/rotation/cleavage of crystals at a 
macroscopic scale. The absence of strong intermolecular interaction in the crystal 
and the misalignment of the crystal plane associated with the phase transition are 
explained as factors causing the thermosalient phenomena. In this chapter, various 
case studies with representative molecular crystals that exhibit the thermosalient 
phenomenon are explained in detail. 

Keywords Thermosalient phenomena · Jumping crystals · Phase transitions ·
Polymorphism 

8.1 Introduction 

Some molecular crystals are known to change their physical properties on mechanical 
stimulation or exposure to solvent vapor. Such crystals, whose packing arrangement 
and physical properties change in conjunction with weak external stimuli, are called 
“soft crystals,” and they have attracted considerable attention recently [1]. When a 
crystal is heated, it generally melts and becomes a liquid. However, some crystals
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exhibit jumping phenomena through distortion, deformation, and cleavage of crystals 
with phase transition. These were referred to as terms such as “jumping crystals” or 
“hopping crystals”. Gigg et al. named these crystals that convert thermal stimuli into 
mechanical motion “thermosalient crystals” (salient: meaning “jumping”), and the 
term is now well established [2]. Approximately 60 “thermosalient crystals” have 
been reported by 2021. The characteristics of thermosalient crystals are as follows: 
they exhibit (1) first-order phase transition, (2) similar crystal packing before and 
after the phenomenon, (3) no change in space group and a little change in lattice 
parameters, (4) anisotropic lattice size change, and (5) negative coefficient of thermal 
expansion in one axis direction at least. Some reviews related to the thermosalient 
phenomenon have been reported so far [3, 4]. However, this research is a new field 
and there are many unknown aspects. The definition is not unified, and there are some 
exceptions which do not observe the characteristics ((1)–(5)) mentioned above. 

Although the mechanism of the thermosalient phenomenon is still unclear, it 
has been pointed out the relation with the martensitic dislocation (transformation) 
observed in shape memory alloys [5, 6]. The shape memory alloy forms a square 
lattice in the high-temperature phase. At low temperatures, the crystal packing 
changes to a folding screen shape due to shear deformation, in which the rhombic 
lattice shifts maintaining the linkage with adjacent atoms through the slip plane 
(Fig. 8.1). Molecular crystals showing thermosalient phenomenon exhibit a similar 
response to martensitic dislocations and have displacement motion against the slip 
plane without strong interaction in the crystal. When volume and/or shape changes 
occur in the original crystal structure through a phase transition, the accumulated 
stress (strain) is rapidly released near the lattice defect, and the crystal exhibits a 
mechanical response with deformation or cleavage along the slip plane. In an ordinary 
crystal, the deformation and cleavage proceed slowly, and the external shape gradu-
ally changes. On the other hand, the crystals exhibiting thermosalient phenomenon 
are characterized by the generation of instantaneous mechanical power that causes 
the crystals to jump. 

Fig. 8.1 Schematic diagram of a martensitic dislocation
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8.2 Analytical Methods for Thermosalient Phenomena 

The thermosalient phenomenon is generally mainly observed visually on a tempera-
ture variable plate. The phenomenon is considered to be caused by an accidental rapid 
structural change from the metastable phase to the stable phase of the crystal with 
changes in temperature, and often requires observation time in the range of several 
milliseconds to several seconds. Therefore, observation with a high-speed camera 
on a temperature-controlled stage is a useful method for instantaneously capturing 
crystal deformation and jumping behavior and linking microscopic phenomena to 
macroscopic shape changes. The phenomenon is confirmed by analytical chemistry 
methods such as temperature-variable X-ray diffraction and thermal analysis. Basi-
cally, the temperature of the phase transition and the temperature showing the ther-
mosalient phenomenon are almost the same. The differential scanning calorimetry 
(DSC) of the molecules that exhibit thermosalient phenomenon results in the saw-
toothed or jagged peaks. One of the reasons for this phenomenon is that the timing 
of the accidental structural change from the metastable to stable crystal packing is 
affected by the crystal size and/or shape. 

8.3 Thermosalient Phenomena in Crystals Classified Based 
on Crystal Characteristics and Mechanism 
of the Thermosalient Phenomena 

The thermosalient phenomena depend on molecular structure, and the visually 
observed phenomena can be classified into jumping, rotation, fragmentation, explo-
sion, cracking, and splitting. In fact, the mechanical response is caused by a mixture 
of these phenomena, and the jumping distance is several mm to several cm, which 
is larger than the crystal size. The thermosalient phenomenon is often exhib-
ited by organic crystals or complex crystals with weak intramolecular interaction, 
intermolecular interaction, steric hindrance, and high flexibility. 

In 2013, Naumov conducted a systematic analysis of the thermal analysis, kinetic 
properties, and crystal structures of ca. 10 compounds that exhibited thermosalient 
phenomena at that time. They classified the compounds into three classes: crystals of 
flat rigid molecules aggregated in sheets (class I crystals), Crystals of molecules with 
bulky substituents attached to a cyclic core group (class II crystals), and crystals of 
molecules with extended intermolecular hydrogen bonds (class III crystals) [7–10]. 
During the last decade, many other crystals exhibiting thermosalient behaviors have 
been found. Although it is not easy to classify them clearly into Naumov’s three 
categories, we will explain representative molecules as case studies referring to the 
classification.
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8.3.1 Crystals of Flat Rigid Molecules Aggregated in Sheets 
(Class I Crystals) 

The characteristic of this type molecules is the formation of layered structure through 
π–π stacking and dipole interaction in the crystalline state. Crystals are anisotropi-
cally slid and released as mechanical motion when strains that exceed the interlayer 
interaction are accumulated by thermal stimulation. Typical molecules of class I 
crystals are shown in Fig. 8.2. 

1, 2, 4, 5-Tetrabromobenzene 1 forms a layered packing structure through the 
interaction between Br···Br and Br···H; however, it shows a tendency to form contact

Fig. 8.2 Representative examples of molecules that create class I crystals 
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twins with respect to the (110) crystalline plane. Crystals of compound 1 have a 
stable β phase at room temperature and a stable γ phase at > 46 °C. Naumov et al. 
studied the direction and motion for more than 150 crystals with heating [11, 12]. 
They observed that the crystals are cleaved along the twin plane when heated parallel 
to the twin plane, and are crushed when heated perpendicular to the twin plane. Both 
β and γ phases have a layered structure, and the crystal jumping phenomenon is 
governed by the interaction between Br…Br and CH…Br. Comparing the two struc-
tures, the crystal lattice stretches anisotropically during the phase-to-phase transi-
tion. The angle between adjacent aromatic rings changes from 22.6° in β phase 
to 13.7° in γ phase. This slight change in inclination causes the flattening of the 
entire sheet-like structure, and the strain is finally accumulated and converted into 
mechanical behavior through cleavage and rupture [13]. Similarly, crystals of 1,2,4,5-
tetrachlorobenzene 2 exhibit a thermosalient phenomenon by the mechanism as 1, 
but it shows thermosalient phenomenon at a lower temperature (around 200 K) [14]. 

Crystals of hexadecahydropyrene 3 exhibit a crystal jump phenomenon when 
heated above 71.5 °C and when cooled below 65.5 °C, respectively [15]. Hexadec-
ahydropyrene 3 has a chair-shaped conformation and is layered and packed parallel 
via van der Waals interactions. Because the crystals after the phase transition subli-
mate, X-ray structure analysis has not been successful. Although we cannot discuss 
the mechanism in detail, the molecule slides in the layer and strain is accumulated 
due to the displacement of the crystal plane under heating. The internal stress is 
relaxed at the transition point (e.g., lattice defect), and crystal cleavage is induced 
from the slip plane, resulting in a crystal jumping. 

Crystals of palladium complex 4 were already known to exhibit thermosalient 
phenomenon in 1983 [16], but was investigated in detail by Naumov et al. [17]. This 
molecule has five polymorphs. A reversible phase transition occurs between the α and 
β phases. The stacked sheet-like structures separate from each other, as the layers 
between the molecules slide against each other and the molecular arrangements 
decline. At this time, a crystal jumping phenomenon is observed. The γ crystal 
undergoes a phase transition to the β crystal at 369 K. In this case, the alternating 
layers slide in opposite directions to form a head-to-tail stacking structure, which is 
transformed into a thermodynamically stable β crystal. 

[3.3.3.3.3.3](1,2,3,4,5,6)-Cyclophane (superphane, 5) are hexa-bridged cyclo-
phanes in which all aromatic carbons of the benzene dimer are linked by propylene 
spacers. This compound was first synthesized by Virgil Boekelheide in 1979 as a 
model compound for the investigation of physical properties including aromaticity. 
This compound shows a crystal jumping phenomenon when heated [18]. Although 
the single-crystal structure at low temperature has been reported [19], the structural 
analysis at high temperature and the mechanism of the crystal jumping phenomenon 
are not well understood. 

Seki and Ito et al. analyzed the crystal jumping phenomenon associated with the 
phase transition of triphenylethynyl 4-chlorophenyl isocyanide gold(I) complex 6 at 
around −40 °C with a high-speed camera (Fig. 8.3) [20]. In this crystal, a sheet-like 
structure is formed through π–π stacking structure. A phase transition is observed 
in the crystal lattice upon cooling, and the crystal lattice expands and contracts
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anisotropically. The misalignment of the π–π stacking and Au–Au bonds in the 
packing induces deformation and cleavage of the crystal, which leads to thermosalient 
phenomena before and after the phase transition. 

Further developing this study, crystals of (9-isocyanoanthracene)gold(I) complex 
7 exhibit thermosalient and photosalient (crystal jumps due to light irradiation) 
phenomena in response to two different external stimuli (UV irradiation and cooling) 
[21]. On cooling, the crystal contracts anisotropically without changing the chemical 
structure. The X-ray structure analysis at 20 °C and −140 °C shows that the distance 
between Au…Au in the stacked dimer changes from 3.6714−3.6124 Å. Correspond-
ingly, the crystal lattice anisotropically expanded and contacted. In contrast, the 
anthracene moiety is photodimerized and the structure changes significantly under 
UV irradiation. These changes are the reason for the salient phenomenon. The crystal 
shows a continuous mechanical response by alternating cooling and UV irradiation. 

Pentacene 8 has four polymorphs in single crystal and thin film [22]. In the single-
crystal state, pentacene 8 has a herringbone packing with an interplanar distance d001 
= 1.41 nm in the low-temperature phase. A phase transition occurs around 486 K 
(high-temperature phase, Campbell phase) with a change in the interplanar distance 
to d001 = 1.44 nm [23, 24]. The angle between the molecular long axis and the 
normal to the ab-plane is 24.2° and 24.6° in the low-temperature phase changes to 
21.0° and 22.5° in the high-temperature phase. Cracking and jumping of the crystal 
during the crystalline phase transition are reported, but no detailed analysis has been 
performed.

Fig. 8.3 High-speed camera observation of crystals of molecule 6 in  a cooling process.  The arrows  
indicate the points of change, a jumping, b bending, and c cleavage. From reference [20]. Copy 
right © 2019 Royal Society of Chemistry 
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Takeda and Akutagawa reported that crystals of ethylacridone 9 and 
dicyanomethylenated acridones 10 show thermosalient phenomena [25]. Especially 
for 10, they investigated the molecules with different lengths of alkyl groups intro-
duced on the nitrogen. Among them, only 10a, 10b, and 10c showed the thermosalient 
phenomenon. Although these molecules have a bent structure, they have intermolec-
ular interactions between C≡N···H–C(sp2) and C≡N···H–C(sp3). Hence, they adopt 
a stacked layered structure. They are considered to exhibit molecular inversion and 
thermosalient phenomena. When the alkyl chain becomes long, the thermosalient 
phenomenon is not exhibited. It is considered to be because the fluctuation of the 
alkyl chain becomes larger than the inversion of the ring structure under heating. 

8.3.2 Crystals of Molecules with Bulky Substituents Attached 
to a Cyclic Core Group (Class II Crystals) 

Crystals classified as class II are composed of molecules with bulky and flexible 
substituents attached to a cyclic core. Conformational changes of flexible substituents 
in crystals result in crystal-to-crystal thermal phase transition with anisotropic change 
in the unit cell. Accumulated strain energy is converted into mechanical motion. 
In some cases, crystal structures of class II thermosalient crystals have not been 
clarified, making it difficult to explain the mechanism of their mechanical behaviors. 
Representative examples of molecules that provide class II thermosaliant crystals are 
shown in Fig. 8.4.

Oxitropium 11 bromide is an anticholinergic drug used in the treatment of 
bronchial asthma and chronic obstructive pulmonary disease [26]. Block-like crystals 
prepared from methanol and methylene chloride show crystal jumping phenomenon 
upon heating up to 45 °C and cooling down to 27 °C, respectively. When this crystal 
is heated, the rigid aza-tricyclic moiety shows little conformational change, whereas 
the conformations of the ester moiety and phenyl ring are altered, causing a crystal-
to-crystal phase transition. The resulting anisotropic cell expansion and packing 
switches induce cleavage and jumping of crystals [27]. 

Crystals of the sugar alcohol derivative (±)-3,4-di-O-acetyl-1,2,5,6-tetra-
O-benzyl-myo-inositol 12 have long been known to exhibit a thermosalient 
phenomenon. Crystal structural analysis at variable temperature revealed 12 has 
three polymorphic forms (I, II, and III), which exhibit thermal phase transition at 
30 °C (I → II)、70 °C (II → III), 40 °C (III → II), and 11 °C (II → I) respec-
tively. In the case of phase transition between II and III, the occupied volume of a 
molecule in the crystals changes by approximately 2% resulting in a thermosalient 
phenomenon [28]. Whereas in the case of transition between I ⇄ II, the change 
of occupied volume of a molecule is smaller (approximately 1.4%). Although the 
molecular packing in each crystal is similar, the drastic change in the torsion of 
the flexible C–O–CH2–C6H4 moiety (especially positions 1 and 5) work as a key
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Fig. 8.4 Representative examples of molecules which create class II crystals. The cyclic cores are 
shown in red, and the bulky and flexible substituents are shown in blue

role to realize crystal-to-crystal phase transition with the thermosalient phenomenon 
(Fig. 8.5). 

Crystals of 4,5−bis(fluorodinitromethyl)−2−methoxy−1,3−dioxolane 13 have 
been reported to crack and jump up to approximately 1 cm upon heating to 40 °C 
on a glass plate [29]. Single crystal X-ray structure analysis revealed that in crystal,

Fig. 8.5 Conformational changes of the molecule 12 before and after the phase transition. Numbers 
from 1 to 6 represent the position of the benzyloxy and the acetyl groups. a Form II, 18 °C. b Form 
II, 60 °C. c Form III, 80 °C. From reference [28]. Copy right © 1993 International Union of 
Crystallography 
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(1) the 1,3-dioxolane ring of the core of 13 is slightly twisted, (2) 13 constructs a 
layered structure parallel to the bc plane, and (3) the distance between the nitro group 
O···O is as short as 2.9 Å within layers. No detailed discussion about the correlation 
between structure and the thermosalient phenomenon was provided. 

The diester molecule 14 with a naphthalene moiety as a core has five polymorphic 
forms (I–V). Among them, a reversible crystalline phase transition accompanied with 
a thermosalient phenomenon is observed in the transition between crystals I and IV. 
Crystal structures of these two polymorphs revealed that the reversible tweezering 
motion of the flexible diester arms of 14 induces crystal-to-crystal thermal phase 
transition accompanying with the thermosalient phenomenon [30]. 

Matsumoto et al. reported that diketopyrrolopyrrole 15a has two polymorphic 
forms which exhibit a thermal phase transition with a thermosalient phenomenon. 
[31, 32] In the crystal of phase I, 15a forms a one-dimensional chain packing 
(space group: P-1) through Cl···Cl interactions and π-stacking. On the other hand, 
upon heating of the crystals up to around 440 K, crystals transit to phase II in 
which 15a forms a herringbone-type packing (space group P21/c) without any 
specific intermolecular interaction. Significant conformational changes of propyl 
and p-chlorophenyl groups are observed before and after thermal phase transition, 
which may have an important role to realize the thermosalient phenomenon. More-
over, crystals of 15b also exhibit a thermosalient phenomenon which accompanies 
conformational change of the flexible propyl group during phase transition [33]. 

8.3.3 Crystals of Molecules with Extended Intermolecular 
Hydrogen Bonds (Class III Crystals) 

Molecules classified in this group have hydrogen bonding sites, such as carboxyl, 
amide, and hydroxyl groups, etc. on their backbones, which create hydrogen 
bonding networks in crystals. For crystals to exhibit thermosalient phenomena, 
these hydrogen-bonded networks must have a two-dimensional or one-dimensional 
structure, and these assemblies must be packed with weak intermolecular interac-
tions. Upon temperature change, thermal phase transition accompanying cooperative 
sliding of hydrogen-bonded assemblies proceeds in crystals, and the resulting strain 
energy converts into mechanical motion. Representative examples of molecules that 
provide class III crystals are shown in Fig. 8.6.

In crystal, terephthalic acid 16 forms intermolecular hydrogen-bonded carboxyl 
dimers at both carboxyl groups on its phenyl ring to develop two-dimensional infinite 
sheet-like structures which stack along [001] direction. As shown in Fig. 8.7, 16 forms 
two polymorphic forms: Form I, in which hydrogen-bonded carboxyl dimer in one 
layer locate just above that in the adjacent layer, and Form II, in which hydrogen-
bonded carboxyl dimer in one layer locate above phenyl ring of 16 in the adjacent 
layer. Upon heating crystals, Form II crystals exhibit phase transition at around 90– 
95 °C and convert into Form I. The stress applied during this thermal phase transition
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Fig. 8.7 Schematic presentation of the crystal packing of terephthalic acid 16. The dotted lines 
indicate hydrogen bond, and the gray lines indicate the underlying sheet-like structure 

is converted into mechanical energy to realize crystal jumping behavior. This thermal 
phase transition is reversible and has been observed upon cooling of Form I crystals 
down to 30 °C to revert to Form II [34]. 

L-pyroglutamic acid 17 forms a low-dimensional (one) hydrogen bonding 
network in crystals, which exhibit a thermosalient phenomenon associated with 
phase transitions [11, 35]. Large changes in hydrogen bonding (N–H···O) distances 
and angles have been observed before and after the phase transition. The crystals of 
enantiomeric D-pyroglutamic acid also shows a thermosalient phenomenon, while 
the racemic crystal is inert and does not exhibit crystal-to-crystal thermal phase 
transition. 

Single crystals of N-2-propylidene-4-hydroxybenzohydrazide 18 exhibit single-
crystal-to-single-crystal thermal phase transition among three different phases (Phase 
I–III) of the same space group (Pna21). Phase I is a metastable state and undergoes 
a phase transition via Phase II to a more stable Phase III. The phase transition from 
Phase I to Phase II is irreversible and proceeds at 147 °C. During this phase transition, 
the c-axis shows drastic contraction (15%), and the single crystals fragment and 
scatter violently [36]. Notably, the crystal fragments jump up to 1 m from their 
initial position. The transition between Phase II and III is reversible and does not
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involve crystal jumping. The molecule exhibits second harmonic generation (SHG), 
the intensity of which changes before and after the phase transition. 

Crystals of 4-aminobenzonitrile 19 show a thermosalient phenomenon around 
180 K. This molecule forms a one-dimensional strand in a head-to-tail fashion via 
hydrogen bonding between N–H···N≡C in crystals. Each strand interacts with only 
one adjacent layer via NH…π interactions [37]. In addition, this double layer forms 
a crystal packing via CH···π(C≡N) interactions. Comparison of single crystal struc-
tures of 19 at 180 K and 160 K revealed a significant difference in unit cell angle 
(β) and the orientation of the CH···π(C≡N) interaction between two phases, indi-
cating shearing translation of adjacent layer parallel to (100) during thermal phase 
transition. 

Gaztañaga et al. reported that crystals of tapentadol hydrochloride 20 show a 
reversible first-order phase transition with the remarkable movement of samples 
upon heating up to 318 K and cooling down to 300 K [38]. Single-crystal structural 
analysis of phases I and II revealed that 20 develops hydrogen bonding parallel to 
the a-axis in crystals. Notably, there is a significant difference in the orientation of 
the methyl group at the end of the main alkyl chain of 20 between phases I and II, 
which induces a significant change in the length of the b- and c-axes and the angle 
of β during thermal phase transition. 

Nangia et al. reported the thermosalient phenomenon of crystals of 4-
((3,5-dichloro-2-hydroxybenzylidene)amino)benzamide 21 involving the C–Cl···O 
(halogen bond) and N–H···O (hydrogen bonds) [39]. The crystal polymorphs, Form 
I, Form III, and Form IV are layered, and Form II is packed in a wave-like structure. 
In the case of Form I and Form III, when the crystal is heated, the heat is transferred 
uniformly from the plane, and as a result, the thermal stress is transferred mainly in 
one direction, and the thermosalient phenomenon manifests as a crystal jump. On 
the other hand, in the case of Form II, heat transfer becomes non-uniform due to the 
wave-like arrangement, and it is seen that the crystal suddenly bursts. 

Mishra and Ghosh et al. reported that 2-hydroxy-3,5-dibromobenzylidine-4-
fluoro-3-nitroaniline 22 has two crystal polymorphic forms, one exhibiting jumping 
and the other exhibiting bending upon heating [40]. The differences in mechanical 
behaviors associated with these crystal phase transitions can be explained by the 
difference in conformation, packing, and intermolecular interactions of 22 in these 
two crystals. Crystal exhibiting jumping has a layered molecular packing via π-
stacking and undergoes a phase transition with an anisotropic expansion of the cell 
upon heating. On the other hand, crystal exhibiting bending has an interlocked molec-
ular packing with multiple weak and dispersive interactions and can absorb strain 
gradually, so that instantaneous mechanical behavior does not appear and bending 
behavior like bimetallic strips is realized. 

Nangia et al. examined the thermosalient phenomena of crystals of halogenated 
salinazide derivatives 23 [41]. They discussed the effects of halogen-halogen interac-
tions, as well as NH…N(pyridine) hydrogen bonds, on the packing structure of these 
molecules in crystals. Among them, crystals of 23a exhibit a particularly pronounced 
thermosalient phenomenon. In this system, the weakness of the Cl···Cl interaction
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is a key factor for the highly reversible phase transition accompanied by thermos-
alient phenomena. 23a has three crystal polymorphic forms, Form I, II, and III; 
Form I and III belong to the P21/c and Form II to the Pca21 space groups, respec-
tively. The reversible phase transition between Form I and III shows a thermosalient 
phenomenon accompanied by crystal rupture. On the other hand, the phase transition 
from Form II to III did not involve any thermosalient phenomena. 

Reddy et al. found that crystals of salinazide 24 and 3-chloro-2-nitrobenzoic 
acid 25 exhibit thermosalient phenomena at 130–140 °C and 210–220 °C, respec-
tively. Moreover, co-crystals of these compounds with specific organics molecules 
(coformers), 26 and 27, exhibit thermosalient phenomena at lower temperatures 
(at 100 °C and 100–110 °C respectively) [42]. Pentafluorobenzoic acid and 4,4’-
bipyridine, which co-crystallize with 24 and 25, do not exhibit thermosalient 
phenomena. The approach to developing multicomponent systems rather than single 
component would be promising for the preparation of libraries of thermosalient 
crystals to study various factors that alter the response time and temperature of ther-
mosalient phenomenon. Moreover, proper choice of the conformer would realize 
additional functions such as luminescence and conductivity. 

Dinnerbier, Ji and Vittal et al. reported that crystals of zinc complex 28 exhibit 
various properties, including thermosalient, photosalient, and SHG [43]. Single-
crystal X-ray structure analysis revealed the formation of head-to-tail molecular 
packing structure through hydrogen bonding (C–O···H) in crystal. Upon heating, the 
crystals undergo a phase transition at around 140 °C without changing the space 
group of the crystal (C2/c). The significant positive thermal expansion occurring 
along the b-axis of the unit lattice is due to the weakening of the π–π, CH–π, C–O···H 
interactions between benzoate and SPY ligands upon increasing temperature. 

8.3.4 Thermosalient Phenomena Based 
on the Conformational Change of Flexible 
and Deformable Ring Structures 

As examples that are difficult to classify into the above-mentioned classes (Class I– 
III), herein, we will discuss recently reported examples of thermosalient phenomena 
exhibited by crystals of cyclic molecules. Cyclic molecules have been widely studied 
for their potential applications in molecular recognition, catalysis, and optical mate-
rials [44, 45]. Although, conformational flexibility of cyclic compounds has been 
studied mainly in solution, recently there are some reports which revealed that 
conformational change of the cyclic molecules in crystal plays an important role 
in the crystal-to-crystal thermal phase transition. Designing cyclic molecules that 
have high crystallinity and conformational flexibility provides a clue to developing 
thermosalient crystals. Representative molecules are shown in Fig. 8.8.
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Gon and Chujo et al. reported that a boron-fused azomethine derivative 29 has two 
crystal polymorphic forms (α, β) which exhibit thermosalient phenomena. In the low-
temperature phase (α-type), the molecule has a nearly planar conformation, whereas 
in the high-temperature phase (β-type), it has a bent conformation [46, 47]. In the 
phase transition from α to β phase accompanied with a thermosalient phenomenon, 
the crystal lattice stretches anisotropically (a-axis ca. +10%, b-axis ca. +20%, and c-
axis ca. −20%). Notably, the luminescence behavior of these crystals changes before 
and after the thermosalient phenomenon, and α crystal has a higher luminescence 
quantum yield. 

Dinnebier and Vittal et al. reported that crystals of a linear 1D coordination 
polymer 30 composed of Pb(II) and 4-fluoro-4’-sterylpyridine exhibit a thermos-
alient phenomenon accompanied by structural changes in the rhombic framework of 
Pb(μ−I)2 [48]. During the phase transition from crystalline phase I (low-temperature 
phase) to crystalline phase II (high-temperature phase), the aspect ratio of Pb(μ−I)2 
the diagonal of the rhombic skeleton changes. 

The authors have synthesized a variety of disilane-bridged aromatic molecules and 
studied their structures and properties in crystals [49–53]. Disilane-bridged aromatic 
molecules have attracted much attention as building blocks of stimuli-responsive 
materials, because of their structural flexibility unique to σ bond and electron conju-
gation between σ orbital of Si–Si and π-orbitals of aromatic moiety (σ–π conjuga-
tion). So far, there are several reports about disilane-bridged aromatic molecules that 
exhibit stimuli-responsive polymorphism and solid-state physical properties specific 
to their molecular packing structures [54–56]. 

Recently, the authors have synthesized a rhombic disilanyl macrocycle 31 
possessing four p-phenylenes linked by Si–Si bonds which exhibits thermal phase 
transition with crystal jumping and cracking [57]. Crystal structure analysis at 
variable temperature revealed that the disilanyl macrocycle has a rhombic struc-
ture with the disilane moiety at the apexes in both the α-form (high-temperature 
phase) and β-form (low-temperature phase). In the transition between α-form and 
β-form, the disilanyl macrocycle shows conformational transformation accompa-
nied with a concerted parallel crank motion to change the aspect ratio of its rhombic 
structure. The anisotropic stretching/shrinking of the crystal lattice in the thermal 
phase transition induces mechanical stress resulting in crystal jumping and cracking. 
The bulky tetramethyldisilane structure, which suppresses π-stacking in the crystal,
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Fig. 8.9 a Change in the crystal structure and packing structure of the molecule 31 before and after 
the phase transition. b Change in aspect ratio of the ring structure (rhombic structure) before and 
after the phase transition. From ref. [57]. Copy right © 2020 American Chemical Society 

seems to realize a conformational change of the disilane-based flexible skeleton of 
the macrocycle in the crystal (Fig. 8.9). 

Garcia-Garibay, Naumov, and Rodríguez-Molina et al. [58] have reported that 
amphidynamic crystals of 32 composed of carbazole and DABCO (crystals with high 
crystallinity and fast rotation in some parts of the molecular structure) exhibit a ther-
mosalient phenomenon (Fig. 8.10). In this crystal, four adjacent carbazole molecules 
create a rhombic cavity via CH···π interaction, which encapsulates DABCO via 
CH···N interaction. At around 320 K, a phase transition occurs from Form I to Form 
II as shown in Fig. 8.10, during which the rhombic cavity was deformed. From visual 
observation, a crystal jump phenomenon was observed from the (100) plane, which 
was consistent with the direction of the crystal lattice change.

8.3.5 Miscellaneous Crystals Exhibiting Thermosalient 
Phenomena Due to a Phase Transition 

Figure 8.11 shows the molecules showing thermosalient phenomena due to the phase 
transition that cannot be classified in 8.3.1−8.3.4.

Xu and Raing et al. have reported that crystals of 2,7-di([1,1’-biphenyl]-4-
yl)fluorenone 33 exhibit a thermosalient phenomenon [59]. In this case, it is explained
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Fig. 8.10 a Structure of the amphidynamic crystal of 32 composed of DABCO incorporated into 
the rhombic structure of carbazole. b Phase transition of the amphidynamic crystal with DABCO 
incorporated into a four carbazole molecules between Form I and Form II. (c) Changes in the rhombic 
framework before and after the phase transition. Black: Form I. Red: Form II. From reference [58]. 
Copy right © 2019 Elsevier
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Fig. 8.11 Molecules of miscellaneous crystals which undergo phase transitions to exhibit thermos-
alient phenomena

in their report that the thermosalient phenomenon does not originate from the confor-
mational change caused by the hindered rotation as explained in class II. The 
crystal phase transition and the deformation of the whole crystal are induced by the 
changes in the little dihedral angles among the aromatic rings located at the terminal. 
Anisotropic expansion and contraction of crystal lattice result in this process in crystal 
jumping phenomenon.
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Desloratadine 34 is a common antihistamine used in the treatment of allergic 
reactions [60]. In the crystal, the piperidine ring in this molecule shows a ring-
flipping motion resulting in phase transitions. The phase transitions of Phase I to 
Phase II and Phase II to Phase III occur at around 330 K and 350 K, respectively 
[61]. The X-ray structure analysis did not reveal any hydrogen bonding between 
NH···N or the formation of a two-dimensional packing structure in the crystal. 

Wolf et al. studied the molecule 35 consisting of thioindiogo and anthracene [62]. 
When the crystals of the Z-form molecule are heated to 130 °C, an irreversible 
phase transition occurs with crystal jumping. Upon the transition, the dihedral angle 
between thioindigo and anthracene changes to form a Z’-isomer. The crystals also 
exhibit a photosalient phenomenon, i.e., a crystal jumping phenomenon based on the 
Z-E isomerization under UV irradiation. 

Gaudon et al. reported the thermosalient phenomenon in the crystals of the inor-
ganic compound CuMo0.9W0.1O4 36 [63]. With this molecule, the γ-crystal at the 
low-temperature forms octahedral sites with six Mo–O (W–O) bonds, whereas the 
α-crystal at the high-temperature forms tetrahedral sites with four Mo–O (W–O) 
(Fig. 8.12) [64]. A reversible thermosalient phenomenon is shown at 360 K from 
γ -crystal to α-crystal and at 275 K from α-crystal to γ -crystal, respectively. The 
γ -crystal has weak Mo–O (W–O) bonds forming molecules, while the α-crystal 
has higher rigidity and stronger Mo–O (W–O) bonds that crystallize with low-
density packing. Thermosalient phenomenon is not observed in crystals of CuMoO4, 
which does not contain any W. When the ratio of W to Mo is more than 0.1, it 
becomes a wolframite-type crystal with an octahedral structure and does not show 
the thermosalient phenomenon. 

Fig. 8.12 Crystal structure of CuMo0.9W0.1O4 36. a γ -crystal. b α-crystal. From reference [64]. 
Copy right © 2021 Elsevier
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Fig. 8.13 Molecules exhibiting thermosalient phenomena without a crystal phase transition 

8.3.6 Thermosalient Phenomena without Crystal Phase 
Transition 

In this section, we introduce the thermosalient phenomenon which does not involve 
the crystal phase transition unlike the earlier sections. Typical compounds are shown 
in Fig. 8.13. 

Ito and Garcia-Garibay et al. reported that crystals of dumbbell-shaped gold 
complexes 37 exhibit thermosalient phenomena without crystal phase transitions 
[65]. In this case, crystal migration and jumping phenomena are observed due to 
large and reversible thermal expansion with anisotropy. The luminescence behavior 
of these materials changes during the thermosalient phenomenon. 

Seki and Ito et al. reported that crystals of a group 38 of simple hydrocarbon 
compounds with tetraphenylethene as a matrix skeleton exhibit a thermosalient 
phenomenon upon cooling to approximately −80 °C [66]. Unlike other groups of 
crystals, these are different crystals in which no phase transition occurs during the 
crystal jump phenomenon, as shown by single-crystal X-ray diffraction and differ-
ential thermal analysis. Anisotropy of thermal expansion leads to anisotropic size 
change of lattice parameter. Although the cause of the thermosalient phenomenon is 
not well understood, the approach of molecules along the direction perpendicular to 
the olefin plane upon cooling can be considered. 

Skoko et al. have reported that crystals of methscopolamine bromide 39, an  
analogue of compound 11 described in Sect. 8.3.2, exhibits a reversible thermosalient 
phenomenon when heated to 323–340 K and cooled to 313–303 K [67]. Although 
this crystal does not undergo a phase transition, it has anisotropic thermal expansion 
coefficients of the crystal lattice, which is the cause of the thermosalient phenomenon. 
Unlike the thermosalience of 11 which is derived from crystal phase transition, the 
crystal jumps over a wide temperature range (>10 K). 

Takeda and Akutagawa reported a crystal jump phenomenon based on the adsorp-
tion and desorption of tetrahydrofuran (THF) in the channel of the hydrogen-bonded 
three-dimensional framework (HOF) [68] of tetra[2.3]thienylenetetracarboxylic acid 
40 and the torsional motion of the ring-conjugated chain [69, 70]. The molecules of 
40 form a diamond-shaped HOF. The size of the channels (vacancies) in this struc-
ture is 22.1× 23.6 Å, enclosing two THF molecules per unit. As THF is released
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under heating, the core site of the tetra[2.3]thiophene skeleton undergoes a flipping 
motion, and the crystal lattice expands and contracts anisotropically [71]. After THF 
is removed, the vacancies were occupied by H2O. This structure is transformed into 
the original THF-incorporated structure on exposure to THF vapor. The changes in 
the crystal composition and structural transformation due to the desorption of THF 
by heating are the causes of the thermosalient phenomenon. Although HOF is a 
weak structure compared to porous materials utilizing other interactions, the weak 
structure of HOF interestingly enables it to develop into heat-responsive materials. 

Gong et al. reported the jumping behavior of crystals of a charge-transfer 
complex 41 that is a 1:1 co-crystal of coronene (COR; donor) and tetrafluoro-1,4-
benzoquinone (TFBQ; acceptor) (Fig. 8.14) [72]. COR and TFBQ form alternating 
stacked crystals. The characteristic feature of this system is the utilization of TFBQ 
as a component, which readily volatilizes when thermally stimulated. As the temper-
ature is gradually increased, the mechanical motion of the crystals that repeatedly 
flip, jump, rotate, shift, and swing is observed due to the change in crystal packing. 

Shi et al. have studied the mechanical behavior of crystals of helical supramolec-
ular metal complexes 42a and 42b composed of UO2(NO3)2, dicarboxylic acid and 
phenanthroline (Fig. 8.15) [73]. Although no clear phase transition was observed 
from the temperature-variable PXRD observations, they reported that the crystals 
jump due to the anisotropic thermal expansion and the change in the π-stacking of 
the inner phenanthroline. Since the –SO2– unit in the dicarboxylic acid backbone 
is less sterically hindered than the –C(CF3)2– unit, the crystal of 42b exhibits a 
thermosalient phenomenon at lower temperatures.

Fig. 8.14 Thermosalient phenomena utilizing components that readily volatilize upon thermal 
stimulation. a Structure of COR and TFBQ. b Thermally induced jumping behavior of the charge-
transfer complex 41, a 1:1 co-crystal of COR and TFBQ. From reference [72]. Copy right © 2021 
American Chemical Society 
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Fig. 8.15 Packing structures of supramolecular complexes 42a and 42b exhibiting thermosalient 
phenomena. From reference [73]. Copy right © 2021 Wiley–VCH 

8.4 Summary 

Thermosalient phenomena are caused by small changes in the arrangement of 
molecules in crystals in response to thermal stimuli, and manifested as fragmen-
tation/explosion/cracking/splitting caused by changes in the crystal lattice. The 
constituent units of organic crystals are very simple, and it is surprising that small 
changes at the molecular level can be converted into macroscopic mechanical 
responses such as crystal jumping. The crystals exhibiting thermosalient phenomena 
may be used in micro-(or nano-) scale molecular machines, artificial muscles, and so 
on [74]. In particular, the crystal cleaves when thermosalient phenomenon occurs, 
which can be applied as a molecular fuse to prevent overcurrent in an electric circuit 
[75]. 

A detailed review of different type of crystals and the mechanism of the ther-
mosalient phenomenon exhibited by them under external stimuli was provided. It 
is difficult to predict the crystal phase transition, the crystal polymorphism and 
the design of a molecule which shows the thermosalient phenomenon. Therefore, 
we have not yet clarified the whole picture of the thermosalient phenomenon, and 
various interpretations and possibilities are assumed. At present, the basic data are 
insufficient, and it is necessary to clarify the principle for many compounds to enable 
design of compounds with such properties. In this review, we introduced the salient 
phenomenon by thermal stimulation, and a similar phenomenon by optical stim-
ulation (photosalient phenomenon) is also developing. For further details, another 
review is referred for additional information [76].
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Chapter 9 
Soft Crystal Chemiluminescence Systems 
Using Organic Peroxides 

Takashi Hirano and Chihiro Matsuhashi 

Abstract Chemiluminescence (CL) is a phenomenon in which a chemical reaction 
produces an excited-state product that emits light. Taking advantage of this prop-
erty, several analytical methods to study the CL reactions by photon detection have 
been developed in the literature. By applying this methodology to molecular crystals, 
soft crystal CL systems have been constructed to analyze the intracrystalline reac-
tions of chemiluminescent compounds. In this chapter, the fundamental concept and 
applications of CL are presented. Using the example of the CL reactions involving 
organic peroxides, important characteristics of CL such as chemiexcitation, quantum 
yield and emission wavelengths are discussed. Furthermore, CL in solid state and in 
molecular crystals are described. Finally, the application of organic peroxides as a 
soft crystal CL system and the characteristics of their intracrystalline reactions such 
as crystal structure-dependencies, reaction kinetics and inductions of phase transi-
tions are elucidated. This chapter concludes with a brief outlook towards the future 
of soft crystal CL systems. 

Keywords Chemiluminescence · Organic peroxide · 1,2-Dioxetane ·
Crystalline-state reaction · Real-time analysis 

9.1 Introduction: Research Significance of Soft Crystal 
Chemiluminescence Systems 

Chemiluminescence (CL) is a phenomenon in which light is emitted during a chem-
ical reaction that yields an electronically excited product [1–3]. Soft crystal CL 
systems are a group of crystalline materials that demonstrate CL during chemical 
reactions in crystals with soft properties. A “soft property of a crystal” means that 
the crystal has a property to undergo its facile structural transformation and phase 
transition in response to weak but specific stimuli. Basic and applied research studies
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Fig. 9.1 Application of chemiluminescence in soft crystal science 

on CL have been conducted as CL is a useful analytical technique when used along 
with photon detection, especially in the crystalline state chemistry (Fig. 9.1). For 
instance, if CL is induced by a mechanical force, as seen in the mechanochemistry of 
polymers described below, the applied stress can be optically detected. In this way, 
the chemical reaction in the crystal can be visualized. 

A crystalline-state reaction has the advantage of yielding a selective product that 
reflects the crystal structure of the reactant. In fact, crystalline-state photochemical 
reactions of organic compounds and photochemical and thermal polymerizations of 
alkynes in crystals have been studied for a long time [4–6], which provided important 
reaction modes. Recently, mechanochemical methods, which involve mixing crystals 
mechanically, have been developed for organic synthesis [7, 8], to pioneer environ-
mentally friendly reactions. In the field of pharmaceutical sciences, drugs are often 
dosed in the crystalline state; therefore, it is necessary to understand the reactivity 
of these drugs, especially the kinetics, in the crystalline state to understand their 
stability [9, 10]. Because of all of these current and potential applications, studying 
the basic theory of the chemical reactions that occur in crystals is important. In partic-
ular, the “soft property of crystals”, i.e., a property of the crystal that changes the 
molecular and crystal structures during chemical reactions, is an important research 
topic (Fig. 9.1) [11]. However, several unresolved problems must be addressed in 
crystalline-state chemical reactions which require an understanding of the relation-
ships between crystal structures and reactivities, the energetics and kinetics of reac-
tions, the mechanism of tuning the luminescence properties within crystals, and 
the mechanism of “action” responsiveness based on the fundamental theories. Soft 
crystal CL systems are a valuable tool to address these problems and to visualize 
and track the progress of intracrystalline reaction. In this context, in recent years, 
efforts to elucidate the reaction mechanisms of crystalline-state CL reactions and to
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construct a fundamental theory of intracrystalline reactions have been underway. In 
this chapter, first, we will discuss the fundamentals and general usefulness of the CL 
reactions of organic peroxides, followed by the features of peroxide CL in the solid 
state and condensed state and those in molecular crystals. In particular, characteris-
tics of intracrystalline reactions that have recently been revealed by soft crystal CL 
systems will be described, followed by a future perspective. 

9.2 Characteristics of the Chemiluminescence Reactions 
of Organic Peroxides 

9.2.1 Real-Time Analysis by Photon Detection 

As described above, CL is luminescence caused by a chemical reaction, which 
includes bioluminescence (BL) seen in a firefly or a sea firefly. In analytical chem-
istry, we exert an “action” on a “sample” and detect its “response” to obtain the 
necessary information, such as the concentration, mass, or physical properties, on 
the target material in the sample. Because a CL reaction generates photons, we can 
recognize that “a chemical reaction has occurred” by photon detection (Fig. 9.2). 
Therefore, CL is widely used as an analytical method because the “response” to the 
“action” of the CL during the reaction can be detected optically [12]. It is well known 
that the CL of luminol is used for bloodstain detection and the firefly BL reaction is 
used for ATP detection; these reactions are based on the fact that the analyte is an 
essential factor in the reaction progression. For instance, hemoglobin in the blood 
catalyzes the acceleration of the CL reaction of luminol, and ATP is the reagent 
responsible for the activation (adenylation) of firefly luciferin (Fig. 9.3). Because the 
presence or absence of an analyte and its abundance can be confirmed by photon 
detection, information on the production, consumption, and transfer of the analyte 
can be traced by relying on the luminescence.

A representative example of this is the firefly BL reaction. Firefly BL is based 
on the luciferin-luciferase (L-L) reaction involving the substrate, firefly luciferin 
and the enzyme, luciferase; this reaction requires ATP and oxygen to react with 
luciferin and Mg2+ to activate the enzyme [13, 14]. All the above substrates and 
reagents are essential to produce photons in the L-L reaction; hence, all of them can 
be marked as analytes whose presence can be confirmed by luminescence. Luciferase 
is created through gene expression in a cell and is lost due to degradation. Since ATP, 
oxygen, and Mg2+ are normally present in the cell, gene expression and migration 
of luciferase in the cell can be tracked by photon detection by injecting luciferin 
into the cell (Fig. 9.2e). The same analysis can be performed in vivo in a mammal, 
such as a mouse, enabling us to “watch” (analyze) the reaction in a living organism 
in real time via BL imaging [15–17]. This ability of “real-time analysis” by photon 
detection is the most attractive aspect of CL [18, 19].
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Fig. 9.2 Chemical analyses of chemiluminescence reactions 

Fig. 9.3 a Chemiluminescence reaction of luminol and b bioluminescence reaction of firefly 
luciferin
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9.2.2 Chemiexcitation, Quantum Yield 
and Emission-Wavelength Regulation 

For a chemical reaction to produce photons, in most cases, the reaction must be 
exothermic, in which the energy emitted must be equivalent to that required for the 
production of photons. The CL reaction of luminol proceeds with O2 or hydrogen 
peroxide under basic conditions via a cyclic peroxide intermediate, whose thermal 
decomposition gives the excited-state product, which emits light (Fig. 9.3a). In the 
firefly BL reaction, the adenylated form of luciferin gives a cyclic peroxide inter-
mediate via oxygen addition and its thermal decomposition gives the excited-state 
product (Fig. 9.3b). Many chemiluminescent compounds involve such peroxide 
intermediates in their reactions. Thus, the essence of CL lies in the fact that a 
peroxide intermediate acts as a high-energy compound, which yields the essential 
emissive excited-state product by thermal decomposition (Fig. 9.4). This process 
is called “chemiexcitation”. For chemiexcitation to occur, the process must be an 
exothermic reaction and the energy difference between the transition state of the 
high-energy compound and the ground-state products must be sufficient to emit light. 
The peroxide intermediates described above satisfy the chemiexcitation conditions. 

Notably, the peroxide intermediate in the firefly reaction is a 1,2-dioxetanone, 
which is a derivative of the 1,2-dioxetane and a historically key structure involved 
in the BL reactions [2, 3]. 1,2-Dioxetanes have a strained four-membered ring struc-
ture with an O–O bond, which easily undergoes a ring-opening reaction to yield two 
carbonyl products by the cleavage of O–O and C–C bonds. Among the 1,2-dioxetane 
derivatives, 3,3,4,4-tetramethyl-1,2-dioxetane (TMD) has been studied the most, as 
a representative derivative, to develop the energy diagram for the thermal decom-
position reaction to yield the excited singlet (S1) or excited triplet (T1) states of 
the product acetone (Fig. 9.5) [20, 21]. The activation energies of the thermolytic 
reactions and the efficiencies for generating excited-state products of 1,2-dioxetane 
derivatives have been widely studied [22, 23].

The efficiency with which the excited-state product is generated by the thermal 
decomposition of a 1,2-dioxetane derivative is termed as chemiexcitation efficiency, 
which is an important CL property. For instance, the L-L reaction using firefly

Fig. 9.4 Chemiexcitation 
process of a high-energy 
compound or intermediate 
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Fig. 9.5 Chemiluminescence reaction of TMD

luciferin and North American firefly luciferase produces photons with an efficiency 
of 41% [24], which means that 41 photons are produced from 100 molecules of 
luciferin. This efficiency is otherwise known as the BL quantum yield (ΦBL). The 
light-emitter in the L-L reaction is oxyluciferin, which is the oxidation product of 
luciferin, and this oxyluciferin emits photons in the S1 state. Because the chemiexci-
tation from the 1,2-dioxetanone intermediate to give the S1-state oxyluciferin is part 
of the multistep process in the L-L reaction, the chemiexcitation efficiency will be 
more than 41%. The contents of ΦBL is similar to those of the CL quantum yield 
(ΦCL) as explained later. 

It is expected that 1,2-dioxetanes undergo efficient chemiexcitations; however, 
in practice, efficient chemiexcitations are limited to a few cases such as the firefly 
BL reaction. An example of an inefficient chemiexcitation is the thermolysis of 
TMD in benzene, in which the S1 and T1 states of acetone molecules were produced 
with 0.3 and 48% efficiencies, respectively (Fig. 9.5) [21]. Similar to TMD, several 
alkyl-substituted 1,2-dioxetanes mainly yield T1-state products by chemiexcitation 
processes, however, with different chemiexcitation efficiencies from that of the firefly 
BL reaction. The differences in the chemiexcitation efficiencies are attributed to 
the substituent effects on 1,2-dioxetanes [2]. The methyl groups in TMD do not 
exert strong electronic substituent effects on the homolytic bond cleavages of the 
1,2-dioxetane ring. Theoretical calculations indicate that the O–O bond cleavage 
starts first as a rate-limiting step, followed by the C–C bond cleavage [25, 26]. The 
homolytic progression of the O–O bond cleavage gives the 1,4-dioxy biradical, in 
which the energies of the singlet and triplet states are close to each other, leading to 
the efficient formation of a T1-state product. In contrast, in the firefly BL reaction, the 
1,2-dioxetanone ring in the intermediate is spiro-linked to the π-conjugated moiety 
of luciferin (Fig. 9.3b). The π-conjugated moiety containing the phenolate anion
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is electron-donating (D) and the 1,2-dioxetanone is electron-accepting (A), which 
leads to an intramolecular electron transfer and subsequent decomposition of 1,2-
dioxetanone generates the oxyluciferin radical and the CO2 radical anion. When the 
CO2 radical anion transfers an electron to the oxyluciferin radical, oxyluciferin in the 
S1 state (phenolate anion) will be generated with high efficiency [27]. This mech-
anism is called the CIEEL (chemically initiated electron exchange luminescence) 
mechanism. 

Subsequent theoretical calculations lead to a modification of the CIEEL mecha-
nism to the CTIL (charge transfer induced luminescence) mechanism, in which the 
reaction proceeds by intramolecular charge transfer instead of electron transfer [28]. 
In the CTIL mechanism, unlike the homolytic bond cleavage mechanism described 
above, the chemiexcitation proceeds through the transition state in the S1 state which 
has a high charge-transfer ability and a reduced biradical character. The CTIL mech-
anism of the 1,2-dioxetanone intermediate of the firefly BL reaction proceeds so 
rapidly that the intermediate has not been directly observed to date; however, its 
existence has been confirmed by isotope experiments. In general, CL reactions via 
the CTIL mechanism proceed rapidly. On the other hand, stable 1,2-dioxetane deriva-
tives have been found, including TMD, whose thermolytic reactions proceed by the 
homolytic bond cleavage mechanism. Three groups of compounds with the adaman-
tane moiety are representative examples of stable 1,2-dioxetanes (Fig. 9.6: Adox, Ad-
OSi, and Ad-Acr) [29–31]. Among them, adamantylideneadamantane 1,2-dioxetane 
(Adox) has the highest thermal stability [3, 32]. The stability of these derivatives is 
attributed to the inhibition of the elongation of the O–O bond to give a trapezoidal 
shape to the 1,2-dioxetane ring before the homolytic bond cleavage. This deforma-
tion results in a spatial proximity between the substituents attached to C3 and C4 of 
the 1,2-dioxetane ring. In the case of the thermal decomposition of Adox, the two 
adamantane moieties must be brought spatially closer, which requires a relatively 
high activation energy. Then, Adox has a thermal stability. Other 1,2-dioxetanes 
with the adamantane moiety also have a thermal stability in the similar manner to 
Adox. Among the three compounds Adox, Ad-OSi, and Ad-Acr, Ad-OSi demon-
strates a reactivity change by silyl-deprotection [30]. Ad-OSi is easily converted 
to unstable Ad-O− by a reagent for silyl-deprotection. The 1,2-dioxetane ring in 
Ad-O− is connected to the electron-donating moiety and activates the CTIL mecha-
nism, leading to a fast reaction rate and generation of the S1-state product with high 
efficiency. Thus, the stability of a 1,2-dioxetane derivative can be manipulated by 
deprotection. Moreover, this technique is useful for analyzing a deprotection reagent. 
For example, by replacing the silyl group of Ad-OSi with the acetyl group, the enzy-
matic action of an esterase for ester hydrolysis can be analyzed by photon detection 
(Fig. 9.2c) [33].

As the important characteristics of CL reactions, the regulation of the efficiency 
and reaction rate of the chemiexcitation have been discussed. The chemiexcitation 
efficiency is an important component of the CL quantum yield (ΦCL). That is, for a 
CL reaction that emits photons from the S1 state products, the ΦCL value is described 
as follows:
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Fig. 9.6 Chemiluminescence reactions of stable 1,2-dioxetanes

ΦCL  = ΦR × ΦS × ΦF (9.1) 

where ΦR is the reaction efficiency to afford the main products in the ground and 
excited states, ΦS is the chemiexcitation efficiency to yield the product in the S1 
state by decomposition of the high-energy intermediate, and ΦF is the fluorescence 
emission efficiency of the product in the S1 state. Eq. (9.1) is applicable to the analysis 
of a ΦBL value. In the case of the thermolytic reaction of a 1,2-dioxetane, two carbonyl 
products are obtained quantitatively, indicating ΦR = 1. Thus, the equation becomes

ΦCL  = ΦS × ΦF (9.2) 

Another important characteristic of the CL reactions is the emission wavelength, 
which is determined by the nature of the excited-state product of the reaction. Most 
of the CL reactions including BL reactions produce light from the S1-state products.
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For instance, in the CL reaction of luminol, blue emission occurs from the S1 state 
of 3-aminophthalate (Fig. 9.3a). In the firefly BL reaction, the phenolate anion of 
oxyluciferin, which is in the S1 excited state, emits green to red light (Fig. 9.3b) [34]. 
The visible light emission wavelength (i.e., color) can be varied by adjusting the 
stability of the S1 state of oxyluciferin in the active site of luciferase. The thermolytic 
reaction of TMD shows violet emission from the S1 state of acetone, while its ΦCL 

value is low, owing to the low ΦS value to generate the S1-state acetone and the low 
ΦF value of acetone Eq. (9.2). 

To analyze CL, a desired emission wavelength must be obtained. To achieve 
this, one method is to adjust the π-electronic system of the excited state product. 
In the case of the CL reaction of a 1,2-dioxetane derivative, the fluorescence emis-
sion wavelength of either of the two carbonyl products can be adjusted. The ther-
molytic reaction of the stable 1,2-dioxetane derivative Ad-Acr, for instance, yields 
2-adamantanone (AdCO) and acridone as the products. Because acridone has a wider 
π-electronic system than AdCO, the S1 state of acridone is preferentially generated 
by chemiexcitation and shows blue-light emission (Fig. 9.6) [31]. 

Chemiluminescence resonance energy transfer (CRET) is another method to 
achieve a desired emission wavelength. When a fluorophore is linked to a chemilumi-
nescent moiety in a non-conjugated manner, intramolecular Förster-type resonance 
energy transfer can take place from the S1-state product of the chemiluminescent 
moiety to the fluorophore moiety [35], thus achieving emission from the fluorophore 
moiety. This mechanism is named CRET, similar to fluorescence resonance energy 
transfer (FRET), which is the resonance energy transfer between two fluorescent 
dyes. If the product generated from the chemiluminescent moiety has a low ΦF value, 
CRET can be applied to improve ΦCL. When the intermolecular distance between the 
chemiluminescent and fluorophore moieties is shortened, CRET aids in modulating 
the emission wavelength. Several living organisms, such as the jellyfish Aequorea, 
have also utilized CRET in their BL reactions [36]. This jellyfish has a photoprotein, 
aequorin, which has the chemiluminescent compound in the apoprotein, and a green 
fluorescent protein (GFP), which has a fluorophore within a β-barrel structure. The 
S1-state product generated within the apoprotein of aequorin usually emits blue light. 
However, aequorin and GFP, which are in close proximity to each other, experience 
energy transfer from the S1-state product of aequorin to GFP, resulting in the emis-
sion of green luminescence. This mechanism is called bioluminescence resonance 
energy transfer (BRET), which is a BL version of CRET. On a related note, aequorin 
has a Ca2+-chelating site (EF hand), and this Ca2+-binding triggers the BL reaction in 
aequorin. Therefore, aequorin has been used as a BL indicator for Ca2+ (Fig. 9.2a). 

In this section, we reviewed the chief characteristics and reaction mechanisms of 
CL, including BL. For the explanations, we described the thermolytic reactions of 
1,2-dioxetanes, which are the representative high-energy compounds. The bicyclic 
peroxide intermediate derived from luminol was also an example of a high-energy 
compound for chemiexcitation (Fig. 9.3a). As other peroxides for CL reactions, 
two examples will be introduced here. One is diphenoyl peroxide (Fig. 9.7), which 
shows CL when in combination with an electron-donating aromatic compound. This
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Fig. 9.7 Organic peroxides capable of chemiluminescence 

peroxide was used to elucidate the CIEEL mechanism [37]. Another is an endoper-
oxide of an aromatic hydrocarbon. Interestingly, endothermic thermolytic reactions 
of endoperoxides of naphthalenes and anthracenes show CL [38]. For example, the 
endoperoxide of 9,10-diphenylanthracene (DPA) (Fig. 9.7) thermally decomposes 
to give DPA and a singlet oxygen [39]. The singlet oxygen is converted to the triplet 
state accompanied by near-infrared light emission (1270 nm), demonstrating that 
it is a CL reaction. Although this reaction is endothermic and not exothermic, CL 
is achieved because the singlet oxygen is generated according to the spin conser-
vation law. Thus, the CL reactions of the endoperoxides of aromatic hydrocarbons 
have different chemiexcitation character from those of other peroxides including 
1,2-dioxetanes. 

9.3 Chemiluminescence in the Solid State and Condensed 
State 

CL is a useful analytical tool for photon detection; therefore, studies have focused 
mainly on its application in solution. Although CL in the solid state has been known 
for a long time, there have only been a few systematic studies. In 1926, Moureau 
et al. reported that heated crystals of rubrene endoperoxide (Fig. 9.7) emitted red 
light; the reaction mechanism remains unresolved to date [40, 41]. Crystals of Adox 
were also known to glow during thermal analysis [42]. In addition, studies of CL 
were conducted by heating the solid samples to analyze the subsequent reaction and 
to access the condensed state. A condensed state including the crystalline state is a 
state of high concentration, in which intermolecular interactions and energy transfer 
are expected to be favored. 

In a condensed state, the photoreactivity of 1,2-dioxetane is related to the CL 
reaction, to make a quantum chain reaction [43]. In the photoreaction reaction of 1,2-
dioxetane, the carbonyl products are formed in the S1 and T1 states similar to the ther-
molytic reaction. When the photoreaction of the 1,2-dioxetane derivative is conducted 
in a condensed state, the excited-state product enables energy transfer to the unre-
acted 1,2-dioxetane derivative, resulting in its decomposition. This process triggers a 
quantum chain reaction with a high quantum yield. For example, the quantum chain
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photoreaction of TMD in a solution has a quantum yield that exceeds 200 [44]. A 
similar reaction was reported using solid-state Adox where a condensed state was 
obtained by concentrating a mixed solution of Adox and a lanthanide ion complex 
such as Eu(fod)3 [45]. A lanthanide ion complex catalyzes the thermal decomposition 
of 1,2-dioxetane, in addition to acting as an energy acceptor for light emission. There-
fore, this combination of Adox and a lanthanide ion complex in the condensed state 
demonstrates a successful synergistic CL with the quantum chain reaction. Another 
example of CL in condensed state was demonstrated with a stable 1,2-dioxetane 
derivative with the acridane moiety, Ad-Acr(ester) (Fig. 9.7) [46]. Ad-Acr(ester) 
derivatives, which are used for the surface modification of silica nanoparticles, were 
employed to design an analytical technique for the CL analysis of a biomolecule in 
a condensed state on the surface of nanoparticles. 

Furthermore, the mechanochemical applications of CL have recently been 
reported in the field of polymer chemistry [47, 48]. Adox, a stable chemiluminescent 
moiety, was introduced into polymers to synthesize various chemically modified 
derivatives. The mechanochemical CL properties of these modified polymers were 
then investigated. When the two ends of a polymer film were pulled in opposite direc-
tions, the applied stress induces bond cleavage of the 1,2-dioxetane rings of the Adox 
moieties, resulting in CL. The bond cleavage can be observed by photon detection in 
real time (Fig. 9.2d). This idea was realized by a rubber-like network polymer with an 
Adox structure inserted into poly(methyl acrylate) [49]. When the polymer film was 
cleaved mechanically by applying sufficient stress until the stretching force exceeded 
a certain threshold, CL was observed. By using this methodology, the molecular 
mechanism of the damage in the polymer chains depending on the magnitude of 
applied stress has been elucidated. Similar experiments on the mechanochemical 
damages were conducted on various polymers such as polyamides and polyesters [47, 
48]. Moreover, the use of fluorescent dyes in Adox-bearing polymers to effectively 
modulate CL via CRET has also been reported [47, 48]. 

9.4 Chemiluminescence in Molecular Crystals 

9.4.1 Mechanistic Studies of Chemiluminescence Reactions 
in Crystals 

Studies on the reaction mechanisms of the crystalline-state CL have been reported 
recently [50, 51]. A single-step reaction such as the thermolytic reaction of 1,2-
dioxetane can be applied to the study of crystalline-state CL; therefore, CL reactions 
of organic peroxides have been investigated using their molecular crystals. 

The first studies to correlate the crystal structures with luminescence properties 
in crystals were the CL reactions of the stable 1,2-dioxetane derivative Ad-OH and 
the bicyclic dioxetane derivatives Dx-AOH, Dx-BOH and Dx-AOCH3 (Fig. 9.8a)
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[50]. The bicyclic dioxetane structure has been precisely designed by taking advan-
tage of the stabilizing factors in the molecular structure of Ad-OH as explained in 
Sect. 9.2.2 [52]. The stability of these compounds is advantageous for preparing 
crystal samples with a purity to study. In Dx-AOCH3, the phenolic hydroxy group 
is protected by the methyl group. Ad-OH, Dx-AOH and Dx-BOH yielded the corre-
sponding phenolate anions by the action of a base in solution. The anions promptly 
decomposed to exhibit CL via the CTIL mechanism. The phenolate anions of the 
3-hydroxybenzoate moieties (the CL reaction of Ad-O− in Fig. 9.6), which are the 
light-emitters, showed emission with the maxima at 460–500 nm. Crystal samples of 
the four dioxetanes were heated at temperatures below their melting points to initiate 
their CL reactions. While the methoxy derivative Dx-AOCH3 showed only weak CL, 
the CL emission spectra for the hydroxy derivatives were measurable. The CL of Ad-
OH and Dx-AOH was emitted from the excited states of the phenolate anions of their 
3-hydroxybenzoate moieties, whereas that of Dx-BOH was emitted from the excited 
state of the neutral 3-hydroxybenzoate moiety. The crystal structures of Dx-AOH 
and Dx-BOH indicated that the hydroxy groups of the 3-hydroxyphenyl moieties 
form hydrogen bonds with the oxygen atoms of the 1,2-dioxetane rings (Fig. 9.8b). 
When the crystal samples were heated, the oxygen atom of the 1,2-dioxetane ring 
assisted the deprotonation of the phenolic hydroxy group via hydrogen bonding, 
which promoted the decomposition of the 1,2-dioxetane ring via the CTIL mech-
anism. Because the donor–acceptor distance in the hydrogen bonding in Dx-AOH 
is relatively short (1.93 Å), the phenolate anion of the 3-hydroxybenzoate moiety 
is effectively generated as the excited-state product for light emission (Fig. 9.8b). 
In the case of Dx-BOH, the hydrogen bonding donor–acceptor distance is relatively 
long (2.02 Å); therefore, the deprotonation does not occur and the excited state of 
the neutral 3-hydroxybenzoate moiety is responsible for light emission (Fig. 9.8b). 
These results confirmed that the crystal structures determine the CL behavior. More-
over, the CL reaction of the crystalline-state Dx-AOH which is heated to 100 °C 
demonstrated first-order reaction kinetics. This relationship between the reaction 
kinetics and the crystallinity is a significant issue to consider because a reaction in 
the crystalline state destroys the crystal structure.

Crystalline-state CL reactions of lophine hydroperoxide (LHP) were also studied 
by photon detection [51]. Lophine is the first artificially synthesized CL compound, 
which reacts with O2 under basic conditions to demonstrate CL via the hydroper-
oxide anion of LHP [53]. A plausible reaction mechanism is the formation of a 
1,2-dioxetane intermediate from the LHP anion, which undergoes chemiexcitation 
upon thermal decomposition to yield the S1-state benzoylamidine anion for light 
emission (Fig. 9.9) [54]. LHP was prepared by the ene reaction of lophine with a 
singlet oxygen. In solution, the CL reaction of LHP can be initiated by the action of 
a base via the abovementioned pathway. Recrystallization of LHP yielded cm-size 
crystals, which were used for crystalline-state CL reactions. The thermolytic reaction 
of crystalline LHP produced the major products lophine and O2 along with the minor 
products benzoylamidine and an unidentified product in less than 5% yield. During 
this reaction, the bubbling of oxygen from the heated crystals was observed. The CL 
emission maximum observed at 530 nm suggests the emission of phosphorescence
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Fig. 9.8 a 1,2-Dioxetane derivatives for crystalline-state chemiluminescence and b CL reactions 
of crystalline-state Dx-AOH and Dx-BOH

from the T1 state of the lophine anion (Fig. 9.9). Furthermore, the study reported 
the CL emission spectra of the heated crystal samples of Adox, rubrene endoper-
oxide, and benzoyl peroxide. This study by Schramm et al., like the study reported 
by Watanabe et al. on the crystalline-state 1,2-dioxetane derivatives, also raises an 
important question regarding the dynamic relationship between the reaction progress 
and the structural change in crystals.
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Fig. 9.9 Chemiluminescence reactions of lophine and lophine hydroperoxide (LHP) 

9.4.2 Exploring the Science of Intracrystalline Reactions 
with Soft Crystal Chemiluminescence Systems 

Mechanistic studies on the progress of crystalline-state reactions and the corre-
sponding dynamic changes in the crystal structures owing to the accumulation of 
reaction products were conducted based on the concept of soft crystal science [11]. 
That is, a “soft property of a crystal” is expected to allow the structural change and 
phase transition of the crystal in response to the accumulation of reaction products. 
In this section, the relationships between the crystal structures, the luminescence 
properties and reactivity were elucidated with soft crystal CL systems. 

Matsuhashi et al. adopted Adox derivatives as the CL substrates for their soft 
crystal CL system to study intracrystalline reactions. Adox derivatives were synthe-
sized by linking fluorophore moieties to tune the CL properties of the crystals 
(Fig. 9.10) [55, 56]. Adox derivative 1 with a fluorophore side chain (FL1: N-(4-
trifluoromethylphenyl)phthalimide) has two stereoisomers (syn-1 and anti-1). In the 
case of di-substituted derivative 2, there are three stereoisomers (cis-syn-2, cis-anti-
2, and trans-2) and 5-(4-methoxyphenyl)-N-(4-trifluoromethylphenyl)phthalimide 
was used as a fluorophore moiety FL2. Utilization of the stereoisomers is advanta-
geous in the evaluation of a reactivity change caused by the difference in the crystal 
structures, because the isomers have similar reactivity in solution. In addition, the 
fluorophore moieties in 1 and 2 will accept energy from the excited state of a neigh-
boring AdCO moiety via the CRET mechanism as previously explained in Sect. 9.2.2. 
Because AdCO has a low ΦF of approximately 0.001 in solution, the ΦCL value was 
expected to improve after the energy transfer. Furthermore, the fluorophore moiety 
was expected to tune emission wavelength, control crystallinity and form an excited 
dimer or complex. For the design of di-substituted derivative 2, the fluorophore FL2 
was adopted in place of FL1, because FL2 showed stronger fluorescence than FL1.



9 Soft Crystal Chemiluminescence Systems Using Organic Peroxides 169

Fig. 9.10 Chemiluminescence reactions of the isomers of fluorophore-linked Adox derivatives 1 
and 2 

Mono-substituted derivatives syn-1 and anti-1 showed clear differences in crystal 
structures, CL emission properties and reactivities [55]. When the crystal samples 
of syn-1, anti-1, and Adox were heated to 160 °C, they all showed CL with the 
emission maxima of 465 nm, 440 nm, and 430 nm, respectively. Interestingly, the 
CL of syn-1 is caused by distinct energy transfer. Upon heating, the CL intensity 
for syn-1 was stronger than that for Adox, while the CL intensity for anti-1 was 
weaker than that for Adox. This is because the CL intensity depends on both the 
CL quantum yield ΦCL and the reaction rate (−d[R]/dt, where [R] is the reactant 
concentration). Because the reaction rate in crystals for syn-1 was faster than that for 
anti-1, syn-1 had the higher CL intensity. Morphological observations of the heated 
crystals also showed a characteristic difference. The crystals of syn-1 started melting 
at approximately 3 min after the heating had begun, whereas anti-1 maintained its 
crystalline state for approximately 15 min after the heating had begun. It is evident
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that the differences in the luminescence properties, reaction rates, and the abilities 
to maintain the crystalline state upon heating reflect the differences in the crystal 
structures. In fact, syn-1 has a crystal structure in which Adox and FL1 moieties are 
stacked alternately along the b-axis, whereas anti-1 has a crystal structure in which 
Adox and FL1 moieties are in separate aggregated layers (Fig. 9.11). The thermolytic 
reactions of syn-1 and anti-1 generated the excited states of either AdCO or the AdCO 
moiety in AdCO-FL1 (Fig. 9.10). In the crystal of syn-1, the energy transfer from the 
excited state of either AdCO or the AdCO moiety to the FL1 moiety in a neighboring 
molecule is efficient because of the alternated layer structure of the crystal in which 
both the species are in close proximity to each other. On the other hand, in the crystal 
of anti-1, the excited-state of either AdCO or the AdCO moiety in AdCO-FL1 and a 
FL1 moiety are farther apart owing to the separately layered structure, rendering the 
efficiency of the energy transfer lower than that of syn-1. In addition, in the crystal of 
anti-1, there are more CO•••HC interactions between the neighboring FL1 moieties 
than that in the crystal of syn-1. Thus, the softness of anti-1 crystal structure is lower 
than that of syn-1. As a result, the intracrystalline CL reaction of anti-1 is slower and 
the crystal of anti-1 is more resistant to collapse of the crystalline state during the 
progress of the reaction. 

Because the CL intensity corresponds to the amount of decomposition of the 
reactant per unit time, the duration of the CL emission and the magnitude of CL 
intensity indicate the continuity and rate of the reaction, respectively. Figure 9.12 
shows the plot of CL intensities as a function of time for the reactions of syn-1 and 
anti-1 crystals heated to 140 and 160 °C, respectively. In contrast to the first-order 
reaction kinetics of the CL reaction of syn-1 in solution, the crystalline-state kinetics 
data showed a nearly constant CL intensity for 10 min, followed by decay. In the case 
of anti-1, a gradual increase in the CL intensity was observed for 15 min, followed

Fig. 9.11 Crystal structures of syn-1 and anti-1 
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by rapid decay. In large crystals such as the LHP crystals, the CL reaction will begin 
from the heating surface where the crystal is in contact with the heater. Because the 
syn-1 and anti-1 crystals are in the size range of 1−300 μm, it is expected that the 
entire crystal will reach the desired temperature immediately after the heating has 
begun, resulting in instant CL reactions. However, a nearly constant CL intensity for 
syn-1 and the gradual increase in the CL intensity for anti-1 were observed during the 
time range tc. These data indicate that the CL reaction exhibits zero-order kinetics, in 
which the reaction rate is independent of the concentration of the reactant; a constant 
number of the reactant molecules per unit time and per unit volume undergo the CL 
reaction (Fig. 9.13). The gradual increase in the CL intensity observed for anti-1 
suggests that in addition to exhibiting zero-order kinetics, the reaction is accelerated 
owing to the generated products. Therefore, the crystal structure of the reactant is 
maintained until the product accumulation reaches a certain threshold, beyond which 
a phase transition to the molten state occurs in both syn-1 and anti-1 (Fig. 9.14). 

To confirm the zero-order kinetics of the CL reaction in crystals, it is necessary 
to analyze the reaction kinetics in a single crystal. Matsuhashi et al. investigated the 
CL reactions of a single crystal of Adox, which has a crystal size of 10−1000 μm 
[57]. When a single crystal of Adox was heated to 140 °C, the CL intensity remained 
constant for 20 s to 10 min after the heating had begun and then decayed with 
time. Morphological observations of the heated crystals indicate that during the time 
interval of constant CL intensity, the crystalline state was maintained and the decay of 
the CL intensity correlated with the crystals being finely crushed. Because the values 
of the constant CL intensities are proportional to the volumes of the crystals used, 
it was concluded that the reaction rate depended on the number of molecules in the 
crystal. The constant CL intensity indicates that the CL reaction exhibits zero-order 
reaction kinetics.

Fig. 9.12 CL intensity as a 
function of time (min) for the 
reaction of syn-1 crystals 
heated to 140 °C and anti-1 
crystals heated to 160 °C
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Fig. 9.13 Schematic diagram of the changes in a single crystal of the reactant during the course of 
a thermal reaction 

Fig. 9.14 Phase transitions induced by the accumulation of the products for the crystalline-state 
chemiluminescence reactions of syn-1, anti-1, cis-syn-2, and  cis-anti-2

The Johnson–Mehl–Avrami-Kolmogorov (JMAK) model, which was proposed 
for the kinetics of crystalline phase transitions, was used to analyze the CL reaction 
in a single crystal of Adox. The zero-order reaction kinetics were confirmed by 
the analysis with the Sharp-Hancock equation for the JMAK model. After that, the 
first-order-like kinetics of the reaction were observed when the crystal was finely 
crushed. The CL reaction of Adox with a powder sample obtained by grinding bulk 
crystals also showed a first-order-like kinetic decay of the CL intensity, indicating 
that the reaction exhibits zero-order kinetics only with crystals of a certain size. The 
minimum compartment size of a reactant cluster in a crystal to exhibit zero-order 
kinetics will depend on the properties of the crystal (Fig. 9.13). Thermophysical 
measurements confirmed that a constant thermal diffusivity was maintained in the 
inside of a single Adox crystal during the zero-order reaction kinetics, indicating that 
the reaction field in the crystal was homogeneous and has become a thermal steady 
state. The accumulation of AdCO during the progress of the CL reaction causes 
crystal fracturing, which induces a change in the reaction kinetics.



9 Soft Crystal Chemiluminescence Systems Using Organic Peroxides 173

The heated crystals of syn-1 and anti-1 showed a phase transition to the molten 
state induced by the accumulation of the products (Fig. 9.14). In the case of the 
di-substituted derivative 2, which has two FL2 side chains, only one type of the 
product, AdCO-FL2 was produced by the CL reaction. Thus, the crystalline-state 
CL reactions of 2 were expected to show a change in the phase transition behavior. 
Solid-to-solid phase transitions were observed in the CL reactions of cis-syn-2 and 
cis-anti-2 in the crystalline state [56]. The crystals of cis-syn-2 contain methylene 
chloride and n-hexane as crystalline solvents. When the crystals of cis-syn-2 were 
heated to 130 °C, desorption of crystalline solvent molecules occurred during the first 
15 min accompanied by a significant increase in the CL intensity. Thus, heating the 
crystals induced a transition from the crystalline phase containing crystalline solvents 
to the crystalline phase without the crystalline solvents (Fig. 9.14). Desorption of the 
crystalline solvents caused a change in the crystalline environment resulting in bent 
crystals and caused the acceleration of the CL reaction. In the subsequent 3 h, the 
accumulation of the product induced a transition from the crystalline phase without 
the crystalline solvents to the amorphous phase (Fig. 9.14) which correlated with a 
gradual increase in the CL intensity. The CL emission also showed a spectral change 
accompanied by these phase transitions, indicating that the molecular environment 
in the crystal was continuously changed by the phase transitions. The solvatochromic 
fluorescence property of the FL2 moiety in 2 and that of AdCO-FL2 were utilized 
to monitor the change in the intracrystalline environment. In contrast, the crystal 
of cis-anti-2 heated to 160 °C maintained its crystal structure until 4 h of heating 
while the CL reaction progressed. The schematic diagram of the progress of the 
crystalline-to-crystalline phase transition from the phase of cis-anti-2 to the phase 
of the mixture of cis-anti-2 and AdCO-FL2 is shown in Fig. 9.14. During this phase 
transition, the intensity and the maximum wavelength of CL showed a characteristic 
change with time. 

The relationship between the progress of an intracrystalline reaction and a phase 
transition has been first reported in the denitrogenation reaction of triazoline deriva-
tives in crystals [58, 59], but more information is required to establish a general theory 
to explain the phase transition mechanisms. The data of phase transitions obtained 
by the crystalline-state CL reactions of 1 and 2 provide a basis for analyzing the 
relationship between the accumulation of the products and the lattice energy, as 
the accumulation of the products leads to the destruction of the crystal lattice. The 
relationships between the phase transitions and the kinetics of the CL reactions of 
cis-syn-2 and cis-anti-2 remain unclear. They are next challenging problems. 

The CL reactions of Adox and its derivatives 1 and 2 proceed within a temperature 
range in which the crystalline states were maintained. Thus, they are soft crystal CL 
systems. However, if a crystal has a low melting point, its intracrystalline reactions 
cannot be studied by heating at a temperature above its melting point. Furthermore, 
a crystal lattice may reduce the reactivity of a CL substrate. For example, the ther-
molytic reaction of DPA endoperoxide (Fig. 9.7) does not proceed in the crystalline 
state when heated to 160 °C for 1 min, while its lifetime in solution is estimated to be 
only a few seconds at 160–200 °C. Interestingly, a crystal sample of DPA endoper-
oxide heated to 200 °C resulted in a singlet oxygen emission and the melting of
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the crystal, indicating that the CL reaction proceeds with breaking the crystal lattice 
[60]. Thus, the crystal lattice structure has an important role to govern the reactivity 
by restricting the molecular motion for the reaction. 

In this section, it was confirmed that the crystals of Adox and its derivatives 1 
and 2 are soft crystals, which can undergo thermolytic reactions within the crystals. 
Hence, they are soft crystal CL systems, in which ongoing CL reactions can be 
tracked in real time by photon detection. The real-time analyses of their CL reactions 
provided valuable information on the intracrystalline reaction kinetics and the phase-
transition inductions by the reaction progress, while there are still many unsolved 
problems described above. To establish the reaction theory to explain the relationships 
between crystal structures and reactivities, the energetics and kinetics of reactions, it 
is necessary to accumulate more data of intracrystalline reactions. For this purpose, 
the crystals of Adox and its derivatives 1 and 2 will be useful as role models to 
design novel soft crystal CL systems. Furthermore, it is expected that soft crystal CL 
systems exhibit molecular functions such as a stimulus-responsive property based on 
the unique CL reaction properties within the crystals. We expect further development 
of the chemistry of soft crystal CL systems learned from this text. 
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Chapter 10 
Molecular Crystal Calculation Prospects 
for Structural Phase Transitions 

Naofumi Nakayama and Hitoshi Goto 

Abstract To establish the theory of soft crystals, computational chemistry must be 
applied to analyze the structural phase transitions of molecular crystals and develop 
new methodologies. The accuracy of first-principles calculations for molecular crys-
tals has rapidly improved over the last decade with the contribution of the Cambridge 
Crystallographic Data Centre blind test, which predicts the crystal structure from the 
structural formula. However, it is often difficult to apply first-principles calculations 
to large molecular crystals, such as typical soft crystals, because of the computational 
cost. In this chapter, we review the applicability of crystal force field calculations 
as an alternative method for theoretically analyzing molecular crystals. We also 
introduce some examples of our previous collaborations and discuss the promising 
methodologies to elucidate the soft crystal phenomena. 

Keywords Computational chemistry · Crystal structure prediction · Crystal force 
field · Metallic complex · Crystal dynamics simulation 

10.1 Introduction 

Soft crystals are a group of molecular materials that exhibit structural phase transi-
tions from one stable single crystal to another single crystal (or amorphous state) upon 
weak external stimuli [1]. They are typically metallic complexes with photochem-
ical changes of vapochromism and mechanochromism [2, 3] or organic compounds 
that exhibit unique properties of superelasticity [4, 5]. Many soft crystals can 
return to their original crystalline phase when the external stimuli is removed, 
or a different stimulus is added. These soft crystals are expected to develop into 
new functional materials and thus, it is important to understand the properties and

N. Nakayama 
CONFLEX Corporation, 3-23-17 Takanawa, Tokyo, Japan 
e-mail: nakayama@conflex.co.jp 

H. Goto (B) 
Toyohashi University of Technology, 1-1 Hibarigaoka, Toyohashi 441-8122, Japan 
e-mail: gotoh@tut.jp 

© The Author(s) 2023 
M. Kato and K. Ishii (eds.), Soft Crystals, The Materials Research Society Series, 
https://doi.org/10.1007/978-981-99-0260-6_10 

179

http://crossmark.crossref.org/dialog/?doi=10.1007/978-981-99-0260-6_10&domain=pdf
http://orcid.org/0000-0002-1316-1861
http://orcid.org/0000-0001-7739-0447
mailto:nakayama@conflex.co.jp
mailto:gotoh@tut.jp
https://doi.org/10.1007/978-981-99-0260-6_10


180 N. Nakayama and H. Goto

phenomena observed in experiments and to elucidate the principles of their phys-
ical properties. This can be accomplished by applying computational chemistry and 
performing detailed analyses. Thus, how should we approach each of the various 
phenomena exhibited by these rare soft crystals using computational chemistry? 
Before we discuss our methodology and examples of our work, we will provide 
some information about computational chemistry for molecular crystals, including 
soft crystals. 

10.1.1 Contribution of Crystal Structure Prediction 
to the Computational Chemistry of Molecular Crystals 

Computational approaches to soft crystals present several major challenges that arise 
from the fact that soft crystals are molecular crystals, which have several char-
acteristics that make them unsuited to computational analysis approaches. First, 
molecules composed of rigid covalent bonds have complex three-dimensional struc-
tures. Second, molecules can flexibly adopt multiple conformations by intramolec-
ular interactions. In other words, the molecules as the crystalline fillings are not spher-
ical like atoms but have complex three-dimensional structures and can be deformed. 
Third, the three-dimensional order is maintained by various types of intermolec-
ular interactions that are much weaker than covalent interactions, such as isotropic 
interactions like van der Waals forces and electrostatic forces, strongly anisotropic 
interactions like hydrogen bonds, and coordination bonds in the case of metallic 
complexes. These factors cause a property called polymorphism, which is the forma-
tion of multiple metastable crystal structures with different molecular orientations 
and conformations. This property has made computational chemical approaches to 
molecular crystals difficult. 

Computational chemistry methods for the analysis of molecular crystals have 
been rapidly developed in the last decade. In particular, the crystal structure predic-
tion (CSP) blind tests [6–11] organized by the Cambridge Crystallographic Data 
Centre (CCDC) have undoubtedly made significant contributions to this develop-
ment [12]. Through the blind tests, the accuracy of the dispersion force corrected 
density functional theory (DFT-D) method, which combines first-principles calcu-
lations of DFT with dispersion force correction by two-body potentials, has been 
considerably improved. 

In the CSP blind test, only the structural formula and crystallization conditions 
of a molecule whose crystal structure has not yet been published are provided as 
questions, and participants predict the crystal structure using their prediction tech-
niques. There are two major prediction techniques that participants must develop. 
One is the search for crystal polymorphs by generating a large number of possible 
crystal structures of the target molecule and ensuring that the crystal structure gener-
ated is the same as the experimentally observed crystal structure. Another is to rank 
the generated polymorphs and provide the highest evaluation of the crystal structure
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that can be regarded as one corresponding to the experimentally observed crystal 
structure. Ideally, the polymorphic structure with the lowest crystal energy should 
be the most thermodynamically stable. In the fourth blind test reported in 2009, 
the Neumann group was the first to use the DFT-D method with periodic boundary 
conditions [9]. In the sixth blind test reported in 2016, which included five different 
molecules, such as co-crystals, salt hydrates, and molecules with high conforma-
tional flexibility, eight of the nine crystal structures were correctly obtained using 
the improved DFT-D method [11]. Although the evaluation by the improved DFT-D 
method agrees with the experimental structure within or below the experimental error 
for the crystal structure, room for improvement in the crystal polymorph ranking by 
crystal energy has been identified. 

10.1.2 Challenges of Molecular Crystal Calculations Using 
the Force Field Method 

The results of the CSP blind test suggest that the methodology currently employed 
in crystal structure prediction can predict unknown crystal structures, possibly with 
higher accuracy than results obtained experimentally. However, it suffers from 
computational costs. The DFT-D method is a relatively high-precision method 
among first-principles calculations but it requires a computer with high computing 
power. Therefore, it is not a good strategy to adopt the first-principles calculation to 
determine polymorphs more efficiently. 

Crystal force field calculations based on classical mechanics are an important 
potential solution. In general, the crystal energies and optimized crystal structures 
of the input crystal structures can be obtained 100–1000 times faster than the first-
principles calculations. In other words, the structure optimization of several trial 
crystal structures generated by the crystal polymorphism search can be completed in 
a realistic calculation time. More accurate structures, energies, or properties based on 
electronic states can be obtained in a relatively short time by performing re-evaluation 
or structure optimization again using the DFT-D method. This is a more realistic and 
practical strategy. 

The problem with the crystal force field calculation is its accuracy. The accuracy 
of the crystal force field, which is an extension of the molecular force field for a 
single molecule to the crystal structure, is almost the same or slightly worse than the 
experimental error [11]. The crystal energies do not correlate well with those of the 
DFT-D method. Although the DFT-D method can accurately be used to search for 
crystal polymorphs, the same accuracy cannot be obtained if the crystal force field 
used to optimize the trial crystal structure does not reproduce the appropriate structure 
and energy. In fact, the success of the Neumann group in the CSP blind test is largely 
due to the force field construction function (tailor-made force field) [13] introduced 
in their crystal structure prediction program GRACE. In their method, the crystal 
structure of a target molecule is optimized in advance by the corrected DFT method
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and the crystal force field is automatically adjusted to reproduce the obtained crystal 
structure. Their success indicates that it is very effective in establishing molecular 
crystallography to obtain a crystal force field that better resembles the result obtained 
from the DFT method. 

Crystal force field calculations have some challenges inherent to soft crys-
tals. Since most of the molecules exhibiting soft crystal phenomena are metallic 
complexes, crystal force field calculations are not always available because of 
missing the force field parameters. In addition, as the force field method, in principle, 
describes molecules according to the valence bond rule, it may not be able to describe 
metal complexes properly. It is also difficult to geometrically define the coordination 
bonds (interactions) between the central metal ion and the organic ligands of metallic 
complexes and to describe how they change depending on the oxidation number of 
the central metal. Therefore, traditional molecular mechanics has not been actively 
treated for the coordinate compounds as one of the available methodologies, and it 
was not clear how to apply them in practice. 

In Sect. 10.2, we review the classical mechanics-based crystalline force field calcu-
lations employed by us to analyze soft crystals. In Sect. 10.3, we present examples of 
our computational chemistry research on soft crystals and show how we have solved 
some of the aforementioned challenges. Section 10.4 outlines the approaches we 
are developing to analyze structural phase transitions, as exemplified by soft crystal 
phenomena, and describes new methodologies that will be developed in the future. 

10.2 Crystal Force Field Calculation 

Crystal force field calculations are an extension of molecular force fields, which 
have been developed mainly to reproduce three-dimensional structures, energies, 
and vibrational frequencies of isolated molecules, that make it possible to calcu-
late crystal structures under periodic boundary conditions. Unlike first-principles 
calculations, molecular force fields do not treat electrons in an exposed manner but 
describe molecules using classical mechanical formulas for the “fields” that electrons 
rapidly form around atoms. This is called “molecular mechanics” [14]. To extend the 
molecular force field to a crystal force field, it is necessary to accurately calculate the 
crystal structure, crystal energies, and lattice vibrations, especially if the goal is to 
accurately reproduce the relative stability between crystal polymorphs [15]. There-
fore, in crystal force field calculations, the force field functions for intermolecular 
interactions in crystals are usually the same as those for molecular force fields, even 
though some modifications are made to treat intermolecular interactions more rigor-
ously [16]. Various force fields have been employed in crystal calculations under 
the requirement that they reproduce the crystal structure within less than the exper-
imental error and allow the evaluation of the relative crystal energies of the stable 
and metastable phases. Furthermore, it should also be able to reproduce and analyze 
the observed crystal polymorphic structures and their behavior up to matching lattice 
vibrations (k = 0 phonons) [17].
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In this section, we review the crystal energies, underlying crystal force fields, and 
their crystal structural predictions using the crystal force field calculation method 
[18–21] implemented in the computational chemistry program CONFLEX [22–24]. 

10.2.1 Crystal Energy 

Given a molecular structure, space group, and lattice constant in an asymmetric unit, a 
crystal structure can be constructed on a computer. The crystal energy corresponding 
to the internal energy of the thermodynamic state for the crystal structure Ecrystal can 
be defined as the energy per asymmetric unit in Eq. (10.1) [11, 21]. 

Ecrystal = Eintra + Elattice (10.1) 

where Eintra is the sum of the intramolecular interaction energies in the asymmetric 
unit and Elattice is defined as 

Elattice = EAU 
inter + 

1 
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N{

J 

Einter(i; S, J ) (10.2) 

In Eq. (10.2), the first term EAU 
inter is the sum of the intermolecular interaction 

energies in the asymmetric unit, which is zero if there is only one molecule in 
the asymmetric unit. The second term is the sum of the intermolecular interaction 
energies between the molecules in the asymmetric unit and the molecules replicated 
by the translational symmetry. In the CONFLEX crystal calculation model, the range 
for this sum is pre-specified by the nearest-neighbor interatomic distance between 
the molecules in the asymmetric unit and the replicated molecules (Fig. 10.1). In 
the crystal structure optimization, the coordinates of the atoms in the asymmetric 
unit and the lattice constants are used as parameters for structural optimization while 
maintaining the symmetry of the crystal to obtain the energy-minimal structure. For 
the evaluation of intra- and intermolecular interactions in the crystal, we employ the 
existing force field, MMFF94s [25–32].

In CONFLEX, we can calculate the crystal energy by inputting the crystal structure 
determined by X-ray crystallography, that is, the molecular structure and space group 
in the asymmetric unit and the lattice constant. In the same way, either or both the 
molecular structure and the lattice constant in the asymmetric unit of the crystal 
structure can be optimized. However, only the space group is kept constant during 
optimization. The crystal structure obtained by the optimization with minimal crystal 
energy agrees with the crystal structure determined by X-ray crystallography to the 
same extent as the experimental error [11]. Empirically, it is less than approximately 
1.0 Å in root-mean-square deviation (RMSD) for a superposition of 15 molecules 
(RMSD15) in a crystal. If the deviation from the experimental structure is large,
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Fig. 10.1 Molecular crystal 
calculation model of 
CONFLEX (Reprinted 
(adapted) with permission 
from Ref. [42]. Copyright 
(2022) American Chemical 
Society.). The asymmetric 
unit is depicted in red and 
replicated molecules that the 
nearest-neighbor interatomic 
distance from molecules in 
asymmetric unit is less than 
Rcrystal are in dark gray. The 
molecules depicted in light 
grey are not including in the 
crystal energy calculation

likely, the crystal force field applied to the molecule is not appropriate. In such cases, 
it may be necessary to reconsider the force field parameters. 

10.2.2 Crystal Force Field 

In CONFLEX, the energy defined in Eq. (10.1) is calculated using the molecular 
force field based on classical mechanics. The MMFF94s potential energy function 
employed is constructed as described in Eq. (10.3) [25, 26, 32]: 

EFF = Estr + Ebend + Etors + Eoop + Estr−bend + EvdW + Eel (10.3) 

where Estr is the bond stretching, Ebend is the angle bending, Etors is the bond torsion, 
Eoop is the out-of-plane angle, Estr−bend is the coupling of stretching and bending, and 
EvdW and Eel correspond to the van der Waals (vdW) and electrostatic interactions, 
respectively. In CONFLEX, the force field, which has been developed mainly for 
the evaluation of single molecule structures, is extended to evaluate crystal energies. 
That is, the first term in Eq. (10.1), namely Eintra, is evaluated using Eq. (10.3). 
Furthermore, the last two terms in Eq. (10.3), namely EvdW and Eel, are not only the 
force field potential function forms for the intramolecular non-bonded interactions 
in the asymmetric unit but also the intermolecular interaction energies Elattice in 
Eq. (10.2) in the crystal force field calculations. 

As MMFF94s has been developed to calculate potential energies for organic 
compounds, few force field parameters are available for the elements constituting 
metallic and inorganic materials. To perform crystal calculations for many metal
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complexes that exhibit soft crystal phenomena, it is necessary to start by deter-
mining the force field parameters. In particular, the force field parameters for the 
vdW interactions are the most important factors that determine the accuracy of the 
crystal structure and energy optimized by the crystal force field. 

The vdW interactions of the MMFF94s used for the crystal force field is obtained 
from Eq. (10.4): 

EvdWi j  = εI J
(

1.07R∗ 
I J  

Ri j  + 0.07R∗ 
I J

)7
(

1.12R∗7 
I J  

R7 
i j  + 0.12R∗7 

I J  

− 2

)
(10.4) 

where Ri j  is the distance between atoms i-j in the crystal and R∗ 
I J  is a parameter deter-

mined by the combination of atom types I-J, which is obtained from the following 
equations: 
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εI J  = 181.16GI G J αI αJ 
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R∗6 
I J  
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where NI of atom type I is the Slater–Kirkwood effective valence electron number, 
GI is a scale factor determined to reproduce the experimental values for rare gasses, 
and R∗ 

I I  corresponds to the van der Waals radius of atom type I, which is defined 
using Eq. (10.8): 

R∗ 
I I  = AI α

1/4 
I (10.8) 

In Eq. (10.8), AI is a scale factor describing the outermost electron spread. Thus, 
many force field parameters of the vdW interactions depend on the outermost-shell 
electron configuration and are optimized with reference to rare gas experiments [26, 
32]. Therefore, to add a new atom type, the atomic polarization factor α must be 
calibrated. In our series of studies on soft crystals, we determined the force field 
parameters for several metal ions that are central to them. Specific examples are 
outlined in Sect. 10.3. 

10.2.3 Crystal Structure Prediction 

Predicting the crystal structure of a molecule from its structural formula is known 
as crystal structure prediction [6, 12, 33]. The method of crystal structure prediction 
in CONFLEX is essentially the same as those employed by other groups, with the
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strategy of (1) generating possible crystal structures (Fig. 10.2a), (2) precise calcu-
lation of the relative energy of the crystal (Fig. 10.2b), and (3) selection of suitable 
predicted structures (Fig. 10.2c) [12]. 

The first step is to generate trial crystal structures with independent parameters 
describing the crystal structure as variables. The unique crystal polymorph obtained 
by structural optimization is considered as a possible crystal structure. This procedure 
is called “crystal polymorphism search.“ As the search space for polymorphs is large, 
the reliability of crystal structure prediction depends on the ability to search efficiently 
without missing any possible stable polymorphs. 

In the CONFLEX search for polymorphs, the three-dimensional structure is first 
constructed based on the two-dimensional structural formula of the target molecule, 
and the structure of the isolated molecule is subsequently optimized. If the target 
molecule is flexible, conformational search is performed by local deformation of 
the molecular structure using corner flap, edge flip, and stepwise rotation and by

Fig. 10.2 Crystal structure prediction algorithm: a Generate possible crystal structures, b calcu-
late accurate relative crystal energies, and c select the predicted structure based on their energies 
(Reprinted (adapted) with permission from Ref. [12]) 
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reservoir-filling algorithm to obtain stable conformational isomers [22–24]. From the 
obtained conformational isomers, one or more conformational isomers are selected in 
principle in the order of their energies, considering the steric structures and energies, 
and trial crystal structures are generated for each of them as follows. According to the 
CSD Space Group Frequency Ordering [34], ten different space groups (P21/c, P 1, 
C2/c, P212121, P21, Pbca, Pna21, Cc, Pnma, and P1) were determined to account for 
approximately 90% of organic crystals registered in the CSD. The choice of the space 
group must be flexible, and the symmetry of the target molecule and other factors 
must be considered as it determines the final crystal structure obtained [21]. The 
trial crystal structures generated are all subjected to crystal energy minimization and 
the unique optimized structure obtained is the possible crystal structure of the target 
molecule. We obtained a structure consistent with the experimental crystal structure 
[35]. We applied the method to ten different space groups, where the rotation angle 
of the molecular orientation was set to 20º increments for a single conformation. 
Approximately 100,000 trial crystal structures were generated. Although the crystal 
force field calculation can evaluate crystal energies faster than first-principles calcu-
lations, the computational load increases substantially owing to the expansion of the 
search space. Thus, it is important to develop more efficient search algorithms in the 
future. 

In the second step, structures optimized by crystal force field calculations during 
the search are often re-evaluated for the relative energies between crystal polymorphs 
using ab initio calculations, especially the DFT-D method under periodic boundary 
conditions, which is considered superior. However, accurate evaluation is compu-
tationally expensive. Ideally, if the crystal structure optimized by the crystal force 
field calculation is sufficiently consistent with that of the DFT-D method, the large 
consumption of computation time can be avoided. 

In the third step, we generally produce a ranking of the crystal polymorphs by 
crystal energy. It is desirable that the crystal structure observed in the experiment 
is consistent with the crystal polymorph with the lowest energy. However, even if 
we use the DFT-D method, we cannot be sure that the relative energies between the 
crystalline polymorphs are correctly evaluated. Indeed, in the fifth- and sixth-blind 
tests, the evaluation by the DFT-D method did not accurately predict the ranking 
of the crystal polymorphs, even though it could find structures consistent with the 
measured crystal structures [10, 11]. The accuracy of the evaluation by the crystal 
force field calculation was inferior to that by the DFT-D calculation. CONFLEX 
solves this problem by obtaining a ranking that considers the similarity of the crystal 
structures compared with the predicted crystal structure patterns when data of powder 
X-ray diffraction (PXRD) patterns are available, even if the crystal structures have 
not been determined. The ranking based on the similarity can be available for re-
evaluation to be predicted polymorphic structure to produce a likely experimental 
structure [21].
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10.3 Studies on Soft Crystals Using Crystal Force Field 
Calculations 

In this section, we present our joint work on the application of crystal force field 
calculations to isocyanide-gold complexes, lanthanide (Ln) complexes, and disilane-
bridged macrocycles belonging to soft crystals. For the gold isocyanide and Ln 
complex calculations, we have newly developed the necessary crystal force fields, 
which are also briefly introduced. 

10.3.1 Force Field Parameters for Isocyanide Gold 
Complexes 

The soft crystal phenomenon of phenyl(phenyl isocyanide)gold(I) (Fig. 10.3, R1 = 
R2 = H) synthesized by Ito et al. is very interesting that the two crystal structures of 
the isocyanide gold complex, namely Ib and IIy, induce a single crystal to undergo 
a single crystal phase transition from Ib to IIy simply by bringing them into contact 
with each other (Fig. 10.4) [36]. The blue Ib phase gradually changes to the yellow 
IIy phase upon ultraviolet (UV) irradiation. In addition, although the formed IIy 
does not revert to Ib by cooling, Ib can be obtained again by recrystallization in a 
solvent. Upon closer inspection of the difference between the two crystal structures, 
we notice that during the transition from Ib to IIy, a loose Au–Au bond is formed 
and the dihedral angle between the two Ph rings is changed. More interestingly, by 
introducing substituents at two ortho positions of this molecule, various combinations 
of luminescent colors can be observed before and after crystal rubbing [37]. 

To deal with this phenomenon using crystal force field calculations, the atomic 
type of Au was newly defined, the Au–C covalent and Au…CN coordination bonds 
between Au and C were considered (Fig. 10.3), and the force field parameters for 
Au, including bond stretching, angle bending, stretch-bend interactions, electro-
statics, and vdW, for Au were developed [38]. The crystal structures Ib and IIy 
were optimized using the newly constructed crystal force field and the obtained 
lattice constants were compared with the measured values. These results are shown 
in Table 10.1. The difference in RMSD20 [39, 40] from the experimental structure

Fig. 10.3 Pheny(phenylisocyanide)gold(I) and its derivatives: The bond between the phenyl group 
and Au is assumed to be covalent-like, while the Au···CN bond is a coordination bond
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Fig. 10.4 Polymorphs of phenyl(phenylisocynide)gold(I) exhibiting Ib (upper) and IIy (lower) 
(Reprinted (adapted) with permission in Ref. [38])

by superposition of 20 molecules in the crystal is 0.468 Å for Ib and 0.595 Å for IIy. 
The Au…Au distance for IIy (Fig. 10.5) is also reproduced relatively well.

The RMSD of the lattice parameters from the experimental data for the 27 struc-
tures (including Ib and IIy) with substituents at the ortho-position were determined 
to be 0.70 Å for the lattice lengths a, b, and c and 3.3° for the lattice angle. There-
fore, the newly developed crystal force field reproduced the crystal structure of gold 
isocyanide complexes.
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Table 10.1 Experimental 
(Exptl.) and computational 
(Calcd.) lattice constants for 
phenyl(phenylisocynide)gold(I) 
complexes (Units are Å for a, 
b, c, and degrees for α, β, γ) 

Form Lattice constant Exptl Calcd 

Ib a 6.021 5.823 

b 9.073 9.934 

c 11.450 11.644 

α 102.2 103.4 

β 101.5 101.4 

γ 102.4 102.0 

IIy a 13.478 13.734 

c 24.808 27.638 

Fig. 10.5 Au···Au distances (Å) in experimental (upper) and computational (lower) crystal 
structures of IIy (Reprinted (adapted) with permission from Ref. [38])

10.3.2 Force Field Parameters for Helicate Lanthanide 
Complexes 

Among the rare earth elements, the Ln series elements exhibit a unique phenomenon 
called Ln contraction, in which the ion size decreases as the atomic number increases. 
The six-coordinated Ln complexes with luminescent properties synthesized by 
Hasegawa et al. (Fig. 10.6, hereafter referred to as LnL complexes) have a crystal 
structure in which ten types of Lns, namely Pr, Nd, Sm, Eu, Gd, Tb, Dy, Ho, Er, 
and Tm, adopt similar coordination structures [41, 42]. In these crystal structures, 
the distance between the N atom of the ligand ethylenediamine derivative and the
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central metal Ln changes regularly, which is one of the cases where the effect of Ln 
contraction is manifested. It is also interesting to note that the chiral helical structure 
formed by the coordinating ligand changes with Ln, which is a very interesting aspect 
of the applicability of this material. 

In the case of the isocyanide gold complex mentioned above, it was necessary 
to define both covalent and linear anisotropic coordination bonds between Au and 
C. However, in this LnL complex, we decided to model it merely as a free Ln ion 
[42]. In other words, only isotropic non-bonded interactions need to be considered to 
determine the interaction between the Ln ion and ligand. In addition, if the Ln has a 
formal charge of +3, the electrostatic interaction can be calculated conventionally, so 
the only new parameter required is in terms of the vdW interaction. Then, among the 
force field parameters for the vdW interaction of Ln metal ions, N and G in Eq. (10.7) 
and A in Eq. (10.8) should be the same values as for the iodine atom common to the 
Ln series. Thus, 1.404, 6.95, and 3.08 must be adopted for N, G, and A, respectively, 
according to the outermost electron configuration rules described in Sect. 10.2.3. 
Thus, the only force field parameter we need to determine is the atomic polarization 
factor α. The optimized α to reproduce the X-ray crystal structures formed by the ten 
Ln complexes are listed in Table 10.2 [42]. The vdW radii R∗ 

I I  from Eq. (10.8) with 
the α of each Ln are smaller in order of atomic number and Ln contraction occurs.

Comparing the structure-optimized crystal structures with the experimental struc-
tures using the new force-field parameters, all the optimized structures are in agree-
ment with the experimental structures, ranging from 0.32–0.46 Å in the RMSD20 and 
from 0.031–0.064 Å in the absolute error of the distance between Ln···L (Fig. 10.7) 
[42]. To further verify the robustness of the optimized force-field parameters, we 
compared the force-field-optimized crystal structures with the experimental struc-
tures for the four Eu derivatives that were not used as reference structures for 
optimization. The results show that the absolute errors of the RMSD20 and Ln···L 
distances are 0.40–0.61 Å and 0.018–0.041 Å, respectively.

Fig. 10.6 Molecular 
structure of the helicate 
complex, LnL 
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Table 10.2 Force field 
parameters and van der Waals 
radii of Lanthanide ions 

Lanthanide αI R∗
I I  (Å) 

Pr3+ 2.05 3.685 

Nd3+ 2.00 3.663 

Sm3+ 1.85 3.592 

Eu3+ 1.80 3.568 

Gd3+ 1.75 3.543 

Tb3+ 1.65 3.491 

Dy3+ 1.35 3.320 

Ho3+ 1.20 3.224 

Er3+ 1.15 3.190 

Tm3+ 1.10 3.154

Fig. 10.7 Superimposed representation of observed (green) and optimized structures (yellow) of a 
series of Ln complexes with the helicate ligand L (Reprinted (adapted) with permission from Ref. 
[42]) 

This study is the first direct confirmation of Ln contraction by deriving a scientif-
ically significant value of the vdW radius from the experimental structure. Although 
it is a recent trend to refer to high-precision first-principles calculations for deter-
mining force-field parameters, a large-scale computer is required to deal with this 
family of crystal structures by first-principles calculations. At present, the combina-
tion of experimental structure and crystal force field calculations is very useful for 
such a large system. It is also known that the Buffered 14–7 type function employed 
here to reproduce the vdW interaction is more accurate than the Lennard–Jones type 
function [26, 32]. As it can also be used in molecular dynamics simulations, it is 
expected to have applications in future developmental studies.
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10.3.3 Prediction of the Vapochromic Crystal Structures 
of Ni(II)-Quinonoid Complexes 

The Ni quinonoid complex crystal with a methyl group discovered by Kar et al. 
selectively adsorbs methanol vapor and changes its spin state to paramagnetic, and the 
solid exhibits vapochromism, changing its color from purple (MeP) to orange (MeO) 
(Fig. 10.8) [43]. Furthermore, the crystal with an ethyl group (EtP) is a purple solid 
as MeP and its structure and electronic state are similar to those of MeP. However, it 
does not adsorb methanol, as suggested by the experiment. The crystal structure of 
MeP is key to analyzing the methanol-selective adsorption mechanism but it has not 
yet been identified. Therefore, we attempted to construct crystal structure models of 
MeP based on the known crystal structures of MeO and EtP but we have not been 
able to find any crystal structure that is sufficiently consistent with the experimentally 
obtained PXRD patterns. 

Therefore, we created new force field parameters for Ni to reproduce the three-
dimensional structures of these complexes and modified the parameters of the ligands. 
Using the crystal force field with these updated parameters, we searched for crystal 
polymorphs of MeP, assuming the same space group P1 as the crystal structures of 
MeO and EtP, and obtained 18 crystal structures (Fig. 10.9). These structures were 
further optimized using the DFT-D method (PBE-D3, PAW), and structures that are 
lower in crystal energy than those modeled from known crystal structures (MeO and 
EtP) were determined to be in good agreement with the PXRD patterns [44].

In this study, we show that if appropriate force field parameters can be obtained 
to reproduce the molecular structure of a complex and estimate the space groups 
that the crystal structure of the complex can assume, it is possible to identify the 
crystal structure of a complex that is difficult to analyze by single crystal X-ray

Fig. 10.8 Methanol vapor uptake of a Ni-quinonoid complex 
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Fig. 10.9 Density-energy 
landscape of the polymorph 
search for MeP: A few 
crystal structures found in 
the crystal polymorph search 
are more common in energy 
and density than those 
derived from MeO (red) and 
EtP (green)

analysis through a crystal polymorph search. Furthermore, by performing electronic 
structure calculations on the obtained structures, we succeeded in evaluating the 
energies of adsorption processes and analyzing absorption spectra [44]. We believe 
that this study may be an opportunity to establish a new scheme for vapochromic 
complexes, for which it is sometimes difficult to identify the crystal structure before 
and after adsorption, by searching for the crystal structure using the classical force 
field and analyzing the luminescence mechanism by electronic structure calculation. 

10.3.4 Structural and Energetic Evaluation 
of the Thermosalience in Disilanyl Macrocycles 

The thermosalient effect is a phenomenon in which a crystal piece changes its shape 
remarkably when the temperature changes. The analysis of the states before and 
after this phenomenon, which is caused by the instantaneous structural change of 
molecules in a crystal, is important for clarifying the mechanism of phase transi-
tions. Omoto et al. synthesized a cyclic molecule C4 (Fig. 10.10) consisting of four
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p-phenylenes bridged by disilane and concluded that its crystal undergoes a thermos-
alient phenomenon because of a phase transition under low temperature conditions 
[45]. 

In this system, the crystal structures of the C4α and C4β phases before and 
after the transition are known. The crystal structures of the C4α and C4β phases 
were optimized by CONFLEX crystal force field calculations while the respec-
tive lattice constants were maintained and the three-dimensional structures of the 
molecules in the crystals were reproduced. The energy difference between the two 
crystal structures is attributed to the intermolecular interactions. Furthermore, we 
optimized the crystal structure by stretching the lattice lengths a, b, and c separately 
and compared the crystal energies. This corresponds to the observation that the ther-
mosalient phenomena are induced by crystal splitting along the (001) or (010) planes 
(Fig. 10.11) [45].

In this system, two crystal structures converge to the same structure when the 
crystal force field is used for structural optimization, including the lattice param-
eter. This result differs from experimental observations. To reproduce their crystal 
structures more accurately, we need to further improve the force field parameters. In 
particular, the refinement of the crystal force field around Si atoms will be important 
because of the wide range of applications of compounds with carbon-silicon (C–Si) 
bonds [46].

Fig. 10.10 Disilanyl 
macrocycle composed of 
four disilane (Si–Si) bonds 
and four p-phenylenes 
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Fig. 10.11 a Changes in the intermolecular energy of the virtual crystals of C4α with an extension 
of the intermolecular distance. b Crystal packing with cell axes and c face-indexing graphics of 
C4α (Reprinted (adapted) with permission from Ref. [50]. Copyright (2020) American Chemical 
Society.)

10.3.5 Intermediate Formation by Pyridine Coordination 
for Lanthanide Complexes 

The seven-coordinated Tb dinuclear complex [Tb2(tmh)6(4,4’-bpy)] (Tb-dinuclear), 
in which the green luminescent Tb ion is linked by a bipyridine (bpy), is converted 
under pyridine (py) vapor into an eight-coordinated Tb complex [Tb(tmh)3(py)2] 
(Tb-pyr2) via an intermediate of the eight-coordinated Tb complex [Tb(tmh)3(4,4’-
bpy)] (Tb-polymer), as revealed by X-ray crystal structure analysis (Fig. 10.12). 
Hasegawa et al. discovered this three-step deformation and succeeded in linking 
it with a similarly generated yellow-luminescent Dy complex via a mononuclear 
intermediate, Tb-pyr2 [47]. The discovery of the rare properties of this rare-earth 
complex, such as its ability to link and combine two (or more) molecular crystals 
and transmit optical information in one direction, is extremely important for new 
developments, such as organic transistors and organic electro-luminescences (ELs).
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Fig. 10.12 Three-step 
deformation of the connected 
train-type Tb complex 
(Reprinted (adapted) with 
permission from Ref. [50]) 

This three-step transformation process contains several “obscurities”. For 
example, the pathway py uses to approach Tb in the crystal of Tb-dinuclear, how bpy 
leaves Tb at that time and where it goes, when py leaves after Tb-pyr2 formation, 
and what pathway bpy uses to re-approach Tb to form a Tb-polymer. We investigated 
the dynamic pathways of py and bpy in the crystal by kinetic simulations based on 
crystal force field calculations using the rare-earth force field parameters developed 
above (Sect. 10.3.3). However, it was determined that the periodic boundary condi-
tion cannot be used for the migration of solvent molecules in the crystal because of 
symmetry breaking. Thus, it is necessary to construct a sufficiently large virtual lattice 
with some computational restrictions. Unfortunately, such a large-scale dynamics 
simulation could not be performed in a limited time. 

We reserved the intracrystal dynamics of py to examine how py approaches Tb-
dinuclear (Fig. 10.13). We decided to examine the unique four-way pattern in which 
the first py approaches. We applied the DFT method to the py…Tb-dinuclear in each 
pattern and evaluated the stability of the py…Tb-dinuclear by structure optimization 
in pyridine solvent with Polarizable Continuum Model (PCM). The results showed 
that the eight-coordinate Type 1 structure, such as Tb-pyr2 and the Tb-polymer, is 
stable and py predominantly approaches from the opposite side of bpy to Tb (Table 
10.3). The Type 1 + 4 structure, in which the second py is coordinated from the 
top of the bpy, is the most stable (Fig. 10.14). From these results, the coordination 
process of py to Tb-nuclear can be determined, as shown in Fig. 10.15, even though 
the dynamics of py in the crystal is unknown.

The computational cost of analyzing the migration processes and pathways of 
solvent molecules in molecular crystals in a solvent vapor atmosphere, such as vapoc-
hromism, is very high, even if the force field method is employed. It is important to 
devise a simpler computational model, as in the case of the Tb complex, which can
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Table 10.3 Energy differences (ΔE) of the first and second pyridine coordination for Tb-dinuclear 

First coordination ΔE (kcal/mol) Second coordination ΔE (kcal/mol) 

Type 1 0.00 

Type 2 0.73 Type 1 + 2 1.00 

Type 3 6.25 Type 1 + 3 1.29 

Type 4 5.20 Type 1 + 4 0.00 

(a) Type 1 (b) Type 2 

(c) Type 3 (d) Type 4 

Fig. 10.13 Structures of one pyridine coordination approach to a Tb-dinuclear complex: a Type 1 
is a pyridine approaching from the opposite side upward for Tb-ion, b Type 2 is from the opposite 
side downward, c Type 3 is from the same side downward, and d Type 4 is from the same side 
upward

be calculated without losing the essence of the problem through the ingenuity of the 
researcher. A well-conceived computational model will not only help us to solve the 
problem precisely but also amplify the interest of the research.
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(a) Type 1+2 (b) Type 1+3 

(c) Type 1+4 

Fig. 10.14 Structures of another pyridine coordination for a py-coordinated Tb-dinuclear complex: 
a Type 1 is a second pyridine approaching from the opposite side downward to Tb-dinuclear, b Type 
2 is from the same side downward, and c Type 3 is from the same side upward 

+py +py -bpy 

Fig. 10.15 Scheme of pyridine addition to the Tb-dinuclear complex

10.4 Perspectives on Computational Chemistry Methods 
for Molecular Crystals, Especially Soft Crystals 

When soft crystals are dealt with computational chemistry, it is necessary to construct 
an appropriate computational model that describes how the external weak macro-
scopic stimuli that trigger the property change propagate into the crystal and what 
effects they have on the molecules. In the cases of the Ni(II)-quinonoid (Sect. 10.3.3) 
and Ln (Sect. 10.3.5) complexes, the existing crystal calculations could be applied to 
the macroscopic stimuli of “exposure to solvent vapor” by neglecting the dynamics
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of solvent molecules penetrating the crystals. In the case of the disilanyl macro-
cycle (Sect. 10.3.4), which exhibits thermosalient effects, the tolerance of the crystal 
structure to sudden volume expansion or contraction upon heating or cooling can be 
discussed in terms of the lattice length and crystal energy. The model was constructed 
within the range of available computational methods, and if the obtained results 
agreed with the experimental results within the error range, it implies that the validity 
of the calculation is verified. However, verification of the calculation requires some 
discussion on the validity of the assumptions, hypotheses, and approximations that are 
the premises that the calculation model is based on, such as neglecting the dynamics of 
solvent molecules in the crystal or the deformation of the unit lattice. In particular, as 
traditional hypotheses and approximations are sometimes dependent on the compu-
tational capabilities of time, a bold update of these assumptions and approximations 
to match the current computational capabilities of current, large-scale, high-speed 
computers may lead to a major breakthrough. 

10.4.1 Domino-Transformation of Isocyanide Gold 
Complexes 

If the transition process between two single crystal polymorphs by structural phase 
transition is known, it will contribute to the construction of a new molecular design 
theory, such as control of the phase transition, improvement of the mutating proper-
ties, etc. In particular, if two crystal polymorphs are determined, the transition process 
may be inferred from their comparison. However, in the case of the mechanochromic 
isocyanide gold complexes described in Sect. 10.3.1, the two crystal structures are 
quite different and the changes and relationships between the polymorphs require 
sophisticated analysis techniques to be observed and interpreted accurately. 

The metastable Ib of gold isocyanide complexes is triclinic P 
− 
1, while the most 

stable IIy is tetragonal I 42d (Fig. 10.4) [36]. Therefore, the structural transformation 
from Ib to IIy cannot be explained by a simple conformational change or molecular 
reorientation. Ito et al. suggested that the thermal phase transition may proceed via a 
mechanism similar to the proposed epitaxial mechanism [48]. This phase transition 
mechanism induced by mechanical stimuli is known as a “domino-like transforma-
tion” (Fig. 10.4 in ref. 37). The mechanism is based on the assumption that mechanical 
and thermal stimuli induce microcracks. The nucleation of the daughter phase (IIy) 
occurs in the microcracks parallel to the cleavage plane of the parent phase (Ib), 
and the molecules continuously move (like dominoes) from the opposite side of the 
microcracks to form the oriented nuclei of the daughter phase. Then, the more stable 
daughter phase grows inside the metastable parent phase. 

In general crystal calculation models, imposing three-dimensional periodic 
boundary conditions can reasonably reduce the computational complexity, thereby 
allowing calculations to be performed within the available time. However, to 
construct a computational model according to this hypothesis, it is necessary to
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create a virtual lattice that is large enough to allow cracks to form inside the crystal 
and perform the calculation under a two-dimensional periodic boundary condition. 
This can be accomplished using the atomic and molecular level dynamics simula-
tions employed in the field of tribology for material surface phenomena. However, it 
would be computationally more expensive and large-scale than the three-dimensional 
periodic boundary conditions. 

We departed from the hypothesis of a crack space in the crystal and focused on the 
thermal phase transition from Ib to IIy that occurs at 64.5–74.9 °C, assuming the repe-
tition of many polymorphic interphase transitions, which have not been observed but 
are expected to be present. Forming period-free regions in the crystal with our avail-
able crystal calculation methods is challenging. Therefore, we developed a crystal 
dynamics method that can apply vibration vectors as heat by modifying the developed 
crystal structure optimization method. 

We performed lattice-variable crystal dynamics simulations to follow the trans-
formation process from Ib to IIy (Fig. 10.16) and generated a virtual lattice model 
in which the unit lattice of Ib is extended by a factor of 8 (2 × 2 × 2), 16 molecules 
are set to fit in the unit lattice as in IIy, and the space group is set to P1 to allow all 
degrees of freedom. The crystal dynamics simulation results show that following the 
deformation of the crystal structure along the lattice vibration modes of Ib, the crystal 
energy ΔE , the unit cell volume %CELL, and the rate of change (%) of the lattice 
constants a, b, c, α, β, and γ lead to a new polymorph III to appear in the region 
beyond the initial energy barrier and eventually return to Ib. By repeating the same 
procedure for other vibrational modes and new polymorphs, we may find stepwise 
pathways from Ib to IIy via multiple polymorphs (Fig. 10.16). Unfortunately, we 
have not been able to reach IIy from Ib presently but will publish the details and 
results of this methodology.

10.4.2 Approach to Organic Superelasticity 
of Terephthalamide 

The organic superelasticity of terephthalamide, which was discovered by 
Takamizawa et al., is considered a soft crystal because it responds to macroscopic 
external stimuli. A single crystal phase fixed at one end is subjected to shear forces by 
pushing in the opposite end. When a shearing force is applied to an α phase with one 
end fixed by pushing in the opposite end, the intermediate region of the single crystal 
deforms and another single crystal β phase appears (Fig. 10.17). When the force is 
unloaded, the single crystal returns to its original α phase. From close observation of 
the shear surface of the single crystal, it was determined that the β phase gradually 
appears along the shear plane (Fig. 10.18) [4, 5, 49].

This phenomenon is different from any of the aforementioned soft crystal 
phenomena. The reason is that the β phase appears stably at room temperature in a 
shear deformation state, namely a state of continuously applied stress, and the stress
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Ib III 

Fig. 10.16 Molecular crystal dynamics for the Ib form of an isocyanide gold complex: Following 
the changes in the crystal structure along the lattice vibrational modes of Ib, the potential energy 
(ΔE, bottom blue line), unit cell volume (%CELL, top line), and lattice constant also change, and 
new polymorphs of III appear in the intermediate region. Repeating this vibrational mode may help 
to find a transformation pathway to IIy

Fig. 10.17 Crystal structures of terephtalamide: α-form (left) and β-form (right) (Reprinted 
(adapted) with permission from Ref. [50])

inside the crystal in the β phase should have the same magnitude of shear stress 
applied externally and in the opposite direction [50]. To obtain the crystal struc-
ture under high pressure, the crystal enthalpy is defined in the CONFLEX crystal 
calculations (Eq. (10.9)). 

Hcrystal = Ecrystal + pV (10.9)
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Fig. 10.18 Shear 
deformation of a 
terephthalamide crystal 
(Reprinted (adapted) with 
permission from Ref. [50])

where p is the pressure and V is the unit lattice volume. The crystal structure at a 
given pressure p can be obtained by performing structural optimization so that Hcrystal 

(Eq. (10.9)) is minimized. Thus, a crystal structure can be obtained at a specified 
pressure p. Generally, under atmospheric pressure, the pV term can be neglected. 
However, under very high pressures, the effect of this term on the crystal structure 
is large. 

Pressure, including atmospheric pressure, applies isotropic compressive (expan-
sive) stress to the unit lattice and other stresses are anisotropic, which include tensile, 
compressive, bending, and torsional besides shear. From the macroscopic mechan-
ical property tests of solid materials, we can deduce the type of deformations. To 
describe the state under general stresses, including pressure, the microscopic work 
per unit lattice associated with the microscopic deformation of the crystal structure
ΔW is defined by Eq. (10.10):

ΔW (σ, εV ) =
{

i j  

σi j  εi j  V (10.10) 

where i and j denote the spatial coordinate axes x, y, and z, σi j  is the stress tensor, and 
εi j  is the strain tensor. The stress tensor σi j  is decomposed into an isotropic stress 
term and a traceless (TL, sum of diagonal terms is zero) term, which is a shear stress, 
as in Eq. (10.11). 

σi j  = pδi j  + qσ TL i j (10.11) 

The coefficient p corresponds to the pressure and q indicates the magnitude of 
the shear stress. In addition to shear stress, the traceless term can include volume-
invariant vertical and rotational deformations, which can be combined to add various 
deformation stresses to the crystal structure. Thus, it considers the work performed 
by the externally applied stresses ΔW . The enthalpy of a crystal, considering the
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work done by such externally applied stresses, can be defined as 

Hcrystal = Ecrystal + ΔW (σ, εV ) (10.12) 

If this equation holds, the crystal structure under external stress can be obtained 
by optimizing the crystal lattice so that Hcrystal is minimized. 

This methodology was applied to terephthalamide superelastic crystals. To define 
the difference in the number of molecules between the unit lattice and the disordered 
phase, the α phase was constructed as a virtual unit lattice (supercell) containing 
four molecules (2 × 2 × 1) and the β phase as 1 × 1 × 1. The disordered phase 
is defined as the phase in which all four molecules have different conformations. 
Figure 10.19 shows the phase diagram when the crystal structure is optimized for 
different pressures (isotropic compressive stress) p and anisotropic shear stress q. 
Although the calculation is not refined, the phase transition from the α to β phase 
occurs simply by optimizing the crystal structure with a stress q of approximately 
0.6. Figure 10.20 also shows the stress–strain diagram. The abscissa is the rate of 
volume change of the supercell (strain tensor norm) and the ordinate is the applied 
shear stress q. Similar to the pressure–stress phase diagram described above, the β 
phase appears at a q of approximately 0.6, and it can be seen that the crystal order is 
destroyed by applying only a small amount of stress above that value. 

Such mechanical properties are used for quality testing performed when solid 
materials are made into market products and are well established in the field of 
mechanical engineering as macroscopic simulations, such as continuum approxi-
mations and finite element methods. The properties of soft crystals as solid mate-
rials are expected to be applied to Micro Electro Mechanical Systems (MEMS) and

Fig. 10.19 Pressure 
(p)–stress (q) phase diagram 
of terephthalamide crystals: 
α, β, and disordered phases 
are represented by the red, 
blue, and yellow areas, 
respectively (Reprinted 
(adapted) with permission 
from Ref. [50])
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Fig. 10.20 Stress–strain 
diagram of terephthalamide 
crystals, where the pressure 
(p) was fixed at 0.3. α, β, 
fracture phases are 
represented by the red, blue, 
and yellow curves, 
respectively (Reprinted 
(adapted) with permission 
from Ref. [50])

nanomachines. In addition, computational methods for deriving atomistic mechan-
ical properties, such as those presented in this chapter, could become essential in the 
future. 

10.5 Conclusion 

In this chapter, we described studies on computational chemistry that are useful 
for establishing the scientific theory of soft crystals. The contribution of the CCDC 
crystal structure prediction blind test has led to the improvement of the accuracy 
of first-principles calculations for molecular crystals. In particular, crystal struc-
tures optimized by the DFT-D method under periodic boundary conditions are more 
accurate than results obtained experimentally. However, the accuracy of the relative 
crystal energies among many crystal polymorphs, which is characteristic of molec-
ular crystals, is not sufficient even with the DFT-D method, and further improvements 
are required to make it practically available. It is expected that the seventh blind test, 
which is now in progress, can predict crystal structures and energies with even higher 
accuracy. However, the computational cost of first-principles calculations is still high. 
To determine crystal polymorphs and crystal calculations of large molecules, we can 
rely on crystal force field calculations based on classical mechanics to accurately 
evaluate the crystal structure within the available computational time. 

With regard to molecular crystals studies using crystal force field calculations, we 
introduced several collaborative works in which we applied our CONFLEX crystal 
force field calculations to various soft crystals. For isocyanide gold, Ln, and nickel 
complexes, we developed new force field parameters around metal ions, which are 
missing in the crystal force field, to enable crystal structure predictions and crystal 
dynamics simulations. In the application of the disilane-bridged macrocycle, the
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triggering of the thermosalient effect was analyzed in terms of the energy incre-
ment associated with the lattice length elongation. For the three-step deformation 
of luminescent Ln complexes triggered by pyridine vapor spraying, the mechanism 
of the two-step pyridine-added coordination of pyridine was clarified by devising a 
computational model. 

A common property of many soft crystals is that structural phase transitions, such 
as single-crystal-to-single-crystal phase transitions, are induced by weak external 
stimuli, resulting in significant changes in their characteristic properties. It is diffi-
cult to analyze all these phenomena by existing computational chemistry methods. 
Thus, it is necessary to develop new methodologies. In this chapter, we reviewed the 
crystal dynamics simulations of mechanochromic structural phase transitions in gold 
isocyanide complexes. Although it has not been clarified whether this phenomenon 
is epitaxial or multi-step structural phase transition, we believe that crystal dynamics 
simulation will be an important method to expand its application in the future. A 
stress-applied crystal structure optimization method for organic superelasticity of 
terephthalamide, in which the structural phase transition is induced by a contin-
uous external force rather than an instantaneous external stimulus, is presented. This 
method extends the typical methodology for isotropic stresses, such as pressure, to 
handle anisotropic stresses. Although quantitative results have not been obtained, 
the method is expected to be applied to mechanical deformation tests of molecular 
crystals as solid materials. 

In addition to the examples discussed here, various other soft crystals can be 
analyzed using computational chemistry applications. In particular, computational 
chemistry is expected to establish the science of soft crystals with many interesting 
properties, such as the internalization process of small molecules into porous crystals, 
the deformation mechanism of molecular machines, the properties of organic elec-
tronic devices, and anisotropic phonon dispersion analysis. For this, it is necessary 
to improve the existing methodologies and to further develop new methodologies, 
as well as to expect the availability of faster and cheaper computers. 

This work was supported by Grant-in-Aid for Scientific Research (17H06373, 
21K05105) from the Japanese Society for the Promotion of Science. 
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Chapter 11 
Approach of Electronic Structure 
Calculations to Crystal 

Naoki Nakatani , Jia-Jia Zheng , and Shigeyoshi Sakaki 

Abstract Nowadays, the importance of molecular crystals and solids with regular 
structures is increasing in both basic chemistry and applied fields. However, theo-
retical studies of those systems based on electronic structure theories have been 
limited. Although density functional theory (DFT) calculations using generalized 
gradient approximation type functional under periodic boundary condition is effec-
tive for such theoretical studies, we need some improvements for calculating 
the dispersion interaction and the excited state of crystals. Accordingly, in this 
chapter, two methods for calculating the electronic structures of molecular crys-
tals are discussed: cluster-model/periodic-model (CM/PM)-combined method and 
quantum mechanics/periodic-molecular mechanics (QM/periodic-MM) method. In 
the CM/PM-combined method, an infinite crystal system is calculated by the DFT 
method under periodic boundary condition, and important moieties, which are repre-
sented by CMs, are calculated by either DFT method with hybrid-type functionals or 
wave function theories such as the Møller–Plesset second-order perturbation theory 
(MP2), spin-component-scaled-MP2, and coupled-cluster singles and doubles theory 
with perturbative triples (CCSD(T)). This method is useful for gas adsorption into 
crystals such as metal–organic frameworks. In the QM/periodic-MM method, an 
important moiety is calculated using a QM method such as the DFT method with 
hybrid-type functionals and wave function theories, where the effects of the crystal
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are incorporated into the QM calculation via the periodic MM method using a clas-
sical force field. This method is useful for theoretical studies of excited states and 
chemical reactions. The applications of these methods in the following processes are 
described in this chapter: adsorption of gas molecules on metal–organic frameworks, 
chemical reactions in crystals, and luminescence of the crystals of transition metal 
complexes. To the best of our knowledge, the theoretical calculations conducted in 
this chapter show one of the successful approaches of electronic structure theories 
to molecular crystals, because of the reasonable and practical approximations. 

11.1 Introduction 

In this section, we initially discuss the current stage of electronic structure theory from 
the viewpoint of its applications. Geometries of the molecules in the gas phase can be 
appropriately reproduced via electronic structure calculations. Difference between 
the relative energies of two compounds can be calculated with chemical accuracy 
(less than approximately 1 kcal mol−1) at least using sufficiently suitable (nearly 
complete) basis sets and a high-quality wave function theory (for example, coupled-
cluster singles and doubles theory with perturbative triples (CCSD(T)) [1] except for 
compounds possessing strong non-dynamical electron correlation effects (or static 
electron correlation effects), such as Cr dimer (Cr2) and multinuclear Fe complexes 
with O2 molecule(s). However, in experimental chemistry, target compounds very 
often exist in the solution phase. For the theoretical study of a compound and its 
chemical reaction in the solution phase, incorporation of solvent effects into elec-
tronic structure calculations is necessary. In many cases, the polarizable continuum 
model is used [2]. In this model, the solvent is considered as a continuous dielectric 
medium, and the electronic structure of the molecule(s) placed in its cavity is eval-
uated considering the polarization effect of the solvent. Solvent characteristics are 
represented by the sizes and polarizabilities of solvent molecules. In the reference 
interaction site model (RISM) [3], the solvent molecule is divided into interaction 
sites bearing charges, and the distribution of solvent molecules is determined based 
on statistical mechanics. In the RISM-self-consistent field (SCF) theory (RISM-SCF 
theory) [4–6], electronic structure of solute molecule is calculated by the quantum 
mechanics (QM) method taking into account the distribution of solvent molecules 
obtained by the RISM theory in a self-consistent manner between the electronic struc-
ture of the solute and the solvation structure. In the quantum mechanics/molecular 
mechanics (QM/MM) method, an important moiety is evaluated by the QM method, 
and steric and electrostatic effects of solvent molecules are taken into account in 
the QM calculation by representing the solvent molecules using the MM method. 
Although this method was proposed for theoretical calculations of biological systems 
such as proteins [7, 8], this method is effective to take into account solvent effects 
in electronic structure calculations. Thus, using this method, electronic structure 
calculations involving solvent effects can be performed in an approximate way.
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Nowadays, electronic structure calculations of infinite systems, including crys-
tals, with periodic structures are being actively conducted. Typically, the density 
functional theory (DFT) method with plane-wave basis sets under periodic boundary 
condition is employed for these calculations. For this type of calculation, several 
useful programs, for instance, the Vienna ab initio simulation package [9, 10] and 
Quantum ESPRESSO [11, 12], are already available. The main advantage of this 
type of computation method is that entire infinite systems can be evaluated by the 
QM method. Nevertheless, it has some limitations: when the unit cell is very small, 
hybrid DFT-type functionals and wave function theories can be used; however, when 
the unit cell is medium to large, the use of the hybrid-type functionals in the DFT 
calculations becomes difficult. Also, the use of the wave function theories is nearly 
impossible except for the system with very small unit cell. As most of the systems 
of interest in chemistry have large unit cells, DFT calculations have been performed 
using a generalized gradient approximation type (GGA-type) functional because of 
its low cost; various DFT functionals and their comparisons have been discussed in 
recent reviews [13, 14]. Although hybrid-type functionals can be used for single-
point calculations without structural optimization, the applications of hybrid-type 
functionals in the geometry optimization of infinite systems with realistic unit cells 
are limited by their high costs. The GGA-type functional underestimates the activa-
tion barriers of chemical reactions and the energy gap between the highest occupied 
molecular orbital (HOMO) and the lowest unoccupied molecular orbital (LUMO) 
and overestimates the stabilities of low-spin states compared to high-spin states. 
Therefore, hybrid or range-separated type functionals are needed in the DFT calcu-
lations of molecules [13, 14]. Additionally, it should be noted that the DFT method 
is not very reliable for describing dispersion interaction and empirical parameters 
are used to evaluate the dispersion interaction, as described in the Sect. 11.2.1. 

Recently, crystals, such as soft crystals and metal–organic frameworks (MOFs), 
have attracted significant interest [15]. They are considered molecular crystals; there-
fore, DFT calculations using at least a hybrid-type functional need to be conducted. 
Excited states and emission spectra of MOFs and soft crystals have been actively 
investigated experimentally. However, the application of electronic structure calcu-
lations under the periodic boundary condition in the calculation of excited states is 
impeded by the following shortcoming: as the population of molecules in the excited 
state is substantially smaller than that in the ground state, a unit cell consisting of a few 
molecules in the excited state and many molecules in the ground state surrounding the 
molecules in the excited state must be employed. This unit cell is very large for real-
istic computations of today. Even if we consider a minimal model in which an excited 
molecule is placed at the center of a cubic box and surrounded by the molecules in 
the ground state, the unit cell will comprise a total of 27 molecules. In the cases of 
transition metal complex, the size of such a unit cell becomes considerably large. 
Therefore, DFT calculations using GGA-type functionals under periodic boundary 
condition are not very sufficient for theoretical studies of molecular crystals and the 
use of better method is required.
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In this chapter, we outline two methods involving crystal effects for the theo-
retical studies of molecular crystals, and discuss how to evaluate dispersion inter-
actions and how to use hybrid DFT functional and/or post-Hartree–Fock (post-HF) 
methods. Then, we have examined the applications of these methods for the electronic 
structure calculations of molecular crystals. In the first method (namely, cluster-
model/periodic-model combined method; abbreviated as CM/PM-combined method 
hereinafter), an infinite crystal system is evaluated via the DFT method under the 
periodic boundary condition, and the target moiety is calculated using wave func-
tion theories such as second-order Møller–Plesset perturbation theory (MP2), spin-
component-scaled (SCS)-MP2, and coupled-cluster singles and doubles theory with 
perturbative triples (CCSD(T)). In the second method, the unit cell containing the 
main part under study is evaluated by the QM method, and the crystal effects from 
other unit cells are included in the calculation using classical MM method under 
periodic boundary condition. This method is named QM/periodic-MM method here-
inafter. The CM/PM-combined method is suitable for the theoretical investigation 
of chemical events in the ground state and has been applied to the adsorption of gas 
molecules to MOFs or porous coordination polymers (PCPs). To apply the QM/MM 
method to a polymer, the problems of how to separate the QM and MM regions 
and how to connect them must be carefully solved. In contrast, these problems do 
not exist in the application of the QM/MM method to molecular crystals. Thus, the 
QM/periodic-MM method is appropriate for the theoretical study of molecular crys-
tals. Particularly, this method is useful for geometry optimization of the transition 
states and intermediates of chemical reactions and molecules in excited states and 
evaluation of activation energy, reaction energy, absorption and emission spectra. As 
an example of the application of the CM/PM-combined method, we have described 
electronic structure calculations for the adsorption of gas molecules to MOFs/PCPs. 
Subsequently, as an example of the application of the QM/periodic-MM method, 
we have reported theoretical studies on the geometry optimization of the crystals of 
transition metal complexes, changes in the geometries and energies of the crystals 
of transition metal complexes induced by chemical reactions, and emission spectra 
of the crystals of transition metal complexes. 

11.2 Computational Methods Based on Electronic 
Structure Theory for Molecular Crystals 

For molecular crystals with flexible structures, such as soft crystals, both long-
range periodic and short-range intermolecular interactions must be considered in 
a balanced manner. If the long-range periodic interactions are significantly stronger 
than the short-range intermolecular interactions, the crystal becomes stiff and inflex-
ible. However, if the long-range periodic interactions are considerably weak, the long-
range order is lost and the crystal becomes amorphous. Therefore, in the electronic
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structure calculations of soft crystals, both long-range periodic and short-range inter-
molecular interactions should be appropriately evaluated. Long-range periodic inter-
actions primarily originate from Coulombic interactions and nuclear repulsions, both 
of which decrease proportionately to the r−1 term (where r is the interatomic distance). 
Short-range interactions are mainly produced by nuclear repulsions and electrostatic, 
exchange-repulsion, and dispersion interactions, and charge-transfer (CT), and polar-
ization interactions may also be involved, depending on the crystal type. Although 
electrostatic interactions, including point-charge–point-charge, point-charge–dipole-
moment, and dipole-moment–dipole-moment interactions, are respectively corre-
lated with r−1, r−2 and r−3 terms, exchange-repulsion, dispersion, CT, and polar-
ization interactions are approximately correlated with exp(−r). Thus, these inter-
actions become important in the short distance case. Estimation of these interac-
tions is difficult in a classical manner and requires quantum chemical calculations. 
We discuss the CM/PM-combined, QM/periodic-MM, and related methods in the 
following sections. 

11.2.1 Cluster-Model/Periodic-Model Combined 
(CM/PM-Combined) Method 

As abovementioned in Sect. 11.1, the DFT method was employed to calculate the 
electronic structures of crystals under periodic boundary condition. In this chapter, 
we have termed this method periodic-DFT. This method facilitates the treatment 
of periodic interactions of an infinite system in a quantum chemical manner. To the 
best of our knowledge, periodic-DFT calculations based on the Perdew–Burke–Ernz-
erhof (PBE) functional [16] with empirical dispersion correction [17, 18] reproduce 
experimental structures in many cases. 

MOFs or PCPs, which are considered a type of molecular crystals, are expected 
to be applied for the separation, storage, and trapping of gas molecules [19–22]. 
In the adsorption of gas molecules on MOFs, the gas molecules form non-covalent 
interactions with the MOFs, and therefore, dispersion interactions are expected to 
play important roles. Specifically, for MOFs without unsaturated open metal sites, 
dispersion interactions are very crucial. Simultaneously, electrostatic interactions 
arising from infinite crystal effects should be appropriately considered in the elec-
tronic structure calculations because electrostatic interactions can also contribute 
to the interaction energies of gas molecules when the gas molecules have dipole 
and/or quadrupole moments. In the DFT calculations, the dispersion interactions 
are generally calculated using the empirical parameters proposed by Grimme et al. 
[17, 18]. Nevertheless, the dispersion interaction should be evaluated according to 
the electronic structures of the target gas molecule and the MOF. For this purpose, 
the post-HF methods, such as MP2, SCS-MP2, and CCSD(T), must be employed. 
However, when the unit cell is composed of several transition metal complexes, 
the use of post-HF methods in the electronic structure calculations under periodic
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boundary condition is extremely difficult and impractical, as abovementioned, owing 
to the very long computation time and the need of huge work files. 

To evaluate the interactions between gas molecules and MOFs with high accuracy, 
a hybrid approach has been proposed, in which the infinite system and the CM repre-
senting the important moiety of MOF are assessed by periodic-DFT and a post-HF 
method, respectively [23–25]. This method is similar to “our own N-layered inte-
grated molecular orbital and molecular mechanics” (ONIOM) method [26] proposed 
by Morokuma et al. In this method, the infinite structure of a MOF (abbreviated as 
“IS”) is calculated by period-DFT with the PBE functional [16] using the empirical 
correction for the dispersion interactions [17, 18] proposed by Grimme et al., and 
the CM (denoted as “C” in Eqs. 11.1 and 11.2) consisting of crucial moieties of the 
MOF and the target gas molecule(s) is evaluated using the post-HF methods such 
as MP2, SCS-MP2, and CCSD(T). For example, the entire MOF system comprising 
the unit cell shown by Scheme 11.1a was calculated by the periodic-DFT method 
with empirical dispersion correction, and the interaction between the gas molecules 
and the important moiety of the MOF shown by Scheme 11.1b was calculated by 
the post-HF method. In such a case, the binding energy (BE) of the gas molecule is 
represented by Eqs. (11.1) and (11.2): 

BE(post-HF:PBE + D) = BEPBE+D 
pbc (IS) + ΔBEpost-HF (C) (11.1)

ΔBEpost-HF (C) = BEpost-HF (C) − BEPBE+D (C) (11.2) 

where BE(post-HF:PBE+D) is the binding energy (BE) of the gas molecule with 
the MOF; the subscript “pbc” of BE indicates that the calculation was performed 
under the periodic boundary condition; the superscripts “PBE+D” and “post-HF”

Scheme 11.1 Schematic representation of gas adsorption into MOF (a), Periodic model (one 
unit cell of MOF with adsorbed gas molecule) for DFT calculation (b), and cluster model for 
post-Hartree–Fock calculations (c) 
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represent DFT calculation using the PBE functional with dispersion correction and 
the post-HF calculation, respectively; and ΔBEpost-HF(C) is the post-HF correction 
calculated using CM. These equations are essentially the same as those in the case of 
the ONIOM method. However, there is some difference; in the CM/PM-combined 
method, the correction term ΔBEpost-HF(C) is evaluated as the sum of the correction 
terms calculated by several CMs (Scheme 11.1c), whereas in the two-layered ONIOM 
method, the correction term ΔBEpost-HF(C) is evaluated using one model. Thus, the 
accuracy of the CM/PM-combined method is lower than that of the ONIOM method. 
However, the accuracy of Eq. 11.2 is adequate when the dispersion interaction is 
corrected by Eq. 11.2 [27]. As Eq. 11.2 is used to correct the dispersion interaction in 
the CM/PM-combined method, the accuracy of this method is considered sufficient. 

In the CM/PM-combined method, the CM (for instance, it consists of gas molecule 
and important moiety of MOF) and the entire crystal (for example, it is the infinite 
MOF system including adsorbed gas molecules) are calculated by a quantum chem-
ical method. The accuracy of this combined method in terms of the enthalpy of 
adsorption of the gas molecule on the MOF has been discussed in the next section. 
Nevertheless, this CM/PM-combined method has a limitation because the post-HF 
calculation of the CM does not include the crystal effects. This problem can be 
solved using a method, such as the QM/periodic-MM method, that incorporates the 
crystal effects using MM molecules, which is described in the next section. Despite 
the abovementioned limitation, the CM/PM-combined method is very useful and 
powerful for investigating the adsorption of gas molecules to MOFs, as explained in 
Sect. 11.4. 

11.2.2 Quantum Mechanics/Periodic-Molecular Mechanics 
(QM/Periodic-MM) Method 

As abovementioned in Sect. 11.1, the QM/MM method was proposed to calculate 
the electronic structures of biological systems including metalloenzymes and metal-
loproteins [7, 8], and many theoretical calculations have been conducted on the 
biological systems using the QM/MM method [28, 29]. Solvation effects can also be 
investigated using the QM/MM method. Additionally, the QM/MM method has been 
applied to crystals [30–36]. Herein, we have outlined a previously reported method 
[36] and explained similar related methods. 

Briefly, in the QM/MM method for molecular crystals, one unit cell is quantum 
mechanically evaluated, whereas the other unit cells are calculated using a classical 
force field. In the quantum mechanical calculation of one unit cell, electrostatic 
interactions and steric effects of other unit cells are considered using the classical 
force field (MM). In the case of metalloenzymes, the target (that is, the metal and the 
important moiety of the protein, for instance) differs from other parts (namely, the 
protein moiety distant from the metal and solvent molecules). However, in molecular 
crystals, the target unit cell and other unit cells must have the same structure and the
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same charge distribution. For this MM part, a periodic boundary condition can be 
used. The QM/periodic-MM method [36] was developed based on this concept. 

Energy of the crystal (ECrystal) is proportional to the sum of the energy EQM(I) 
of the unit cell I acquired via the QM method and half of the energy of interaction 
EQM/MM between the QM region (I) and the MM region (other unit cells) calculated 
by the MM method, as shown in Eqs. 11.3 and 11.4: 

ECrystal ∝ EQM(I) + 
1 

2 
EQM/MM (11.3) 

EQM(I) is evaluated using the wave function of the unit cell I and the Hamiltonian 
in the gas phase. 

EQM(I) = <
ΦQM(I)

IIĤ gas
IIΦgas 

QM(I)
>

(11.4) 

where Ĥ gas is the Hamiltonian in the gas phase. EQM/MM is calculated using the 
electrostatic interactions and the Lennard–Jones (LJ) potentials. 

EQM/MM = EES + ELJ (11.5) 

where the electrostatic energy EES of the entire crystal is evaluated via the Ewald 
summation. As indicated in Eq. 11.6, the electrostatic interaction EES is approximated 
as the sum of the electrostatic interactions between the point charges of the MM part 
and the wave function of the QM part in the case of a short distance (named inner 
region), the electrostatic interactions between the point charges of QM and MM parts 
in the case of a long distance (named outer region), and the value estimated by the 
switching function (Eq. 11.7) connecting the short- and long-distance values in the 
case of intermediate region (named switching region). 
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0
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)
for switching region (III) 

0 for outer region (II) 

(11.7) 

where Pμν is the density matrix, qa is the point charge of the a-th site of the MM 
part, χμ(r) is the atomic orbital of the QM part, Zi is the nuclear charge of the atom 
i in the QM part, and ra represents the coordinates of the a-th site. Accordingly, the 
Fock matrix element FCrystal 

μν is represented by Eq. 11.8:
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The calculation is repeated until the charge of each atom in the target QM part 
becomes the same as the point charge assigned to each atom in the MM part. Equa-
tion 11.6 clearly implies that the differentiation of Qμν,i is necessary for geometry 
optimization; Qμν,i = ⟨χμ(r)|Q

/\

i |χν(r)⟩ where Q
/\

i is a population operator acting 
on atom i. During geometry optimization, we must impose the condition that the 
geometry of the QM part is the same as that of the MM part. Although geometry 
optimization of crystals has rarely been performed except for that in one pioneering 
study [33], it is now feasible via the QM/periodic-MM method here [36]. 

Geometry optimization is initiated by hypothesizing a QM structure (r), charges 
Qi, and lattice vectors (t). The structure and Qi distribution of the MM part are created 
using those of the QM part. The first step is to conduct QM calculations. When the Qi 

distribution of the QM part is different from that of the MM part, the QM calculation 
is repeated by assigning the newly obtained Qi distribution of the QM part to the 
MM part. When the Qi distributions of the QM and MM parts become the same, the 
next optimization of t is started. During this optimization, the Qi distributions of the 
QM and MM parts must be equal. After the optimization of t, geometry optimization 
of the QM part is performed using the new lattice vector t. During this geometry 
optimization, the Qi distributions and structures of the QM and MM parts must be 
equal. Thus, geometry optimization calculation must be conducted through three 
loops. 

Accuracy of the QM/MM method for geometry optimization was confirmed by the 
crystal structures of Pt(IV) and Pt(II) complexes. [Pt(CN)4(H2O)2] is a six-coordinate 
Pt(IV) complex in which H2O molecules are coordinated to a Pt atom via an O 
atom using the lone pair orbital on the O atom (Fig. 11.1a) [37]. [PtCl2(NH3)(L-
glycine)](H2O) is a four-coordinate Pt(II) complex. Although the H2O molecule is 
involved in the crystal structure, it is not coordinated to Pt(II) (Fig. 11.1b). The O atom 
of the H2O molecule does not approach Pt(II); instead, the H atom with a δ+ charge 
unexpectedly approaches Pt(II) [38]. This approaching of H2O molecules to Pt(II) is 
surprising because it is generally understood that the negatively charged O atom tends 
to approach the positively charged Pt(II) atom but the positively charged H atom does 
not like to approach Pt(II) in [PtCl2(NH3)(L-glycine)](H2O). However, this kind of 
interaction of H2O molecule has been reported for similar Pt(II) complexes [39, 40]. 
This type of H-approaching H2O molecule has also been theoretically discussed for
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Fig. 11.1 Unit cells of crystals of [PtIV(CN)4(H2O)2] and  [PtIICl2(NH3)(L-glycine)]. Cited from 
Ref. [36] with permission of Elsevier Co. Ltd. 

Pt(II) complexes in aqueous solution [41]. Generally, this type of coordination struc-
ture is called a metal–hydrogen (or metal-H) bond [42]. Experimental and theoret-
ical works revealed that the dispersion interaction instead of electrostatic interaction 
mainly contributes to the metal–H bond [39, 41, 42]. 

These two Pt complexes were theoretically investigated via QM/periodic-MM 
calculations, where DFT calculations with the B3LYP functional were utilized for 
the QM part. In the MM part, the AMBER force field [43] was used for the LJ 
parameters, except for the Pt atom. Because the LJ parameters for transition metal 
elements are not very appropriate, these parameters for the Pt atom were determined 
by fitting the potential energy curve obtained from the LJ parameters to the MP2-
calculated curve. The results for Pt(CN)4(H2O)2 are provided in Table 11.1a. The 
Pt–Pt distances acquired via the QM/Periodic-MM calculations, which correspond 
to the intermolecular distances in the crystal, are in better agreement with the exper-
imental results than those in the case of the calculation of CM composed of four Pt 
complexes. Particularly, the Pt(1)–Pt(1,) distance significantly improved. The Pt(1)– 
Pt(2) and Pt(1,)–Pt(2,) distances were not bad even in the CM. This agreement was 
probably caused by the formation of a hydrogen bond between the H atom of the 
coordinated H2O molecule of the Pt(1) complex and the terminal N atom of the CN 
ligand of the Pt(2) complex and that between the H atom of the Pt(1,) complex and the 
CN ligand of the Pt(2,) complex. However, this direct bonding interaction was absent 
between Pt(1) and Pt(1,) complexes, suggesting that the crystal packing and weak 
intermolecular interactions contribute to determine the Pt(1)–Pt(1,) distance. Conse-
quently, the Pt(1)–Pt(1,) distance could not be appropriately calculated using the CM. 
The considerably improved Pt(1)–Pt(1,) distance obtained by the QM/periodic-MM 
method clearly shows that this method is powerful for the geometry optimization 
of molecular crystals. The lattice constants determined by the QM/periodic-MM 
method are also in suitable agreement with the experimental results.
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Table 11.1 Optimized geometries (in Angstrom) of Pt(CN)4(H2O) and PtCl2(NH3)(L-
Glycine)(H2O) by QM/Periodic-MM methoda 

(a) Pt(CN)4(H2O)2 

Cluster model QM/Periodic-MM Exp 

R (in  A) 2 QM 4 QM 2 QM 4 QM  

Pt(1)–Pt(2) 6.27 6.27 6.30 6.32 6.34 

Pt(1)–Pt(1,) – 7.06 7.60 7.63 7.70 

Pt(1)–Pt(2,) – 6.67 6.68 6.70 

|a|, |b|, |c| – – 11.07, 6.41, 11.77 10.81, 6.60, 11.66 10.87, 6.53, 11.71 

(b) PtCl2(NH3)(L-Glycine) 

Pt(1)–Pt(2) 6.27 6.48 6.49 6.71 6.54 

Pt(1)–Pt(1,) 4.84 4.20 4.23 4.15 

Pt(1)–Pt(2,) 6.75 6.87 6.90 6.83 

Pt(1)–Hw 2.69, 3.60 3.09, 3.30 2.94, 3.77 2.97, 3.89 2.89, 3.83 

Pt(1)–Ow 3.50 3.56 3.53 3.57 3.62 

Pt(2)–Hw 2.39, 3.42 3.11, 4.51 2.87, 3.79 2.84, 3.94 2.89, 3.83 

Pt(2)–Ow 3.32 3.67 3.53 3.58 3.62 

a These values are taken from Ref. [36] 

In [PtCl2(NH3)(L-glycine)](H2O), H2O molecules are involved in the crystal 
structure; however, these H2O molecules do not directly interact with Pt complexes. 
In the case of crystal H2O molecules, the positions and orientations of H2O molecules 
are flexible. Therefore, the optimization of these geometrical parameters is usually 
difficult. As presented in Table 11.2b, the Pt(1)–Pt(1,) distance in the case of the CM 
exhibits a substantial error; nevertheless, the distance optimized by the QM/periodic-
MM method is in appropriate agreement with the experimental results. This appro-
priate agreement results from the facts that the relative positions of Pt(1) and Pt(1,) 
complexes depend on the overlap between the doubly occupied dz 2 orbitals of these 
complexes, and in such a case, the exchange repulsion, dispersion interaction, short 
and long-range electrostatic interactions, and packing effects of the crystal play 
important roles in determining the relative positions of Pt and Pt, complexes; in the 
CM case, the long-range electrostatic interaction and the packing effects are not 
evaluated well. The Pt(1)–Hw distance, where “Hw” represents the H atom of the 
H2O molecule, should be the same as the Pt(2)–Hw distance. However, the Pt(1)–Hw 

distance is significantly different from the Pt(2)–Hw distance in the CM. There are 
two types of Pt(1)–Hw distances (Table 11.1b), which depend on the orientation of 
the H2O molecule. Although these distances are not considerably different from the 
experimental values in the case of the CM consisting of two Pt complexes, they are 
significantly different for the CM comprising four Pt complexes. These results imply 
that the CM does not accurately determine the orientations of H2O molecules in a 
crystal. In contrast, the QM/periodic-MM method appropriately reproduces the two
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Pt (1)–Hw distances, which indicates that this method can reproduce the positions 
and orientations of the molecules adsorbed to a molecular crystal. 

As above mentioned, using the QM/periodic-MM method, the structures of molec-
ular crystals can be precisely determined. Note that the LJ parameters for transition 
metal elements are not very suitable and need to be reoptimized to reproduce the 
potential energy surface; for re-optimization, the potential energy surface obtained 
by MP2 calculation or DFT calculation including dispersion correction can be used 
as a reference. 

11.2.3 Embedding Method Similar to QM/Periodic-MM 
Method 

Several embedding methods similar to the QM/periodic-MM method have been 
proposed, where the main part is calculated by the quantum mechanics and the other 
moiety is represented by MM or density matrix. Herein, we introduced a method to 
embed the QM region in the distribution of point charges. 

The method of embedding QM in point charges has been reported in numerous 
studies [41–53]. This method is beneficial for investigating chemical species 
adsorbed on metal oxide surfaces and the chemical events occurring on solid surfaces. 
Electronic structure calculations of solid surfaces are typically performed under 
periodic boundary conditions using a slab model (Scheme 11.2a). Nevertheless, 
the periodic-DFT calculation of the slab model using a hybrid-type functional is 
challenging because of the long computation time. Furthermore, the post-HF calcu-
lation is practically impossible when a unit cell is not very small. Thus, the CM 
(Scheme 11.2b) must be utilized for DFT calculations with a hybrid-type functional 
or post-HF calculations. However, a major issue in the application of a simple CM 
is that the electrostatic fields of other atoms on the surface are not considered in this 
CM. In metal oxides, each metal atom has a positive charge and each O atom has 
a negative charge. Therefore, these positive and negative charges must be included 
in the calculation of the CM. This electronic structure calculation can be conducted 
using a CM embedded in the distribution of the point charge placed on each atom 
of the solid surface (Scheme 11.2c). By arranging the slab model in three dimen-
sions (Scheme 11.2d), the electrostatic field of the solid surface can be analytically 
represented. Thereafter, the electrostatic potential can be included in the Hamiltonian 
of the electronic structure calculation of CM. This potential is called the periodic 
electrostatic potential. This method was not employed for geometry optimization, 
but it was applied to single-point calculations using the geometry optimized by DFT 
calculations under periodic boundary condition.

Comparison of the interaction energies of Rh2 supported on Al2O3 and AlPO4 

surfaces calculated via different methods is presented in Table 11.2. As expected, 
the interaction energy calculated using the bare CM is significantly different from 
that evaluated by the slab model, indicating that the calculation without point charges
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Scheme 11.2 Model for electronic structure calculations of metal clusters supported on the surface 
of a crystalline solid. This scheme is cited from Ref. [53] with permission of American Chemical 
Society

results in a large error. When approximately one-thousand point charges were placed 
on the surface, the error considerably decreased. When one-hundred-thousand point 
charges were put on the surface, the evaluated interaction energy converged to the 
value obtained using the periodic electrostatic interaction. In the case of Rh2 on the 
AlPO4 surface, the SCF convergence was not obtained in DFT calculations of the 
bare CM and the CM with a small number of point charges (<7.55 × 104). Never-
theless, it is noted that the SCF convergence of the DFT calculation was obtained 
when a large number of point charges were added to the CM. The final interac-
tion energy was overestimated, compared with that in the case of the slab model. 
A possible reason for this difference is the difficulty in determining the distribution 
of point charges in the boundary region of the CM to reproduce the electrostatic 
potential from an infinite system. Table 11.2 also demonstrates that the interaction 
energy differs between the GGA-type PBE and hybrid-type B3LYP functionals. 
These results indicate that the CM and DFT functional should be carefully selected 
for interaction energy calculation.

11.2.4 Quantum Embedding Theories 

In this section, we have introduced two recent advances in embedding methods, 
which incorporate non-classical interactions between the main and other parts. In the 
abovementioned CM/PM-combined method, the effect of the ambient environment 
is not considered in the CM calculation of the main part. In the QM/periodic-MM 
method described in Sects. 11.2.2 and 11.2.3, the effects of periodic electrostatic 
interactions on the QM part can be treated within the scope of classical theory; in 
other words, it cannot capture the quantum interaction between the main part (that 
is the QM part) and other parts. To solve this problem, a new embedding method, 
collectively called quantum embedding theory, has recently attracted attention. 

At first, we have presented the density functional embedding theory (DFET), 
which is based on the DFT viewpoint and treats the density of the entire system by
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Table 11.2 Interaction energya (in eV unit) of Rh2 with Al2O3 and AlPO4 surfaces 

Model Rh2/Al2O3 Rh2/AlPO4 

PBE B3LYP PBE B3LYP 

Slab model −5.44 – −5.29 − 
Bare cluster −7.18 −9.79 – −12.36 

VSPb −6.44 −6.31 – −9.53 

SPb −6.04 −5.56 − −7.64 

MPb −6.00 −5.52 − −5.09 

LPb −5.99 −5.51 −5.47 −5.35 

VLPb −5.99 −5.51 −5.55 −5.43 

PEc −6.02 −5.47 −5.71 −5.52 

a The interaction energy is an intrinsic stabilization energy between Rh2 and Al2O3 (or AlPO4) 
surfaces, where geometries of Rh2 and Al2O3 (or AlPO4) surfaces are Al2O3 (or AlPO4) surfaces 
are taken to be the same as those in the Rh2 adsorbed Al2O3 (or AlPO4) surfaces 
b Numbers of point charges are 1060 (24 × 28 × 15 Å3) for very small point charge model (VSP), 
11,940 (83 × 83 × 15 Å3) for small point charge model (SP), 1.079 × 105 (250 × 250 × 15 Å3) for  
medial point charge model (MS), 5.879 × 105 (590 × 590 × 15 Å3) for large point charge model 
(LS), and 1.452 × 106 (920 × 920 × 15 Å3) for very large point Those are 2934 (53 × 50 × 15 
Å3), 8310 (84 × 84 × 15 Å3), 7.551 × 104 (270 × 250 × 15 Å3), 4.115 × 105 (620 × 580 × 15 
Å)3, and 1.016 × 106 (970 × 920 × 15 Å3) for the AlPO4 system. These values are taken from 
Ref. [53] 
c PE represents periodic electrostatic potential proposed in Ref. [53]

dividing it into major and other parts. The original form of the DFET was proposed 
by Cortona [54, 55] in 1991 and by Wesolowski and Warshel [56] in 1993, and it 
was primarily developed by Carter et al. [57]. 

The DFT method is based on the concept that the energy of a system is a function 
of electron density ρ(r) (denoted as EDF[ρ]). Herein, EDF[ρ] is divided into three 
parts, each of which depends on the ρ(r ) of the main part ρA(r) (represented as 
EA[ρA]), ρ(r ) of other parts ρB(r ) (denoted as EB[ρB]), and the interaction energy
ΔE[ρA, ρB], 

EDF[ρ] = EA[ρA] + EB[ρB] + ΔE[ρA, ρB]. (11.9) 

Using this expression, the energy of the main part is replaced by, for example, 
that of the post-HF method EWF[ρA], which leads to the following expression of 
embedding energy: 

EWF/DF[ρ] = EWF[ρA] + EDF[ρ] − EA[ρA] + ΔE[ρA, ρB]. (11.10) 

To date, the DFET is substantially similar to the abovementioned CM/PM-
combined and ONIOM methods; however, the most notable feature of the DFET 
is that EWF[ρA] is self-consistently solved under the potential provided by the 
surrounding part (VB), where VB is defined by Eq. 11.11 according to the concept of
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the DFT method. 

VB = δΔE[ρA,ρB] 
δρA 

(11.11) 

If the Hamiltonian of the main part is defined by H
/\

A, the energy of the main part 
under VB is presented as a solution of the following optimization problem: 

EWF[ρA] = min
ψA

⟨ψA|H
/\

A + VB|ψA⟩ =  min
ψA→ρA

⟨ψA|H
/\

A|ψA⟩. (11.12) 

In this optimization problem, VB is determined such that the electron density ρA 

by the post-HF method for the main part is equal to that by the DFT method for the 
whole system. Consequently, the quantum interactions from the other parts can be 
at least qualitatively incorporated into the calculation of the main part. 

The DFET, in combination with DFT calculations of periodic systems, enables 
natural incorporation of the quantum effects in the bulk of solids and periodic electro-
static interactions into the CM calculations of the main part of the system. Numerous 
applications of DFET to ionic and metal oxide crystals [54, 57] and to molecular 
adsorption on metal surfaces and metal nanoparticles [58–62] have been reported. 
Although DFET can be easily applied to molecular crystals, to date, few applica-
tions of DFET in the electronic structure calculations of molecular crystals have been 
reported. The number of applications of DFET in molecular crystals may increase 
in the future with an increase in the practicality of DFET. 

The disadvantage of DFET is that the interaction between the main part and other 
parts is treated only at the DFT level. Thus, the accuracy of the calculation degrades, 
when interactions, such as dispersion interactions, charge-transfer interactions, and 
higher-order electron correlation effects are involved, because dispersion interac-
tion and higher-order electron correlation effect cannot be described well within the 
theoretical framework of the DFT method, and because charge-transfer interaction 
between the main part and the remaining is only approximately evaluated in the 
DFET method. However, similar to the DFT method, DFET is certainly a powerful 
tool for most molecular systems and materials. 

Herein, we have introduced the density matrix embedding theory (DMET) [63, 
64], which was proposed by Knizia and Chan in 2012 as a method similar to DFET. 
DMET is based on the concept of decomposing the wave function of the entire 
system into many-body basis functions of the main part and bath, which has the 
same dimensions as the main part; 

|ψ⟩ = {
i λi |αi ⟩ |βi ⟩ (11.13) 

where αi is the i-th state of the main part and βi is the i-th state of the bath, which 
couples with αi . The coefficient λi is a positive real number (singular value) related 
to the weight of the i-th product state. In this case, regardless of the size of the non-
main part, the dimension of βi is equal to that of αi (that is, states in the main part).
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Therefore, the size of a problem can be reduced to at most twice that for the main 
part. 

Nevertheless, to precisely calculate βi , solving an exact wave function of the whole 
system is necessary, and thus, βi can only be obtained approximately in practice. In 
the original study of DMET, mean-field approximation was utilized to construct 
the wave function of the entire system, which was used as a reference system to 
approximately compute βi . That is, similar to the case of DFET, the many-body wave 
function can be optimized so that the one-electron Pμν of the main part reproduces 
the one-particle Pμν of the main part obtained from the mean-field wave function of 
the entire system. 

The advantage of DMET is that it facilitates exact calculations “in principle” 
regardless of how the main part is defined. Certainly, the exact solution cannot be 
acquired because of the approximation used in the construction of the reference 
system; however, even a fragment where the covalent bond is cleaved can be possibly 
defined, for instance, by considering the two C atoms (the ethylene fragment) of the 
benzene ring as the main part (Scheme 11.3). 

Thus, basically, DMET can be used to treat all quantum interactions in a parti-
tioned manner and has attracted substantial attention as a beneficial tool to treat 
strongly correlated electron systems, including the two-dimensional Hubbard model 
of high-T c superconductivity, in condensed matter physics [63, 65, 66]. DMET in 
combination with response theory has also been applied to the calculation of bulk 
spectra of solids and has successfully reproduced the bulk spectra of solids with a few 
major sites in a demonstrative calculation using the Hubbard model [67]. Recently, 
DMET has been gradually linked with the molecular orbital method, and the resulting 
method has been utilized for two-dimensional crystal systems of boron nitride and 
nickel oxide [68]. 

DFET and DMET discussed in this section are still under development and have 
few practical applications. Nevertheless, the non-classical treatment of the interaction 
between the main part and the other parts had not been considered in the conventional 
embedding methods. Thus, these quantum embedding methods are expected to be

Scheme 11.3 Schematic explanation of the density matrix embedding theory (DMET) in quantum 
chemistry. An ethylene fragment of the benzene molecule can be accurately solved by considering 
that the bath size of the DMET wave function is only twice the sizes of the quantum states in the 
ethylene fragment 
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promising calculation methods for complex systems including crystals and solid 
surfaces. 

11.3 Application of Cluster Model/Periodic-Model 
(CM/PM) Combined Method 
to Metal-Organic-Frameworks (MOFs) 

11.3.1 Gas Adsorption and Lateral Interaction 

Methane (CH4), the main component of natural gas, has attracted significant attention 
as a fuel because of low CO2 production during its combustion. However, due to 
the very low boiling point of CH4, efficient transportation and storage of CH4 are 
necessary for its application as a fuel. MOFs can be used for the transportation and 
storage of CH4 because of their large specific surface areas [69]. Nevertheless, unlike 
olefins and other substances, CH4 weakly interacts with materials due to its nonpolar 
electronic structure, spherical shape, and the absence of any functional group useful 
for intermolecular interaction. To effectively adsorb CH4 to MOFs, knowledge of the 
strength and character of the interaction of CH4 with MOFs and the mechanism of 
adsorption of CH4 to MOFs is required. For this purpose, a theoretical study with the 
correct estimation of the dispersion interaction is necessary. This is true because CH4 

does not have any functional groups that can interact with transition metal complexes 
and the dispersion interaction seems to play important roles in the interaction of CH4 

with other materials. 
MOFs, for example, CPO-27-Mg and CPO-27-Ni, consisting of 2,5-

dihydroxyterephthalate (hdtp) and divalent metal ions demonstrate high adsorption 
performances for CH4 [70]. Sauer et al. theoretically investigated the adsorption of 
CH4 to CPO-27-Mg [23]. Considering the importance of the dispersion interaction, 
they used periodic-DFT for a whole infinite system and the post-HF method for CMs, 
as discussed in Sect. 11.2.1. Neutron diffraction results reveal that CPO-27-Mg has 
a honeycomb-like structure with large one-dimensional pores of 11–12 Å diameter 
(Fig. 11.2a). There are two types of CH4 adsorption sites in CPO-27-Mg:Mg2+ site 
(denoted as Mg-site) and linker site (that is, hdtp ligand site, abbreviated as L-site) 
(Fig. 11.2b). In addition to these two sites, the vacant space above these sites, which is 
called the second-layer site (denoted as 2’nd L-site), can be useful for CH4 adsorption. 
To calculate the BEs of CH4 molecules at these sites on CPO-27-Mg, periodic-DFT 
calculations using the PBE+D functional were performed as the first step, followed 
by correction at the post-HF level with MP2 calculations using the CMs shown in 
Fig. 11.2c, d and CCSD(T) calculations using the smaller CM shown in Fig. 11.2e. 
The calculations indicated that totally six CH4 molecules were adsorbed (one CH4 

molecule per site) on the Mg-, L-, and 2’nd L-sites in one unit cell (Fig. 11.2b) 
comprising six Mg-, L-, and 2’nd L-sites.
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Fig. 11.2 Model systems used in the calculations. Conventional unit cell of CPO-27-Mg viewed 
along the c direction (a), part of the MOF with six CH4 molecules at Mg-site and one (yellow) 
at a linker (L) site (b), cluster model 6B adopted for MP2 calculations for CH4 adsorption on 
the Mg- and L-sites (c), cluster model Mg2dhtp adopted for MP2 calculations (d), where  CH4 
adsorption occurs on the second layer site, cluster models adopted for CCSD(T) calculations for 
CH4 adsorption on the Mg- and L-sites (e). Cited from Ref. [23] with permission of the American 
Chemical Society 

Table 11.3 presents the adsorption energies of CH4 molecules at the three sites 
of CPO-27-Mg calculated by several methods. At the Mg-site, the periodic-DFT-
calculated BE of the infinite model was slightly different from the DFT-calculated 
BE of the CM (6B, Fig.  11.2c). Corrections at the MP2 and CCSD(T) levels using 
the CMs were also small. At the L-site, the BE of the CM (6B) was different from 
the periodic-DFT-calculated BE by 5.2 kJ mol−1. Additionally, the BEs calculated 
for the CM by the DFT and MP2 methods differed by 1.3 kJ mol−1. At the 2’nd 
L-site, the BE of the CM (Mg2dhtp, Fig.  11.2d) and the periodic-DFT-calculated BE 
differed by 3.1 kJ mol−1. The  BE obtained by the periodic-DFT calculations using 
the PBE+D functional increased in the following order: 2’nd L-site ≤ L-site < Mg-
site; this trend was the same as that of the BE corrected by the post-HF calculations. 
However, the difference between the BEs at the 2’nd L- and L-sites increased to 3.2 
kJ mol−1 upon correction by the post-HF calculations. This implies that the post-
HF correction increases the BE at the L-site as compared to that at the 2’nd L-site, 
suggesting the need for the correct evaluation of dispersion interactions at these sites. 
This seems reasonable because the dispersion interaction substantially contributes 
to the BEs at these sites. The computational result demonstrating that the adsorption 
energy at the Mg site is the largest is consistent with the general understanding 
that metal ions exhibit strong binding interactions with gas molecules. Moreover, the
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Table 11.3 Binding energy (in kJ mol−1) of CH4 with CPO-27-Mg at different sites calculated 
with different methods on periodic PBE+D structures and cluster models cut out from these periodic 
PBE+D structures 

Mg-site L-site 2’nd L-site 

6Ba pbcb LRc 6Ba pbcb LRc Mg2dhtp
a pbcb LRc 

BEPBE+D −27.1 −27.1 0.0 −12.8 −18.0 −5.2 −14.6 −17.7 −3.1 

BEMP2:PBE+D −28.3 −14.1 −10.8 

BEFinal d −27.8 −18.3 −15.1 

a 6B represents a cluster model for CH4 adsorption at the Mg2+ and L sites (Fig. 11.2c); Mg2dhtp 
represents a cluster model (Fig. 11.2d) for CH4 adsorption at the second layer site 
b DFT calculation under periodic boundary conditions 
c Long-range correction defined by the difference in binding energy between periodic and cluster 
models 
d Binding energy estimated using the PM/CM-Combined method with the MP2:PBE+D with
ΔCCSD(T) correction. These values are taken from Ref. [23] 

BEs determined by the dispersion (D) part of the PBE+D functional are considerably 
larger than those evaluated by the PBE functional for all the three sites, indicating 
that the dispersion interaction significantly contributes to the adsorption energy. The 
large BE at the Mg-site and small BEs at the L- and 2’nd L-sites imply that CH4 

initially adsorbs on the Mg-site of CPO-27-Mg followed by on the L- and 2’nd 
L-sites. 

Because a large number of CH4 molecules are adsorbed in one unit cell, the 
intermolecular interactions between CH4 molecules (termed the lateral interaction 
in Ref. [23]) are expected to affect the adsorption energy and enthalpy. Thus, in 
the theoretical study, the interaction energies between two CH4 molecules in the 
gas phase and between two CH4 molecules adsorbed on different sites of CPO-
27-Mg were compared. In the gas phase, the distance between two CH4 molecules 
was optimized to be 3.64 Å by MP2/aug-cc-pVTZ, which was moderately smaller 
than that optimized by PBE+D (3.82 Å). The CH4–CH4 intermolecular interaction 
energy calculated by CCSD(T)/aug-cc-pVTZ was −1.7 and −2.3 kJ mol−1 at these 
distances, respectively. When all six Mg-sites of this MOF are occupied by CH4 

molecules, the distances between CH4 molecules on two adjacent Mg-sites are 5.17 
(a/b direction) and 6.89 Å (c direction). As the distance between CH4 molecules 
adsorbed on these sites is slightly longer than that in the gas phase, the interaction 
energies of CH4 molecules become weaker (−0.5 kJ mol−1). The interaction energies 
of the two CH4 molecules in the gas phase and the two CH4 molecules adsorbed on 
the Mg- and L-sites (−1.7 kJ mol−1) are comparable. The distances and interaction 
energies between the CH4 molecules adsorbed on adjacent L-sites are 4.44 Å and − 
1.2 kJ mol−1, respectively. Because the adsorbed CH4 molecules are adjacent to other 
CH4 molecules, the contributions of the lateral interaction energy to the adsorption 
energies of CH4 molecules at the Mg- and L-sites are −2.1 and −2.7 kJ mol−1, 
respectively. These values indicate that the effect of lateral interaction cannot be 
neglected in the calculation of adsorption isotherm.
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The adsorption energies of CH4 at the Mg-, L-, and 2’nd L-sites and the enthalpy 
change of CH4 adsorption can be evaluated using Eq. 11.14. 

1 

6 
(CH4)6n/MOF + CH4 → 

1 

6 
(CH4)6n + 6/MOF (11.14) 

The thermodynamic quantities of CH4 adsorption calculated by the DFT method 
with corrections by MP2 and CCSD(T) calculations are presented in Table 11.4. 
The CH4 molecule in the gas phase has six degrees of freedom for translational 
and rotational movements. In contrast, the movements of CH4 molecule adsorbed 
to MOFs with respect to the adsorption site is described as oscillations with six low 
frequencies. However, the adsorbed CH4 molecule may retain the rotational degrees 
of freedom because of the weak adsorption interaction, whereas the translational 
degrees of freedom are lost. Table 11.4 provides a comparison between the results 
obtained via these two different calculations; in the former one, the six degrees of 
freedom are completely lost, and in the latter one, the three rotational degrees of 
freedom are retained. Note that not only the entropy, but also the zero-point energy 
(ZPE) and thermal energy (Etherm) vary with the change in the number of degrees 
of freedom. Consequently, the Gibbs energy change (ΔG) for adsorption becomes 
more negative by approximately 4 kJ mol−1 when the rotational degrees of freedom 
are retained as compared to the case when they are lost. Using these changes in 
the thermodynamic quantities, the adsorption isotherm for CH4 to CPO-27-Mg was 
calculated utilizing the multi-site Langmuir equation (Eq. 11.15): 

θ =
{

site 

Ksite P
/

(1 + Ksite P) (11.15) 

where θ and P are the coverage and pressure, respectively, and K is the equilibrium 
constant for the adsorption of CH4 at a site of CPO-27-Mg. 

As shown by the dotted line in Fig. 11.3, if the degrees of freedom of the adsorbed 
CH4 molecule are completely frozen (that is, all translational and rotational degrees 
of freedom are changed to vibrational degrees of freedom), the adsorption amount of 
CH4 is significantly underestimated. If we consider that three rotational degrees of

Table 11.4 Adsorption enthalpy change, (ΔH) and zero-point energy change (ZPE), thermal 
energy change (ΔEtherm) and adsorption entropy term (TΔS) calculated for CH4 adsorption at 
different sites using the PM/CM-Combined Method (all in kJ mol−1 at 179 K) 

Site 3 Rotational and 3 vibrational degrees of 
freedom 

6 Vibrational degrees of freedom 

ΔH ΔEZPE ΔEtherm TΔS ΔG ΔH ΔEZPE ΔEtherm TΔS ΔG 

Mg −26.7 2.0 0.6 −18.5 −8.2 −24.1 4.2 1.0 −19.8 −4.3 

L −17.5 1.4 0.9 −17.1 −0.4 −14.9 3.6 1.3 −18.6 +3.7 

2’nd L −13.6 2.6 0.4 −18.6 +5.0 −10.8 5.2 0.6 −20.1 +9.3 

These values are taken from Ref. [23] 
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Fig. 11.3 Calculated excess adsorption isotherms for CH4 adsorption in CPO-27-Mg for which 
experimentally determined availability (78%) of adsorption sites is assumed. Data points are exper-
imentally determined amounts of adsorbed CH4. Dashed lines: isotherms for adsorbed CH4 with six 
vibrational motions of adsorbed CH4 molecule. Solid lines: isotherm calculated with three rotational 
degrees of freedom for adsorbed CH4 molecule. This figure is cited from Ref. [23] with permission 
of American Chemical Society 

freedom remain in the adsorbed CH4 molecule, the calculated adsorption amount of 
CH4 is higher than the experimental value, as indicated by the solid line in Fig. 11.3. 
This calculation is for the case where all the sites of MOFs are available for the 
adsorption of CH4 molecules (denoted as ideal MOF; solid line). Nevertheless, 
the experimentally determined availability of the adsorption sites of CPO-27-Mg 
is approximately 78%. Based on this availability, the calculated adsorption amount 
of CH4 is in appropriate agreement with the experimental data acquired at both 179 
and 298 K. 

Similarly, the adsorptions of CO and N2 molecules on CPO-27-Mg have been 
theoretically investigated, and the adsorption isotherms have been calculated [24]. 

In conclusion, via the periodic-DFT calculation of the entire infinite system with 
post-HF correction using the cluster model the interaction between the adsorption 
sites of MOFs and the adsorbed gas molecules can be accurately evaluated. This 
method is expected to be a powerful tool for analyzing and understanding the gas 
adsorption behaviors of MOFs.
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11.3.2 Gas Adsorption to Flexible MOF with Gate-Opening 
Mechanism 

Flexible MOFs are a type of soft crystals. The flexibilities of MOFs were predicted by 
Kitagawa et al. in 1998 [71] and experimentally reported in 2002 [72] by the  same  
group. Thereafter, many efforts have been devoted to creating flexible MOFs and 
developing their applications. Gate-opening adsorption of gas molecules is one of the 
characteristic features of flexible MOFs, in which structural transformations induced 
by adsorbed gas molecules accelerate the subsequent adsorption of gas molecules. 
This is contrary to our intuitive expectation that adsorbed gas molecules generally 
suppress the successive adsorption of gas molecules. Interestingly, a unique sigmoidal 
isotherm has been observed for the gate-opening adsorption of gas molecules, which 
is different from the typical Langmuir-type isotherm. Various theoretical approaches 
have been applied to the adsorption of gas molecules to flexible MOFs to understand 
the dynamic behaviours of flexible MOFs and the sigmoidal adsorption isotherm 
at the molecular level [73–76]. However, precise knowledge of the gate-opening 
adsorption mechanism is limited. 

In a recent theoretical study [25], the CM/PM-combined method (Sect. 11.2.1) 
was applied to the gate-opening adsorption of gas molecules to a flexible MOF to 
elucidate the characteristic features of gate-opening gas adsorption and the origin 
of the sigmoidal adsorption isotherm. As examples, CO2 adsorptions to [Fe(ppt)2]n 
(PCP-N, Hppt = 3-(2-pyrazinyl)-5-(4-pyridyl)-1,2,4-triazole) and its isostructural 
analogue [Fe(dpt)2]n (PCP-C, Hdpt = 3-(2-pyridinyl)-5-(4-pyridyl)-1,2,4-triazole) 
[77] were investigated. Although these two MOFs have similar structures (Fig. 11.4a, 
b), they exhibit completely different adsorption features (Fig. 11.4c), as summa-
rized below: (i) gate-opening CO2 adsorption occurs in the case of PCP-N, (ii) CO2 

adsorption to PCP-N takes place with a sigmoidal adsorption isotherm, and (iii) 
non-gate-opening CO2 adsorption with the Langmuir-type isotherm occurs in the 
case of PCP-C. 

Fig. 11.4 Experimental crystal structures of flexible MOF PCP-N (a), rigid MOF PCP-C (b), and 
adsorption isotherms of PCP-N and PCP-C at 195 K (c). Cited from Refs. [25, 77] with permission 
of the American Chemical Society
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Figure 11.5 depicts one unit cell of the periodic structure of PCP-N and the cluster 
models (CMs) employed in the study. Single-crystal X-ray diffraction study reported 
that CO2 adsorption occurred at three different sites: a large cage (site I), a small 
aperture next to site I (site II), and a small pore around Fe2+ (site III) (Fig. 11.5a) 
[77]. The positions and orientations of CO2 molecules in one unit cell could not 
be clearly observed experimentally. Therefore, their positions and orientations were 
refined by periodic-DFT calculations using plane-wave basis sets. The number of 
adsorbed CO2 molecules was calculated to be six, six, and three for sites I, II, and 
III, respectively. BEs of the  CO2 molecule at these sites of PCP-N were evaluated 
using periodic-DFT with the PBE functional [16], where the Grimme’s “D3” [17, 
18] dispersion correction was used. Then, the post-HF correction at the SCS-MP2 
level was performed using the CMs shown in Fig. 11.5b–d (CMA, CMB, and CMC 

for sites I, II, and III, respectively). The geometries of the CMs were obtained from 
the PBE-D3-optimized infinite system (IS), where the dangling bonds of CMs were 
capped by H atoms. Subsequently, the CCSD(T) correction was conducted using the 
smaller CMs (SCMs) such as SCMA1–A18, SCMB1–B7, and SCMC1–C4 (Fig. 11.5e–g). 

Table 11.5 presents a comparison between the BEs of CO2 on the different sites 
of PCP-N calculated by periodic-DFT and CM/PM-combined methods. The BE 
decreases in the order site I > site III > site II in both the PBE-D3 calculations of the 
infinite (IS) system and the CM/PM-combined calculations. The BEs calculated using 
these two methods were slightly different; apparently, the PBE-D3 overestimated 
the BEs (Table 11.5a), whereas the SCS-MP2 correction underestimated the BEs.

Fig. 11.5 Periodic model of MOF with adsorbed CO2 molecules at three different sites (a), cluster 
models used in SCS-MP2 correction (b–d) and small cluster models (e) used in CCSD(T) correction 
for CO2 adsorptions at sites I, II, and III, respectively. Cited from Ref. [25] with permission of the 
American Chemical Society 
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Table 11.5 Comparison between CO2 binding energy (BE, kcal mol−1) with  PCP-N at different 
sites calculated by periodic DFT and hybrid methods 

(a) Comparison among sites I, II, and III when one CO2 molecule is adsorbed 

Site I Site II Site III 

BESCS-MP2:PBE-D3 + ΔCCSD(T) –6.51 –2.30 –4.52 

BESCS-MP2:PBE-D3 –5.41 –1.21 –3.16 

BEPBE-D3 –7.37 –2.94 –4.03 

(b) Binding energy (BE, kcal mol−1) and adsorption enthalpy (ΔH) of CO2 at the sites I of 
PCP-N depending on the number of adsorbed CO2 molecules 

Number (n) of CO2 molecule 1 2 3 4 5 6 

BESCS-MP2:PBE-D3a –5.41 –5.65 –5.71 –5.92 –6.01 –6.10 

EPBE-D3 
DEF 

b 0.35 0.24 0.23 0.21 0.20 0.17 

ESCS-MP2:PBE-D3 
INT (H-G)c –5.75 –5.68 –5.44 –5.44 –5.36 –5.21 

ESCS-MP2 
INT (G-G)c 0.00 –0.13 –0.51 –0.68 –0.85 –1.05

ΔHPBE-D3 –6.53 –6.90 –7.23 –7.54 –7.79 –8.04

ΔHSCS-MP2:PBE-D3 –4.57 –4.81 –4.87 –5.09 –5.18 –5.20

ΔHSCS-MP2:PBE-D3+ΔBECCSD(T) –5.67 –5.97 –6.18 –6.46 –6.67 –6.89 

a BESCS-MP2:PBE-D3 represents average CO2 binding energy at site I, which is defined by 

BESCS-MP2:PBE-D3 = [E(PCP · (n) CO2) − E(PCP)]/n − E(CO2) 
b EPBE-D3 

DEF represents average crystal deformation energy of PCP-N per one CO2 molecule induced 
by CO2 adsorption at site I 
c ESCS-MP2:PBE-D3 

INT (H-G) and ESCS-MP2 
INT (G-G) represent stabilization energy between deformed CO2 

and PCP-N and between CO2 molecules. These values are taken from Ref. [25] 

However, the underestimation of BEs by the SCS-MP2 calculation was moderately 
overcome by the CCSD(T) correction. These results demonstrate that the post-HF 
correction using SCS-MP2 and CCSD(T) is needed to quantitatively calculate the 
BEs of the gas molecules adsorbed to MOFs. 

Herein, we have compared the calculated ΔHads values with the experimental 
values. The ΔHads value was experimentally evaluated to be −5.71 to −6.45 
kcal mol−1 for the adsorption of one to four CO2 molecules at site I. As 
presented in Table 11.5b, the ΔHPBE-D3 value is larger than the experimental 
value, and ΔHSCS-MP2:PBE-D3 is smaller than the experimental value; However, the 
CCSD(T):SCS-MP2 corrected value, ΔHSCS-MP2:PBE-D3 + ΔBECCSD(T), is in agree-
ment with the experimental value. This comparison clearly shows that the CP/PM-
combined method is effective for calculating ΔHads and a post-HF correction is 
required. 

The results in Table 11.5a indicate that CO2 initially adsorbs on site I followed by 
on sites II and III. In the case of continuous CO2 adsorption on site I, the BE gradually 
increased from −5.41 to −6.10 kcal mol−1 at the SCS-MP2:PBE-D3 level with an 
increase in the number of adsorbed CO2 molecules from one to six (Table 11.5b). 
The interaction energy EINT(H–G) between CO2 and PCP-N slightly changed with
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an increase in the number of adsorbed CO2 molecules from one to six, where G and 
H represent a guest molecule (gas molecule) and a host system (MOF), respectively. 
However, the CO2−CO2 interaction energy EINT(G–G) slowly increased (became 
more negative) from 0.0 to −1.05 kcal mol−1. Additionally, the framework defor-
mation energy EDEF per one CO2 molecule gradually decreased from 0.35 to 0.17 
kcal mol−1 with an increase in the number of adsorbed CO2 molecules from one to 
six. Consequently, the BE per CO2 molecule at site I increased with an increase in 
the number of adsorbed CO2 molecules. 

Because a total of fifteen CO2 molecules were experimentally observed in PCP-
N, theoretical study investigated if CO2 molecules further adsorbed on PCP-N after 
site I was completely occupied by six CO2 molecules. Notably, the BE of the seventh 
CO2 molecule was positive (repulsive) at site II and very small at site III (Table 
11.6), suggesting that the seventh CO2 molecule could not adsorb on sites II and 
III when site I was occupied by six CO2 molecules. This is reasonable because the 
six CO2 molecules at site I suppress the geometric deformations of sites II and III, 
which are required for CO2 adsorption at sites II and III. However, the BEs increased 
(that is, became more negative) from 1.20 to –4.77 kcal mol−1 at site II and from 
–0.62 to –5.26 kcal mol−1 at site III with an increase in the number of adsorbed CO2 

molecules from one to six at site II and from one to three at site III. This increase 
in the BE is rational because EDEF per one CO2 molecule considerably decreases 
with an increase in the number of adsorbed CO2 molecules, whereas EINT per CO2 

molecule slightly changes (EDEF and EINT are defined in footnotes b and c of Table 
11.5). Therefore, the sum of the BEs of the  six CO2 molecules at site II and those 
of the three CO2 molecules at site III becomes negative. These results show that 
one CO2 molecule cannot adsorb at sites II and III when site I is occupied by six 
CO2 molecules, but totally nine (six + three) CO2 molecules can simultaneously 
adsorb at sites II and III even when the site I is occupied by six CO2 molecules. Note 
that the BEs of CO2 molecules at sites II and III were similar, strongly suggesting 
the simultaneous adsorption of a total of nine CO2 molecules occurs on sites II and 
III. This phenomenon corresponds to the gate-opening adsorption mechanism, as 
discussed below.

Summarising the abovementioned results, the equilibrium equations for CO2 

adsorption are presented as follows: 

PCP-N: 

At site I: CO2 + PCP-N · (CO2)n - PCP-N · (CO2)n+1 

n = 0−5, (11.16) 

At sites II and III: 9 CO2 + PCP-N · (CO2)6 - PCP-N · (CO2)15 (11.17) 

The equilibrium constant K of these equations was evaluated using the Gibbs 
energy change by adsorption of gas molecule ΔGo calculated by the CM/PM-
combined method:
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Table 11.6 Binding energy (BE, kcal mol−1) of CO2 at the sites II and III of PCP-N in the presence 
six CO2 molecules at the site I 

Site II Site III 

Number (n) of  
CO2 molecules 

1 2 3 4 5 6 1 2 3 

BESCS-MP2:PBE-D3a 1.20 –2.19 –3.33 –4.00 –4.41 –4.77 –0.62 –4.15 –5.26 

EPBE-D3 
DEF 

b 7.52 4.41 3.34 2.76 2.37 2.12 7.46 3.97 2.95 

ESCS-MP2:PBE-D3 
INT (H-G)c –5.52 –5.76 –5.84 –5.92 –5.99 –6.04 –7.93 –7.96 –8.04 

ESCS-MP2 
INT (G-G)c –0.80 –0.84 –0.82 –0.83 –0.80 –0.84 –0.15 –0.16 – 0.16  

a BESCS-MP2:PBE-D3 here represents CO2 binding energy at the sites II and III in the presence of six 

CO2 molecules at site I, which is defined by BESCS-MP2:PBE-D3 = [E(PCP · (n + 6)CO2) − E(PCP · 
6CO2)]/n − E(CO2) 
b EPBE-D3 

DEF represents average crystal deformation energy of PCP-N per one CO2 molecule induced 
by CO2 adsorption at site II or III 
c ESCS-MP2:PBE-D3 

INT (H-G) represents interaction energy between CO2 and PCP-N framework. 

ESCS-MP2 
INT (G-G) is the sum of CO2–CO2 interaction energy at sites I, II, and III 

These values are taken from Ref. [25]

PCP-N: 

At site I: K1 = exp
(−ΔGo 

ads,1

/
RT

)
(11.18) 

At sites II and III: K2 = exp
(−9ΔGo 

ads,2

/
RT

)
(11.19) 

As PCP-C is isostructural to PCP-N, PCP-C also has three possible sites for 
CO2 adsorption. The calculated BE for the adsorption of CO2 on PCP-C decreases 
in the following order: site I (−4.55) > III (−2.12) > II (−2.00), where the values 
in parentheses are SCS-MP2:PBE-D3-calculated BEs in kcal mol−1. This result 
indicates that CO2 initially adsorbs at site I of PCP-C, similar to the case of PCP-
N. After site I is fully occupied by six CO2 molecules, further adsorption of CO2 

molecules at sites II and III of PCP-C is difficult because the BEs for the adsorption 
of CO2 molecules at sites II and III significantly decrease (–0.27 and –0.15 kcal 
mol−1, respectively) after the adsorption of six CO2 molecules at site I. These small 
BE values arise from the large EDEF values for CO2 adsorptions at sites II and III 
of PCP-C; actually, the EDEF value is 6.23 and 7.83 kcal mol−1 for sites II and III, 
respectively. Even when six and three CO2 molecules simultaneously adsorb at sites 
II and III, these large EDEF values cannot be overcome by the sum of EINT values. 
Thus, in the case of PCP-C, CO2 adsorption occurs only at site I and does not take 
place at sites II and III. 

For CO2 adsorption on PCP-C, the equilibrium equation and K are represented 
by Eqs. 11.20 and 11.21, which are the same as those at site I in the case of PCP-N 
(Eqs. 11.16 and 11.18):
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PCP-C site I: CO2 + PCP-C · (CO2)n - PCP-C · (CO2)n+1, 
n = 0−5 (11.20) 

K = exp
(−ΔGo 

ads

/
RT

)
(11.21) 

At sites I of PCP-N and PCP-C, CO2 adsorption occurs according to Eqs. 11.16 
and 11.20, respectively. In this case, the adsorption coverage θ under a certain 
pressure (P) can be expressed by the Langmuir equation (Eq. 11.22): 

θ = K
(
p
/
p0

)[
1 + K

(
p
/
p0

)]
(11.22) 

where p0 is the standard pressure and K is the equilibrium constant of Eqs. 11.18 
and 11.21. At sites II and  III of  PCP-N, nine CO2 molecules instead of one CO2 

molecule can be simultaneously adsorbed because the sum of nine EINT values is 
sufficient to overcome the sum of the EDEF values of nine CO2 molecules; in contrast, 
the BE of one CO2 molecule is not enough to overcome the EDEF value. Therefore, 
the adsorption isotherm can be described by Eq. 11.23: 

θ = K
(
p
/
p0

)9[
1 + K

(
p
/
p0

)9]
(11.23) 

This equation is essentially the same as that of the Langmuir–Freundlich adsorp-
tion isotherm, where the order “9” of the

(
p
/
p0

)
term is valuable depending on 

the adsorption equilibrium; it must be larger than 1.0 for the Langmuir–Freundlich 
equation, whereas it must be 1.0 for the usual Langmuir equation. 

Using Eqs. 11.22 and 11.23, the isotherms for the adsorptions of CO2 on PCP-N 
and PCP-C were calculated (Fig. 11.6). Evidently, the calculated amount of adsorbed 
CO2 molecules was smaller than the experimental value under low pressure. This 
is appropriate because the ΔGo 

ads value for the adsorption of gas molecules on the 
MOF is often underestimated by the assumption that the rotational and translational 
movements of the gas molecules adsorbed to the MOF are completely frozen, as 
discussed in Sect. 11.3.1. However, the gas molecules adsorbed to the MOF easily 
move. Thus, it is likely that one to two freedoms of rotational movement remain [23]. 
In this case, theΔGo 

ads value for CO2 adsorption may increase by 1.0–1.5 kcal mol−1 

from the value obtained for the case of totally frozen rotational movements. The CO2 

adsorption isotherms for PCP-N and PCP-C calculated using the modified ΔGo 
ads 

values are in suitable agreement with the experimentally observed results (Fig. 11.6a, 
b). Experiments revealed that the adsorption of CO2 on PCP-N occurred with a 
stepwise isotherm, whereas that on PCP-C took place with a non-stepwise isotherm 
(black and red lines, respectively, in Fig. 11.4). This stepwise adsorption isotherm for 
PCP-N was appropriately reproduced via calculation. As comprehensively shown 
in Fig. 11.6c, the adsorption of CO2 at site I (red line) starts at p0 = 0.0, which is a 
normal feature observed in the Langmuir-type isotherm without a sigmoidal curve. 
In contrast, the adsorptions of CO2 at sites II and III (blue line) do not start at p
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= 0.0; instead, they start at approximately p = 3 kPa with sigmoidal feature. This 
isotherm indicates that CO2 adsorption does not occur at sites II and III when p < 
3 kPa, whereas it suddenly starts at approximately p = 3 kPa. That is, gate-opening 
adsorption with a sigmoidal adsorption isotherm originates from the equilibrium 
represented by Eq. 11.23. The  Eq.  11.23 is presented when two or more gas molecules 
simultaneously adsorb to the MOF rather than only one gas molecule. This leads to 
gate-opening adsorption with a sigmoidal adsorption isotherm.

In summary, the CM/PM-combined method is a powerful computational method 
for calculating the BE of a gas molecule with a flexible MOF. Using this combined 
method, the mechanism and key factors of gate-opening adsorption with the 
sigmoidal adsorption isotherm have been clearly elucidated; adsorption of one gas 
molecule cannot occur because the large EDEF cannot be overcome by the EINT of 
one gas molecule. Nevertheless, there is a possibility that the sum of EINT values 
overcomes the total EDEF, when an EDEF value per one gas molecule decreases but 
an EINT value per one gas molecule decreases little as the number of adsorbed gas 
molecules increases. These are true in the case of flexible MOFs. In this case, simul-
taneous adsorption of more than one gas molecule can occur. This is the case for 
the adsorptions of gas molecules on sites II and III of PCP-N. On the other hand, if 
EDEF is significantly large such that the simultaneous adsorption of more than one gas 
molecule cannot overcome the total EDEF, gas adsorption does not take place. This 
is the case for the adsorptions of gas molecules on sites II and III of PCP-C. These 
findings show that EDEF must be accurately calculated to better understand the gate-
opening gas adsorption. Therefore, a simple cluster model is not useful; instead, the 
CM/PM-combined method must be employed in theoretical calculations of infinite 
system. 

Here, we need to mention one weak point of the CM/PM-combined method. 
Although EINT of a gas molecule is evaluated using the post-HF correction, EDEF 

is calculated using the DFT method without the post-HF correction. If the post-HF 
correction is applied to the calculation of EDEF using a reasonable CM, the quality 
of the CP/PM-combined method will improve. 

11.4 Application of QM/Periodic-MM Method 
to Molecular Crystal 

11.4.1 Isomerization of Ruthenium(II) Sulfur Dioxide 
Complex in Crystal 

Photoinduced linkage isomerization occurs when a ligand coordinates to a metal atom 
in several metastable structures different from an equilibrium structure. This linkage 
isomerization is expected to be useful for optical data storage [78–80] because the
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Fig. 11.6 Calculated CO2 
adsorption isotherms at 195 
K by  PCP-N (a), that by 
PCP-C (b) and that by 
PCP-N at low pressure (c). 
The black lines represent 
experimental isotherms; blue 
and red lines represent 
isotherms calculated by 
increasing the adsorption 
Gibbs energy change by 1.0 
and 1. 5 kcal mol−1, 
respectively. Inset represents 
the expansion at low pressure 
region. Cited from Ref. [25] 
with permission of the 
American Chemical Society
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Scheme 11.4 Ground state of [Ru(NH3)4(SO2)L]n+ (n = 1 for  L  = Cl; n = 2 for  L  = H2O 
or pyridine) and its meta-stable states produced by photo-irradiation. Cited from Ref. [91] with 
permission of the American Chemical Society 

ground state of the isomer can be assigned as “0” and the metastable state can be desig-
nated as “1”. Metastable structures can be experimentally detected by photocrystal-
lography [81–83]. Thus, photoinduced linkage isomerization has attracted consid-
erable interest as a prototype of molecular memories. A suitable example is the 
photoinduced linkage isomerization of the crystals of the ruthenium(II) sulfur dioxide 
complexes [Ru(NH3)4(SO2)L]n+ 1 (n = 1 for  L  = Cl− and n = 2 for  L  = H2O (w) 
or pyridine (py)) [84–90] (Scheme 11.4). In the ground state, the SO2 ligand coor-
dinates to the Ru atom via the S atom (η1-S form; GS). Under photoirradiation, GS 
isomerizes to a metastable η2-SO-coordinated form (η2-SO form; MS2) and then to 
another metastable η1-O-coordinated form (η1-O form; MS1). After photoirradia-
tion, MS1 thermally returns to GS in the ground state via MS2. To apply this material 
to molecular memory, controlling the thermal isomerization of MS1 to GS is neces-
sary. However, to date, the details of thermal isomerization in crystal are unclear. As 
we do not have an appropriate understanding of the chemical reactions occurring in 
crystals, currently, theoretical knowledge of the chemical reactions taking place in 
crystals is primarily important. 

Thermal isomerization occurs when the crystal is not extremely rigid. If the crystal 
is highly rigid, thermal isomerization is difficult to occur. In contrast, if the crystal is 
extremely flexible, thermal isomerization quickly takes place as in solution, which 
is not suitable for application in molecular memory. Therefore, the crystal must be 
appropriately rigid (or flexible). This indicates that theoretical calculations must be 
performed by accurately considering the crystal effects. 

Because the isomerization of a Ru complex in a crystal is different from the phase 
transition of the crystal, the transition state must be optimized for one Ru complex in 
the presence of other Ru complexes that do not simultaneously undergo isomeriza-
tion. This theoretical study has recently been reported using the QM/periodic-MM 
method [91]. 

The QM/periodic-MM calculation was conducted using a QM region composed 
of one target complex ([Ru(NH3)4(SO2)Py]2+, 1Py (QM0) (Py  = pyridine)), two 
nearest-neighboring Ru complexes (1Py (QM1)), five Cl− counter ions, and 
one crystal H2O molecule (QM2). A similar QM region was employed for
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[Ru(NH3)4(SO2)(H2O)]2+ (1W) and [Ru(NH3)4(SO2)Cl]+ (1Cl). For the MM moiety, 
the LJ parameters of the AMBER force field were used, except for the Ru atom. As 
discussed in Sect. 11.2.2, the LJ parameters for the Ru atom were readjusted such 
that the acquired LJ parameters reproduced the B3PW91-calculated potential energy 
curve. 

At first, the geometries of the GS-, MS1-, and MS2-crystals were optimized. 
Thereafter, the transition states and intermediates were optimized for the GS-, 
MS1-, and MS2-crystals to explore the influence of the crystal structure on the 
transition state and activation barrier of isomerization. Because it is interesting to 
know differences in geometry among gas phase, solution, and crystal, the geometry 
changes were compared among gas phase, solution, and crystal (Fig. 11.7), where 
δr = R(Ru-S) – R(Ru-O) is taken as an approximate reaction coordinate. This δr is  
a suitable measure representing the extent of the progress of isomerization as it is 
highly negative for GS, close to zero for MS2, and highly positive for MS1. Interest-
ingly, the geometries change in similar manner among gas phase, aqueous solution, 
and crystal. These moderate differences suggest that the chemical reaction occurs in 
a similar cavity in both the solution and the crystal. Nevertheless, the energy changes 
were moderately different, as shown in Fig. 11.8, where the energy zero was taken 
for the equilibrium geometry of GS in the gas phase. As the orientations of ligands 
are slightly different in the crystal and gas phases, the geometries in this figure were 
optimized starting from those in the crystal phase. Particularly, the energy changes 
in the gas phase differed from those in the solution and crystal phases. In the gas 
phase, MS1A is at a lower energy than those of MS2A in 1W and 1Py. This relative 
energy implies that isomerization does not occur from MS1A to MS2A in the gas 
phase, which is contrary to the experimentally observed result for the crystal phase, 
showing that MS1A → MS2A isomerization takes place in the crystal phase. Only 
MS1A of 1Cl is at a higher energy than that of MS2A, indicating that MS1A → 
MS2A isomerization can occur in 1Cl. These results suggest that the reactions taking 
place in the crystal phase cannot be investigated in the gas phase, as expected.

In the aqueous solution phase, the geometry and energy changes were calculated 
using the three-dimensional (3D)-RISM-SCF method by combining the solvation 
effects obtained by the 3D-RISM method [92, 93] with the electronic structure 
theory in a self-consistent manner [4–6]. The 3D-RISM-SCF method is effective 
for incorporating solvation effects when the target solute is large, highly polarizable, 
and charged like a transition metal complex bearing molecular charge(s) [94]. In the 
aqueous solution phase, MS1A of all the complexes is at a higher energy than that of 
MS2A, and MS2A is at a higher energy than that of GSA (Fig. 11.8b). Furthermore, 
the activation energy of MS1A→ MS2A isomerization is smaller than that of MS2A 
→ GSA isomerization. These results indicate that MS1A → MS2A isomerization 
occurs at low temperatures, whereas MS2A → GSA isomerization takes place at 
higher temperatures, as experimentally observed in the crystal phase. 

For GS-, MS1-, and MS2-crystals, unexpectedly, the relative energies of GS, 
MS1A, and MS2A and the activation energies for the two isomerization steps were 
not different so much, as shown in Fig. 11.9, where the results of MS2-geometries 
have been omitted to save space because the energy changes for the MS2-geometries
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Fig. 11.7 Geometry changes in thermal isomerization of [Ru(NH3)4(SO2)L]n+ (n = 1 for  L  = Cl; 
n = 2 for  L  = H2O or pyridine) from meta-stable state (η1-O coordinated form MS1) to ground 
state (η1-S coordinated form GS) through the second meta-stable state (η2-SO coordinated form 
MS2). (Red); Gas phase, (Green); Aqueous solution, (Blue); Crystal, and (Black bold); experimental 
values. Cited from the SI of Ref. [91] with permission of the American Chemical Society 

(a) Gas phase (b) Aqueous solution 

Fig. 11.8 Energy changes (in kcal/mol) in thermal isomerization of [Ru(NH3)4(SO2)L]n+ (n = 1 
for L = Cl; n = 2 for  L  = H2O or pyridine) from meta-stable state (η1-O coordinated form MS1) to  
ground state (η1-S coordinated form GS) through the second meta-stable state (η2-SO coordinated 
form MS2) in gas phase and aqueous solution, where the most stable structure in gas phase was 
taken as reference (energy zero) and GSA was optimized starting from the orientations of NH3 
and L ligands taken in the crystal. Values without parenthesis are relative energy to the most stable 
species. In parenthesis is activation energy. Cited from Ref. [91] with permission of the American 
Chemical Society

are similar to those for the MS1-geometries. However, the energy levels of all isomers 
and transition states depend on lattice vectors. Their energy levels relative to GS are 
lower in the crystal phases with lattice vectors at lower temperatures, whereas they 
become higher in the crystal phases with lattice vectors at higher temperatures. These 
results imply that the differences in crystal packing between at low and high temper-
atures lead to differences in relative energies. In all the lattice vectors, however, MS1 
of all the complexes is at a higher energy than that of MS2A, and MS2 is at a higher
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Fig. 11.9 Energy changes (in kcal/mol) in thermal isomerization of [Ru(NH3)4(SO2)L]n+ (n = 1 
for L = Cl; n = 2 for  L  = H2O or pyridine) from meta-stable state (η1-O coordinated form MS1) to  
ground state (η1-S coordinated form GS) through the second meta-stable state (η2-SO coordinated 
form MS2) in crystal. Values without parenthesis are relative energy to the most stable species. In 
parenthesis is activation energy. Cited from Ref. [91] with permission of the American Chemical 
Society 

energy than that of GSA. The activation energy of MS1A → MS2A isomerization 
is smaller than that of MS2A → GSA isomerization in all the lattice vectors. These 
results are in agreement with the experimentally observed results, demonstrating that 
MS1A → MS2A isomerization occurs at low temperatures, whereas MS2A →GSA 
isomerization takes place at higher temperatures in the crystal phase. 

Interestingly, these results are qualitatively similar to those obtained for the solu-
tion phase, indicating that the reaction behaviors of [Ru(NH3)4(SO2)L]n+ in the 
solution phase are not significantly different from those in the crystal phase. This is 
one of the surprising results. The similar reaction behaviors of [Ru(NH3)4(SO2)L]n+ 

in the solution and crystal phases suggest that the reaction in the solution phase 
occurs in the solvation cage, whereas that in the crystal phase takes place in the 
crystal cavity. Nevertheless, all the metastable intermediates and transition states are 
at higher energies relative to that of GSA in the crystal phase than in the solution 
phase. These results imply that the metastable intermediates and transition states 
suffer from larger steric repulsion with crystal than the ground state GSA does. This 
is consistent with our general understanding that unstable intermediates and tran-
sition states have longer Ru–SO2 distances. Accordingly, in the crystal phase, the 
activation barrier of isomerization is not always larger than that in the solution phase. 

In summary, the QM/periodic-MM calculations revealed that the chemical reac-
tion in the crystal phase occurs in a crystal cavity similar to the solvation cage in the 
solution phase; however, the crystal effects are larger in the metastable intermediate 
and transition state of the crystal reaction than the solvation effects in the solution 
reaction. Although the achieved results are not surprising, they are important because 
to date, no clear theoretical result of chemical reactions in crystals has been reported
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with evidence. These results demonstrate that the QM/periodic-MM method is a 
powerful tool for the theoretical study of chemical reactions in crystals. 

11.4.2 Meta-Metal to Ligand Charge-Transfer (MMLCT) 
Excited State of Transition Metal Complexes 
in Crystal 

Recently, theoretical studies of the excited states in the molecular crystals of 
a gold(I) phenyl(phenyl isocyanide)gold(I), (Ph)AuI(NCPh), and a platinum(II) 
dicyanobipyridine complex, PtII(CN)2(bpy), have been performed using the 
QM/periodic-MM method [95, 96]. As these studies have been summarized in a 
recent review [97], we have only provided a brief overview of these studies here. 

(1) Excited states and emission spectra in the crystal of gold(I) phenyl 
phenylisocyanide complex: This complex has attracted considerable interest ever 
since Ito et al. have reported that the absorption and emission spectra were changed 
by mechanical stimulation [98]. This phenomenon is attributed to the single-crystal-
to-single-crystal transition induced by mechanical stimulation. Nevertheless, it is not 
easy to investigate experimentally the influences of the changes in the crystal phase 
on the excited state of the complex, the mechanism behind the changes in the excited 
state with the occurrence of phase transition, and the extent of changes in the excited 
state because of the very small population of excited molecules. 

When the emission spectra of metal complexes in the crystal phases or in highly 
concentrated solution phases significantly change from those in dilute solution, it is 
generally understood that a metal–metal (M–M) bond is formed in the excited state 
and CT excitation occurs from the antibonding orbital of the M–M bond to the π*-
orbital of the ligand. When Au(I) complexes with d10 electron configuration approach 
each other, d–d bonding and antibonding molecular orbitals are formed between those 
two Au(I) complex (Scheme 11.5). Pt(II) has a d8 electron configuration. When four 
ligands are located on the x and y axes in the Pt(II) complex, the dz 2 orbital is doubly 
occupied; thus, the dz 2 orbital of one Pt(II) complex forms bonding and antibonding 
molecular orbitals with that of the neighboring Pt(II) complex, as in the case of 
Au(I), and a similar CT transition occurs. This CT transition is called metal-metal 
to ligand CT (MMLCT) excitation because CT occurs from the M–M bond to the 
ligand. Consequently, an M–M bond with a formal bond order of 0.5 is produced 
between these two M atoms in the MMLCT excited state; that is, exciplexes of Au(I) 
and Pt(II) complexes are generated by photoexcitation in the crystal phase and/or the 
concentrated solution phase. The emission from this MMLCT excited state should 
be considerably different from that of a single molecule. However, there are several 
open questions: Is this exciplex actually produced in the crystal phase? And can 
the MMLCT emission be observed? Evaluating the geometries of the excited states 
and emission energies in molecular crystals via theoretical calculations can provide 
answers to those questions but challenging.
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Scheme 11.5 Metal–metal to ligand charge-transfer (MMLCT) excitation 

(Ph)AuI(NCPh) has two crystal phases: 1y, which demonstrates yellow lumines-
cence, and 1b, which exhibits blue luminescence [98]. The optimized geometries 
of these phases are depicted in Fig. 11.10. In  1y, the Au–Au distance is long (4.73 
and 5.73 Å), and CH–π interactions are developed between Au complexes, whereas 
π–π interactions do not exist. In 1b, the Au–Au distance is short (3.18 and 3.79 Å), 
and both CH–π and π–π interactions are formed between Au complexes. Moreover, 
the 1b-to-1y phase transition occurs. The differential scanning calorimetry (DSC) 
analysis has revealed that 1b is more stable than 1y by 7 kJ mol−1, consistent with 
the experimental fact showing that 1b-to-1y phase transition occurs. 

The relative stabilities of 1b and 1y were theoretically analyzed by the 
QM/periodic-MM method using four Au complexes as the QM part in 1b and six Au 
complexes as the QM part in 1y (Scheme 11.6). These models were employed for 
the following reasons: In 1y, which has alternating short and long Au–Au intervals, 
the MMLCT excited state is possibly formed by the two Au complexes with short

Fig. 11.10 Two crystal phases of phenyl(phenyl isocyanide)gold(I) complex. Cited from Ref. [95] 
with permission of the American Chemical Society 
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interval. When the two central Au complexes participate in exciplex formation, the 
other two Au complexes with short Au–Au intervals exist above the exciplex and the 
remaining two Au complexes with short Au–Au interval exist below the exciplex. 
That is, the exciplex contacts with two pairs of two Au complexes in the ground state, 
when six Au(I) complexes are involved in the QM region (Scheme 11.6b). In 1b, 
the distance between all Au complexes is long. When the two Au complexes at the 
central position form the MMLCT excited state, one Au complex in the ground state 
is located above the exciplex and the other Au complex in the ground state is located 
below the exciplex such that the exciplex is sandwiched with the Au complexes in 
the ground state. When four Au complexes are involved in the QM region, there-
fore, the exciplex is surrounded by two Au complexes at the ground state in the QM 
region (Scheme 11.6a). Using these models, the relative stabilities of 1b and 1y have 
been investigated by considering the energy per molecule of the Au complex. Using 
the positions of the Au nuclei determined in the experiment, the rotations of the Ph 
and PhNC ligands, orientations of the Au complexes, and geometries of the ligand 
moieties have been optimized. The optimized geometries reveal that the CH–π inter-
action is indeed present in 1b and the π–π interaction does not exist (Fig. 11.10a), 
whereas the CH–π and π–π interactions are present in 1y (Fig. 11.10b). 

Additionally, the calculations indicated that 1b was more stable than 1y and the 
relative stabilities of 1b and 1y were governed by the QM–MM and MM–MM 
interactions but were not by the QM part. These results suggest that long-range 
interactions are critical for determining the relative stabilities of molecular crystals. 
The QM–QM interaction has been corrected by the MP2 method; nevertheless, the

(a) Model of 1b        (b) Model of 1y 

Scheme 11.6 Models of crystal structures of phenyl(phenyl isocyanide)gold(I) complex employed 
for QM/Periodic-MM calculation of 1b (a) and 1y (b). Cited from Ref. [95] with permission of the 
American Chemical Society 
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stability of the molecular crystal of this Au(I) complex is not changed very much by 
the MP2 correction. Using these ground-state structures, QM/periodic-MM calcu-
lations were conducted by applying time-dependent (TD)-DFT with the B3LYP-D3 
functional to evaluate the excitation energies. The lowest-energy excitation was an 
intramolecular CT excitation from the π-orbital of the Ph ligand to the π*-orbital of 
the PhNC ligand. The excitation energy was obtained with an error of about 0.5 eV 
from the experimental value. Adsorption energies of the surface Au complex and the 
internal Au complex were also compared using the slab model and were found to be 
significantly different. 

Geometry optimization of the excited state was performed by the QM/periodic-
MM method using the B3LYP functional. 1b does not form an exciplex consisting of 
two Au complexes. This is reasonable because of the long Au–Au distances of 4.69 
and 5.87 Å at the ground state (Fig. 11.11a). Instead, the lowest-energy excited state 
is formed through triplet π–π* excitation in one PhNC ligand. In contrast, for 1y, 
the Au–Au distance is shorter at the ground state (2.85 Å), suggesting that dz 2–dz 2 

bonding and antibonding molecular orbitals are formed between two Au complexes 
and one-electron excitation occurs from the dz 2–dz 2 antibonding molecular orbital 
to the π* orbital of PhNC ligand. In fact, these two molecular orbitals are singly 
occupied in the excited state (Fig. 11.11b). Table 11.7 presents a comparison of the 
emission spectra and the experimental results. In the case of 1b, the energy of the 
emission spectrum is in appropriate agreement with the experimental value, with an 
error of 0.2 eV. The emission spectra of the Au(I) complex on the surface and the inte-
rior of the crystal have been compared, which exhibit a slight difference as compared 
to the cases of the adsorption spectra. This slight difference originates from the fact 
that the adsorption spectrum is induced by CT excitation from the Ph ligand to the 
PhNC ligand, as discussed above, whereas emission occurs from the π–π* excited 
state in one PhNC ligand; in other words, the Ph and PhNC ligands are influenced 
in a different manner by the atmosphere, leading to the difference in the absorption 
spectrum between at the surface and interior, whereas both π and π* orbitals of the 
PhNC ligand are affected to a similar extent by the crystal atmosphere, leading to the 
similar emission spectrum between at the surface and interior. In 1y, 3MMLCT1 is 
the first excited state (Fig. 11.11b), and 3MMLCT2 is observed at different positions 
(Fig. 11.11b). The emission energies of 3MMLCT1 and 3MMLCT2 are moderately 
different. This is an artificial error originating from the small size of the QM region: 
3MMLCT1 is produced at one place in the QM region, whereas 3MMLCT2 is gener-
ated in two different Au complexes. If the size of the QM region is sufficiently 
increased, both 3MMLCT1 and 3MMLCT2 should have the same structure and the 
same energy. Because of the small QM region, the circumstances of the 3MMLCT1 
state moderately differ from those of the 3MMLCT2. For 3MMLCT, almost no differ-
ence was observed between the energies of the emission spectra of the complex at 
the surface and the interior of the crystal. Furthermore, the theoretically calculated 
emission energy is in suitable agreement with the experimental results for 3MMLCT. 
In these calculations of emission spectra, theΔSCF method was used instead of TD-
DFT. Certainly, although the emission spectra can be calculated by the TD-DFT using
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the excited-state structure, the results of the ΔSCF method are in better agreement 
with the experimental results in our experience. 

(2) Temperature effects on the excited state structure and emission spectrum 
of [PtII(CN)2(bpy)] (bpy = 2,2,-bipyridine) complex in crystals: Planar four-
coordinate Pt(II) complexes exhibit weak or no emission in dilute solution phase; 
however, they often demonstrate strong emission spectra in the concentrated solution 
or crystal phase. This phenomenon is called aggregation-induced phosphorescence 
or assembly-induced phosphorescence (abbreviated as AIP) [99–101]. Generally, 
when metal complexes are located in close proximity to each other in the high-
concentration solution or crystal phase, MMLCT (Scheme 11.5) is produced, and 
thus, a new emission spectrum is observed. This emission spectrum becomes broad 
with an increase in temperature, and the emission peak shifts to a higher energy

Fig. 11.11 The optimized geometries of the triplet excited state of phenyl(phenyl 
isocyanide)gold(I) complex in crystal phases 1b and 1y. Cited  from  Ref.  [95] with permission of 
the American Chemical Society 

Table 11.7 Emission energies of Au(Ph)(PhNC) in crystal phases 1b and 1y 

Crystal phase 1b (with Long Au–Au 
distance) 

1y (with short Au–Au distance) 

3L1a 3L2b exptc 3MMLCT1d 3MMLCT2e 3L1f 3L2g Expt.c 

Surface 2.73 3.08 2.30 2.33 2.73 2.79 

Bulk 2.71 3.10 2.53, 2.72 2.37 2.35 2.72 2.77 2.19 

a The local * excited state of PhNC ligand. The b local * excited state of Ph ligand excited state of 
Ph ligand. The calculated values are taken from Ref. [95] 
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in many cases. A typical example is depicted in Fig. 11.12 [102]. The emission 
spectrum of the [PtII(CN)2(bpy)] complex in the crystal phase was measured at 
various temperatures ranging from low (15 K) to room temperature. At 15 K, a 
sharp emission spectrum was noticed at approximately 660 nm, whereas at room 
temperature, a broad spectrum was observed at approximately 620–630 nm [102]. 
Figure 11.12b shows the Pt–Pt distances at different temperatures. Clearly, the Pt– 
Pt distance increased with an increase in temperature, indicating that the dz2–dz2 
antibonding molecular orbital between two Pt(II) complexes shifted to a lower energy 
and the MMLCT excitation energy shifted to a higher energy with an increase in the 
Pt–Pt distance in MMLCT. Nevertheless, whether the crystal structure in the ground 
state is reflected in the structure of the excited state is still unclear. Additionally, the 
reason for the broadening of the spectrum has not yet been clarified. 

A QM/periodic-MM theoretical study of [PtII(CN)2(bpy)] molecular crystal was 
conducted [96], in which the temperature dependences of the excited-state structure 
and emission spectrum were discussed. A unit cell comprising n QM and (225-
n) MM molecules was used for calculation, and three kinds of QM regions were 
considered. The first type of QM region included the central two molecules, and 
the second and third kinds of QM regions comprised the central three and four 
molecules, respectively. Using these models, QM/periodic-MM calculations were 
performed. The excited-state structures of [PtII(CN)2(bpy)] in the gas and crystal 
phases were different; for instance, in the crystal phase, the orientations of bpy and 
CN in the ground and excited states were the same. However, in the gas phase, bpy 
and CN were twisted around each other and formed a staggard structure. Originally, 
the staggard structure of the ligands was stable due to steric repulsion between the 
two ligands; on the other hand, in the crystal phase, the eclipsed orientation was 
probably induced by the crystal packing effect, and the orientation change upon 
excitation was suppressed by the crystal effect. When two Pt complexes were used 
in the QM region, the MMLCT excited state (denoted as 3[Pt-MMLCT]2) was

Fig. 11.12 Emission spectrum of Pt(CN)2(bpy) (bpy = 2,2,-bipyridine) at various temperatures 
(a) and the lattice vectors with Pt–Pt distance a to m in (b) represent 292, 260, 240, 220, 180, 
160, 140, 120, 100, 60, 45, 30, 15 K, respectively. λex = 514.5 nm. Cited from Ref. [102] with 
permission of the American Chemical Society 
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Table 11.8 Relative energies (in kcal/mol) of dimer, trimer, and tetramer MMLCT excited states 
and their populations (in %) 

10 K 293 K 

dimer trimer tetramer dimer trimer tetramer 

ea 3.3 0.4 0.0 2.4 0.0 0.3 

E + ZPEb 2.1 0.03 0.0 1.6 0.0 0.7 

Pop.c 0.0 20.6 79.4 4.6 74.0 21.4 

a Relative potential energy 
b Relative zero-point energy of the Pt–Pt vibration 
c Population at 10 or 293 K 

formed by these two Pt complexes. When three Pt complexes were used in the QM 
region, the excited state (denoted as 3[Pt-MMLCT]3) was delocalized into three 
Pt(II) complexes. When four Pt complexes were used in the QM region, the excited 
state (denoted as 3[Pt-MMLCT]4) was delocalized into four QM Pt(II) complexes, 
where the excited state character was stronger and the spin density was larger in the 
central two Pt molecules than those in the terminal two Pt molecules. Because of 
this delocalization, the energies of the three excited states, namely, 3[Pt-MMLCT]2, 
3[Pt-MMLCT]3, and 3[Pt-MMLCT]4, were different (Table 11.8). Therefore, the 
populations of these excited states varied with respect to temperature. 

The potential energy curve with respect to the Pt–Pt distance in the excited state 
was shallow; thus, the vibrational frequency was small. This implies that the popu-
lations of vibrationally excited states are large. In this study, the vibrational wave 
function was obtained by solving the Schrödinger equation for the Pt–Pt vibration, 
and the population of each vibrationally excited state was calculated at low and room 
temperatures based on the Boltzmann distribution law. For vibrational wave functions 
with higher quantum numbers, the probability of a structure deviating from the equi-
librium nuclear configuration is large. At low temperatures, the populations of the 
vibrationally excited states are small, which leads to a small probability of structure 
deviated from the equilibrium nuclear configuration and therefore results in a sharp 
spectrum. At room temperature, the populations of the vibrationally excited states 
are large; therefore, the probability of deviating structure is large and a broadened 
spectrum is presented at room temperature, compared with that at low temperature 
(Fig. 11.13a). This feature resembles the phenomenon that the symmetry-forbidden 
d–d transition can have an oscillator strength at room temperatures owing to the 
probabilities of the vibrationally excited states [103]. However, the peak of the 
spectrum was almost equal to that obtained at a low temperature when only the 
probability of deviating structure was considered. As abovementioned, the popu-
lations of 3[Pt-MMLCT]2, 3[Pt-MMLCT]3, and 3[Pt-MMLCT]4 change with an 
increase in temperature because of the variation in their energies; their populations 
were evaluated using the Boltzmann distribution law (Table 11.8): the population 
of 3[Pt-MMLCT]4 was 80% at 10 K, whereas that of 3[Pt-MMLCT]3 was 74% at 
room temperature. This change is induced by not only the Boltzmann distribution,
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but also the fact that the Pt–Pt distance in the crystal phase becomes shorter at low 
temperature and longer at room temperature (Fig. 11.12b). In fact, the tetramer exci-
plex becomes more stable at low temperature and less stable at room temperature than 
other exciplexes because the three Pt–Pt distances become shorter in the tetramer 
exciplex and the tetramer exciplex formation easily occurs when the intermolecular 
distance is short. Instead, the trimer exciplex becomes more stable than the tetramer 
exciplex at room temperature because the intermolecular distance becomes longer 
at room temperature than that at low temperature. Even at room temperature, the 
trimer exciplex is more stable than the dimer exciplex because the delocalization of 
the electronic structure of the trimer is larger than that of the dimer and significantly 
stabilized the trimer compared to the dimer. Considering the change in the population 
of the exciplex and the deviation of the structure of the vibrationally excited state 
from the equilibrium structure, the emission spectrum was calculated to be sharp at a 
low energy (1.95 eV) when temperature is low, and broad at a high energy (2.01 eV) 
when room temperature (Fig. 11.13b). These computational results (Fig. 11.13b) are 
in appropriate agreement with the experimental results shown in Fig. 11.12a. 

In summary, the broadening of the emission spectrum induced by an increase in 
temperature is explained by the fact that the population of the vibrationally excited 
state increases at high temperature, and the high-energy shift of the emission spectrum 
is understood by the change in the populations of several exciplexes. These results 
indicate that the QM/periodic-MM method is promising for the theoretical study of 
the excited states in crystals.

(a) (b) 

LT 

Fig. 11.13 Theoretically calculated emission spectrum of [Pt(CN)2(bpy)] (bpy = 2,2,-bipyridine) 
from the MMLCT excited state consisting of dimer (a) and that calculated using the Boltzmann 
distribution of dimer, trimer, and tetramer excited states (b). Cited from Ref. [96] with permission 
of the American Chemical Society 
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11.5 Advantages and Disadvantages of CM/PM-Combined 
and QM/Periodic-MM Methods from the Viewpoint 
of Application 

Herein, we have compared the CM/PM-combined and QM/periodic-MM methods 
from the viewpoints of their applications to molecular crystals. The CM/PM-
combined method was applied to the adsorption of gas molecules to MOFs [23– 
25]; the enthalpy of adsorption could be evaluated with adequate accuracy and the 
adsorption isotherm could be reproduced well, as described in Sect. 11.3. In the theo-
retical studies, structural optimization was performed via periodic-DFT calculation 
of the entire crystal system, and the adsorption energy was evaluated using periodic-
DFT calculation of the entire system and post-HF correction for appropriate cluster 
models. 

This CM/PM-combined method is not suitable for geometry optimization of 
excited state and calculation of emission spectrum of excited state because a very 
large unit cell is required for the geometry optimization and the emission spectrum 
calculation owing to the considerably smaller population of molecules at excited state 
than that of molecules at ground state. In the theoretical study of chemical reactions 
in crystals, we must also utilize a large unit cell because of the following reasons: 
if we calculate the intermediate and transition state using one unit cell, the reaction 
simultaneously occurs in all other unit cells; these geometry and energy changes 
correspond to phase transitions. In a chemical reaction, the simultaneous occurrence 
of reactions in all the unit cells is improbable; that is, the chemical reaction takes 
place in one unit cell, whereas no reaction occurs in many other unit cells. 

Considering these features of the excited state and chemical reaction, the CM/PM-
combined method is appropriate for theoretical calculations of the chemical events, 
such as the adsorption of gas molecules to MOFs or zeolites and adsorption of 
molecules to solid surfaces with regular structures, occurring in the ground states of 
molecular crystals. 

In contrast, in the QM/periodic-MM method, the main part of a molecular crystal 
is calculated by the QM method and the remaining parts are evaluated via the clas-
sical force field (MM). The QM part at excited state can possibly be assessed in 
the presence of MM molecules bearing the structure and charge distribution in the 
ground state, as discussed in Sect. 11.4.2. Similar calculations can be conducted to 
investigate chemical reactions in crystals (Sect. 11.4.1). When the target is a solid, 
including MOFs and zeolites, with an infinite series of bonds, defining the QM and 
MM parts by cutting some of the infinite series of bonds is necessary. Particularly, 
the application of this method is challenging when the cutting procedure cannot 
be easily performed; For instance, cutting procedure is very difficult for extended 
and/or conjugated systems such as graphite. On the other hand, the QM/periodic-MM 
method can be facilely applied to a molecular crystal because the molecular crystal is 
clearly and reasonably separated into the QM and MM parts without any problem. For 
instance, the QM/periodic-MM method is suitable for theoretical studies of absorp-
tion spectra, excited-state structures, emission spectra [95, 96], and the structural
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and energy changes induced by chemical reactions in molecular crystals because the 
cutting procedure is not required in the case of molecular crystals. 

In summary, these methods can be improved as follows: In the CP/PM-combined 
method, cutting out appropriate cluster models (CMs) is necessary. Also, in the high-
quality calculation of the CM, the crystal effect is not considered currently, which is 
a limitation of this method. This limitation can be overcome using the QM/periodic-
MM method for the calculation of CM, as abovementioned. In this case, charge 
distribution in the boundary region between the QM and MM parts must be carefully 
set. 

In the QM/periodic-MM method, the excited-state, intermediate, and transition-
state in the QM part directly interact with MM molecules when the QM part is small. 
As well known, the QM–MM interaction is less accurately evaluated than the QM– 
QM interaction. Moreover, relaxations of the geometries and electronic structures of 
MM molecules are not considered in this method because they are taken to be the same 
as those for the molecular crystal in the ground state or before the chemical reaction. In 
fact, the relaxations of the geometries and electronic structures occur during chemical 
reactions and excitations. Therefore, we need to employ a QM region composed 
of an important moiety, in which chemical events, such as excitation and chemical 
reactions, occur, and other QM molecules that do not directly participate in the events 
but surround the important moiety. The idea of fragment molecular orbital [104] 
proposed by Kitaura et al. may be applicable to this case; however, its combination 
with the QM/periodic-MM method has not yet been carried out. Additionally, non-
dynamical (or static) electron correlation often needs to be considered to calculate the 
excited state and conical intersection by this method. In this case, we employed the 
multireference wave function method. When exciplex consists of several transition-
metal complexes, the active space becomes large and the usual complete active space 
self-consistent-field (CASSCF) calculation cannot cope with it. In such a case, the 
density matrix renormalization group (DMRG) method [105] can be applied to the 
multireference wave function method. If the quantum embedding theory outlined in 
Sect. 11.3.2 can be easily implemented, these theoretical calculations incorporating 
the non-dynamical electron correlation effects can be performed using a combination 
of DMRG and quantum embedding procedures. 

Recently, the photochemistry of infinite system has attracted significant atten-
tion in the experimental field. Herein, we have discussed the theoretical study of 
the photochemistry of crystalline materials. This computational subject is gaining 
importance in connection with solar cells, photochemical reactions, and so on. 
Photochemistry is also of much interest in MOFs [106]. For theoretical studies 
of excited states in crystalline materials, at least the use of DFT methods with 
hybrid-type functionals is required, and in many cases, the use of post-HF methods, 
for example, CASSCF, symmetry-adapted-cluster/configuration interaction method 
(SAC-CI), and equation-of-motion coupled-cluster (EOM-CC), is desirable. Never-
theless, the application of these methods for periodic-DFT calculations of infinite 
systems is difficult from the viewpoint of computational time, indicating that we 
need to improve the approach to photochemistry of infinite systems.
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In this regard, the following practical procedure can be conducted: we can obtain 
the ground-state structure using periodic-DFT calculations, which is not difficult. 
Using the ground-state geometry, we can acquire the excitation energy through 
the TD-DFT calculation with the GGA-type functional, where an entire system 
is employed. Then, corrections using hybrid DFT functional or post-HF methods 
such as SAC-CI, EOM-CC, and state-averaged CASSCF, are added. These calcula-
tions can be performed using an appropriate CM. Then, the excitation energy can 
be corrected using the ONIOM procedure. These calculations can be conducted by 
placing the QM part in the MM part of the ground state obtained by periodic-DFT 
calculation of the infinite system. Although to date, theoretical calculations of this 
type have not been performed, this is a practical approximation and seems reasonable. 

11.6 Conclusions and Perspectives 

In this chapter, two methods, namely, the CM/PM-combined method and the 
QM/periodic-MM method, for theoretical studies of the electronic structures of 
molecular crystals are outlined and their applications are presented. The CM/PM-
combined method was applied to the theoretical study of the adsorption of gas 
molecules to MOFs. In the study, the adsorption isotherms of gas molecules were 
appropriately reproduced. The QM/periodic-MM method was employed for the theo-
retical studies of the crystal structures of transition metal complexes, structural and 
energy changes induced by chemical reactions in crystals, and the excited-state 
structures and emission spectra of molecular crystals. Similar embedding methods 
proposed for the theoretical studies of solids and solid surfaces are discussed. 

Nevertheless, these methods have several limitations, some of which can be over-
come, as described in Sect. 11.5. The importance of molecular crystals and solids 
with regular structures is increasing in both basic chemistry and applied fields. Thus, 
theoretical studies of these materials are required to obtain theoretical knowledge 
and correct understanding of the various chemical phenomena occurring in solid 
systems and the properties of solid systems. 

Furthermore, amorphous solids will become more important in a near future. 
Amorphous systems consist of several different microstructures. Theoretical calcu-
lations of this type of systems without periodic structures are very difficult. In such 
a case, considering their Boltzmann distributions is necessary. A hybrid Monte 
Carlo (MC)/MD reaction method (named Red-Moon method), recently proposed 
by Nagaoka et al. [107], has been applied to amorphous materials such as solid elec-
trolyte interphase (SEI) film in secondary batteries. Thus, progress in the theoretical 
studies of large amorphous systems consisting of microstructures has also started. 

Currently, knowledge of the structures, functions, and electronic properties of 
molecules in solids, whether crystalline or amorphous, is crucially important and 
will increase more in a near future. The electronic structure theory in solid-state 
chemistry needs to be further developed, which is challenging from the viewpoints 
of both method development and application.
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Chapter 12 
Toward the Applications of Soft Crystals 

Kazuyuki Ishii and Masako Kato 

Abstract In this chapter, to design functions of soft crystals, the relationships 
between gentle stimuli and the corresponding responses are classified based on the 
photofunctions, and the key terms are linked and then systematized. Also, trials of 
functionalization based on soft crystal-related phenomena are introduced toward the 
functionalization of soft crystals. 

Keywords Classification and systematization · Photofunction · Functionalization 
of soft crystals 

12.1 Functions and Prospects of Soft Crystals 

Soft crystals are advantageous since their nm-order molecular structural changes can 
be precisely monitored by X-ray crystal structural analyses, and their sub-μm-order 
crystalline changes reflecting various intermolecular interactions can be observed by 
optical microscopy analyses. Also, soft crystals show the following properties: (1) 
their molecules can move with a certain degree of flexibility, (2) small molecules can 
be adsorbed and desorbed, and (3) chemical reactions can occur. All of these proper-
ties can help in the understanding of various chemical reactions by the combination 
with theoretical and computational sciences. 

Furthermore, soft crystals are expected to be molecular functional materials. At 
this stage, the die shrink based on top-down technology, in accordance with Moore’s 
law, is approaching its limit [1]. On the other hand, chemicals dramatically increase 
in recent decades [2]. Thus, the utilization of molecular materials has been gaining 
attention. Although molecular crystals are essential materials for the development
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of molecular devices, they are not yet regarded as the best candidate materials by 
engineers. The excellent mechanical properties and softness of soft crystals can be 
beneficial in applications requiring flexibility and mechanical compliance. While 
the mass production of soft crystals is still difficult, “Soft Crystals” could add values 
advantageous to metals or ceramics and polymers due to the lightweight and the 
long-range structural ordering or anisotropy, respectively. 

The control of soft crystals is expected to help in the development of unex-
plored functional materials with phase transition phenomena linked to various prop-
erties such as optical properties, dielectric properties, electrical conductivity, and 
magnetism. With reference to the historical development of liquid crystals and 
organic electroluminescence, innovations based on the development of new materials 
using soft crystals will significantly impact the society. 

Consequently, the classification of soft crystals in terms of the gentle stimuli 
and the corresponding response is important. Gentle stimuli-responsive structural 
transformations with highly ordered structures, which are the characteristics of soft 
crystals, are advantageous for controlling electronic structures; thus, the relation-
ships between gentle stimuli and the corresponding responses are classified based on 
the photofunctions (Table 12.1). The color change (including luminescence color 
change) and shape change are observed as responses to gentle stimuli such as 
grinding, hitting, heat, light, and small molecule. Thus, initial typical responses of soft 
crystals, such as vapochromism, mechanochromism, and superelasticity, can be clas-
sified into these categories. Furthermore, recent studies have shown that soft crystals 
can show almost all types of responses against stimuli. Although these phenomena 
can be observed in other materials, soft crystals have characteristics such as the 
movability of molecules and the adsorption/desorption of small molecules due to 
their flexible molecular structure and substituents, large voids, small intermolecular 
interactions, and/or small activation energy for transitions. This type of classification 
is possible not only for photofunctions but also for other functions, which will be 
beneficial for the design and development of new functions.

In order to tailor the functions, it is important to systematize the key terms of 
soft crystals. As described in Sect. 2.1, various key terms have been associated to 
soft crystals: formation of many crystal polymorphs, phase transition and/or struc-
tural transformation by gentle stimuli, intermolecular electronic interactions such 
as d-π, d-d, or  π-π, existence of large voids in crystals, adsorption/desorption of 
molecules, and chemical conversions or chemical reaction-based chemilumines-
cence. Furthermore, the highly ordered structures in soft crystals are considered 
to be advantageous for controlling electrons and excitons. These key terms can be 
classified as “Essences”, “Phenomena”, and “Functions” and can be thus system-
atized by linking them (Fig. 12.1). Some functions can be also designed on demand 
by tracing connection lines.
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Phenomena 

Superelasticity•Ferroelasticity Mechanochromism Vapochromism Chemiluminescence•Chemical reaction 

Functions 

Small intermolecular 
interactions 

Flexible molecular structures 
and/or substituents 

Molecular Crystals consisting of 
various kinds of atoms 

Crystal polymorphism: 
a lot of crystal forms 

Large voidsSolid State: small 
structural fluctuations 

Adsorption/Desorption or 
Conversion of Molecules 

Electron/Exciton 
Appropriate for controlling 
transport or delocalization 

Changes in 
Electronic States 

Luminescence 
Color Changes 

Gentle stimuli-responsive transitions 
and/or structural changes 

Single Crystal ⇔ Single Crystal or 
Single Crystal ⇔ Amorphous 

Small activation energies for transitions 
(Small ΔG‡) 

Interactions between various 
orbitals, i.e., d-π.d-d.π-π 

Essences 

Fig. 12.1 Systematization of the key terms of “soft crystals” 

12.2 Toward the Functionalization of Soft Crystals 

Several trials of functionalization based on soft crystal-related phenomena, such as 
phase transition, crystallization, and organic vapor response, have been conducted 
with reference to the boundary region between crystals, liquid crystals, and polymers. 
Since these are important steps toward the functionalization of soft crystals, three 
examples are introduced. 

12.2.1 Organic Thin-Film Transistor Memory with a Highly 
Oriented Molecular Layer as a Dielectric Gate 

Kobayashi et al. investigated organic thin-film transistor (OTFT) memory using 
highly oriented molecular arrangements [3]. The device consisted of poly(γ-methyl-
L-glutamic acid) (PMLG) and pentacene as a dielectric gate layer and an active layer, 
respectively, as well as gold source-drain electrodes (Fig. 12.2 inset). The PMLG 
layer showed ferroelectric properties based on the highly oriented molecular arrange-
ments, and consequently the device showed a clear electric hysteresis (Fig. 12.2, 
black line). This study indicates that highly oriented molecular arrangements with 
ferroelectric properties can be applied to the memory function of OTFTs.

12.2.2 Heat Shielding Materials Based on Phase Transition 

Soft crystals are promising smart materials that respond to gentle stimuli in the 
surrounding environmental changes. Ishii et al. proposed novel heat-shielding mate-
rials based on the thermochromic phase transition of a composite of silicon phthalo-
cyanine dye (SiPc(OH)2) and liquid crystalline 4,-n-octyloxy-4-biphenylcarbonitrile
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Fig. 12.2 OTFT device using a PMLG film and its transfer characteristics. Reprinted with 
permission from Ref. [3] Copyright 2020 MDPI, All Rights Reserved

(8OCB) molecules [1]. When SiPc(OH)2 was dissolved in an excess of liquid crystal 
molecules, it existed as a monomer and showed a sharp Q absorption band (FWHM 
~20 nm) at around 700 nm, in the temperature region where the liquid crystal 
molecules are in the liquid or liquid crystal (LC) phase (Fig. 12.3). On the other 
hand, in the temperature region of the crystalline (Cr) phase, 8OCB crystallized, and 
SiPc(OH)2 aggregated, thus resulting in a very broad Q absorption band (FWHM > 
200 nm). The temperature of this dramatic thermochromism could be controlled 
by changing the phase-transition temperature of the liquid crystalline molecules. 
This thermochromic material has been investigated as a potential heat shield mate-
rial by encapsulating the composites; at low temperatures, SiPc(OH)2 aggregates 
broadly absorbed sunlight and the material’s temperature increased, whereas at high 
temperatures, the monomeric SiPc(OH)2 absorbed only red light and prevented the 
temperature rise by the backside reflector. The combined use of the phase transition 
and aggregation/dissociation behavior is promising in terms of stability and the easy 
control of temperature or color, in comparison with thermochromic leuco dyes whose 
color is changed by the formation/cleavage of chemical bonds.

12.2.3 Agents for the Collection of Volatile Organic 
Compounds (VOCs) 

As the development of soft crystals researches, when investigating vapochromism, 
the solid → liquid changes that occurred in response to organic solvent vapors were 
observed in the crystals of the molecular salts. Systematic experiments revealed 
that this phenomenon was in fact deliquescence caused by the VOCs and was 
consequently named organic deliquescence [4]. Deliquescence is a well-known
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Fig. 12.3 Temperature-dependent heat shielding effects using the thermochromic behaviors of the 
composite of SiPc(OH)2 dye and liquid crystalline 8OCB molecules

phenomenon in which substances such as citric acid, sodium hydroxide, potas-
sium carbonate, magnesium chloride, and calcium chloride absorb water vapor from 
the air and spontaneously form an aqueous solution. On the other hand, organic 
deliquescence had not been reported. 

In the case of chloroform (CHCl3) widely used as a solvent in the chemical 
industry, organic deliquescence was observed in tetrabutylammonium hexafluo-
rophosphate ((n-Bu4N)PF6), which is highly soluble in CHCl3. For dimethylfor-
mamide (DMF), which is a highly polar solvent that can dissolve various salts, 
organic deliquescence was observed in (n-Bu4N)PF6, NH4PF6, and NH4BF4 soluble 
in DMF. When using toluene, which has a low polarity, organic deliquescence was 
observed in tetrabutylammonium benzoate according to the well-known principle of 
“like dissolves like”, in contrast to the non-organic deliquescence in (n-Bu4N)PF6, 
NH4PF6, NH4BF4, and NaCl, which are insoluble in toluene. These results indicated 
that it is possible to design the organic deliquescence phenomenon for target specific 
VOCs based on the principle of “like dissolves like”. 

One of important features of organic deliquescence compared to conventional 
adsorption phenomena is that the amount of collected solvent can be much higher than 
that of the salt. Since calcium chloride is practically used as a desiccant, the organic 
deliquescence behavior can enhance the development of agents for the collection of 
VOCs (Fig. 12.4).
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Fig. 12.4 Organic deliquescent behavior of NH4BF4 exposed to DMF (left) and the mechanism 
(right). Reprinted with permission from Ref. [4], Copyright 2022 Royal Society of Chemistry, All 
Rights Reserved 
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