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Preface 

The ability to predict the evolution of the atmosphere over a wide range of time 
scales (hours to decades) brings great benefits to society. Examples include short-
term public warnings of hazardous air quality and the long-term evaluation of climate 
warming and policy effectiveness. Atmospheric predictions use complex models 
that are underpinned by observations and a sound understanding of the underlying 
processes, which include the interactions between atmospheric components and their 
environment. Atmospheric simulation chambers are among the most advanced tools 
for studying and quantifying atmospheric processes and are used to provide many 
of the parameters incorporated in air quality and climate models. Without chamber-
derived parameters to constrain predictive models, any physico-chemical forecasts 
of the atmosphere are highly unreliable, both in the short- and long-term. 

The largest uncertainties in our current knowledge of atmospheric processes and 
their impact on air quality and climate change are associated with complex feed-
back mechanisms in the Earth System. Understanding and quantifying those mech-
anisms that are just becoming measurable are only possible through a synergistic 
approach that combines atmospheric observations, detailed simulation experiments 
and modelling. This methodology is the most efficient means of obtaining a quan-
titative understanding of physico-chemical transformations in the atmosphere and 
chamber studies are a key component of that approach. 

The level of scientific understanding of climate drivers, the health impacts of 
complex mixtures of air pollutants, and the interaction between the two is still 
evolving. Simulation chambers were originally created to study the impact of atmo-
spheric processes on regional photochemistry. This approach has since been extended 
to understand particles formation, cloud microphysics and global warming. More 
recently, atmospheric simulation chambers have been applied to a wider range of 
research areas such as human health and cultural heritage. In all cases, a key objective 
is to work under conditions that are as realistic as possible. 

In the real atmosphere, it is difficult to separate chemistry from meteorology, 
emissions, transport and other variables. Since the late 1960s, closed systems have 
been developed to provide a controlled atmosphere to study the formation and the
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evolution of air pollutants by isolating specific compounds of interest and controlling 
the oxidizing environment. 

Initially, chamber experiments were mainly focused on understanding the chem-
ical processes governing the formation of photochemical smog. These “smog cham-
ber” experiments enabled investigations into the formation of secondary pollutants 
such as ozone and oxygenated reactive nitrate species, as well as the associated atmo-
spheric oxidation mechanisms. This approach has been extremely useful in producing 
gas-phase kinetic data, branching ratios and product distributions of chemical reac-
tions. Together with data arising from flow tubes and flash photolysis experiments, 
this knowledge allowed the scientific community to develop numerical chemical 
models that are used to predict the chemical evolution of the atmosphere. Nowa-
days, chambers are also essential tools for evaluating these chemistry modules and 
for predicting the formation of secondary pollutants in the absence of uncertainties 
associated with emissions, meteorology and mixing effects. 

Over the past few decades, simulation chamber studies have been extended to 
include processes related to the formation, chemical aging and physico-chemical 
properties of secondary organic aerosol (SOA). This research has compelled the 
atmospheric science community to pay even more attention to the design of simu-
lation chambers, e.g. their size or wall material, and the experiments carried out in 
them. Nevertheless, the general aim of chamber experiments remains focused on the 
simulation of processes occurring in ambient air and under controlled conditions. 

Our understanding of atmospheric chemical and physical processes has evolved 
considerably over the last two decades, but new challenges are expected to arise 
from responses of the Earth System to changes in the climate due to anthropogenic 
activities. 

To respond to such challenges, the atmospheric simulation chamber community in 
Europe has organized itself within the EUROCHAMP consortium. Three consecu-
tive EU funded projects—EUROCHAMP, EUROCHAMP-2 and EUROCHAMP-
2020—spanning the period 2004–2021, have enabled most of the European 
research groups involved in experimental atmospheric simulations to adapt their 
research platforms to the emerging research needs. A wide range of topics have 
been addressed including unexpected gas-phase chemistry, understanding oxidative 
capacity, secondary organic aerosol formation and growth, along with studies of 
the cryosphere, air-sea exchange and real-world emissions. The integrated suite of 
state-of-the-art simulation chambers within the EUROCHAMP consortium provides 
unprecedented opportunities for atmospheric scientists to perform experiments that 
address the most important questions in air quality and climate research. 

Innovative methodological research carried out in the EUROCHAMP projects, as 
well as best practices and standard protocols are reported in the present volume. With 
the production of the first-ever “Practical Guide to Atmospheric Simulation Cham-
bers”, we are not only aiming at producing a key tool for knowledge transfer within 
the EUROCHAMP community, but also provide the global atmospheric science 
community with a unique resource that outlines best practice in the operation of 
simulation chambers and in related data exploitation.
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Moreover, at a time when the provision of open data has become the standard 
approach in scientific publishing and reporting, EUROCHAMP provides a sustain-
able Data Center that includes results from thousands of simulation chamber exper-
iments, as well as a range of advanced data products. As Europe looks to efficiently 
re-organize its atmospheric research infrastructures, many EUROCHAMP facilities 
and consortium members will become part of the Aerosols, Clouds and Trace Gases 
Research Infrastructure (ACTRIS). The Data Center will continue to grow and be 
available for access within the framework of the ACTRIS Research Infrastructure. 

This guide is based on the work carried out in the EUROCHAMP community. 
Its scope, though, is much larger, as it aims to provide a broader scientific audience 
with the knowledge needed to analyze, reuse, review or combine simulation chamber 
data. 
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Chapter 1 
Introduction to Atmospheric Simulation 
Chambers and Their Applications 

Astrid Kiendler-Scharr, Karl-Heinz Becker, Jean-François Doussin, 
Hendrik Fuchs, Paul Seakins, John Wenger, and Peter Wiesen 

Abstract Atmospheric simulation chambers have been deployed with various 
research goals for more than 80 years. In this chapter, an overview of the various 
applications, including emerging new applications, is given. The chapter starts with 
a brief historical overview of atmospheric simulation chambers. It also provides an 
overview of how simulation chambers complement field observations and more clas-
sical laboratory experiments. The chapter is concluded with an introduction to the 
different aspects requiring consideration when designing an atmospheric simulation 
chamber. 

Atmospheric simulation chambers, such as those in the EUROCHAMP network, 
are highly valuable research tools for investigating chemical and physical processes 
that occur in air. They are used in a large number of applications, ranging from 
air quality and climate change to cloud microphysics, cultural heritage and human 
health. Chambers were originally developed as laboratory-based systems to investi-
gate the formation of clouds or photochemical smog and hence, were called cloud 
chambers or smog chambers, respectively. Their ability to provide a controlled envi-
ronment to study the formation and evolution of atmospheric pollutants, by isolating
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specific compounds of interest and controlling the oxidizing environment, made 
them especially useful in elucidating the key factors governing photochemical smog 
formation on a local to regional scale. Within EUROCHAMP-2020 and across the 
world, chambers dedicated to the exploration of atmospheric chemistry outnumber 
the atmospheric physics and cloud chambers. For this reason, this guide has an 
emphasis on atmospheric chemistry related aspects of simulation chambers. 

Initially, smog chamber experiments were focused on elucidating the processes 
responsible for the observed increase in atmospheric secondary pollutants such as 
ozone and peroxyacyl nitrates (PAN-type compounds). This approach was later 
broadened to include studies of the kinetics and mechanisms of gas phase atmo-
spheric oxidation and chambers have been extremely useful in producing kinetic 
data, branching ratio and product distributions (Becker 2006). Together with data 
arising from flow tubes and flash photolysis experiments, this knowledge allowed 
the scientific community to build complex numerical chemical codes that have led to 
the development of the models used to predict ozone formation. Nowadays, cham-
bers are also essential tools for evaluating these chemistry models and for predicting 
the formation of secondary pollutants in the absence of uncertainties associated with 
emissions, meteorology and mixing effects (Carter and Lurmann 1991; Dodge 2000; 
Hynes et al. 2005). Experimental chamber data have been key to the development 
and optimisation (e.g. Gery et al. 1989; Carter  2010; Bloss et al. 2005a), as well as 
the evaluation (e.g. Saunders et al. 2003; Goliff et al. 2013; Jenkin et al. 2012; Bloss  
et al. 2005b; Metzger et al. 2008; McVay et al. 2016) of chemical mechanisms used in 
a wide range of science and air quality policy models. Today, chamber-derived data 
remains a key component in the development and evaluation of future atmospheric 
chemical mechanisms (Kaduwela et al. 2015; Stockwell et al. 2020). 

In the past few decades, chamber facilities have been increasingly used to investi-
gate processes leading to secondary organic aerosol (SOA), an important component 
of atmospheric aerosol (Finlayson-Pitts and Pitts 1986; Dodge 2000; Finlayson-
Pitts and Pitts 2000; Kanakidou et al. 2005; Barnes and Rudzinski 2006; Hallquist 
et al. 2009). The general methodology which has been (and still is) useful for gaseous 
pollutants is now providing valuable data related to SOA formation (e.g. Hatakeyama 
et al. 2002; Pankow 1994; Odum et al. 1996; Cocker et al. 2001; Pun et al. 2003; 
Takekawa et al. 2003; Martin-Reviejo and Wirtz 2005; Baltensperger et al. 2005; 
Donahue et al. 2005; Pathak et al. 2007; McFiggans et al. 2019; Zhao et al. 2018, 
Ciarelli et al. 2017) as well as the physico-chemical properties of aerosols and their 
changes during atmospheric transport and processing (De Haan et al. 1999; Kalberer 
et al. 2006; Field et al. 2006; Linke et al. 2006; Meyer et al. 2009; D’Ambro et al. 
2017; Huang et al. 2018; Zhao et al. 2017). 

Furthermore, due to the wide range of experimental requirements, simulation 
chamber designs vary considerably. As pointed out by Finlayson-Pitts and Pitts 
(2000), although the general aims of all chamber studies are similar–i.e. to simu-
late processes in ambient air under controlled conditions–the chamber designs and 
capabilities to meet these goals vary widely. This in turn means that chambers and 
their associated measurement technologies are being adapted to a growing number 
of applications.
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This chapter provides a short history of atmospheric simulation chambers 
Sect. 1.1, investigations of atmospheric processes Sect. 1.2, approaches for bridging 
the gap between laboratory and field studies Sect. 1.3, emerging new applications 
Sect. 1.4, and considerations on the design and instrumentation of atmospheric simu-
lation chambers Sect. 1.5. Respective references to the more detailed discussion in 
Chaps. 2–8 are provided in each of the subsections. 

1.1 A Short History of Atmospheric Simulation Chambers 

Atmospheric simulation chambers have been used for more than 80 years. As early 
as the 1930s, Findeisen performed studies on cloud droplet size distributions and 
conducted cloud chamber experiments, which was a highly novel approach at the 
time. Findeisen’s cloud chamber was approximately 2 m3 in volume and connected to 
a vacuum pump, which allowed the process of adiabatic expansion and atmospheric 
cloud formation to be mimicked in the chamber (Storelvmo and Tan 2015). 

Photochemical smog formation, first observed in the Los Angeles area in the 1940s 
and 1950s stimulated study in large chambers to simulate plant damage and health 
effects such as eye and lung irritation (Haagen-Smit 1952). Europe followed suit in 
chamber construction and application to atmospheric processes and through a range 
of national and European Union funding streams, Europe now leads the world in the 
use of large, highly instrumented chambers for atmospheric model development and 
evaluation. These large facilities are complemented by a range of smaller chambers 
that have been designed for specific purposes. 

The first large European chamber was the “Große Bonner Kugel” (Groth et al. 
1972), constructed at the University of Bonn and completed in 1968. The programme 
led by Groth and Harteck initially focused on air glow reactions at the low pressures 
pertaining to the upper atmosphere. However, studies of tropospheric interest were 
also undertaken, but at a very basic level and without the use of photolytic sources. 
Radicals were generated by discharge flow techniques, and this limited the range of 
conditions that could be used. 

The facility, which was operated by Becker, Fink, Kley and Schurath for several 
years (Groth et al. 1972), had the following properties as indicated in Table 1.1.

At that time dark OH radical sources and the importance of OH reactions were 
not known. Figures 1.1 and 1.2 show the facility installed at the Institute of Physical 
Chemistry, Bonn University. The chamber has not been used since the mid-1980s 
because of its enormous operational cost and has since been completely dismantled.

In the mid-1970s, as our understanding of the basics of tropospheric chem-
istry increased and particularly the role of photolysis, the Pitts group at Riverside 
(Finlayson-Pitts and Pitts 1986, 2000) started to construct an indoor chamber with 
the objective of exploring photochemical smog formation. Advances in the under-
standing of photochemical processes had been slow because appropriate analytical 
techniques still had to be developed at that time. However, activity soon increased 
with the construction of a similar chamber in Japan (Akimoto et al. 1979a, b), while
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Table. 1.1 Key properties of the “Bonner Kugel” 

Volume 221 m3 

Surface 177 m2 

Inner diameter 7.5 m 

Heatable Tmax = 350 °C with 233 kW power, cooling of baffles between pumps and 
chamber with liquid hydrogen 

Material Stainless steel, 10 mm wall thickness 

Pumping speed 240 000 l/s with 8 diffusion pumps 

Lowest pressure 10–12 bar

Fig. 1.1 The housing of the “Große Bonner Kugel” (left) and cross-section through the spherical 
reaction chamber “Große Bonner Kugel” (right). Courtesy of K.H. Becker, Bonn, Germany

Atkinson in the Pitts group started to successfully investigate the kinetics of the 
initiation reactions of OH, O3 and NO3 with volatile organic compounds (VOC). 
Concurrently, other groups used Teflon bags to study smog-forming reactions under 
irradiation by natural sunlight, but their results were limited to the Los Angeles 
conditions. 

The importance of the OH radical in atmospheric chemistry had been promoted 
by Weinstock (1969), working at the Ford Motor Company research laboratories at 
Dearborn. In this laboratory, Niki used a relatively small photoreactor to develop 
the application of FTIR spectroscopy for quantitative investigation of atmospheric 
reactions (Niki et al. 1972, 1981; Wu et al.  1976). IR absorption spectroscopy had 
been used for a number of years to study atmospherically relevant chemical reactions 
(Stephens 1958; Hanst 1971), based mainly on mirror systems which allowed long 
path light absorption (White 1942, 1976; Herriott et al. 1964; Herriott and Schulte 
1965). However, it was the use of FTIR methods by Niki et al. (1981) and additional 
work in the Pitts’ group to quantitatively measure rate coefficients and products in 
photoreactors by long path FTIR absorption spectroscopy that really accelerated and
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Fig. 1.2 The pipe system by which the chamber could be heated to 300 °C (left), enormous pumping 
capacity needed to reach the vacuum of 10–9 Torr (middle), the platform at which the experiments 
were prepared and carried out (right). Courtesy of K.H. Becker, Bonn, Germany

promoted the use of the technique and FTIR has been one of the work-horses of 
chemical simulation chambers ever since. 

In the 1960s and ‘70s, the understanding of atmospheric reactions developed as 
first the key role of the OH radical was recognised as the dominant oxidizing agent 
in the troposphere, based on the analysis of the CO budget (Heicklen et al. 1969; 
Weinstock 1969; Stedman et al. 1970; Levy  1971), and the measurement of the OH 
+ CO rate coefficient two years earlier (Greiner 1967). The propagation of an OH 
radical chain was understood 10 years later when the rate coefficient of the fast 
reaction HO2 + NO → OH + NO2 was measured by several groups (Howard and 
Evenson 1977; Leu  1979; Howard  1979, 1980; Glaschick-Schimpf et al. 1979; Hack 
et al. 1980; Thrush and Wilkinson 1981), initiated by studies of Crutzen and Howard 
(1978) that showed the importance of this reaction in stratospheric ozone chemistry. 

In Europe in the 1970s, several groups e.g., Becker and co-workers in Bonn and 
Cox and co-workers in Harwell, started studies on tropospheric chemistry based 
on either the technique of long path FTIR absorption spectroscopy in simulation 
chambers by Becker and co-workers in Wuppertal or molecular modulation studies 
focusing more on elementary reactions by Cox. Becker and co-workers constructed 
a multiple reflection mirror system in a 420 L photoreactor, which could be operated 
between 223 and 323 K to determine the OH reaction rate coefficients in combination 
with product analyses in the ppm range. Subsequent developments involved the
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construction of a 6 m long quartz glass reactor of 1000 L volume, the QUAREC 
chamber, which enabled measurements to be extended down to the ppbV level. Over 
the years, other European laboratories started to use indoor chambers of larger volume 
irradiated by a range of photolysis sources (Baltensperger et al., in Villigen/Zürich, 
Carlier and Doussin in Paris, Hjorth et al., in Ispra, Herrmann et al., in Leipzig, Le 
Bras et al., in Orléans, Treacy et al., in Dublin, Wenger et al., in Cork). Tables 1.2 
and 1.3 lists the larger indoor and outdoor reactors, respectively, that have been built 
up to 2000.

Large outdoor simulation chambers have many advantages in terms of photochem-
ical smog simulation and several large outdoor chambers have been built in the US, 
with support from the EPA. A major objective of these studies was to determine ozone 
formation isopleths under chemical conditions representative of conditions observed 
in major US cities. These chambers were made from FEP Teflon foil, with volumes 
up to 25 m3. Whilst they lead to improvements in the empirical understanding of 
smog formation, the results could not be generalised because of the limited range of 
conditions requested by the US EPA. In Riverside, Carter and co-workers developed 
a method to define the ozone formation potential of VOCs by determining maximum 
incremental reactivity (MIR) factors using chamber data and chemical modelling 
(Carter 1994). A similar method was introduced by Jeffries in Chapel Hill, who also 
used an outdoor chamber (Fox et al. 1975). 

Other approaches involved the injection of real engine exhaust directly into a smog 
chamber and studying the formation of ozone. However, the data were still very US 
specific in terms of the VOC/NOX ratios and so could not be generalised and applied in 
other countries. In parallel, with the simulation studies mentioned above, Atkinson 
and co-workers refined their method to determine the OH reactivity from relative 
rate measurements in chambers and developed structure reactivity relationships to 
calculate rate coefficients for OH radical reactions with VOCs (Atkinson 1986, 1987; 
Kwok and Atkinson 1995). Further developments in simulation work included work 
by Seinfeld and co-workers in the mid-1980s, to study secondary organic aerosol 
formation from the oxidation of aromatic and biogenic hydrocarbons via the use of 
a 65 m3 outdoor chamber made of FEP Teflon (Pandis et al. 1991). 

In Europe, the first development of a large, highly instrumented chamber was 
led in the mid-1990s, by Becker, Millán and co-workers who built the EUPHORE 
(European Photoreactor) outdoor chamber in Valencia, Spain. In fact, EUPHORE 
consists of two chambers made of FEP Teflon foil, each of which has a volume of 
200 m3 (Becker 1996). This facility became a centre for European laboratories to 
work co-operatively on mechanistic, kinetic and ozone formation studies using either 
controlled starting materials or real exhaust gases from gasoline and Diesel engines. 
The EUPHORE chambers were equipped with a comprehensive suite of analytical 
instrumentation, including in situ detection of the key radicals HO2 and OH using 
laser-induced fluorescence measurements. 

In 2000, the group of Wahner at Forschungszentrum Jülich, Germany, built a new 
double walled outdoor chamber called SAPHIR (Brauers et al. 2003), which has 
a volume of 280 m3, see Fig. 1.3. The double wall made of FEP Teflon foil allows 
studies of oxidation processes at low NOx concentrations (below 1 ppbV). The Jülich



1 Introduction to Atmospheric Simulation Chambers and Their Applications 7

Table 1.2 Indoor chambers without light sources or irradiated by black lamps or solar simulators 
up to the year 2000 

Year References and location Description Application 

1968 Groth et al. (1972) Bonn Dark chamber 220 m3, 
stainless steel (high 
vacuum) 

Without light sources, for 
low pressure studies 

1972 Niki et al. (1972), Dearborn 150 l Pyrex Kinetic and mechanistic 
studies 

1975 e.g. Doyle et al. (1975), 
Riverside 

6 m3, evacuable, 
thermostated, FEPa coated 
aluminium 

Photooxidant and kinetic 
studies 

1979 Akimoto et al. (1979a), 
Tsukuba 

6 m3 evacuable, 
thermostated, FEP coated 
aluminium 

Photooxidant studies 

1980 Winer et al. (1980), Los 
Angeles 

6 m3 evacuable, 
thermostated, FEP coated 
aluminium 

Photooxidant studies 

1981 Barnes et al. (1979), 
Wuppertal 

420 l Duran glass, 
evacuable, thermostated − 
50 to + 50 ºC 

Gas phase studies 

1982 Joshi et al. (EPA), Research 
Triangle Park 

440 glass reactor Photooxidant studies 

1986 Barnes et al., Wuppertal Quartz glass 1100 l, 
evacuable, thermostated 0 
to + 25 °C 

Gas phase and aerosol 
kinetic and mechanistic 
studies 

1986 Evans et al. (1986), 
Australia 

4 × 200 l FEP bags Photooxidants studies 

1988 Behnke et al. (1988), 
Germany, Hannover, now 
Bayreuth 

ca. 3000 l, Duran glass, 
thermostated −25 °C to 
ambient temperature 

Aerosol studies 

1997 Möhler et al. (2001), 
Karlsruhe 

84 m3, thermostated –90 
to + 60 ºC, AIDA 

For trace gas, aerosol and 
cloud studies 

1996 Wahner et al. (1998), Jülich 256 m3, FEP wall cover of 
a lab room 

Without light source, 
for NOY chemistry 

1997 Doussin et al. (1997), Paris 977 l, glass Gas phase mechanistic 
studies 

1998 Cocker et al. (2001), 
Pasadena 

2 × 28 m3, 10–40 ºC Aerosol studies 

2000 Carter et al. (2005), 
Riverside 

FEP, double wall Low NOx studies 

a FEP fluorinated ethylene propylene
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Table 1.3 Outdoor chambers irradiated by sunlight up to the year 2000 

Year References and location Volume, wall material 

1976 Jeffries et al. (2013), Chapel Hill 25 m3, FEP  

1981 Fitz et al. (1981) 40 m3, FEP  

1983 Spicer (1983) 17.3 m3, FEP  

1985 Kelly (1982) 450–2000 l, FEP bags 

1985 Jeffries et al. (1976), Chapel Hill 25 m3, FEP  

1985 Leone et al. (1985), Pasadena 65 m3, FEP  

1995 Becker (1996), Valencia 2 × 200 m3, FEP,  EUPHORE 

2000 Wahner (2002), Jülich 270 m3, FEP, double wall, SAPHIR

group did pioneering work in field measurements of OH and HO2 concentrations 
(Hofzumahaus et al. 2009), so SAPHIR is fully equipped with the most advanced 
in situ radical measurement techniques (Fuchs et al. 2012a, b). A smaller double 
wall indoor chamber was recently built by Carter in Riverside, to study tropospheric 
oxidation processes at low NOx concentrations. 

Two other chambers were built in Germany, at the same time, for the study of 
aerosol processes. In 1986, Zetzsch and co-workers built a 3000 l Duran glass indoor 
chamber in Hannover, covered inside with FEP, and irradiated by solar simulators. 
This facility has been moved to Bayreuth. In 1987, Schurath and co-workers started to

Fig. 1.3 The double wall outdoor chamber SAPHIR in Jülich, Germany (© “Forschungszentrum 
Jülich/Sascha Kreklau”) 
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operate the 84 m3 aluminium chamber AIDA (Aerosol Interaction and Dynamics in 
the Atmosphere) in Karlsruhe, which has homogeneous temperature control between 
+ 60 °C and −90 °C for trace gas, aerosol and cloud process studies. Other groups 
also now operate medium sized chambers. 

A milestone for the European landscape of atmospheric simulation chambers 
was the implementation of the EUROCHAMP initiative, which started in May 2004 
with the goal of joining together the existing European facilities into one integrated 
infrastructure of atmospheric simulation chambers. 

The integration of all these chamber facilities within the framework of 
EUROCHAMP, followed by the EUROCHAMP-2 and EUROCHAMP-2020 
projects, promoted the retention of Europe’s international position of excellence in 
this area and it is unique in its kind worldwide. The mobilization of a large number 
of stakeholders dealing with environmental chamber techniques provided an infras-
tructure to the research community at a European level, which offers maximum 
support for a broad community of researchers from different disciplines. Overall, 
the EUROCHAMP projects fostered the structuring effect of atmospheric chemistry 
activities performed in European chambers and initiated wider international collab-
orations by supporting transnational access activities. Nowadays these facilities are 
fully available for the whole European scientific community and are exploratory 
platforms within the new Aerosol, Clouds and Trace Gases Research Infrastruc-
ture (ACTRIS). The following tables summarize current chambers across the world 
(Table 1.4) starting with the chambers of the EUROCHAMP consortium.

1.2 Investigations of Atmospheric Processes 

1.2.1 Reaction Kinetics and Product Studies 

Being the building blocks of the general atmospheric chemical mechanism, the study 
of the kinetics of elementary steps and the related product distribution has been the 
main application of simulation chambers. Involving pure gas phase conditions this 
has been–and is still–often carried out in small photoreactors of a few hundred litres 
or in small indoor simulation chambers. In the case of kinetics studies, Teflon bags of 
several litres to a few cubic-meters working under atmospheric pressure and ambient 
temperature under artificial irradiation (generally UV fluorescent tube) were often 
used to apply relative rate methods (Brauers and Finlayson-Pitts 1997). Nevertheless, 
the atmospheric fate of hundreds of various volatile organic compounds (VOC) was 
also studied–and is still–in rigid chambers such as the one displayed in Fig. 1.4 
(Barnes et al. 1987; Doussin et al. 1997; Etzkorn et al. 1999; Picquet-Varrault et al. 
2001; Atkinson 2000). This systematic kinetic and mechanistic work has produced 
over time a comprehensive database that has established the foundations of most 
chemical schemes used in numerical models.
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Fig. 1.4 Example of a 1 m3 indoor quartz chamber irradiated with UV fluorescent tube–the 
QUAREC chamber from the Bergische Universität Wuppertal–Germany. (© Bergische Universität 
Wuppertal) 

1.2.2 Simulating Gas Phase Mechanism, Radical Cycles 
and Secondary Pollutant Formation 

Studies on the formation of secondary pollutants are generally conducted in large 
outdoor chambers to avoid potential artefacts linked to a lack of realism in the irra-
diation and to minimize radical losses or conversion on the walls. Tropospheric 
ozone production studies were hence the first to benefit from chamber application. 
Nevertheless, for those studies to be of use for general modelling it is necessary to 
disentangle chamber effects from directly applicable results. Such an approach has 
led as early as the late 1970s to the first ozone isopleth diagrams, linking precursor 
levels to ozone production (Dodge 1977; Jeffries et al. 2013). Interestingly, because 
of the focus on photooxidants which is mostly driven by air quality legislation, oper-
ational model evaluation is often conducted by comparison with the results arising
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Fig. 1.5 Example of a large outdoor Teflon® chamber: the EUPHORE chamber–Valencia, Spain. 
(© EUPHORE) 

from experiments conducted in these types of large chambers (Carter et al. 1979; 
Wagner et al. 2003; Bloss et al. 2005a, b; Carter  2008; Parikh et al. 2013). 

Such chambers are made of FEP Teflon film, generally, several hundreds of cubic-
meters in volume and are often installed on the roof of a dedicated laboratory (e.g. 
EUPHORE in Valencia, Spain Fig. 1.4 or Helios in Orleans, France) or in dedi-
cated shelter structures (e.g. SAPHIR in Jülich, Germany Fig. 1.9 or UNC in North 
Carolina, USA). Because of their size and their outdoor installation, these facilities 
generally involve through-wall connections and inlets to connect the chamber with 
a measurement laboratory often located below. They also include devices such as a 
retractable roof to protect them from rain and wind. Temperature control cannot be 
achieved in such chambers and air inside the chamber may be heated by metal plates 
underneath the chamber when they are exposed to sunlight during the experiment. 
This effect is reduced if there is no direct contact of the metal plate with the chamber 
film and can be further reduced if the metal plate is cooled. Interestingly, even if their 
size is a significant advantage to minimize wall effects (on both gas phase and partic-
ulate phase), wind induced movements of the Teflon film lead to charge build-up that 
has the tendency to strongly reduce the physical lifetime of particle by drawing them 
to the wall (McMurry and Grosjean 1985) (Figs. 1.5 and 1.6).

1.2.3 Aerosol Processes 

Originally considered as a technical problem during early smog simulation exper-
iments, secondary organic aerosol (SOA) formation has since attracted very large 
interest from the scientific community. The availability of instruments such as Scan-
ning Mobility Particle Sizers (SMPS), for the determination of particle number and 
size distribution with a time resolution of minutes, helped to promote the rapid devel-
opment of experimental studies of SOA formation. This trend was further increased 
when mathematical formalisms were proposed to extrapolate the SOA yield from the
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Fig. 1.6 Left: Example of a medium size indoor Teflon® chamber irradiated with UV fluorescent 
tubes/Right: Typical SOA production from terpene ozonolysis experiment (adapted from Kristensen 
et al. 2017)

high precursor concentrations used in chamber experiments to atmospheric condi-
tions (Odum et al. 1996). The volatility basis set (VBS) formalism proposed by 
Donahue et al. (2006) was especially successful in providing a parameterization that 
could be inserted in models (3D included) and has triggered a renewed interest for 
chamber experiments from the modelling community. Both medium size and large 
chambers, as well as indoor and outdoor facilities, are regularly used for SOA exper-
iments. Due to the multiphase nature of the processes studied and their even greater 
non-linearity, there is a general effort to reduce the starting concentration of the 
precursor to the ppb range (and sometimes below) in order to perform experiments 
at atmospherically relevant chemical conditions. These low concentrations make the 
results of these experiments very sensitive to wall effects on the gaseous species, 
such as wall loss of compounds that could normally participate in the aerosol mass 
or, on the other hand, the release of semi-volatile species. Further, physical wall 
losses of particles can also be significant. The quantitative characterization of these 
wall effects is still an open topic that requires a widely applicable formulation (see 
Chap. 2). It also depends highly on the properties of the wall (conductivity, perme-
ability, reactivity, porosity…) in a context where the mechanisms involved are not 
yet well understood. Consequently, the combined use of several types of chambers, 
different in size but also made from different materials (Teflon film, glass, steel, 
aluminium…), is highly desirable for SOA experiments conducted at more realistic 
atmospheric concentrations of precursor gases. In parallel, a significant quantity of 
work has been conducted to better represent semi-volatile wall losses in this diversity 
of chambers (La et al. 2016; Krechmer et al. 2017; Lamkaddam 2017). 

The contribution of simulation chambers to the understanding and quantification 
of SOA and related impacts is not limited to yield measurements. A wide body of
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work has focused on both online and offline chemical characterization with the aim 
of understanding the chemical composition of the SOA fraction but also the chemical 
processes that govern the formation and aging of organic aerosol. As a result of the 
amount of work carried out in medium size chambers, important breakthroughs have 
been made in these topics such as the identification of oligomerization processes in 
the aerosol phase (Kalberer et al. 2006), the chemical trends followed by oxidation 
during SOA aging (Jimenez et al. 2009; Ng et al.  2011a, b; Kourtchev et al. 2016), 
or the importance of auto-oxidation processes for the formation of SOA precursors 
(Ehn et al. 2014). 

New particle formation was long considered as a barely controllable step in 
the formation of SOA during simulation chamber experiments. For reproducibility 
purposes, in most of the studies focusing on aerosol yield, it is hence recommended 
to use seed aerosol as a condensation medium in order to avoid nucleation. Neverthe-
less, dedicated chambers–often exhibiting a very low level of electrostatic charges 
on the wall–have been used to investigate this important process that is possibly 
controlling the number of cloud condensation nuclei in some parts of the atmosphere 
(Bonn et al. 2002; Kiendler-Scharr et al. 2009a, b; Kirkby et al. 2011, Boulon et al. 
2012). One of the challenges in studying the early steps of nucleation in simulation 
chambers is, on the one hand, the ability to measure clusters and particles in the range 
of 1 to 3 nm and, on the other hand, the reduced lifetime of particles smaller than 
20 nm in enclosed vessels (see Sect. 2.5 for particle wall losses analysis). Indeed, 
simulation chambers easily allow for aerosol lifetimes of several hours to a few days 
for particles in the range of a few hundreds of nanometers but due to their very high 
diffusivity, particles in the range of a few nanometer exhibit lifetimes in the range of 
a few minutes only. 

Because of the importance of nucleation related processes, a dedicated facility was 
set-up at CERN: the CLOUD (Cosmics Leaving OUtdoor Droplets) experiment. The 
CLOUD chamber is a stainless steel atmospheric simulation chamber of 26.1 m3 

(Duplissy et al. 2010; Voightländer et al. 2012) operating under drastically clean 
conditions and installed in the T11 beamline at the CERN Proton Synchrotron. In 
order to study the effect of cosmic rays on nucleation, the chamber can be exposed to 
a 3.5 GeV/c positively-charged pion (π+) beam from a secondary target. The results 
from this atmospheric simulation chamber have led to significant advances in the 
understanding of nucleation including the elimination of the role of sulfuric acid 
alone as a nucleating agent, some insight on the effect of cosmic rays and the role of 
low volatility products from biogenic oxidation in initial cluster formation. 

As aerosols refer to the particulate and gas phase, the investigation of aerosol 
processes in atmospheric simulation chambers also includes studies of heterogeneous 
processes. Prominent examples of systems studied include the chemical aging of 
aerosols and formation of brown carbon (e.g. Laskin et al. 2015) and the uptake of 
ozone on organic aerosol such as SOA formed from limonene ozonolysis (Leungsakul 
et al. 2005; Zhang et al. 2006). The N2O5 uptake coefficient on different particle types 
and the influence on gas phase oxidant levels were excessively studied in the Jülich 
indoor aerosol chamber (Mentel et al. 1996; Folkers et al. 2003; Anttila et al. 2006). 
More recently it was shown in atmospheric simulation chambers that levoglucosan,
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traditionally utilized as a source tracer for biomass burning aerosol, is reactive in 
the atmosphere (Hennigan et al. 2010, 2011; Sang et al. 2016; Bertrand et al. 2018; 
Pratap et al. 2019). 

1.2.4 Cloud Processes 

While “cloud chambers” have existed for a very long time, mostly to study the 
microphysics of fog and clouds, the past few decades have seen emerging chamber 
facilities which can generate clouds and fog under sufficiently clean conditions that 
multiphase chemistry, transformation at the droplet interface and cloud microphysical 
processes can be studied (Stehle et al. for the DRI chamber 1981; Hoppel et al. for the 
CALSPAN chamber 1994; Möhler et al. 2001 for the AIDA chamber; Duplissy et al. 
2010 for the CLOUD chamber; Wang et al. 2011 for the CESAM chamber; Chang 
et al. 2016 for the Pi Chamber). All of these chambers are made of metal–mostly 
stainless steel (except for AIDA where the walls are made of aluminium)–because 
one of the most common protocols to generate a cloud is to perform a quasi-adiabatic 
expansion through a relatively fast decrease of the total pressure (from a few second 
to a few minutes) with or without controlling the wall temperature. For instance, the 
AIDA chamber allows for generating liquid droplets, mixed-phase (droplet and ice) 
and pure ice clouds. Further details can be found in Sect. 8.1 (Fig. 1.7).

These facilities have opened the door for realistic studies of cloud microphysics 
in the laboratory. The studies, which have been enabled due to careful control of 
the initial and boundary conditions, include investigations into the cloud condensa-
tion nuclei (CCN) and ice nucleation activity of various aerosol particles (Wagner 
et al. 2011; Henning et al. 2012; Hoose and Möhler 2012), homogeneous freezing of 
supercooled solution droplets (Möhler et al. 2003), scattering properties of ice crys-
tals (Järvinen et al. 2014; Schnaiter et al. 2016), and the effects of non-precipitating 
water clouds on aerosol size distributions (Hoppel et al. 1994). 

In parallel, a whole field of activity has been opened with the ability to study chem-
ical transformations at the interface of droplets or even in the suspended aqueous 
phase. Using this approach, sulfate formation from the multiphase oxidation of SO2 

has clearly attracted the most attention (Stehle et al.1981; Miller et al. 1987; Lamb  
et al. 1987; Hoyle et al. 2016), but more recently, aqueous SOA formation from 
isoprene oxidation products (Brégonzio-Rozier et al. 2016) and brown carbon forma-
tion from fog processes of functionalized organics (De Haan et al. 2018) have also  
been investigated.
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Fig. 1.7 Left: The AIDA facility at the Karlsruhe Institute of Technology with an 84 m3 aluminium 
chamber. Trace gas, aerosol and cloud experiments can be performed in a wide range of atmospheric 
temperatures (+60 °C to −90 °C), pressure (1–1000 hPa) and humidity (sub- and supersaturated 
with respect to liquid water and ice) conditions). Right: Typical evolution of pressure, temperature, 
relative humidity, and cloud droplet diameter for an adiabatic expansion experiment in AIDA

1.2.5 Characterization and Processing of Real-World 
Emissions 

The development of atmospheric chemical mechanisms has been based on chamber 
studies of atmospheric oxidation of individual compounds. Hundreds of species have 
been studied following this approach and have contributed to the building of detailed 
chemical schemes, such as the Master Chemical Mechanism MCM (website: mcm. 
york.ac.uk). This effort is still ongoing to take into account new emissions and refine 
the chemical module of large-scale models. Nevertheless, in parallel, chamber studies 
that represent more realistic and more complex conditions are required to close the 
gap between well controlled but simplified laboratory experiments and observations 
in the real atmosphere. 

Chamber studies, previously described here, have focused on chemical processes 
occurring in the gas and aerosol phases and have usually been limited to the simplified 
oxidation conditions and systems of selected precursors. More recent studies on 
real emissions from combustion sources such as engines and wood-burning stoves, 
or from natural emission sources such as plants or mineral dust, raise interesting 
possibilities for more relevant investigations of atmospheric processes. 

In these studies, chambers are coupled to real emission sources (plant chambers, 
engines, wood burners, cooking stoves…) to study systems of real-world complexity. 
As much as one loses the ability to fully understand processes because of the

https://www.mcm.york.ac.uk
https://www.mcm.york.ac.uk
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complexity of the starting mixtures, one gains in the realism of the impact and the 
enhanced comparison with field measurements. 

Experiments using real-world emissions involve complex sources that are either 
so intense that they need to be diluted before being added to chambers (e.g. engines, 
wood burners, cooking stoves) or do not require dilution (e.g. plants, sea spray, 
air fresheners and other household products). Approaches to ensure the quantita-
tive transfer of all compounds of such complex emission blends into atmospheric 
chambers are described in detail in Chap. 5. 

Concerning the first category, these experiments involve primary pollution sources 
whose aging is studied because of a potential formation of secondary pollution 
worsening their primary effect. The experimental challenges here are to 

a. reproduce the atmospheric dilution of primary emission (both gaseous and partic-
ulate matter) while remaining in measurable concentrations: generally, a dilution 
factor ranging between 100 and 1000 are used (Platt et al. 2013, 2017; Gentner 
et al. 2017; Pereira et al. 2018) 

b. establish a chemical system mimicking atmospheric aging over a few days. 

Large and medium size chambers can be used for these studies. For example, 
Geiger et al. (2002) have connected a diesel engine fuelled with various diesel fuel 
formulations and mounted on a motor test bed directly to the EUPHORE chamber. 
In the dual outdoor simulation chambers, VOC mixtures containing a fixed ratio 
of n-butane, ethene and toluene were irradiated by natural sunlight in the presence 
and the absence of diesel exhaust. In this case, the large volume of the EUPHORE 
chamber (ca. 200 m3) removed the need for a dilution system. For smaller simulation 
chambers (Chirico et al. 2010; Pereira et al. 2018; Platt et al. 2013) a conservative 
dilution system is needed to reduce the concentrations while keeping constant the 
various ratios between gaseous and particulate species, volatile and semi-volatile 
species. To do so, a specific aerosol diluter and heated lines are used. To preserve 
the efficiency of the atmospheric processes, prescribed VOC-to-NOx ratios are used 
which often require the addition of a VOC such as ethene, which is chosen for its 
ability not to add to the particulate mass during its oxidation. Aging is, for example, 
evaluated using the OH exposure index, defined as the cumulative OH concentration 
over the course of the experiment. The calculation of OH exposure requires the use 
of an OH tracer such as deuterated butanol-d9 (Barmet et al. 2011) or the direct 
measurement of OH (e.g. Zhao et al. 2018) (Fig. 1.8).

These studies have demonstrated that, when considering car emission related fine 
particles, secondary pollution was as important as primary pollution and sometimes 
larger (Geiger et al. 2003; Bahreini et al. 2012; Platt et al. 2013, 2017; Gentner 
et al. 2017). In particular, the content of intermediate volatility organic compounds 
(IVOC) has been identified as critical in the ability to produce SOA (Pereira et al. 
2018). The work in simulation chambers has allowed testing of the various types of 
vehicles, engines or fuel formulations that were already available on the market but, 
the interest that this methodology has raised among car manufacturers, allows one to 
hope for testing of future technology before its widespread deployment in vehicles.
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Fig. 1.8 Use of the PSI 27 m3 Teflon chamber for investigating various real-world emissions 
transformation in the atmosphere. (Figure reused with permission from Heringa et al. (2012) Open  
access under a CC BY 3.0 license, https://creativecommons.org/licenses/by/3.0/) 

Fig. 1.9 SAPHIR-PLUS the combination of one of the largest outdoor simulation chamber 
(SAPHIR–Forschungszentrum Jülich, volume: ca. 270 m3) with a controlled plant growing unit

A similar methodology can be applied to biomass combustion emissions. Consid-
ering the importance of this family of emissions, sources such as in-house open 
fires, agricultural burning, modern stoves or even barbecue emissions have been 
injected in a simulation chamber and aged in order to better quantify the extent 
of secondary pollution relatively to primary emission (Tiitta et al. 2016; Bertrand 
et al. 2017; Bhattu et al. 2019). Not only do these studies allow evaluation of the 
environmental impacts of combustion of various fuels (e.g. logwood, pellet, straw), 
types of combustion technology (e.g. stoves) and the various burning regimes (such 
as flaming or smouldering), but they also allow identification of molecular tracers 
and mass spectral signatures that can be monitored in the field to improve emissions 
inventories.

https://creativecommons.org/licenses/by/3.0/
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For experiments involving the atmospheric processing of plant emissions, the 
key challenge is not the dilution as these emissions are diffuse enough, but rather 
the preservation of their representativeness. Indeed, as living organisms, plants are 
sensitive to their environmental condition and any unwanted factors such as water 
stress, mechanical stress, biotic stress, oxidative stress or other abiotic stress from air 
composition may affect the composition and amount of their emissions (e.g. Kleist 
et al. 2012; Mentel et al. 2013; Wu et al.  2015; Yli-Pirilä et al. 2016; Zhao et al. 
2017). Consequently, for studies involving plants, the plant growing facility as well 
as the emission transfer system have to be the subject of extreme care. 

In SAPHIR-PLUS for example (see Fig. 1.9, Hohaus et al. 2016), the photo-
oxidation of Pinus sylvestris L. (Scots pine) emissions were reacted and aged by 
ozonolysis in the presence of sunlight (Gkatzelis et al. 2018) which has allowed 
parameterization of the SOA production from these real plant emissions following 
the volatility basis set (VBS) formalism (Donahue et al. 2006).  In a 9 m3 temperature 
controlled Teflon simulation chamber, run in batch mode at the University of Eastern 
Finland, Failo et al. (2019) studied SOA formation from healthy Scots pine emissions 
and from the same plants infected with aphids. The aphid stressed pine were shown to 
emit more linear sesquiterpenes than healthy ones with significant effects on the SOA 
yields. Wyche et al. (2014) investigated in the Manchester Aerosol Chamber (MAC), 
the differences in SOA formed from predominantly terpene versus predominantly 
isoprene emitters. So far only very few studies have examined SOA production 
from the full range of VOCs made by plants. Since it was shown that the individual 
contributions of VOC in mixtures interact in non-linear ways in SOA formation 
mechanisms (Kiendler-Scharr et al. 2009a, b; McFiggans et al. 2019), there is a 
strong need for more studies exploring plant emissions. 

1.2.6 Mineral Dust 

aerosols are another key player in the atmospheric system. These particles contribute 
to the aerosol radiative effect and can act as cloud condensation nuclei (CCN) as 
well as ice nucleating particles (INPs). Mineral dust particles can deliver soluble 
elements needed for the development of oceanic life and eventually modify the CO2 

content of the atmosphere. Altogether, these kinds of aerosol particles affect Earth’s 
weather and climate. Desert dust also affects human health, as an irritating agent 
at high concentrations causing respiratory diseases, as well as a vector for bacteria, 
viruses and possibly for severe infections like meningitis. 

During transport, mineral dust can mix with air pollution and undergo chemical 
transformations that may affect their basic properties (composition, optical prop-
erties, CCN/IN activities, solubility…) and therefore their atmospheric impacts. 
Further, the multiphase chemistry occurring at their surface may also affect air 
composition. All these reasons have recently led a small number of research groups 
in the chamber community to apply the experimental simulation methodology to this 
science topic. This application implies solving various issues.
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The first issue is the representativeness of the generated dust aerosol with respect 
to the atmosphere. Airborne mineral dust is a mixture of several minerals whose 
proportions change depending on the properties of the parent soil and wind speed. 
It forms an aerosol of an extended size distribution (extending from hundreds of 
nanometers to tenths of micrometers) that does not necessarily reflect the miner-
alogy of the soil due to the size-dependence fractionation between the soil and the 
aerosol phases that occurs at emission. There is hence a technological challenge in 
reproducing the dust generation from the soil process so that both the mineralogical 
composition and the size distribution are realistic (see Sect. 5.2). The global diver-
sity of the mineralogical composition of natural parent soil is not reproduced by the 
commercially available minerals or standard mixtures. As much as possible, research 
tries to face this diversity by generating dust from natural soil collected across the 
world (Linke et al.  2006; Möhler et al. 2008a; Connolly et al. 2009; Wagner et al. 
2012; Di Biagio et al.  2014, 2017a, b, 2019; Caponi et al. 2017), complementing and 
augmenting the many studies with model mineral dust such as Arizona Test Dust 
(Möhler et al. 2006, 2008a, b; Connolly et al. 2009; Vlasenko et al. 2006) or pure 
minerals such as illitte (Möhler et al. 2008a, b) kaolinite (Tobo et al. 2012), hematite 
(Hiranuma et al. 2014) or Feldspar (Mogili et al. 2006, 2007; Atkinson et al. 2013). 

Another critical issue for the study of mineral dust in simulation chambers is 
the reduced lifetime of these aerosols. Indeed, simulation chambers easily allow 
for aerosol lifetimes of several hours to a few days for particles in the range of 
a few hundreds of nanometers, but particles in the range of several micrometers 
undergo rapid sedimentation. As a consequence, in the absence of active resuspension 
processes, their lifetime in enclosed vessels is reduced to a few minutes only. This 
makes it difficult to study chemistry at the surface of the coarse fraction of mineral 
dust, but it is an advantage when one tries to reproduce the physical aging of dust 
plumes in the atmosphere. In fact, chamber experiments of a couple of hours duration 
can reproduce modifications to the size distribution of airborne dust that takes place 
over 2–3 days of transport (Di Biagio et al. 2017a, b). Chambers are therefore an 
emerging tool of choice to study the hygroscopicity and optical properties of mineral 
dust or the chemistry in the presence of the fine fraction only. 

To date, most of the published results from chamber studies involving mineral 
dust have focused on their direct and indirect radiative effect. A large number of ice 
nucleation studies have been carried out at the AIDA chamber and LACIS (Leipzig 
Aerosol Cloud Interaction Simulator) on surrogate dust left bare (Möhler et al. 2006, 
2008a, b; Tobo et al. 2012; Hiranuma et al. 2014; DeMott et al. 2015; Niedermeier 
et al. 2011, 2015; Hartmann et al. 2016) or covered with inorganic (Augustin-Bauditz 
et al. 2014; Niedermeier et al. 2011; Wex et al. 2014) and organic layers (Möhler 
et al. 2008a, b). In the CESAM chamber, most of the research to date has focused on 
optical properties and the derivation of complex refractive indexes in the long wave 
spectral ranges (Di Biagio et al. 2014, 2017a, b) and in the UV–visible (Di Biagio 
et al. 2019, Caponi et al. 2017).
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To date, the number of studies of chemical reactivity at the surface of mineral dust 
in simulation chambers is rather limited due to the above-mentioned difficulties. They 
mostly involved ozone loss on the particles (Mogili et al. 2006) or SO2 uptake and 
reactivity (Zhou et al. 2014). 

1.3 Bridging the Gap Between Laboratory and Field 
Studies 

Simulation chambers have been also used for the benefit of field experiments and 
long-term atmospheric monitoring (Kourtchev et al. 2016). These cross-community 
activities have first concerned instrumental development with a number of high 
technology new techniques being developed or tested at simulation chambers 
(see also 1.5). Prominent among these types of studies is the development of 
new techniques dedicated to atmospheric radical measurement (Schlosser et al. 
2007; Onel et al. 2017), new techniques involving advanced optical setups such as 
optical cavities (Varma et al. 2009, 2013), the development of new advanced mass 
spectrometry instruments (Docherty et al. 2013) and chromatographic procedures 
for the elucidation of the aerosol organic fraction (Rossignol et al. 2012a, b). 

1.3.1 Tracers and Sources of Fingerprint Studies 

The use of simulation chambers for the benefit of field studies also includes the 
identification of specific signatures for emission sources (especially for aerosol mass 
spectrometry–see Aiken et al. 2008; Mohr et al. 2009; Kiendler-Scharr et al. 2009a, 
b; Zhang et al. 2011a, b; Schwartz et al. 2010). It also involves the identification 
of molecular tracers characteristic of specific processes. In this case, the ability 
of chambers to study specific processes is valuably used to separate the effect of 
the various potential oxidants or conditions. When well characterized, and found 
to be sufficiently unreactive in the atmosphere, these tracers are then searched for 
in the field to apply advanced apportionment procedures with the aims of not only 
elucidating the extent of primary sources but also of secondary processes (Jaoui et al. 
2007; Kleindienst et al. 2007, 2012; Zhang et al. 2012). 

In addition, important work has been carried out in characterizing the atmospheric 
tracers of primary sources such as levoglucosan or guaiacol (Hennigan et al. 2010; 
Bertrand et al. 2018; Pratap et al. 2019) that were initially thought fairly unreactive. 
This includes the use of stable isotopes as tracers for the extent of chemical processing 
(Sang et al. 2016; Gensch et al. 2014).
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1.3.2 Instrument Comparison Campaigns 

In addition to activities which involve generally one or only a few groups, large 
instrument comparison campaigns gather the wider atmospheric science community 
around chambers to characterize both established and emerging techniques using 
the ability of simulation chambers to precisely control the environmental conditions, 
while allowing different instruments to simultaneously sample from the same air 
mass. Suspected artefacts can hence be intentionally amplified and the sensitivity of 
the related techniques can be investigated and quantified. High precision water vapor 
measurement (Fahey et al. 2014), NOx and NOy measurements (Fuchs et al. 2010), 
oxygenated species measurements (Wisthaler et al. 2008; Apel et al. 2008; Thalman 
et al. 2015; Munoz et al. 2019), radical measurements (Schlosser et al. 2007; Fuchs 
et al. 2010; Fuchs et al. 2012a, b; Ródenas et al. 2013; Onel et al. 2017) or radical 
reactivity measurements (Fuchs et al. 2017) have been compared in large campaigns 
at chambers during the last 15 years. 

1.3.3 Field Deployable Chamber 

Recently a very innovative approach which combines the use of a simulation chamber 
with field studies has been developed both in Patras (Greece) and in Carnegie Mellon 
Institute (USA). It involves the use of portable simulation chambers directly in 
the field. This strategy is based upon a concept experiment: use ambient air as 
a starting point and allow the study of the evolution of atmospheric particulate 
matter at timescales longer than those achieved by traditional laboratory experiments 
(Kaltsonoudis et al. 2019). 

This type of study can take place under more realistic environmental conditions 
but they could appear as being contrary to the whole simulation chamber experiment 
concept i.e. simplify and control the chemical system to better understand it. To 
solve this apparent contradiction, the group that is developing this new approach has 
developed a dual chamber strategy: after careful characterization of both chambers 
and so after verifying that they are producing comparable results, both are filled with 
the ambient being studied but one is “perturbed”. The perturbation can consist of an 
additional oxidant injection such as ozone, addition of OH sources such as HONO 
or H2O2, or the addition of a compound potentially modifying the aerosol formation 
scheme such as α-pinene (Kaltsonoudis et al. 2019). The information on the chemical 
state of the sampled air is then deduced from the differential analysis of the results 
from the perturbed and control chambers (Fig. 1.10).
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Fig. 1.10 Results from the operation of a dual field deployable simulation chamber during a 
campaign in Pittsburg (USA). One chamber is perturbed with the addition of HONO as an addition 
OH sources a submicronic aerosol mass b Sulfate content of sampled aerosol in both chambers 
as measured by an AMS c Nitrate aerosol content d Ammonium aerosol content e submicronic 
particle number concentration f Oxygen-to-carbon ratio in the organic fraction of the aerosol as 
measured by an AMS. (Reused with permission from Kaltsonoudis et al. 2019, open access under 
a CC BY 4.0 license, https://creativecommons.org/licenses/by/4.0/) 

1.4 Emerging Applications 

1.4.1 Air-Sea/Ice Sheet Interaction 

Recently, even more specific installations have been developed across the simulation 
chamber community: a chambers dedicated to the elucidation of processes occurring 
at the air-sea interface. It consists of chambers that include a reservoir at their bottom 
where artificial or real sea water is kept under controlled conditions and in exchange 
with the atmosphere above. In Lyon (France) such a chamber has been developed and 
used to study the processes occurring in an organic film deposited at the water surface 
and potentially affecting the simulated atmosphere composition. From a modelled 
sea water containing, humic acid (1−10 mg L−1) as a proxy for dissolved organic 
matter, and nonanoic acid (0.1−10 mM), a fatty acid proxy which formed an organic 
film at the air–water interface, this work has shown that a photosensitized production 
of marine secondary organic aerosol could occur (Bernard et al. 2016). These new 
results suggest that in addition to biogenic emissions, abiotic processes could be 
of importance for the marine boundary layer. In East Anglia (UK), the Roland von 
Glasgow Air-Sea-Ice Chamber (RvG-ASIC), named in honour of its late founder, 
allows users to simulate sea ice growth and decay in a controlled environment. 
The tank can be filled with artificial or natural seawater and can be capped with a 
Teflon sheet to reproduce an experimental atmosphere. Here the main challenge is to 
produce a realistic sea-ice from the cooling of the seawater tank (the whole facility 
can be temperature controlled from +30 to −55 °C). This new facility has allowed 
investigating the mechanisms governing the fate of persistent organic contaminants 
in sea ice. It has shown that sea ice formation results in the entrainment of chemicals

https://creativecommons.org/licenses/by/4.0/
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from seawater, and concentration profiles in bulk ice generally showed the highest 
levels in both the upper (ice–atmosphere interface) and lower (ice–ocean interface) 
ice layers making them available from transit toward other compartments or interface 
reactivity. 

1.4.2 Health Impacts 

Even though the need to understand atmospheric chemistry has always been signifi-
cantly motivated by public health issues and solving these issues has been part of the 
rationale for building many simulation chambers, until very recently, studies directly 
focused on health were rather scarce. In early investigations, the carcinogenicity 
and mutagenicity of chamber products were mostly evaluated after sampling of the 
contents and applying rather targeted offline in-vitro tests such as the Salmonella 
typhimurium plate-incorporation test (Claxton and Barnes 1981; Pitts 1983). In the 
past ten years, important progress has been made with the rise of surrogate indi-
cators to qualify and quantify the potential health impact of particles such as the 
Reactive Oxygen Species content (ROS) (Fuller et al. 2014). The development of the 
corresponding instrumentation (Campbell et al. 2019) operating at high time reso-
lution (on-line) now opens the way to building links between these indicators and 
the detailed chemical analysis often performed in the chamber. The goal is a better 
chemical characterization of the actual molecules or molecular functions involved 
in the oxidative stress. 

In parallel, many groups have connected their simulation chambers with online 
samplers to expose living organisms such as lung cells or epithelial cells to the 
secondary pollutants produced in chambers (Savi et al. 2008; Mertes et al. 2013) in  
an attempt to understand the mechanisms that link cell toxicity with smog chemical 
and physical composition. This approach has led to important advances, especially 
when coupled with chamber experiments involving real world emissions (Künzi et al. 
2013, 2015; Nordin et al. 2015). New directions have been explored by a few groups 
(Coll et al.  2018) which involve the use of simulation chambers for the long-term 
exposure (several days to several weeks) of living organisms such as murine models 
while complying with ethical standards. This new development requires overcoming 
substantial technical issues such as the stable and controlled production of secondary 
pollution over several days in a chamber. Their methodological research is pointing 
toward the use of indoor simulation chambers operated in batch mode. Development 
of such platforms in full cooperation with colleagues in the toxicology and medical 
communities may bring this health-related research to a better integration of the 
living body’s functioning in the understanding of its response to air pollution.
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1.4.3 Bioaerosols 

Bioaerosols have been studied for over a decade in cloud chambers to investigate their 
potential ice nuclei activity (Möhler et al. 2008b). Given the public health problems 
associated with bioaerosol contamination and the many unknowns about the survival 
and transformation of bioaerosols, such as bacteria, in the atmospheric environment, 
innovative chamber work has recently started to address these issues (Amato et al. 
2015; Brotto et al. 2015). These studies have led to the development of an indoor 
simulation chamber at the University of Genoa (Italy) where viable bioaerosol can be 
directly collected using Petri dishes without perturbing the course of the experiments 
while, in parallel, being online monitored by more classical techniques such as WIBS 
(Massabò et al. 2018). The goal is to derive parameterization of survival and activity 
of bioaerosols to eventually model the geographical extent of their contamination 
area. 

1.4.4 Cultural Heritage 

Works of art, with highly sensitive colours and materials, may be exposed to harmful 
levels of particulate matter in both indoor and ambient (i.e. outdoor) environments. 
Over time, these particles can deposit onto the surface of the artwork, which may 
influence the perceived colour. Reports over the concern of colour degradation to 
paintings, buildings, and other pieces of cultural heritage due to exposure to air 
pollution, acid rain, and other environmental factors have existed since at least the 
late 1800s due to London smog events (Brommelle 1964). However, the physical 
processes that connect exposure to particulate matter and the corresponding change 
in perceived colour are unknown, and first attempts to experimentally quantify the 
impact of particulate matter on painted works of art are only now emerging. The 
FORTH art exposure facility makes such an approach by developing protocols for 
the exposure of artwork to known levels of air pollutants and quantifying the effects of 
exposure using a portable colourimeter model WR-10 (FRU). Further developments 
in this emerging field will benefit from combining the expertise of exposure chamber 
approaches and atmospheric simulation chambers. 

1.5 Considerations on the Design of an Atmospheric 
Simulation Chamber 

The main objective of the guide is to serve as a reference for both new and current 
users of atmospheric simulation chambers. However, some readers may be consid-
ering the construction of a new chamber and this section is aimed at them. Addition-
ally, it will provide to the new user, some insights into the design rationale of the 
chambers they will be working with.
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This section mainly deals with the scientific issues and objectives that drive a 
particular chamber construction, but of course, practical limitations such as space, 
personnel and money will also influence chamber design. A particular focus is put 
on the requirements for the design of chambers dedicated to the exploration of 
atmospheric chemistry processes. 

Atmospheric simulation chambers have several uses; firstly, they may be used to 
provide a controlled and realistic environment to simulate aspects of the real atmo-
sphere or to test and compare field instrumentation. Secondly, chambers can be used 
as extended laboratory apparatus. For example, several hundreds of elementary reac-
tions are involved in the complete oxidation of complex volatile organic compounds 
(VOC) such as isoprene (C5H8) or aromatic hydrocarbons. Some of these processes, 
particularly those occurring in the initial stages, can be studied individually by tech-
niques such as laser flash photolysis or discharge flow, but many cannot. Atmospheric 
simulation chambers equipped with a wider range of instrumentation may either be 
able to directly measure rate coefficients, provide information on the yields of stable 
first-generation products, test entire chemical mechanisms or investigate aerosol 
chemistry. The main purpose of the experiments also strongly influences the design 
of the chamber. 

1.5.1 Chemical Regime of Simulation Experiments 

Whatever the objective of the chamber, the primary applications are to processes in 
the Earth’s troposphere (extending from surface to the tropopause, where tropopause 
height varies with latitude from ~10 km in polar regions to ~18 km in the tropics). 
In the troposphere temperatures range from ~220–320 K and pressures of ~100– 
1000 mbar are found. In addition, we are often interested in the interactions of 
emissions (biogenic or anthropogenic) with the atmosphere and the interactions of 
atmospheric pollutants with humans, animals, plants and the ocean. Most of these 
interactions take place within the boundary layer, typically the first kilometre or 
so of the troposphere and therefore for many applications, operation at pressures 
close to 1000 mbar is appropriate. However, there is obviously still a wide range of 
temperature variation within the boundary layer and so temperature variation may 
be an important goal in chamber design. Relative humidity also varies over a wide 
range in the troposphere and affects many physical and chemical processes in the 
atmosphere. Therefore, depending on the application of the chamber, precise control 
of humidity is also vital. 

Besides variations in physical parameters, there are also significant variations in 
the chemical composition desired in the simulation experiments that will influence the 
chamber design. Most studies focus on regions of the atmosphere with significant 
VOC emissions. The chemical oxidation of VOCs often includes the same initial 
reaction steps; the reaction of a radical species, X, (where X = OH, NO3, Cl etc.) 
leads via abstraction or addition of the oxidant to an organic radical, R, which then 
rapidly adds O2 to lead to an organic peroxy radical RO2.
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e.g. OH + RH → H2O + R (R1)  

R + O2 → RO2 (R2) 

The atmospheric fate of the organic peroxy radicals depends on the relative abun-
dance of concentrations of reaction partners such as nitric oxide ([NO]) and other 
peroxy radicals ([RO2/HO2]). In regions with high NOx concentrations, the loss of 
RO2 is typically dominated by the reaction with NO, generating an alkoxy radical 
(RO). The exact fate of the RO depends on its structure, but most often products are a 
carbonyl compound and hydroperoxyl radicals (HO2). Further reaction of HO2 with 
NO regenerates OH completing a reaction cycle (Fig. 1.10) 

RO2 + NO → RO + NO2 (R3) 

e.g. RO + O2 → Carbonyl + HO2 (R4) 

HO2 + NO → OH + NO2 (R5) 

The by-product of the NO to NO2 conversion in reactions (R3) and (R5) is ozone, 
a significant secondary pollutant. This radical reaction chain is the only relevant 
chemical source for ozone in the troposphere. 

However, in environments with low NOx concentrations (typically [NO] < 50 
pptv) such as the marine boundary layer or remote tropical or boreal forests, radical 
recombination reactions become the dominant RO2 loss channel. 

RO2 + RO2 → ROH + R'CHO + O2 or 2RO (R6) 

RO2 + HO2 → ROOH + O2 or RO + OH + O2 (R7) 

These reactions terminate the radical chain. For specific RO2 radicals, isomer-
ization reactions can be competitive. Products can be again RO2 radicals that may 
decompose and thereby form other radical species such as HO2 or highly oxygenated 
molecules could be eventually formed. For example, significantly enhanced OH 
concentrations are observed in high isoprene and low NOx environments that can 
be explained by radical production from isomerization reactions of isoprene derived 
RO2 (Peeters et al. 2014; Novelli et al. 2020). 

Due to the importance of the fate of RO2 radicals for the chemical reaction system 
that should be investigated in the simulation experiments, considerations about the 
NOx concentration that can be achieved in the chamber is important and can have 
implications on the chamber design (Fig. 1.11).

The chemical composition of the troposphere is also impacted by surface inter-
actions such as bulk and aerosol surfaces. The interaction with bulk solid surfaces
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Fig. 1.11 Scheme of the 
radical reactions involved in 
atmospheric photochemical 
VOC oxidation and ozone 
production

can be easily replicated in many chambers. Some chambers (e.g. ISAC) are specif-
ically designed to investigate interactions with liquid surfaces and sea-ice like the 
Roland Van Glasow Air-Sea-Ice Chamber at the University of East Anglia. Aerosols, 
primary or secondary, organic or inorganic, are the other main surfaces in the tropo-
sphere and studies involving aerosols and gas/aerosol/cloud interactions may require 
specific design criteria and instrumentation. 

1.5.2 Chamber Size 

Whilst there may be specialized chambers for the investigation of interactions with 
bulk surfaces, often bulk surfaces and their associated heterogeneous chemistry are 
minimized to avoid that experiments are impacted by chamber wall effects. Mini-
mizing the surface to volume ratio (S/V) helps and might be the only way to suppress 
chamber wall effects, if experiments are performed at atmospheric concentrations 
of trace gases. For example, the large chambers EUPHORE (200 m3) and SAPHIR 
(270 m3) have spherical and cylindrical shapes, respectively, to minimize the surface 
to volume ratio and are advantageous compared to cuboid structures. Cuboid shapes 
are commonly used for Teflon chambers as they can be easily mounted, illuminated 
and physically accessed. 

Most chambers have capabilities to inject reagents and maintain a homogeneous 
mixture by operating fans. Clearly, the specifications of fans need to match the 
chamber size to ensure efficient operation. The practical issues concerning logistics 
are beyond the scope of this chapter, but it is worth highlighting that large cham-
bers such as AIDA, EUPHORE and SAPHIR have significant numbers of dedicated 
personnel and additional infrastructure facilities for example for clean air generation 
and power requirements.
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As well as providing a more realistic environment for simulations, large chambers 
are ideal tools for field instrument comparisons. The volumes of gas sampled by some 
instruments make comparisons in small chambers impossible and generally there is 
more space for instruments. In situ comparisons in the real atmosphere have their 
advantages, but instrument comparisons in large chambers ensure, that all instruments 
sample the same chemical composition in a controlled environment and conditions 
can be systematically varied (e.g. Dorn et al. 2013; Fuchs et al. 2010, 2017; Fuchs 
et al. 2012a, b). 

Whilst a small surface to volume ratio helps in ensuring that the chemical processes 
studied are indeed dominated by gas phase chemistry and ensures the best represen-
tation of atmospheric processes, this may not be required for other purposes of 
environmental chambers. For mechanistic or relative rate reaction kinetic studies, 
the rapid turnaround time of smaller chambers, where several experiments can be 
run per day, is far more efficient than performing such experiments in large cham-
bers where studies may only be possible for good weather conditions in the case of 
outdoor chambers and may be limited to one experiment per day. Smaller chambers 
(particularly if made from glass or metal) can be rapidly evacuated (and in some 
cases heated) to clean the surfaces or can be even physically cleaned. Surfaces can 
be coated to minimize wall effects. Furthermore, many small chambers are operated 
in steady state conditions contrary to the batch mode operation of large chambers. 

1.5.3 Materials 

In general, there are three types of materials used in chambers: Teflon (or equiva-
lent), borosilicate glass, quartz, or stainless steel (see Table 1.4). All materials have 
their advantages and disadvantages with respect to surface properties and physical 
parameters (e.g. T, p) that can be regulated in the chamber. Depending on the purpose 
of the chamber, the possibility to simulate e.g. pseudo-adiabatic cloud expansion, 
ultra-clean air conditions, or photolytic conditions representative of the troposphere 
is a key driver of choices of material used. 

Teflon (or equivalent). Due to their large size, all large (> ~80 m3) chambers are 
constructed from fluoro-polymer plastics mounted on a metal frame. Such structures 
are light but fragile and need to be protected. Outdoor chambers like SAPHIR and 
EUPHORE have retractable protection, protecting the film from bad weather condi-
tions, but also allow for experiments in the dark. The Helios chamber (~90 m3) at  
CNRS-Orleans can be rapidly moved in and out of a permanent shelter. All of these 
chambers have a solid metal floor that can be used to place equipment such as FTIR 
mirrors and fans. In EUPHORE this forms part of the chamber surface and is cooled 
to prevent significant heating from solar radiation. In SAPHIR it is covered with 
Teflon and can be lowered for experiments such that the Teflon film does not have 
contact with the metal to avoid radiative transfer heating.
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Teflon is also used in the construction of smaller chambers where glass or metal 
would be alternatives. Teflon has significant advantages in terms of cost. Addition-
ally, as it is transparent, it is easy to fully illuminate the entire chamber with either 
solar or artificial light. Although Teflon is chemically inert, it is commonly observed 
that compounds can adhere to the wall and released in later experiments even if the 
chamber had been cleaned in between. For example, nitrous acid (HONO) is released, 
if humidified air is illuminated in Teflon chambers. The photolysis of HONO serves 
as a source of OH radicals, but also leads to an increase of nitrogen oxide species over 
the course of an experiment (Rohrer et al. 2005). The radical production from the 
chamber HONO source can be sufficiently high for performing OH oxidation exper-
iments in large chambers as EUPHORE and SAPHIR (Fuchs et al. 2013). Smaller 
chambers can be manually cleaned, but this is not possible for larger chambers. 
As non-rigid structures, Teflon type chambers cannot be evacuated and are limited 
to operation at ambient pressures. Rather than evacuation, residual trace gases are 
removed by flowing clean gas through the chamber. For large chambers, this is typi-
cally done overnight. Smaller chambers can be enclosed in air-conditioned rooms to 
provide some degree of temperature control and variation. 

Pyrex/Quartz Pyrex or quartz chambers are used for volumes of ~1 m3 or less. 
Within EUROCHAMP, the chambers at Wuppertal and Iasi are of cylindrical shape 
(~0.5 m diameter) and have a volume of approximately 1 m3. The end flanges of 
both chambers are metal allowing for easy access to instrumentation and provide a 
fixed framework for mounting FTIR mirrors (similar structures are also used in some 
Teflon type chambers too). Due to the fragility of glass, the chambers are mounted 
on a vibration resistant framework. The advantage of quartz is that it allows for the 
transmission of shorter wavelength UV radiation compared to Teflon (e.g. radiation 
from mercury lamps emitting at 254 nm) which can be useful for specific radical 
generation methods. 

Whilst pyrex/quartz chambers are limited in size, their small size allows to 
uniformly distribute artificial light sources around the chamber. The rigid construc-
tion also allows to evacuate the chambers, so that the chamber can be cleaned within 
a short time between experiments and it can be operated at sub-ambient pressure. 
Smaller chambers such as those at the National Centre for Atmospheric Research 
(NCAR) in Boulder, US, are surrounded with air-conditioned liquid baths to perform 
studies in which the temperature is varied. Quartz and pyrex are well characterized 
and reasonably inert surfaces. Evacuation (in combination with heating if available), 
provides rapid and efficient cleaning, in extremis, the end flanges of large chambers 
can be removed to allow for physical cleaning. 

Metal Chambers are typically of cylindrical shapes and have volumes of the order of 
1–6 m3, with the exception of the 84 m3 large AIDA chamber at Karlsruhe Institute of 
Technology. Metal chambers are typically constructed from stainless steel and have 
significant advantages in their robustness compared to other materials allowing for 
rapid evacuation/operation at reduced pressure. Several systems are also equipped 
with a temperature control system. Temperature control can be useful for two main 
purposes; firstly, simulating the temperature variation both within the boundary
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layer at various latitudes/seasons and across the vertical extend of the troposphere; 
Secondly, elucidating the temperature dependence of chemical mechanisms. 

For metal chambers, flanges with inlets for instruments are easy to install either 
in the main end flanges or elsewhere at the chamber. Although the end flanges of 
chambers can be large, they typically bow slightly if the chamber is operated at 
reduced pressure and therefore thought needs to be given on how to mount equipment 
requiring high spatial precision (e.g. multi-pass mirror) onto the end flanges. 

The two significant disadvantages of metal as the construction material (besides 
the high S/V associated with the relatively small volume of most chambers) is the 
potential reactivity of the surface and the difficulty in generating a uniform light 
field. Surface effects can be accounted for (see Sects. 2.4 and 2.5) and efficient evac-
uation combined with overnight heating and/or oxidant exposure (e.g. O3) ensures 
that the surface remains uniform over the course of an experimental campaign 
(see Chap. 3). Illumination issues are discussed in the next section. 

1.5.4 Light Sources 

Photochemistry is one of the main driving forces for atmospheric processes, so that 
whilst there are important dark reactions such as ozonolysis or nitrate radical (NO3) 
initiated chemistry, light is required for most experiments. 

The most obvious source, particularly if atmosphere-like conditions are simulated, 
is solar radiation and for large chambers such as Helios, EUPHORE and SAPHIR 
it is the only feasible option. Certain small/medium sized Teflon type chambers can 
be operated with either solar or artificial radiation. 

The transmission of solar radiation by Teflon is good over the entire solar spectrum. 
Spectral radiometers inside the chamber can be used to measure the actinic flux (see 
also Sect. 2.3), both of the incoming solar radiation and of light reflected/emitted 
by the chamber floor. The disadvantage of outdoor chambers using sunlight is that 
experiments are dependent on the weather, because large chambers made of Teflon 
cannot be operated in windy conditions. Like in the atmosphere, the radiation field 
in the chamber changes over the course of a day-long experiment, both due to the 
change of the solar zenith angle and also due to short-term, transient variations caused 
by clouds. 

Artificial radiation is used for a majority of smaller Teflon chambers and all glass 
and metal chambers. Depending on the main purpose of the chamber, light with 
a broad radiation distribution, including simulation of the solar spectrum, can be 
used or alternatively lamps with narrow outputs for example in the UV region (e.g. 
mercury lamps with emission lines at 254, 308, 365 nm) can be used. For many 
chambers it is possible to swap between different types of lamps. 

For Teflon chambers lamps are often mounted on one side and the bank of lamps 
is directed into the chamber. The often cuboid nature of such chambers makes it easy 
to establish a uniform radiation field across the chamber. For glass chambers banks
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Fig. 1.12 QUAREC 
chamber, Wuppertal, the 
lights are mounted outside 
the chamber providing a 
uniform radiation field in the 
actual chamber 

of tubular lamps surround the cylindrical chamber. Carefully arranged, the radiation 
field inside the chamber can be very uniform. 

The chamber construction determines the UV cut-off wavelength for example 
quartz is transmissive for wavelengths higher than ~200 nm. Arranging lamps around 
the chamber such that a uniform radiation field is obtained is clearly not possible for 
a metal chamber. Two approaches are typically used. For example in the CESAM 
chamber, radiations from xenon arc lamps are directed into the chamber through 
windows, whereas in the HIRAC chamber quartz tubes mounted inside the chamber 
are used as a light source (Figs. 1.12, 1.13, 1.14, and 1.15). Radiation fields in these 
chambers are less uniform; variations can be measured with a spectral radiometer 
(Sect. 2.3) and instruments can be designed to sample from various locations to test 
for significant spatial variations of trace gas and radical concentrations.

1.5.5 Instrumentation 

The type of instruments installed at the chamber depends on the primary purpose 
of the individual study, for example, aerosol and gas phase experiments will require 
different measurements. Table 1.5 summarizes typical instrumentation and measure-
ment approaches utilized in chambers. Table 1.5 is structured into groups of instru-
ments according to measurement parameters. Specialized and custom-built instru-
mentation may require significant technical support to ensure their operation. In some 
cases, high costs for commercial systems can balance low, long-term running costs.

It is important to consider what instrumentation is going to be applied to the 
chamber in advance of the construction, e.g. to allow for sufficient space and air condi-
tioning. Although most commercial instruments and equipment that take samples for 
later offline analysis can be easily placed at the chamber, some components that are 
directly attached to the chamber (e.g. mirrors used for FTIR spectroscopy or special
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Fig. 1.13 CESAM 
Chamber, LISA, the chamber 
is illuminated from above 

Fig. 1.14 FORTH chamber, 
a Teflon chamber with side 
wall illumination 

Fig. 1.15 HIRAC chamber 
showing internal 
illumination and modelling 
of resultant radiation field 
across the chamber. 
Reproduced from Seakins 
(2010)

cavity ring-down systems) have to be considered in the early planning of the chamber 
construction. Mirrors need to be mounted where they are unaffected by vibrations 
from fans or pumps and the mounting needs to be rigid with respect to changes in 
pressure or they need to be easily adjustable. Purge gas flows may be needed for
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optical systems to keep mirrors clean. Access to important equipment that may need 
regular cleaning or service must be assured. Some instruments will extract significant 
volumes of gas posing requirements on the chamber volume to ensure that dilution 
does not become a major loss term. A mechanism of regulating the replenishment 
flow to maintain a certain pressure or volume may be required. 

There is a very strong synergy between chamber and field communities in terms of 
instrumentation, with chambers being used to design, develop, validate and compare 
field instruments. In general, instruments that work well in the field will be suitably 
sensitive and robust to ensure efficient use within chambers. 

Homogeneous mixing within the chamber has to be ensured. This can be tested 
through a comparison of measurements that derive average concentrations across 
the pathlength of the system and point measurements at a single location, as well as 
through sampling from different locations. In addition, careful design of sampling 
systems (material, residence time, heating) and location of the instrumentation to 
minimize transfer distance limits the effect of sampling losses or transformation of 
reactive or instable species during the sampling process. 

Making sensitive measurements of complex systems is a challenging task and 
even if carefully operated, systematic errors or inferences can occur. Having multiple, 
complementary methods (or regularly participating in inter-comparisons) can help 
identify these problems. 

The above discussion focused on how scientific objectives and considerations 
influence the chamber design, construction and instrumentation. This section can 
only give a brief outline on considerations. This section can be used as an overall 
introduction, but details can be found in technical papers and reports. There is no 
perfect chamber design; each system has its own advantages in meeting particular 
objectives, but also disadvantages. In fact, having a variety of chamber designs and 
performing comparisons (i.e. reference experiments as detailed in Sects. 2.4 and 2.5, 
Donahue et al. 2012) highlights issues that would easily be missed in standardized 
approaches. 

1.6 Conclusion 

The original use of “smog chambers” for investigating chemical transformations in 
the atmosphere, for quantification of the rate, extent and relevance of the various 
possible pathways, for the identification of secondary pollutants remains just as 
relevant today as it did many decades ago. Indeed, the models that utilise chamber-
derived data are still far from explicit, i.e. they do not include all of the processes that 
are required to represent and forecast the actual atmospheric composition, and there is 
still room for improvement, as well as the possibility of incorporating new chemistry 
to address future challenges. At the same time, the field of experimental atmospheric 
simulations has been extremely active over the past 15 years and considering the 
number of new facilities around the world, there is little doubt about its vitality over 
the next 15 years. A number of new methodologies and applications have risen,
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and they will bring the operational capacity of simulation chambers to a new level. 
This community effort will allow a much broader range of scientific and societal 
needs to be addressed, including the direct and indirect climate effect of atmospheric 
pollutants, the impact of air composition on health and cultural heritage, as well 
as on the various compartments of the Earth system. The application of simulation 
chambers in some of these areas is still in the early stages, but rapid progress is being 
made and already producing data that will help to open new ways of considering the 
complex interplays between atmospheric transformation and impacts. 
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exposure system for the efficient and controlled deposition of aerosol particles onto cell cultures. 
Environ. Sci. Technol. 42, 5667–5674 (2008). https://doi.org/10.1021/es703075q 

Schlosser, E., Bohn, B., Brauers, T., Dorn, H.-P., Fuchs, H., Häseler, R., Hofzumahaus, A., Holland, 
F., Rohrer, F., Rupp, L.O., Siese, M., Tillmann, R., Wahner, A.: Intercomparison of two hydroxyl 
radical measurement techniques at the atmosphere simulation chamber SAPHIR. J. Atmos. Chem. 
56, 187–205 (2007). https://doi.org/10.1007/s10874-006-9049-3 

Schlosser, E., Brauers, T., Dorn, H.-P., Fuchs, H., Häseler, R., Hofzumahaus, A., Holland, F., Wahner, 
A., Kanaya, Y., Kajii, Y., Miyamoto, K., Nishida, S., Watanabe, K., Yoshino, A., Kubistin, D., 
Martinez, M., Rudolf, M., Harder, H., Berresheim, H., Elste, T., Plass-Dülmer, C., Stange, G.,

https://doi.org/10.1016/j.scitotenv.2020.138632
https://doi.org/10.1016/j.scitotenv.2020.138632
https://doi.org/10.1039/c7fd00014f
https://doi.org/10.1175/1520-0426(1992)009%3c0142:ashsmr%3e2.0.co;2
https://doi.org/10.1175/1520-0426(1992)009%3c0142:ashsmr%3e2.0.co;2
https://doi.org/10.1080/027868290913988
https://doi.org/10.1080/027868290913988
https://doi.org/10.5194/acp-5-2189-2005
https://doi.org/10.5194/acp-5-2189-2005
https://doi.org/10.5194/amt-5-1459-2012
https://doi.org/10.1029/2000JD900389
https://doi.org/10.1029/2000JD900389
https://doi.org/10.1002/2016GL069179
https://doi.org/10.1002/2016GL069179
https://doi.org/10.5194/acp-3-161-2003
https://doi.org/10.5194/acp-3-161-2003
https://doi.org/10.1021/es703075q
https://doi.org/10.1007/s10874-006-9049-3


68 A. Kiendler-Scharr et al.

Schurath, U.: Formal blind intercomparison of OH measurements: results from the international 
campaign HOxComp. Atmos. Chem. Phys. 9, 7923–7948 (2009). https://doi.org/10.5194/acp-9-
7923-2009 

Schnaiter, M., Järvinen, E., Vochezer, P., Abdelmonem, A., Wagner, R., Jourdan, O., Mioche, G., 
Shcherbakov, V.N., Schmitt, C.G., Tricoli, U., Ulanowski, Z., Heymsfield, A.J.: Cloud chamber 
experiments on the origin of ice crystal complexity in cirrus clouds. Atmos. Chem. Phys. 16, 
5091–5110 (2016). https://doi.org/10.5194/acp-16-5091-2016 

Schwartz, R.E., Russell, L.M., Sjostedt, S.J., Vlasenko, A., Slowik, J.G., Abbatt, J.P.D., Macdonald, 
A.M., Li, S.M., Liggio, J., Toom-Sauntry, D., Leaitch, W.R.: Biogenic oxidized organic functional 
groups in aerosol particles from a mountain forest site and their similarities to laboratory chamber 
products. Atmos. Chem. Phys. 10, 5075–5088 (2010). https://doi.org/10.5194/acp-10-5075-2010 

Seakins, P.W.: A brief review of the use of environmental chambers for gas phase studies of kinetics, 
chemical mechanisms and characterisation of field instruments. In: Boutron, C. (ed.) Erca 9: From 
the Global Mercury Cycle to the Discoveries of Kuiper Belt Objects. EPJ Web of Conferences, 
E D P Sciences, Cedex A, pp. 143–163 (2010). 

Smith, D.M., Fiddler, M.N., Sexton, K.G., Bililign, S.: Construction and characterization of an 
indoor smog chamber for measuring the optical and physicochemical properties of aging biomass 
burning aerosols. Aerosol Air Qual. Res. 19, 467–483 (2019). https://doi.org/10.4209/aaqr.2018. 
06.0243 

Spicer, C.W.: Smog chamber studies of nitrogen oxide (NOx) transformation rate and nitrate 
precursor relationships. Environ. Sci. Technol. 17, 112–120 (1983). https://doi.org/10.1021/es0 
0108a010 

Stedman, D.H.M., Morris, E.D., Jr., Daby, E.E., Niki, H., Weinstock, B.: The role of OH radicals in 
photochemical smog reactions. In: 160th National Meeting of the American Chemical Society, 
Chicago, Illinois (1970) 

Stehle, R.L., Gertler, A.W., Katz, U., Lamb, D., Miller, D.F.: Cloud chamber studies of dark trans-
formations of sulfur dioxide in cloud droplets. Atmos. Environ. 1967(15), 2341–2352 (1981). 
https://doi.org/10.1016/0004-6981(81)90264-X 

Stephens, E.R.: Long-path infrared spectrocopy for air pollution research. Appl. Spectrosc. 12, 
80–84 (1958) 

Stockwell, W.R., Saunders, E., Goliff, W.S., Fitzgerald, R.M.: A perspective on the development 
of gas-phase chemical mechanisms for Eulerian air quality models. J. Air Waste Manag. Assoc. 
70, 44–70 (2020). https://doi.org/10.1080/10962247.2019.1694605 

Stolzenburg, M.R., McMurry, P.H.: An ultrafine aerosol condensation nucleus counter. Aerosol Sci. 
Technol. 14, 48–65 (1991). https://doi.org/10.1080/02786829108959470 

Stolzenburg, D., Steiner, G., Winkler, P.M.: A DMA-train for precision measurement of sub-10 nm 
aerosol dynamics. Atmos. Meas. Tech. 10, 1639–1651 (2017). https://doi.org/10.5194/amt-10-
1639-2017 

Storelvmo, T., Tan, I.: The Wegener-Bergeron-Findeisen process-its discovery and vital importance 
for weather and climate. Meteorol. Z. 24, 455–461 (2015). https://doi.org/10.1127/metz/2015/ 
0626 

Taipale, R., Ruuskanen, T.M., Rinne, J., Kajos, M.K., Hakola, H., Pohja, T., Kulmala, M.: Technical 
note: quantitative long-term measurements of VOC concentrations by PTR-MS–measurement, 
calibration, and volume mixing ratio calculation methods. Atmos. Chem. Phys. 8, 6681–6698 
(2008). https://doi.org/10.5194/acp-8-6681-2008 

Takekawa, H., Minoura, H., Yamazaki, S.: Temperature dependence of secondary organic aerosol 
formation by photo-oxidation of hydrocarbons. Atmos. Environ. 37, 3413–3424 (2003) 

Thalman, R., Baeza-Romero, M.T., Ball, S.M., Borrás, E., Daniels, M.J.S., Goodall, I.C.A., Henry, 
S.B., Karl, T., Keutsch, F.N., Kim, S., Mak, J., Monks, P.S., Muñoz, A., Orlando, J., Peppe, 
S., Rickard, A.R., Ródenas, M., Sánchez, P., Seco, R., Su, L., Tyndall, G., Vázquez, M., Vera, 
T., Waxman, E., Volkamer, R.: Instrument intercomparison of glyoxal, methyl glyoxal and NO2 
under simulated atmospheric conditions. Atmos. Meas. Tech. 8, 1835–1862 (2015). https://doi. 
org/10.5194/amt-8-1835-2015 

Thomas, M., France, J., Crabeck, O., Hall, B., Hof, V., Notz, D., Rampai, T., Riemenschneider, L., 
Tooth, O.J., Tranter, M., Kaiser, J.: The roland von glasow air-sea-ice chamber (RvG-ASIC): an

https://doi.org/10.5194/acp-9-7923-2009
https://doi.org/10.5194/acp-9-7923-2009
https://doi.org/10.5194/acp-16-5091-2016
https://doi.org/10.5194/acp-10-5075-2010
https://doi.org/10.4209/aaqr.2018.06.0243
https://doi.org/10.4209/aaqr.2018.06.0243
https://doi.org/10.1021/es00108a010
https://doi.org/10.1021/es00108a010
https://doi.org/10.1016/0004-6981(81)90264-X
https://doi.org/10.1080/10962247.2019.1694605
https://doi.org/10.1080/02786829108959470
https://doi.org/10.5194/amt-10-1639-2017
https://doi.org/10.5194/amt-10-1639-2017
https://doi.org/10.1127/metz/2015/0626
https://doi.org/10.1127/metz/2015/0626
https://doi.org/10.5194/acp-8-6681-2008
https://doi.org/10.5194/amt-8-1835-2015
https://doi.org/10.5194/amt-8-1835-2015


1 Introduction to Atmospheric Simulation Chambers and Their Applications 69

experimental facility for studying ocean–sea-ice–atmosphere interactions. Atmos. Meas. Tech. 
14, 1833–1849 (2021). https://doi.org/10.5194/amt-14-1833-2021 

Thrush, B.A., Wilkinson, J.P.T.: The rate of reaction of HO2 radicals with HO and with NO. Chem. 
Phys. Lett. 81, 1–3 (1981). https://doi.org/10.1016/0009-2614(81)85314-6 

Tiitta, P., Leskinen, A., Hao, L., Yli-Pirilä, P., Kortelainen, M., Grigonyte, J., Tissari, J., Lamberg, H., 
Hartikainen, A., Kuuspalo, K., Kortelainen, A.M., Virtanen, A., Lehtinen, K.E.J., Komppula, M., 
Pieber, S., Prévôt, A.S.H., Onasch, T.B., Worsnop, D.R., Czech, H., Zimmermann, R., Jokiniemi, 
J., Sippula, O.: Transformation of logwood combustion emissions in a smog chamber: formation 
of secondary organic aerosol and changes in the primary organic aerosol upon daytime and 
nighttime aging. Atmos. Chem. Phys. 16, 13251–13269 (2016). https://doi.org/10.5194/acp-16-
13251-2016 

Tobo, Y., DeMott, P.J., Raddatz, M., Niedermeier, D., Hartmann, S., Kreidenweis, S.M., Stratmann, 
F., Wex, H.: Impacts of chemical reactivity on ice nucleation of kaolinite particles: a case study of 
levoglucosan and sulfuric acid. Geophys. Res. Lett. 39 (2012). https://doi.org/10.1029/2012GL 
053007 

Tortajada-Genaro, L.-A., Borrás, E.: Temperature effect of tapered element oscillating microbalance 
(TEOM) system measuring semi-volatile organic particulate matter. J. Environ. Monit. 13, 1017– 
1026 (2011). https://doi.org/10.1039/c0em00451k 

Vanhanen, J., Mikkilä, J., Lehtipalo, K., Sipilä, M., Manninen, H.E., Siivola, E., Petäjä, T., Kulmala, 
M.: Particle size magnifier for nano-CN detection. Aerosol Sci. Technol. 45, 533–542 (2011). 
https://doi.org/10.1080/02786826.2010.547889 

Varma, R., Venables, D., Ruth, A., Heitmann, U., Schlosser, E., Dixneuf, S.: Long optical cavities for 
open-path monitoring of atmospheric trace gases and aerosol extinction. Appl. Opt. 48, B159-171 
(2009). https://doi.org/10.1364/ao.48.00b159 

Varma, R.M., Ball, S.M., Brauers, T., Dorn, H.P., Heitmann, U., Jones, R.L., Platt, U., Pöhler, 
D., Ruth, A.A., Shillings, A.J.L., Thieser, J., Wahner, A., Venables, D.S.: Light extinction by 
secondary organic aerosol: an intercomparison of three broadband cavity spectrometers. Atmos. 
Meas. Tech. 6, 3115–3130 (2013). https://doi.org/10.5194/amt-6-3115-2013 

Vlasenko, A., Sjogren, S., Weingartner, E., Stemmler, K., Gäggeler, H.W., Ammann, M.: Effect of 
humidity on nitric acid uptake to mineral dust aerosol particles. Atmos. Chem. Phys. 6, 2147–2160 
(2006). https://doi.org/10.5194/acp-6-2147-2006 

Voigtländer, J., Duplissy, J., Rondo, L., Kürten, A., Stratmann, F.: Numerical simulations of mixing 
conditions and aerosol dynamics in the CERN CLOUD chamber. Atmos. Chem. Phys. 12, 2205– 
2214 (2012). https://doi.org/10.5194/acp-12-2205-2012 

Wagner, V., Jenkin, M.E., Saunders, S.M., Stanton, J., Wirtz, K., Pilling, M.J.: Modelling of the 
photooxidation of toluene: conceptual ideas for validating detailed mechanisms. Atmos. Chem. 
Phys. 3, 89–106 (2003). https://doi.org/10.5194/acp-3-89-2003 

Wagner, R., Bunz, H., Linke, C., Möhler, O., Naumann, K.-H., Saathoff, H., Schnaiter, M., Schurath, 
U.: Chamber Simulations of Cloud Chemistry: The AIDA Chamber, Environmental Simulation 
Chambers: Application to Atmospheric Chemical Processes, Dordrecht, pp. 67–82 (2006) 

Wagner, R., Möhler, O., Saathoff, H., Schnaiter, M., Leisner, T.: New cloud chamber experiments 
on the heterogeneous ice nucleation ability of oxalic acid in the immersion mode. Atmos. Chem. 
Phys. 11, 2083–2110 (2011). https://doi.org/10.5194/acp-11-2083-2011 

Wagner, R., Ajtai, T., Kandler, K., Lieke, K., Linke, C., Müller, T., Schnaiter, M., Vragel, M.: 
Complex refractive indices of Saharan dust samples at visible and near UV wavelengths: a labo-
ratory study. Atmos. Chem. Phys. 12, 2491–2512 (2012). https://doi.org/10.5194/acp-12-2491-
2012 

Wahner, A., Mentel, T.F., Sohn, M., Stier, J.: Heterogeneous reaction of N2O5 on sodium nitrate 
aerosol. J. Geophys. Res. Atmos. 103, 31103–31112 (1998). https://doi.org/10.1029/1998JD 
100022 

Wahner, A.: SAPHIR: simulation of atmospheric photochemistry in a large reaction chamber: a 
novel instrument. American Chemical Society 2002, U306–U306.

https://doi.org/10.5194/amt-14-1833-2021
https://doi.org/10.1016/0009-2614(81)85314-6
https://doi.org/10.5194/acp-16-13251-2016
https://doi.org/10.5194/acp-16-13251-2016
https://doi.org/10.1029/2012GL053007
https://doi.org/10.1029/2012GL053007
https://doi.org/10.1039/c0em00451k
https://doi.org/10.1080/02786826.2010.547889
https://doi.org/10.1364/ao.48.00b159
https://doi.org/10.5194/amt-6-3115-2013
https://doi.org/10.5194/acp-6-2147-2006
https://doi.org/10.5194/acp-12-2205-2012
https://doi.org/10.5194/acp-3-89-2003
https://doi.org/10.5194/acp-11-2083-2011
https://doi.org/10.5194/acp-12-2491-2012
https://doi.org/10.5194/acp-12-2491-2012
https://doi.org/10.1029/1998JD100022
https://doi.org/10.1029/1998JD100022


70 A. Kiendler-Scharr et al.

Wang, S.C., Flagan, R.C.: Scanning electrical mobility spectrometer. Aerosol Sci. Technol. 13, 
230–240 (1990). https://doi.org/10.1080/02786829008959441 

Wang, J., Doussin, J.F., Perrier, S., Perraudin, E., Katrib, Y., Pangui, E., Picquet-Varrault, B.: Design 
of a new multi-phase experimental simulation chamber for atmospheric photosmog, aerosol and 
cloud chemistry research. Atmos. Meas. Tech. 4, 2465–2494 (2011). https://doi.org/10.5194/amt-
4-2465-2011 

Wang, X., Liu, T., Bernard, F., Ding, X., Wen, S., Zhang, Y., Zhang, Z., He, Q., Lü, S., Chen, 
J., Saunders, S., Yu, J.: Design and characterization of a smog chamber for studying gas-phase 
chemical mechanisms and aerosol formation. Atmos. Meas. Tech. 7, 301–313 (2014). https://doi. 
org/10.5194/amt-7-301-2014 

Weinstock, B.: Carbon monoxide: residence time in the atmosphere. Science 166, 224–225 (1969). 
https://doi.org/10.1126/science.166.3902.224 

Wex, H., Petters, M.D., Carrico, C.M., Hallbauer, E., Massling, A., McMeeking, G.R., Poulain, L., 
Wu, Z., Kreidenweis, S.M., Stratmann, F.: Towards closing the gap between hygroscopic growth 
and activation for secondary organic aerosol: Part 1–evidence from measurements. Atmos. Chem. 
Phys. 9, 3987–3997 (2009). https://doi.org/10.5194/acp-9-3987-2009 

Wex, H., DeMott, P.J., Tobo, Y., Hartmann, S., Rösch, M., Clauss, T., Tomsche, L., Niedermeier, 
D., Stratmann, F.: Kaolinite particles as ice nuclei: learning from the use of different kaolinite 
samples and different coatings. Atmos. Chem. Phys. 14, 5529–5546 (2014). https://doi.org/10. 
5194/acp-14-5529-2014 

Whalley, L.K., Stone, D., Dunmore, R., Hamilton, J., Hopkins, J.R., Lee, J.D., Lewis, A.C., 
Williams, P., Kleffmann, J., Laufs, S., Woodward-Massey, R., Heard, D.E.: Understanding in situ 
ozone production in the summertime through radical observations and modelling studies during 
the Clean air for London project (ClearfLo). Atmos. Chem. Phys. 18, 2547–2571 (2018). https:// 
doi.org/10.5194/acp-18-2547-2018 

White, J.U.: Long optical paths of large aperture. J. Opt. Soc. Am. 32, 285–288 (1942). https://doi. 
org/10.1364/josa.32.000285 

White, J.U.: Very long optical paths in air. J. Opt. Soc. Am. 66, 411–416 (1976). https://doi.org/10. 
1364/josa.66.000411 

Wimmer, D., Lehtipalo, K., Franchin, A., Kangasluoma, J., Kreissl, F., Kürten, A., Kupc, A., 
Metzger, A., Mikkilä, J., Petäjä, T., Riccobono, F., Vanhanen, J., Kulmala, M., Curtius, J.: Perfor-
mance of diethylene glycol-based particle counters in the sub-3 nm size range. Atmos. Meas. 
Tech. 6, 1793–1804 (2013). https://doi.org/10.5194/amt-6-1793-2013 

Winer, A.M., Graham, R.A., Doyle, J.G., Bekowies, P.J., Mac Affee, J.M., Pitts, J.N.: An evacuable 
environmental chamber and solar simulator facility for the study of atmospheric photochem-
istry. In: Pitts, J.N., Metcalf, R.L., Grosjean, D. (eds.) Advances in Environmental Science and 
Technology, pp. 461–511. Wiley, New-York (1980) 

Wisthaler, A., Apel, E.C., Bossmeyer, J., Hansel, A., Junkermann, W., Koppmann, R., Meier, R., 
Müller, K., Solomon, S.J., Steinbrecher, R., Tillmann, R., Brauers, T.: Technical note: intercom-
parison of formaldehyde measurements at the atmosphere simulation chamber SAPHIR. Atmos. 
Chem. Phys. 8, 2189–2200 (2008). https://doi.org/10.5194/acp-8-2189-2008 

Wu, C.H., Japar, S.M., Niki, H.: Relative reactivities of ho-hydrocarbon reactions from smog reactor 
studies. J. Environ. Sci. Health Part A Environ. Sci. Eng. 11, 191–200 (1976). https://doi.org/10. 
1080/10934527609385765 

Wu, S., Lü, Z., Hao, J., Zhao, Z., Li, J., Takekawa, H., Minoura, H., Yasuda, A.: Construction 
and characterization of an atmospheric simulation smog chamber. Adv. Atmos. Sci. 24, 250–258 
(2007). https://doi.org/10.1007/s00376-007-0250-3 

Wu, C., Pullinen, I., Andres, S., Carriero, G., Fares, S., Goldbach, H., Hacker, L., Kasal, T., Kiendler-
Scharr, A., Kleist, E., Paoletti, E., Wahner, A., Wildt, J., Mentel, T.F.: Impacts of soil moisture 
on de novo monoterpene emissions from European beech, Holm Oal, Scots Pine, and Norway 
Spruce. Biogeosciences 12, 177–191 (2015). https://doi.org/10.5194/bg-12-177-2015 

Wyche, K.P., Ryan, A.C., Hewitt, C.N., Alfarra, M.R., McFiggans, G., Carr, T., Monks, P.S., Small-
bone, K.L., Capes, G., Hamilton, J.F., Pugh, T.A.M., MacKenzie, A.R.: Emissions of biogenic

https://doi.org/10.1080/02786829008959441
https://doi.org/10.5194/amt-4-2465-2011
https://doi.org/10.5194/amt-4-2465-2011
https://doi.org/10.5194/amt-7-301-2014
https://doi.org/10.5194/amt-7-301-2014
https://doi.org/10.1126/science.166.3902.224
https://doi.org/10.5194/acp-9-3987-2009
https://doi.org/10.5194/acp-14-5529-2014
https://doi.org/10.5194/acp-14-5529-2014
https://doi.org/10.5194/acp-18-2547-2018
https://doi.org/10.5194/acp-18-2547-2018
https://doi.org/10.1364/josa.32.000285
https://doi.org/10.1364/josa.32.000285
https://doi.org/10.1364/josa.66.000411
https://doi.org/10.1364/josa.66.000411
https://doi.org/10.5194/amt-6-1793-2013
https://doi.org/10.5194/acp-8-2189-2008
https://doi.org/10.1080/10934527609385765
https://doi.org/10.1080/10934527609385765
https://doi.org/10.1007/s00376-007-0250-3
https://doi.org/10.5194/bg-12-177-2015


1 Introduction to Atmospheric Simulation Chambers and Their Applications 71

volatile organic compounds and subsequent photochemical production of secondary organic 
aerosol in mesocosm studies of temperate and tropical plant species. Atmos. Chem. Phys. 14, 
12781–12801 (2014). https://doi.org/10.5194/acp-14-12781-2014 

Yli-Pirilä, P., Copolovici, L., Kännaste, A., Noe, S., Blande, J.D., Mikkonen, S., Klemola, T., 
Pulkkinen, J., Virtanen, A., Laaksonen, A., Joutsensaari, J., Niinemets, Ü., Holopainen, J.K.: 
Herbivory by an outbreaking moth increases emissions of biogenic volatiles and leads to enhanced 
secondary organic aerosol formation capacity. Environ. Sci. Technol. 50, 11501–11510 (2016). 
https://doi.org/10.1021/acs.est.6b02800 

Zádor, J., Turányi, T., Wirtz, K., Pilling, M.J.: Measurement and investigation of chamber radical 
sources in the European Photoreactor (EUPHORE). J. Atmos. Chem. 55, 147–166 (2006). https:// 
doi.org/10.1007/s10874-006-9033-y 

Zhang, J., Huff Hartz, K.E., Pandis, S.N., Donahue, N.M.: Secondary organic aerosol formation 
from limonene ozonolysis: homogeneous and heterogeneous influences as a function of NOx. J.  
Phys. Chem. A 110, 11053–11063 (2006). https://doi.org/10.1021/jp062836f 

Zhang, H., Hu, D., Chen, J., Ye, X., Wang, S.X., Hao, J.M., Wang, L., Zhang, R., An, Z.: Particle 
size distribution and polycyclic aromatic hydrocarbons emissions from agricultural crop residue 
burning. Environ. Sci. Technol. 45, 5477–5482 (2011a). https://doi.org/10.1021/es1037904 

Zhang, Q., Jimenez, J.L., Canagaratna, M.R., Ulbrich, I.M., Ng, N.L., Worsnop, D.R., Sun, Y.: 
Understanding atmospheric organic aerosols via factor analysis of aerosol mass spectrometry: 
a review. Anal. Bioanal. Chem. 401, 3045–3067 (2011b). https://doi.org/10.1007/s00216-011-
5355-y 

Zhang, H., Worton, D.R., Lewandowski, M., Ortega, J., Rubitschun, C.L., Park, J.-H., Kristensen, 
K., Campuzano-Jost, P., Day, D.A., Jimenez, J.L., Jaoui, M., Offenberg, J.H., Kleindienst, T.E., 
Gilman, J., Kuster, W.C., de Gouw, J., Park, C., Schade, G.W., Frossard, A.A., Russell, L., Kaser, 
L., Jud, W., Hansel, A., Cappellin, L., Karl, T., Glasius, M., Guenther, A., Goldstein, A.H., 
Seinfeld, J.H., Gold, A., Kamens, R.M., Surratt, J.D.: Organosulfates as tracers for secondary 
organic aerosol (SOA) formation from 2-methyl-3-buten-2-ol (MBO) in the atmosphere. Environ. 
Sci. Technol. 46, 9437–9446 (2012). https://doi.org/10.1021/es301648z 

Zhang, Q., Xu, Y., Jia, L.: Secondary organic aerosol formation from OH-initiated oxidation of 
m-xylene: effects of relative humidity on yield and chemical composition. Atmos. Chem. Phys. 
19, 15007–15021 (2019). https://doi.org/10.5194/acp-19-15007-2019 

Zhao, D.F., Buchholz, A., Mentel, T.F., Müller, K.P., Borchardt, J., Kiendler-Scharr, A., Spindler, C., 
Tillmann, R., Trimborn, A., Zhu, T., Wahner, A.: Novel method of generation of Ca(HCO3)2 and 
CaCO3 aerosols and first determination of hygroscopic and cloud condensation nuclei activation 
properties. Atmos. Chem. Phys. 10, 8601–8616 (2010). https://doi.org/10.5194/acp-10-8601-
2010 

Zhao, D.F., Buchholz, A., Tillmann, R., Kleist, E., Wu, C., Rubach, F., Kiendler-Scharr, A., Rudich, 
Y., Wildt, J., Mentel, T.F.: Environmental conditions regulate the impact of plants on cloud 
formation. Nat. Commun. 8, 14067 (2017). https://doi.org/10.1038/ncomms14067 

Zhao, D., Schmitt, S.H., Wang, M., Acir, I.H., Tillmann, R., Tan, Z., Novelli, A., Fuchs, H., Pullinen, 
I., Wegener, R., Rohrer, F., Wildt, J., Kiendler-Scharr, A., Wahner, A., Mentel, T.F.: Effects of 
NOx and SO2 on the secondary organic aerosol formation from photooxidation of α-pinene and 
limonene. Atmos. Chem. Phys. 18, 1611–1628 (2018). https://doi.org/10.5194/acp-18-1611-2018 

Zhou, L., Wang, W., Gai, Y., Ge, M.: Knudsen cell and smog chamber study of the heterogeneous 
uptake of sulfur dioxide on Chinese mineral dust. J. Environ. Sci. 26, 2423–2433 (2014). https:// 
doi.org/10.1016/j.jes.2014.04.005

https://doi.org/10.5194/acp-14-12781-2014
https://doi.org/10.1021/acs.est.6b02800
https://doi.org/10.1007/s10874-006-9033-y
https://doi.org/10.1007/s10874-006-9033-y
https://doi.org/10.1021/jp062836f
https://doi.org/10.1021/es1037904
https://doi.org/10.1007/s00216-011-5355-y
https://doi.org/10.1007/s00216-011-5355-y
https://doi.org/10.1021/es301648z
https://doi.org/10.5194/acp-19-15007-2019
https://doi.org/10.5194/acp-10-8601-2010
https://doi.org/10.5194/acp-10-8601-2010
https://doi.org/10.1038/ncomms14067
https://doi.org/10.5194/acp-18-1611-2018
https://doi.org/10.1016/j.jes.2014.04.005
https://doi.org/10.1016/j.jes.2014.04.005


72 A. Kiendler-Scharr et al.

Open Access This chapter is licensed under the terms of the Creative Commons Attribution 4.0 
International License (http://creativecommons.org/licenses/by/4.0/), which permits use, sharing, 
adaptation, distribution and reproduction in any medium or format, as long as you give appropriate 
credit to the original author(s) and the source, provide a link to the Creative Commons license and 
indicate if changes were made. 

The images or other third party material in this chapter are included in the chapter’s Creative 
Commons license, unless indicated otherwise in a credit line to the material. If material is not 
included in the chapter’s Creative Commons license and your intended use is not permitted by 
statutory regulation or exceeds the permitted use, you will need to obtain permission directly from 
the copyright holder.

http://creativecommons.org/licenses/by/4.0/


Chapter 2 
Physical and Chemical Characterization 
of the Chamber 
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Abstract In order to perform experiments in the chamber, characterization of phys-
ical properties is essential for the evaluation and interpretation of experiments. In 
this chapter, recommendations are given how to measure physical parameters such as 
temperature and pressure. For photochemistry experiments, knowledge of the radi-
ation either provided by the sun or lamps is key to calculate photolysis frequencies. 
Standard protocols are described how to validate the calculation of the radiation 
inside the chamber using actinometry experiments. In addition, the characterization 
of loss processes for gas-phase species as well as for aerosol is discussed. Reference 
experiments can be used to test the state of the chamber. Different types of reference 
experiments focusing on gas-phase photo-oxidation experiments are recommended 
and described in detail in this chapter.
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2.1 Measurements of Temperature, Pressure, and Humidity 

Temperature, pressure, and humidity are basic parameters required for the interpreta-
tion of almost any experiment carried out in an atmospheric simulation chamber. This 
is obvious, for example, in cloud studies where small changes in temperature and 
corresponding relative humidity can lead to cloud activation of aerosol particles, but 
also for chemical reaction kinetics for which reaction rates can have strong pressure 
and temperature dependencies. Therefore, we briefly summarize some recommen-
dations on how to measure these parameters in atmospheric simulation chambers. 
The quality and traceability of such parameters are becoming increasingly important 
not only allowing for better comparability of experimental results, but especially if 
data will be used in atmospheric measurement networks like ACTRIS where all data 
require traceable quality standards. Recently, the European metrological institutions 
have addressed the issue of traceability. A consortium of national laboratory devel-
oped metrological methods for improving atmospheric measurements of pressure, 
temperature, humidity and airspeed has been carried out in the EURAMET project 
METEOMET. These methods include corresponding laboratory methods and trace-
ability chains, which are also useful for simulation chambers and are summarized 
in the METEOMET project report (METEOMET 2020). Measurement procedures, 
standard operating procedures, good laboratory practices or definitions of traceability 
chains have been defined by the World Meteorological Organisation (WMO 2018) 
and the National Institute of Standards (NIST 2019). 

Measuring temperatures can be achieved by placing thermocouples (e.g., type J or 
K), resistant sensors (e.g., PT100 with four wire technique), ultrasonic anemometers 
or fibre optic sensors (e.g., if electric fields could interfere) at representative loca-
tions inside atmospheric simulation chambers. For the selection of the appropriate 
sensor, the measurement range, temperature, precision, accuracy and time resolution 
of the sensors required for the different purposes need to be considered. In cases 
where the simulation chamber is exposed to intense light radiation, the sensor needs 
to be protected e.g., by a shading cover. If the sensors are exposed to condensable 
compounds, latent heat release should be considered, especially for fast sensors with 
low heat capacities. Problems associated with condensation of water can be reduced 
by coating the sensor with inert e.g., polyfluorinated greases. Furthermore, potential 
impacts of sensor aging should be avoided by periodic (e.g., annual) calibration. 
This can be achieved for example in a temperature-controlled liquid bath, in which
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Fig. 2.1 Gas temperatures measured inside the AIDA aerosol and cloud chamber of KIT using 
chains of thermocouples (Ni–CrNi). Sensors are placed along the horizontal (left) and vertical 
(right) axis of the cylindrically shaped chamber. The initial temperature distribution is disturbed by 
switching on a LED light source on top of the chamber. Figure by Harald Saathoff ©, KIT 

measurements are compared to those by certified reference sensors which are trace-
able to national standards. An example overview of potential temperature sensors 
is given e.g., by Lake Shore Incorporated. Calibrations should include the complete 
sensor chain including the same wiring as during chamber operation. An example of 
a temperature measurement inside the AIDA simulation chamber of KIT is shown 
in Fig. 2.1. 

The type of sensor (thermocouple Ni–Cr–Ni) used in the AIDA chamber has a high 
precision and accuracy at a time resolution of seconds can be achieved. In addition to 
the overall temperature increase due to the illumination, several temperature sensors 
show impact of direct radiative heating by an average 0.05 K. 

The slightly higher temperatures measured by the two sensors (No. 10 and 11) that 
are placed at the horizontal (left) and a vertical (right) positions of the cylindrically 
shaped chamber indicate that warm air is trapped at the top of the vessel. 

Measuring absolute or differential pressure for the atmospheric pressure range 
can be done with various types of sensors, which will not be reviewed here. An 
overview of potential pressure sensors is given for example by Avnet Inc. Some of 
the most robust and stable sensors are based on measuring changing capacitance (e.g., 
MKS Baratron). This type of sensor is insensitive to the specific gas mixture, can 
be temperature-stabilized for high precision measurements, and add typically just a 
heated stainless steel surface to the simulation chamber. The nature of the chamber 
environment means that the pressure should be uniform throughout its volume and 
therefore multiple pressure measurements are not required for most applications. 

Measuring absolute or relative humidity in an atmospheric simulation chamber 
may require different approaches. If temperature and water concentrations are 
measured, the relative humidity can be calculated using the water vapour pres-
sure over liquid water or ice. For this calculation, the corresponding vapour pres-
sure formulations by Murphy and Koop (2005) are recommended. For temperatures 
below, 200 K the results by Nachbar et al. (2018a, b) should be used.
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For atmospheric measurements often thin-film capacitive humidity sensors are 
applied. In chambers that work with atmospheric concentrations of reactive species 
such as the SAPHIR chamber of Forschungszentrum Jülich they offer precise and 
accurate measurements of relative humidity. However, this type of sensor is not 
recommended, if high concentrations of oxidizing reactants can get in contact with 
the sensors as chemical reactions may destroy the thin-film polymer sensors. In this 
case, metal oxide sensors can be used but they can also suffer from interaction with 
reactive or condensable compounds. 

Absolute water mixing ratios can be measured by dew point mirror sensors which 
offer an inert e.g., rhodium or gold surface to the chamber contents. However, a 
successful dew point measurement requires that the major condensing species in 
the chamber is water and that the mirror is not contaminated e.g., with hygroscopic 
coatings or particles. Another advantage of the dew point mirror sensors is that 
they do not need a calibration as long as their temperature measurement is accurate. 
Among the various dew point mirror instruments several offer traceability to national 
standards e.g., via transfer standards at the manufacturer (e.g., MBW Calibration 
Ltd.). 

If the sensor cannot be placed inside the chamber and a sampling tube must be 
used. The sampling tube may require heating to avoid water condensation e.g., if the 
temperature between the chamber and the instrument is varying. For measuring low 
water concentrations stainless steel tubing can be used but Teflon tubing should be 
avoided as it shows memory effects. 

If the humidity inside a simulation chamber with condensed water (e.g., cloud 
droplets or water containing aerosol particles) is to be measured, spectroscopic 
methods such as FTIR or tuneable diode laser spectroscopy (TDLS) can be useful 
tools to obtain the condensed water (liquid and ice) and water vapour content. 
However, for each of these methods the background water concentration e.g., in the 
spectrometer or transfer optics needs to be treated carefully. An overview of several 
atmospheric hygrometers, their performance and potential connection to a simulation 
chamber, is given by Fahey et al. (2014). Tuneable diode laser spectroscopy offers 
fast and direct humidity measurement with good accuracy, if optical paths of suffi-
cient lengths are available and even allows determination of water isotopes. Another 
very sensitive absorption method is the cavity ring-down spectroscopy (CRDS). 
Commercial instruments detecting water vapour in the infrared by CRDS are for 
example available from Picarro Inc. These instruments do not require calibration. 
Interferences can occur, if water vapor absorption lines overlap with absorption lines 
of trace gases that are present in a specific experiment. 

It is obvious that the accuracy or precision needed for a certain variable depends 
on the application. If, for example, the relative humidity is required with an accuracy 
of 2% at 293 K the temperature needs to be measured with an accuracy of 0.16 K 
and the water vapour pressure has to be measured with an accuracy of 1%.
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2.2 Determination of the Mixing Time and Dilution Rates 

Considering the rate of Brownian diffusion of gases, mixing is often wrongly consid-
ered as a non-critical characteristic of chamber installation. On the contrary, because 
of the size of simulation chambers, reaching sufficient chemical homogeneity of the 
reactive mixture often takes a long time with respect to the rates of many chemical 
reactions occurring in the atmosphere. 

The mixing time of air is a key parameter of a simulation chamber installation 
that will strongly impact the data analysis, because it is not reasonable to interpret 
data at a time resolution shorter than the mixing time. For gas phase chemistry, 
as most of chemical kinetic rate constants are directly proportional to the reactant 
concentrations, inhomogeneous concentrations can lead to false experimental data 
and/or strongly complicate the evaluation of experiments (Ibrahim et al. 1987). For 
particle phase studies, as condensation of semi-volatiles is highly non-linear with 
concentration, insufficient mixing can lead to an incorrect estimation of secondary 
organic aerosol yields caused by local supersaturation (Schütze and Stratmann 2008). 

Typical mixing times in atmospheric simulation chambers fall in the range of 
minutes, for example 1 min in the CESAM chamber with 4.2 m3 (Wang et al. 2011) 
and 2 min in the SAPHIR chamber with 270 m3 (Rohrer et al. 2005). Mixing is often 
achieved by fans made of inert material operated inside the chamber. 

Schütze and Stratmann (2008) analysed the effect of operating one or two fans 
on the homogeneity of particle concentrations in a cylindrically shaped chamber 
(12.4 m3 volume) using computational fluid dynamics. They found that inhomo-
geneities can also be induced by fans in the area, where the air is accelerated. There-
fore, it is crucial to carefully choose locations of sampling points for instruments to 
not be affected by local inhomogeneities. 

Apart from the impact on the bulk simulated atmosphere homogeneity, the mixing 
of air in a simulation chamber also impacts the exchange of energy (Voigtländer et al. 
2012) and interactions of matter with the walls. Strong mixing not only increases the 
level of turbulence in the chamber potentially leading to non-linear effects (Ibrahim 
et al. 1987), but can also increase the wall loss rate of semi-volatile compounds by 
increasing the rate of collisions with the chamber wall. Furthermore, in Teflon film 
chambers, turbulent mixing may lead to movements of the chamber film that can 
favour the build-up of electrostatic charges and thereby increase the probability that 
particles are lost on the Teflon film (Wang et al. 2018a, b). Therefore, there is an 
optimum compromise between homogeneity and wall loss with respect to mixing 
that is specific for the shape and volume of each chamber. 

To determine the mixing time in a simulation chamber, a non-reactive gaseous 
species that can be measured with a high time resolution can be injected at a single 
point in the chamber. The species needs to be detected at several positions in the 
chamber. It is not recommended to use spatially integrated measurements such as 
in situ spectrometric techniques as they often tend to underestimate the mixing time 
by spatially averaging the concentration. Moving the sampling point in repeated 
experiments, simultaneous detection at several points in one experiment and varying
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Fig. 2.2 Time series of CO concentrations sampling at one location after injection of CO at various 
injection points in the CESAM chamber. Lines are the results of modelling the mixing in the chamber. 
(Reused with permission from Wang et al. (2011) Open access under a CC BY 3.0 license, https:// 
creativecommons.org/licenses/by/3.0/) 

the point of injection further increases the precision, with which the mixing time can 
be determined. As an example, Fig. 2.2 shows the time series of CO concentration 
detected by an infrared gas filter correlation CO monitor at various sampling points 
after a point injection in the CESAM chamber (Wang et al. 2011). 

Numerical modelling can further help understanding the mixing in the chamber. 
Wang et al. (2011) divided the volume of the CESAM chamber into 4137 cubic cells 
each of which has a volume of 1 L and set up a multi-box-model. Time series of trace 
concentrations were modelled for each box using a kinetic solver (FacsimileTM soft-
ware package—Curtis 1979) with a non-zero initial concentration in the box in which 
the injection was located. Assuming isotropic mixing, the exchange rate was adjusted 
to match the measured concentration time series (Fig. 2.2). For experiments, in which 
the fan was operated at full speed, these calculations gave a first-order exchange rate 
of (3 ± 0.5) s−1, which corresponds to the average speed of the gases of 0.3 m s−1. 
This set-up of model can also be used for the analysis of experiments with complex 
chemistry as chemical reactions can be added. However, this type of model is not 
suitable to describe microphysics of the chamber atmosphere. Another approach to 
gain knowledge of the fluid dynamics in the chamber, is to perform computational 
fluid dynamics (CFD) calculations. Schütze and Stratmann (2008) used such simu-
lations (FLUENT model, ANSYS Inc., Canonsburg, PA, USA) for a chamber with 
a volume 12.3 m3 that was divided into 7714 cells. By combining the simulation 
with the Fine Particle Model (FPM, Particle Dynamics GmbH, Leipzig, Germany, 
Wilck et al. 2002), they performed simulations of the growth of ammonium-sulphate

https://creativecommons.org/licenses/by/3.0/
https://creativecommons.org/licenses/by/3.0/
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particles in humid air at room temperature for experiments, in which clouds were 
generated by gas expansion. Similar calculations with the FLUENT model were 
performed by Voigtländer et al. (2012) for the CLOUD chamber at CERN that has a 
volume of 26.1 m3. The authors found that two fans and sufficiently high fan speeds 
were necessary for a homogeneous mixing of particles and gaseous species. 

Trace gases and particles in experiments in atmospheric simulation chamber that 
have a fixed volume or are kept at a constant pressure are typically diluted over 
the course of an experiment due to the need to replenish the air that is lost by the 
consumption of sampling instruments are leakages. Exceptions are chambers where 
the volume can reduce over the course of an experiment (Carter et al. 2005). 

The rate of dilution typically scales with the volume of the chamber. The large 
EUPHORE (volume 200 m3) and SAPHIR (volume 270 m3) outdoor chambers 
consist of Teflon film that is kept slightly over-pressurized compared to ambient 
pressure. The replenishment flow to maintain the pressure leads to a dilution of trace 
gas and particle concentrations at a low percentage range per hour (Becker 1996; 
Karl et al. 2004). In the smaller steel CLOUD chamber (volume 26.1 m3) the dilution 
is typically higher with 6–10% per hour (Hoyle et al. 2016). 

Precise and accurate knowledge of the dilution rate is key in the data analysis and 
modelling of experiments. For this purpose, two strategies can be employed that can 
be simultaneously applied. In many chambers the flow rates of the replenishment flow 
are monitored by a mass flow controller from which the dilution rate can that directly 
calculated, if the volume of the chamber is known (Hoyle et al. 2016; Karl et al.  
2004; Wang et al. 2011). An alternative approach is to monitor the concentration of a 
chemically inert gas that is injected at the start of the experiment. The dilution rate can 
be calculated from the continuous measurement of its concentration as it decreases 
over the course of the experiment solely due to dilution. For a chamber equipped with 
an FTIR spectrometer, SF6 is often used because of its strong infrared absorption 
lines which gives a clear spectral fingerprint. SF6 can also be monitored with gas 
chromatography equipped with electron capture detector (GC-ECD) (Fry et al. 2011). 
For chambers equipped with a Proton-Transfer-Reaction-Mass-Spectrometry (PTR-
MS) instrument, hexafluorobenzene (HFB) is a suitable dilution tracer (Hunter et al. 
2014). Small alkanes such as ethane or cyclohexane are less inert but measurable 
with gas chromatography with a flame ionization detector (GC-FID) and have been 
also used in some studies (Metcalf et al. 2013). However, care has to be taken that 
the chemistry of these tracers does not disturb the experiment. CO2 which can be 
precisely measured by cavity ring-down spectroscopy (CRDS) has been used in 
experiments in the SAPHIR chamber. This is only applicable, if the replenishment 
flow is free of CO2 and chemical production in the experiment is negligible. This is 
typically the case for experiments in the SAPHIR chamber, because air is produced 
from liquid nitrogen of oxygen and trace gas concentrations are within the range of 
ambient concentrations.
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Fig. 2.3 Quantum yield (triangle) and absorption spectrum of NO2 (line); spectral resolution 0.2– 
0.4 nm (Data from Burrows et al. 1998) 

2.3 Determination of Photolysis Frequencies 

Photolysis frequencies are important parameters for a quantitative understanding and 
modelling of photochemical processes in the atmosphere as well as in simulation 
chambers. For atmospheric measurements of photolysis frequencies, a range of suit-
able radiometric instruments have been developed and deployed (e.g., Hofzumahaus 
2006; Hofzumahaus et al. 2002; Shetter and Müller 1999; Shetter et al. 2003). The 
most versatile method is spectroradiometry which can monitor spectral actinic flux 
densities with high time resolution as well as high spectral resolution in the relevant 
solar spectral range. Thoroughly calibrated instruments provide accurate photolysis 
frequencies for any photolysis process if the relevant molecular parameters of the 
molecule X—absorption cross sections σ and quantum yields φ—are known. 

j (X ) =
∫

σ (X)φ Fλ(λ)dλ (2.3.1) 

Recommendations of these parameters can be found in the literature (Fig. 2.3) 
(Atkinson et al. 2004; Burkholder et al. 2020; Keller-Rudek et al. 2013). 

Considering possible radiation inhomogeneity, spectroradiometric measurements 
are often not able to provide a satisfying absolute light intensity estimation for the 
whole chamber, especially in indoor chambers. Chemical actinometry is therefore 
often used to determine the mean light intensity. Chemical actinometry is an inde-
pendent method to determine photolysis frequencies by monitoring the change of 
the chemical composition induced by radiation. For atmospheric measurements of 
photolysis frequencies, chemical actinometry has rarely been applied because the
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experimental setup is comparatively extensive and process specific. Moreover, chem-
ical actinometry has mostly been confined to the determination of photolysis frequen-
cies j(NO2) and j(O1D). Nevertheless, chemical actinometry plays an important role 
in the validation of radiometric techniques (e.g., Hofzumahaus et al. 2004; Kraus 
et al. 2000; Shetter et al. 2003) and it is an integrated measure of the UV light 
intensity in simulation chambers (Bohn et al. 2005). 

Most simulation chambers are commonly equipped with instruments for the detec-
tion of nitric oxide (NO), nitrogen dioxide (NO2) and ozone (O3) that are suitable 
to perform j(NO2) and j(O1D) actinometry experiments. In-situ spectrometric tech-
niques such as Differential Optical Absorption Spectroscopy (DOAS), Tunable Diode 
Laser Spectroscopy (TDLAS) or Fourier-Transfer Infrared (FTIR) spectroscopy are 
highly recommended as they provide unambiguous and direct quantification of these 
species and can give integrated values over a large fraction of the chamber volume. 
On-line gas analysers for ozone (absorption technique) and NOx (chemiluminescence 
technique) can also be used with confidence provided that the chamber is well mixed 
and that care is taken to ensure that sampling is performed at a point that is represen-
tative of the whole chamber. For NO2 detection by chemiluminescence a photolytic 
conversion of NO2 to NO is recommended, because molybdenum-converters can 
be affected by other species such as HONO, HNO3 and organic nitrates (Dunlea 
et al. 2007). However, photolytic conversion is potentially affected by a negative 
interference at high VOC levels due to the efficient NO/NO2-conversion through 
peroxy radicals formed in the photolysis of photolabile VOCs (Villena et al. 2012). 
The choice of instrumentation therefore depends on the type of experiment. As an 
alternative to chemiluminescence instruments cavity-based absorption methods can 
be used for the direct detection of NO2. 

Dedicated experiments under suitable conditions are required to obtain useful 
results. Moreover, a determination of j(NO2) or  j(O1D) by chemical actinometry 
alone is not sufficient to characterize the photolytic properties of a simulation 
chamber. Rather a combination of techniques is required: spectroradiometry can 
provide actinic flux density spectra of the light source (artificial or the sun) which 
can then be scaled up or down to match the photolysis frequencies determined by 
chemical actinometry. Therefore, actinometry can be used to track the changing 
chamber radiometric conditions over time. Here, we focus on j(NO2) actinometry. 

For sunlit chambers the radiation field inside can become inhomogeneous by 
shadows cast by structural elements of the chamber or instrumental set-ups, the 
influence of chamber walls through reflection, scattering and absorption, as well 
as by internal reflections. A radiometric point measurement inside the chamber, 
even with an ideal 4π sr field of view, may therefore not be representative for the 
entire chamber volume, an effect which is irrelevant for most other atmospheric 
measurements. Moreover, the chamber effects will depend on atmospheric condi-
tions, most importantly on solar zenith and azimuth angles and the presence or 
absence of clouds. Therefore, sunlit chambers require both a continuous monitoring 
by radiometric devices, ideally a spectroradiometer (inside or outside the chamber)
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and suitable corrections accounting for specific in-situ chamber effects. These poten-
tially time-dependent corrections can be determined relatively easily by chemical 
actinometry. 

For chambers using artificial light sources the situation is simpler at a first glance. 
Unless lamps are dimmed or switched on and off, the radiation field can be considered 
independent of time (except for lamp aging effects on longer timescales). On the other 
hand, spatial inhomogeneity can be more pronounced compared to sunlit chambers 
dependent on the illumination technique, e.g., the use of single lamps, a collimated 
beam in tube-shaped chambers or all-around systems of tubular fluorescent lamps. 
In the best case, it is sufficient to occasionally record lamp spectra at a selected point 
within the chamber and perform chemical actinometry to derive adequate scaling 
factors. In contrast to sunlit chambers, spectral irradiance measurements are suitable 
as well. However, if different lamp types are combined, it is necessary to determine 
the corresponding photolysis frequencies separately. 

Gradients in the radiation fields can result in gradients in short-lived species 
concentrations, which need to be considered for any chamber. Active mixing is a 
means to reduce such concentration gradients. In the following, we assume that trace 
gas concentrations are homogeneous, so that the chemical composition probed at 
any location is representative for the entire chamber. In this case, results represent a 
chamber-mean of actinic radiation.

Fig. 2.4 Concentrations of NOx, NO2, NO, O3 and the difference NO–O3 during an actinometric 
experiment in SAPHIR at Forschungszentrum Jülich on a mostly clear-sky day. The chamber roof 
was opened around 06:30 and closed shortly after 17:30 
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2.3.1 Chemical Actinometry in Air 

The photolysis of NO2 is mostly UV-A driven and leads to the formation of nitric 
oxide (NO) and ground state oxygen atoms (O(3P)): 

NO2 + hν → NO + O
(
3 P

)
(λ <  420 nm) (R2.3.1) 

Under tropospheric conditions, the photolysis is followed by a fast and quantitative 
formation of ozone (O3) in the reaction with an oxygen molecule (O2): 

O
(3 P) + O2 + M → O3 + M (R2.3.2) 

M is a third-body reaction partner. A chemical actinometer for atmospheric measure-
ments of j(NO2) typically consists of a quartz flow-tube where a known concentration 
of NO2 (mixing ratio in the ppm range) in synthetic air or O2 is exposed to sunlight for 
a short period of time (ca. 1 s) (Shetter et al. 2003). The NO concentration produced 
during the exposure time is then a direct measure for j(NO2): 

j (NO2) = 1/[NO2] d[NO]/dt ≈ 1/[NO2]∆[NO]/∆t (2.3.2) 

The presence of O2 avoids interferences from the fast reaction O(3P) + NO2 → NO 
+ O2. Moreover, at short exposure times the influence of the comparatively slow NO 
+ O3 back-reaction is negligible: 

NO + O3 → NO2 + O2 (R2.3.3) 

For simulation chambers this concept of actinometry is not applicable because short 
exposure times are not feasible. However, under typical simulation chamber condi-
tions, Reactions R2.3.1–R2.3.3 lead rapidly to a photochemical equilibrium or photo-
stationary state (PSS). The relaxation time constant of this equilibrium is on the order 
of minutes depending on the values of j(NO2) and concentrations of trace gases. In 
the atmosphere, this equilibrium can be strongly affected by the presence of peroxyl 
radicals (HO2 and RO2), which also convert NO into NO2 without consuming O3. 
The so-called Leighton ratio ϕ = j(NO2)[NO2]/(k3[NO][O3]) (Leighton 1961) is a  
common measure for the deviation from the purely NOx/O3 determined equilibrium 
owing to peroxyl radical perturbations. On the other hand, in the absence of inter-
fering reactions, the Leighton ratio is unity under steady-state conditions. Accord-
ingly, j(NO2) can be calculated from the equilibrium concentrations of O3, NO2 and 
NO, and the (temperature dependent) rate constant of the NO + O3 (2.07 × 10–12 
exp(−1400/T), IUPAC) Reaction R2.3.3: 

j (NO2) = k2.3.3[NO][O3]/[NO2] (2.3.3)
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Figure 2.4 shows an example of an actinometric j(NO2) experiment in the sunlit 
simulation chamber SAPHIR at Forschungszentrum Jülich. Around 45 ppbv of NO2 

was injected into the dark chamber shortly before 6:00. In the illuminated chamber, 
a fast decrease of NO2, and a corresponding rapid increase of NO and O3 concentra-
tions were observed. The NOx (=NO + NO2) concentration remained nearly constant 
during this quick initial adjustment of the photochemical equilibrium, as expected. 
The chamber roof remained open for approximately 12 h. During this time, the NOx 

concentration slowly decreased mainly caused by dilution. However, this decrease 
is slow compared to the relaxation time constant of the photochemical equilibrium. 
Accordingly, at any time NO2, NO and O3 concentrations are in a steady-state equi-
librium and j(NO2) can be calculated according to Eq. (2.3.3), taking into account 
the measured gas-phase temperature. 

In Fig. 2.5 the resulting time-dependent photo-stationary state j(NO2) (PSS) is 
compared to predictions resulting from a radiometric measurements (SR) that are 
used to calculate j(NO2) inside the chamber with a radiation transfer model. The 
model is fed by measurements of spectral actinic flux densities of direct and diffuse 
radiation outside the SAPHIR chamber (Bohn and Zilken 2005). The SR approach 
correctly predicts the typical shape of the diurnal variation of j(NO2) inside SAPHIR 
on this clear-sky day. However, absolute values of j(NO2) predictions need to be 
significantly scaled down to match the actinometric data. This scaling factor also 
increases with time. This can be explained by an increasing degree of staining and 
mechanical degradation of the chamber walls caused by many years of outdoor

Fig. 2.5 j(NO2) determined by actinometry (photo-stationary approach PSS, time dependent model 
TD) and predicted by a combination of outdoor measurements of spectral actinic flux densities and 
a radiation transfer model (SR) scaled to match the actinometric data. The rectangular box (h) 
indicates the illumination period of the SAPHIR chamber 
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residence and operation. Therefore, the scaling factor needs to be regularly deter-
mined in experiments of this type, in order to correctly scale the SR data during other 
photochemical experiments. The radiometry/model approach for SAPHIR (Bohn and 
Zilken 2005) is quite specific and not directly transferable to other sunlit chambers 
for which a simple spectroradiometer measurement inside or outside the chamber 
may be sufficient depending on the geometry of the setup. 

Experiments such as the one shown in Fig. 2.4 can be employed in any chamber 
where the mean residence time is sufficiently long compared to the relaxation time 
constant of the photochemical equilibrium. For chambers with artificial lights the 
concentrations may also change with time because of dilution but the photolysis 
frequency should remain constant—an additional test for the validity of the approach. 
If no time dependence of photolysis frequencies is expected, experiments can be kept 
much shorter. Even under non-equilibrium conditions during periods where j(NO2) 
changes more rapidly than in the example above, the actinometric approach works 
reliably, if concentration changes are analysed numerically. This time-dependent 
(TD) approach is described in more detail elsewhere (Bohn et al. 2005). Moreover, 
the dark periods after the experiments can be analysed by testing if the decays of NO 
and O3 are consistent with the rate constant of Reaction 2.3.3. Analytical solutions for 
the analysis of the decays are described in Bohn et al. (2005) including conditions 
for which NO and O3 concentrations are not only determined by the initial NO2 

concentration and dilution of trace gases are taken into account. 
It should be noted that the experiment shown in Fig. 2.4 starts with a small excess 

of 2 ppbv O3 from a previous experiment and ends with an about 1 ppbv excess 
of NO that can be explained by the production of NO from photolysis of nitrous 
acid (HONO) that is formed inside SAPHIR (Rohrer et al. 2005). In the experiment 
shown in Fig. 2.4, approximately 3 ppb of HONO was generated and photolyzed 
over the course of the experiment. OH that is also formed in the photolysis of HONO 
predominantly reacted with NO2 which merely led to a small increase of the total 
loss of NOx, but this had no significant influence on the steady-state concentrations 
of the NOx/O3 equilibrium that is established much faster. 

Effects on the steady-state equilibrium concentrations can be minimized by: 

• Reducing the HONO source in the chamber (e.g., low humidity in chambers made 
of Teflon film), because NO produced from HONO photolysis adds to the total 
concentration of nitrogen oxides in the chamber. Only, if the NO produced from 
HONO photolysis is small compared to the initial NO2 concentration, it can be 
neglected in the calculations (Eq. 2.3.3). 

• The absence of additional OH reactants that could produce HO2 or RO2, which 
reacts with NO, so that the equilibrium between NO2 and NO is shifted to NO2 

and ozone is produced. 
• Using high NO2 concentrations that ensure that any OH is scavenged in the 

reaction with NO2 to prevent the production of HO2 or RO2. 

Optimum experimental conditions need to be carefully chosen for a specific chamber 
to avoid chemical interferences.
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2.3.2 Chemical Actinometry in Nitrogen 

When minimizing the radical sources that may affect the steady state equilibrium, 
the photolysis of NO2 in pure nitrogen as a bath gas is often recommended to avoid 
the complexity arising from secondary chemistry in the determination of the NO2 

photolysis frequency in a simulation chamber. This method has long been known 
in atmospheric research for the calibration of UV sources and is well described by 
Holmes et al. (1973) and Tuesday (1961). 

A fully oxygen-free atmosphere can be difficult to achieve in chambers, because 
air may enter the chamber by small leakages or permeation. Leakage of air into the 
chamber can be minimized by operating the chamber at a pressure slightly above 
atmospheric pressure or by a second wall around the chamber, so that the gap can be 
flushed with nitrogen. The latter also minimizes permeation. 

Similar to the actinometry experiment in air described in the previous section, 
NO2 is injected into the chamber, but the chamber is filled with pure nitrogen. In the 
absence of oxygen, no ozone is produced from the photolysis of NO2, so that only 
NO and NO2 concentrations need to be precisely measured. A high time resolution of 
instruments is needed, because the time resolved consumption of NO2 and production 
of NO is observed. An initial NO2 mixing ratio within the range of 0.1–1 ppmv is 
recommended, as the photolysis of NO2 can be rather fast. A high initial concentration 
ensures that the time period that can be used for the evaluation is sufficiently long. 

The decay of NO2 and production of NO is mostly determined by the NO2 photol-
ysis reaction (Reaction R2.3.1), but oxygen atoms formed from in the photolysis 
significantly accelerate the loss NO2: 

O
(
3 P

) + NO2 → NO + O2 (R2.3.4) 

O
(3 P) + NO2 + M → NO3 + M (R2.3.5) 

The highest impact on the NO2 loss is due to the formation of NO (Reaction R2.3.4) 
because the reaction rate constant of Reaction R2.3.4 is 5 times higher than that 
of Reaction R2.3.5 at room temperature and ambient pressure. Both reactions are 
only relevant in experiments in nitrogen because molecular oxygen is missing as a 
reaction partner for the oxygen atom (Reaction R2.3.2). For the same reason, also 
the reaction of oxygen atoms with NO impacts the temporal behaviour of NO and 
NO2 in this type of experiment: 

O
(
3 P

) + NO + M → NO2 + M (R2.3.6) 

This reaction together with the NO2 photolysis reaction are responsible that even-
tually a photo-stationary state is established between NO and NO2 concentrations. 
Rather small effects are expected from the formation of oxygen in Reaction R2.3.4, 
which would allow to form ozone (Reaction R2.3.2), but the reaction rate constant
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is too small for producing significant ozone concentrations at oxygen concentrations 
formed in the system. 

The production of nitrate radicals in Reaction R2.3.5 further complicates the 
chemistry, because a small fraction of the nitrogen oxides is converted to NO3 and 
N2O5 right after the start of the NO2 photolysis, but converted back to NO2 and NO at 
later times of the experiment with increasing NO concentrations due to the following 
reactions: 

NO2 + NO3 + M ⥃ N2O5 + M (R2.3.7) 

NO3 + NO → NO2 + NO2 (R2.3.8) 

Depending on the radiation in the chamber, NO3 may be additionally photolyzed 
and NO3 chamber wall loss could be significant. 

For these reasons, the photolysis of NO2 in nitrogen is not a first-order loss process. 
In Holmes et al. (1973) the following equation is derived to describe the decay rate 
of NO2: 

−2 jNO2 

dln[NO2] 
dt 

= 1 + 
k2.3.5[M] 

k2.34 
+ 

k2.3.6 
k2.3.4 

[M][NO] 

[NO2] 
+ 

k2.3.2 
k2.3.4 

[M][O2] 

[NO2] 
(2.3.4) 

The meaning of this equation is that as first approximation each photolyzed NO2 

molecule produces 2 NO molecules due to the direct formation of NO (Reaction 
R2.3.1) and the subsequent reaction of the oxygen atom with NO2 (Reaction R2.3.4). 
The other terms are corrections that are needed due to other competing reactions of 
the oxygen atom (Reaction R2.3.2, R2.3.5 and R2.3.6). 

Equation 2.3.4 can be used to calculate j(NO2) from the measured [NO2] decay. 
Figure 2.6 shows measured [NO], [NO2] and NOx ([NO2] + [NO]) concentrations 
in an experiment for the determination of j(NO2) in the CESAM atmospheric simu-
lation chamber using 460 ppbv of gaseous NO2 diluted in nitrogen. The total NOx 

concentration is nearly unchanged during the experiment, because NO2 to NO reac-
tions (Reaction R2.3.1 and R2.3.4) dominate the reaction system. The total NOx 

concentration decreases approximately by a 5% in this experiment. This loss can be 
attributed to the dilution of the reaction mixture due to sampling by the monitors. It 
is recommended to monitor the dilution rate, so that measured concentrations can be 
corrected for dilution.

Figure 2.5 shows the evaluation of the actinometry experiment describing the loga-
rithm of the measured NO2 concentration by integrating Eq. 2.3.4. The decreasing 
loss rate is due to the competition of the reaction of NO with the oxygen atom (Reac-
tion R2.3.5), which gains in importance due to the increasing NO concentration while 
NO2 is being photolyzed. Deviations of the calculations are likely due to neglecting 
further NO3 chemistry (Reaction R2.3.7 and R2.38.). A first approximation of the 
photolysis frequencies can be calculated by taking only the first data points after the 
light is switched on. Assuming that the impact of the reaction of NO with oxygen
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Fig. 2.6 NO2, NO and  NOx concentrations versus reaction time during NO2 photolysis in nitrogen 
in the CESAM chamber (© Jean-François Doussin, personal communication)

atoms is negligible, because NO has not yet formed from the photolysis of NO2, NO2 

decays as first-order loss process, so that a linear behaviour of the logarithm of the 
NO2 concentration is expected Fig. 2.6). The photolysis rate can be calculated from 
the slope using Eq. 2.3.4 with [NO] = [O2] = 0 (Fig. 2.7).

Because Eq. 2.3.4 does not consider the impact of NO3 chemistry and the photo-
stationary state between [NO2] and [NO] concentrations that is established at later 
times of the experiment, it is recommend applying this calculation only for the time 
right after NO2 photolysis has started. As an alternative, box-model calculations may 
be applied to determine the photolysis frequency by adjusting its value such that 
the NO2 decay is best described. However, uncertainties may occur, if the oxygen 
concentration due to leakages is not known or NO3 wall loss leads to a significant 
loss of nitrogen oxides during the experiment. 

Both data analysis procedures exhibit a significant sensitivity to oxygen concen-
tration which can be difficult to control in a large reactor. They are also very sensitive 
to the precision of the NOx measurement and to the potential interferences of NOy 

species. This is why, when routinely applied, it is recommended that data analysis 
is performed only on the first few data points. This avoids giving undue weighting 
to data acquired at the end of the experiment when NO2 concentrations are close to 
the detection limit, NOy species arising from secondary chemistry may have accu-
mulated and when O2 concentration may have increased due to leaks. Results which 
show a deviation from those expected from the analysis described below may indicate 
that the O2 concentration is not low enough. 

jNO2 can be evaluated by considering short time steps and neglecting oxygen 
equation in Eq. 2.3.4 which becomes
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Fig. 2.7 NO2 concentration time series in a typical actinometry experiment in nitrogen in the 
CESAM chamber. The dashed line is the result of a linear regression using the first four data points 
after the light had been switched on. The solid line is the result of the integration of Eq. 2.3.5 assuming 
a negligible initial oxygen concentration (© Jean-François Doussin, personal communication). In 
the present example, the initial slope method provides a j(NO2) value of (2.3 ± 0.2) × 10–3 s−1, 
while the use of the Eq. 2.3.5 yields j(NO2) = (2.8 ± 0.1) × 10–3 s−1

jNO2 = −  
1 

2∆t

{
1 + 

k2.3.5[M] 

k2.34 
+ 

k2.3.6 
k2.3.4 

[M][NO] 

[NO2]

}
· ln

(
[NO2]0 
[NO2]

)
(2.3.5) 

If only NO2 measurements are available, Eq. 2.3.5 may be transformed under 
the assumption that NO and NO2 contain almost all the NOx at any time ([NO] = 
[NO]0 + [NO2]0 − [NO2]). 

2.4 Gas-Phase Wall Losses of Species 

Significant wall loss can be observed for gaseous inorganic as well as organic 
compounds. The wall loss rate can be highly variable and is specific for a compound 
and the chamber. Therefore, wall loss needs also to be considered in the evaluation 
of experiments as part of the chamber auxiliary mechanism (Sect. 2.6). 

For inorganic compounds, the wall uptake can be observed to be irreversible, 
reversible and/or even reactive, and is commonly measured for ozone and nitrogen 
containing compounds specifically for NO and NO2 (Grosjean et al. 1985; Wang 
et al. 2014). Grosjean et al. (1985) reported little or no significant wall loss for 
most tested organic compounds. If they observed wall loss the loss appeared to be 
irreversible. More recent work has shown that this loss can be significant and also
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reversible for low volatile and/or oxygenated organic compounds (e.g., Loza et al. 
2010; Matsunaga and Ziemann 2010). The wall losses of gaseous inorganic and 
organic compounds can occur on the same timescales as their gas-phase oxidation and 
gas/particles mass transfer processes and can therefore be competitive (e.g., Grosjean 
et al. 1985; Krechmer et al. 2016). These wall losses are expected to depend on: (1) 
the chamber characteristics (e.g., nature of the walls, geometry, age/history, surface 
to volume ratio, mixing time and procedure), (2) the environmental conditions (e.g., 
temperature, irradiation, relative humidity) and (3) the physicochemical properties 
of the compounds themselves. 

Atmospheric simulation chambers are extensively used to study the homogeneous 
and/or multiphasic evolution of gas-phase compounds. Chamber wall losses can thus 
affect experimental results on (1) the kinetic and mechanistic studies of compounds 
in the gas phase (e.g., Bertrand et al. 2018; Biermann et al. 1985; Yeh et al. 2014) 
and (2) the formation and composition of secondary organic aerosols (e.g., Krechmer 
et al. 2016; Kroll et al. 2007; La et al. 2016; McVay et al. 2014; Pathak et al. 2008; 
Shiraiwa et al. 2013; Zhan et al. 2014). 

In order to determine the wall loss parameters of an individual compound, its 
concentration in the gas phase is usually measured over time in a clean, dark chamber 
under constant environmental conditions. The preparation of the clean chamber is 
done as described in Chap. 3. and the wall loss characterization experiment is similar 
to the blank experiment described in Sect. 2.6 In the simplest case, the decay can 
be fitted to a function that describes an irreversible first order loss process, if a 
decrease of the gaseous concentration is observed after correcting for dilution. A 
parameterization can also include physical conditions or chemical properties such as 
equilibrium concentrations or saturation vapour pressure of the specific compound. 

Prior to each characterization experiment, the chamber is prepared using usual 
cleaning, conditioning and filling protocols (Chap. 3). If the chamber allows, experi-
ments should be performed at a fixed temperature and relative humidity but may need 
to be varied in a series of experiments. The wall losses of gaseous compounds are 
either studied for compounds that are directly injected into the chamber (e.g., Huang 
et al. 2018; Loza et al. 2010; Matsunaga and Ziemann 2010; Shiraiwa et al. 2013; 
Yeh and Ziemann 2014a, b, 2015; Zhang et al. 2014) or produced in the chamber 
from the oxidation of parent compounds (e.g., Huang et al. 2018; Krechmer et al. 
2016; Zhang et al. 2015). 

The injection of single compounds or mixtures of different compounds is typi-
cally done into the dark chamber using common procedures (Chap. 4). To avoid 
competition of gas/wall loss with gas/particle partitioning, the injected quantity 
of the compound should be below its saturation vapour pressure once inside the 
chamber, thereby preventing particle nucleation occurring. Ideally, a known quantity 
of the compound is injected into the chamber and is homogeneously mixed instanta-
neously, so that mixing of the compound and wall loss are separated in time. However, 
depending on the volatility of the compound, the injection duration can vary from 
minutes to hours, so that both processes may need to be taken into account for the 
determination of the wall loss rate.
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If the wall loss of oxidation products that are not available as pure compounds need 
to be characterized, the precursors are first injected into the chamber. Concentrations 
should again be low enough that aerosol formation does not play a role for the species 
loss. Depending on the specific chamber, oxidation needs to be initiated for example 
by injection of ozone or hydroxyl-radical precursors. If photo-oxidation is required 
to produce oxygenated products, the chamber air needs to be exposed to light (lamps 
or sunlight). In the ideal case, oxidation is stopped after a few seconds for example 
by switching off lights, when a sufficiently high concentration of products is formed, 
and the decay of the target species can be used to determine the wall loss. If oxidation 
cannot be stopped or if there is a reversible loss of the compound, all processes need to 
be considered such as gas-phase production and equilibrium between the gas-phase 
and deposition on the wall. 

Depending on the wall loss rate, concentrations need to be monitored over a few 
hours (2–15 h). It is worth noting that interactions of the compound with the walls can 
also occur in the inlet line of instruments (Deming et al. 2019; Krechmer et al. 2016; 
Liu et al. 2019; Pagonis et al. 2017). Delays and underestimations of concentrations 
can therefore be observed. Therefore, passivation of the inlet lines is recommended. 

If the loss of compound A (gas phase concentration [Ag]) is irreversible, the process 
is described by a first order loss rate constant kgw: 

d[Ag] 
dt  

= −kgw[Ag] (2.4.1) 

If there is no production or injection of the compound during the time of obser-
vation and if wall loss is the only relevant process, the observed decay can be fitted 
to a single-exponential function that directly gives the first order loss rate constant. 

In the case of a reversible loss process, the transfers of a gaseous species A to the 
wall (wall reservoir concentration [Aw]), and back to the gas phase, can be described 
by the gas phase first order loss rates kwg and kgw, respectively: 

d[Ag] 
dt  

= kwg[Aw] − kgw[Ag] (2.4.2) 

In the case that there are no other relevant production or destruction processes 
concurrently happening, Eq. (2.4.2) can be solved. Boundary conditions are that 
the sum of concentrations in the gas-phase and the wall reservoir equals the initial 
concentration [A]0 that has been injected or produced by oxidation and

[
Ag

]
eq is the 

equilibrium gas-phase concentration that is eventually obtained:

[
Ag

]
(t) =

(
[A]0 −

[
Ag

]
eq

)
exp

(−(
kgw + kwg

)
t
) + [

Ag
]
eq (2.4.3) 

The fit of the observed concentration time series results in the effective wall loss 
rate of kWe  f  f  = (kgw + kwg) and the equilibrium concentration

[
Ag

]
eq
. The initial 

concentration may be fixed to measured values or can also be obtained by the fitting 
procedure.
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As an alternative to fitting to an analytic solution, the observed time profile of 
the measured concentration can be described by optimization of parameters in a 
numerical box model, which can allow for taking additional loss and production 
processes into account. The wall loss rate constant can be optimized using standard 
optimization procedures to minimize the difference between measured and modelled 
concentration time series. 

Figure 2.8 shows the wall deposition velocities (i.e., the first order loss rate 
corrected by the surface (S) to volume (V) ratio of the simulation chamber calcu-
lated as vgw = kgw V/S) measured in various EUROCHAMP simulation chambers for 
several organic compounds as a function of their saturation vapour pressure (Psat). 
The deposition velocity appears to depend on (i) the chamber characteristics which 
cover a large diversity of wall materials, surface to volume ratios and mixing times, 
(ii) the organic species properties, such as the saturation vapour pressure, and (iii) 
the environmental conditions, such as the relative humidity. For example, the walls 
of the chambers made of aluminium like the AIDA chamber at Karlsruhe Institute 
of Technology may induce a constant loss of gas-phase compounds, depending on 
molecular properties and wall temperature. In chambers made of Teflon, the wall 
loss rates often correlate with the vapour pressure. However, the effect of wall loss 
can be minimized, if the chamber has a high volume to surface ratio like the SAPHIR 
chamber made of Teflon film (270 m3) at Forschungszentrum Jülich. 

Fig. 2.8 Wall deposition velocities (vgw) of gaseous organic compounds measured in 
EUROCHAMP chambers as a function of the saturation vapour pressure (Psat). The organic species 
properties were estimated with the GECKO-A tool (e.g., Valorso et al. 2011) using the Nannoolal 
method to calculate the saturation vapour pressure at 298 K (Nannoolal et al. 2008). The loss 
rate also highly depends on the wall material and size of the individual chamber and the type of 
molecule, so that there is no unique value for the wall deposition velocity for a specific saturation 
vapour pressure value. (Figure from EUROCHAMP-2020 Deliverable 2.7, www.eurochamp.org)

http://www.eurochamp.org
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2.5 Particle Wall Losses 

Aerosol processes in the atmosphere can have typical timescales ranging from a few 
seconds up to several days. In order to investigate such processes under reasonably 
representative atmospheric conditions, simulation chambers used for the investiga-
tion of physical, chemical or biological transformations of aerosol particles should 
enable a sufficiently long particle lifetime. In addition to their interaction with each 
other and with the gases in suspension, the lifetime of aerosol particle in chambers 
may be substantially controlled by wall losses resulting from the combination of 
adsorption, deposition, diffusion and mixing processes, gravitational settling and 
electrostatic attraction, all depending on particle and wall properties. The physical 
wall loss of particles in closed vessels such as chambers will vary with the particle 
size and will depend on (i) the chamber shape, (ii) the mixing regime (especially 
for small particles), (iii) the density of the considered particles, (iv) the electrostatic 
state of the wall. 

Clearly it is important to understand particle loss rates in any experiments aiming 
to characterize the dynamic evolution of the distribution of particles, which can 
range from characterization of formation and transformation processes through to 
the determination of optical properties and their dependence on particle mixing-state 
to investigation of gas-aerosol interactions such as in the formation of secondary 
organic aerosol (SOA). By definition, simulation chambers are volumes enclosed by 
walls and interactions of particles with their surfaces cannot be assumed negligible. 
The advantages of knowing the size-dependent wall losses of particles are substantial 
and various. The losses will determine the reduction in lifetime for contribution of 
the particles to properties or processes of interest in the experiment. For example, 
reduction in the particle lifetime will reduce the condensation sink it presents for 
gas–aerosol interaction (such as SOA formation). Similarly, optical extinction by 
a diminishing particle population will be commensurately reduced. Consequently, 
knowledge of the losses will enable more confidence to be ascribed to measured 
properties and inferred processes. For example, model-measurement comparison of 
the dynamical evolution of the particle population will enable model processes such 
as condensational growth, and properties such as vapour pressure, to be constrained 
so long as particle wall losses (as well as vapour–wall interactions) are known. 
Conversely, the consequences of neglecting to characterize particle wall losses is 
a substantially compromised ability to interpret any experiments aiming to capture 
properties or processes that depend on particle size distributions. 

Provided that the aerosol in the chamber is well mixed, in the absence of any other 
process, the rate coefficient for the wall loss, β i, can be represented as a simple first 
order loss: 

dNi /dt = −βi Ni , (2.5.1) 

where Ni is the number concentration of particles of size class in the chamber (Crump 
et al. 1983). The coefficient β i for each size class can be obtained by integrating 
Eq. (2.4.1) to give (Fig. 2.9):



94 R. Alfarra et al.

−ln(Ni /Ni , 0) = βi t (2.5.2) 

The requirement to quantify and account for the wall losses of particles in simu-
lation chambers used for aerosol experiments is universal, though the extent of the 
required characterization is, to some extent, application dependent. This has led to a 
pragmatic variety of approaches to wall loss determination that broadly fit into two 
classifications: 

• wall loss quantification using deliberate characterization experiments (denoted 
“seed injection” methodologies) 

• wall loss quantification using chamber experiments (denoted as “In-experiment” 
methodologies). 

Moreover, the methodology is dependent on both the chamber geometry and mate-
rials used in its construction. Specifically, rigid fixed-geometry structures of conduc-
tive materials (e.g., aluminium or steel), rigid fixed-geometry structures of insu-
lating materials (e.g., glass) and flexible variable-geometry structures of insulating 
materials (e.g., Teflon) will each require and be best suited to particular approaches. 

Whilst the methodology may vary, a common requirement for each approach 
is the availability of well-characterized and calibrated particle sizing and counting 
instrumentation and an appropriate source of particles. 

The instrumentation normally comprises:

• a mobility sizing instrument coupled to a particle counter(s) (either a differential 
or scanning particle mobility sizer, SMPS or DMPS, coupled to a condensation 
particle counter with the appropriate size cut-off), and/or

Fig. 2.9 Size dependent wall losses directly obtained from measurements of the first order decay of 
polydisperse particles nebulized or mechanically generated and injected into the CESAM chamber 
(Lamkaddam thesis 2017) 
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• an optical particle spectrometer with the appropriate configuration (normally 
backscatter of coherent or broadband white light, but forward scatter may be 
more appropriate for cloud droplets). 

The particle source is usually a nebulizer of some sort, capable of generating 
salt solution aerosol from a quantified stock. Selection of the source and stock will 
depend on the desired particle size, breadth of distribution and number, and of course 
on composition (e.g., brush generator or fluidised bed may be more appropriate for 
soot or dust characterisations respectively. 

Maintenance of chamber facilities and transport of smaller chambers for field 
campaigns can induce electrostatic charges on chamber walls and increase particle 
wall-losses. This generates a “disturbed” chamber that can introduce significant 
uncertainty in the particle wall-loss rates. The recovery time can even be months 
after the disturbance if natural charge dissipation is the only action that reduces the 
charges on the walls (Wang et al. 2018a, b). 

An electrostatic eliminator device (fan or air gun) can reduce the induced charges 
on the chamber walls significantly faster that the natural charge dissipation process. 
Such an electrostatic fan was used in the chambers of FORTH laboratories to reduce 
the induced charges after maintenance and handling of several different chambers. 

In order to determine size-dependent wall loss rates, two approaches for particle 
generation were for example employed in the CESAM chamber. Polydisperse 
(NH4)2SO4 particles were nebulized from an aqueous saline solution to provide 
sub-micron particles and test dusts were mechanically generated for super-micron 
particles. Total number concentration was held below 104 cm−3 to minimize the colli-
sion probability and so as not to require a correction for coagulation. The number size 
distribution was measured as a function of time (with a SMPS for sub-micron parti-
cles and OPC for super-micron particles). A first order decay fit following Eq. 2.7.1 
was fitted to the time evolution of each size-bin. 

Wang et al. (2011) reported that particle lifetime in the stainless steel CESAM 
chamber ranges from 10 h to 4 days depending on particle size distribution, enabling 
the chamber to provide satisfactorily high-quality data on aerosol aging processes and 
their effects. More recently Lamkaddam (2017) has studied the physical wall loss rate 
as a function of particle size. Submicron ammonium sulphate particles were generated 
in small number to minimize coagulation and mineral dust were used for supermicron 
particles. The vertical air velocity was experimentally measured in the chamber and 
its value was used as the u* parameter in the Lai and Nazarof parameterisation (Lai 
and Nazaroff 2000). Plotting the particles wall loss frequency as a function of size 
in a log–log plot will yield a typical V-shape curve when electrostatic charges are 
not significant (Lai and Nazaroff 2000). Owing to its stainless steel construction, 
this is expected and is found to be the case for CESAM and, as shown in Fig. 2.5, 
the size-dependent wall loss compares satisfactorily with previous literature (Crump 
et al. 1983; Lai and Nazaroff 2000). Above all, even if developed for parallelepiped 
volumes, the Lai and Nazarrof parameterization has shown excellent agreement by 
just introducing the correct CESAM chamber dimensions, the measured u* and
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the correct density for particle material without any further adjustment or fitting of 
the model to the data points. The same approach was successfully adopted at the 
ChAMBRe facility (Massabò et al. 2018). 

A range of approaches have been used to conduct an extensive characteriza-
tion of the wall losses in the participating chambers. Pragmatic approaches to the 
characterization of each infrastructure has led to a variety of techniques according 
to the chamber and experimental type, instrumental availability and application-
specific requirements. This diversity across the infrastructures has led to consid-
erable expertise across the scientific applications and continuous contribution to 
the state-of-the-science in characterization of wall losses in simulation chambers. 
Best practice and model code have been shared, though design and adoption of a 
standardized protocol is still challenging. The recommendation is that particle wall 
losses are characterized as far as possible, and standardization is adopted as soon as 
the state-of-the-science allows. A more straightforward approach appears possible 
for rigid chambers constructed of the conducting material. Whilst novel mitigation 
approaches show promise, electrostatically enhanced particle loss in flexible plastic 
film chambers requires further investigation. 

2.6 Characterization of the Chamber State by Gas-Phase 
Reference Experiments 

Chamber-specific properties need to be characterized, in order to take into account 
the chamber background reactivity in any experimental evaluation procedure. This 
allows the separation of the chamber-specific chemical processes from the under-
lying chemistry that is being studied in experiments. They can be put into auxiliary 
mechanisms that complement chemical mechanisms to perform chemical modelling 
of chamber experiments. These auxiliary mechanisms are essential to make results 
from experiments carried out in different chambers comparable and transferable to 
the atmosphere. 

Chamber auxiliary mechanisms contain a number of specific features to account 
for chamber properties that often arise from effects of the chamber walls. Primarily, 
these features consider (Fig. 2.10):

• Adsorption/desorption of nitrogen oxide species (NOy, including HONO, N2O5 

and HNO3) and reactive organic species to/from the chamber walls. 
• Deposition of aerosol to the chamber walls. 
• Dilution of chamber trace constituents through leaks and gas removal by 

instruments. 

Many of the chamber-specific processes can change over time due to memory 
effects from previous experiments carried out in the chamber. Hence experiments 
to characterize the processes should be performed regularly, for example at the
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Fig. 2.10 Illustration of 
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beginning/end of intensive experimental campaigns. Characterization of wall loss 
is discussed in detail in Sects. 2.4 and 2.5. 

2.6.1 Chamber Blank Experiments 

Chamber blank experiments are used to assess impurities in the background air matrix 
as well as degassing of species from the chamber walls. The chamber is prepared as 
is typically done in most experiments, starting by cleaning the chamber and filling 
with pure air (Chap. 3). Concentrations of trace gasses are observed throughout the 
experiments, so that their release from the chamber walls can be parameterized. Wall 
sources of compounds in a chamber are often photolytic and can also be affected by 
the amount of water vapour present. Hence experiments are performed under light 
and dark conditions, and at the upper and lower limits of the typical operating range 
for relative humidity in the chamber (e.g., Rohrer et al. 2005, Zador et al. 2006). 
Figure 2.11 shows examples of reference blank experiments carried out to determine 
the wall sources of formaldehyde (HCHO) in the EUPHORE chamber. Chamber 
blank experiments can also be used for the determination of wall loss processes (see 
Sects. 2.6 and 2.7).
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Fig. 2.11 Chamber blank experiments carried out in the EUPHORE chamber in order to determine 
formaldehyde (HCHO) wall sources at different relative humidity values (RH) and under light and 
dark conditions. This behaviour is generally interpreted as a photochemical O3 production from 
background reactivity (unmeasured species that are formed in the sunlit chamber and could be 
released from the chamber wall). © EUPHORE 

2.6.2 Reference Experiments Using Well Known Chemical 
Systems 

Reference experiments with well-known chemical systems can be used to regu-
larly evaluate if the chemistry of the system under investigation can be separated 
from chamber effects. The measured time series of trace gases and radicals can 
be compared and contrasted to chamber simulations performed by chemical box 
modelling. The model must include the chemistry of trace gases present in the 
reference experiment and the auxiliary mechanism that describe chamber-specific 
processes. Several types of experiments are described below. 

2.6.3 Experiments with Mixtures of NOx in Air 

Because of the importance of NOx for atmospheric chemistry, the behaviour of 
nitrogen oxides in the chamber is often characterized in the blank experiment. 
Nitrogen oxide species (NOy) are known to be emitted into the gas phase from 
photolytic production on chamber walls, including NO, NO2, HONO, HNO3 (Rohrer 
et al. 2005; Zador et al. 2006). These species can also be inter-converted between 
each other, both in the gas phase and on the walls. For example, nitrogen dioxide may 
convert to nitrous acid and nitric acid (NO2 → aHONO + bHNO3). This hetero-
geneous chemistry can be affected by both light and relative humidity. Experiments
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in which NOx is added to a clean chamber can be used to explore the rates of 
interconversion of NOy species driven by the walls. 

Chamber wall materials are typically chosen to be chemically inert. Effects from 
the wall material are often related to the chemical nature of adsorbed compounds 
arising from previous experiments. Because most of the chemical systems studied 
in simulation chambers lead to the formation of oxidized species, chambers walls 
generally exhibit an oxidative potential (Bloss et al. 2005; Hynes et al. 2005; Metzger 
et al. 2008). 

Some the studies (Bloss et al. 2005; Metzger et al. 2008) show that the consump-
tion of NO2 is coupled with the formation of small quantities of HONO. In Metzger 
et al. (2008) the wall loss rate of NO2 was (1.05 ± 0.35) × 10–6 s−1. In some cases, 
however, the chamber walls can be reductive as shown for metal chambers (Wang 
et al. 2011). 

It is recommended to follow a protocol for chamber blank experiments similar to 
that described in Wang et al. (2011): 

• Injection of 50–200 ppbv of NO2. 
• Monitor in the dark for 1 h. 
• Irradiate the chamber air for 1 h. 
• Monitor in the dark for 30 min. 
• Monitor NO, NO2, O3, HCHO, HONO and radicals (if available). 
• Systematic studies with changing RH are recommended. 

An example of this type of reference experiment from the CESAM chamber is given 
in Fig. 2.12 After NO2 had been injected into the chamber, a continuous loss of NO2 

was observed in the dark that was accompanied by a slow production of NO. When 
the lights were turned, NO2 is photolyzed reaching a photo-stationary state that is 
established between NO2, NO and O3 concentrations within approximately 5 min. 
During the phase, when the chamber air was irradiated chamber wall effects lead 
to slow production of NO that is interpreted as NO2 conversion on the wall. Ozone 
concentrations decreased due to the increase of NO, but also wall loss played a role. 
Consequently, when the lights were turned off the concentration of NO remained 
high, because the available ozone concentration was not sufficient to convert all NO 
back to NO2. In addition, the sum of NO and NO2 was lower compared to the initially 
injected NO2 concentration due to chamber wall loss.

2.6.4 Photochemical Oxidation of CO/Methane 

Radical concentrations in chambers are often impacted by chamber processes. For 
example, a major source for hydroxyl radicals (OH) in Teflon chambers is often 
the photolysis of nitrous acid (HONO) that is emitted from the chamber walls. In 
addition, radicals may be lost on the chamber walls or react with organic species that 
are released from the chamber wall but may not be quantified. Reference experiments 
are useful to test if radical sources and sinks are understood.
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Fig. 2.12 Examples of a NOx-air experiment carried out in the CESAM chamber, with initial 
injection of ca. 200 ppbv NO2. (Reused with permission from Wang et al. (2011) Open access 
under a CC BY 3.0 license, https://creativecommons.org/licenses/by/3.0/)

The experimental procedure is similar to that of a blank experiment. The chamber 
is exposed to light, in order to trigger photolytic processes. The radical source can 
be the photolysis of nitrous acid released from the chamber walls. Ozone can also 
be injected to produce radicals from its photolysis. The chamber air would typically 
be humidified in the experiment, because water vapour is often needed to produce 
radicals. Due to the presence of sources of unknown OH reactants in the chamber, 
it is recommended to add an OH reactant. CO converts OH radical to hydroper-
oxyl radicals (HO2) and methane converts OH to methylperoxyl radicals (CH3O2). 
In the presence of nitric oxide (NO) a radical reaction chain is initiated in which 
ozone is produced in the chamber. Steady-state equilibrium concentrations of radi-
cals are rapidly established owing to the short chemical lifetime of radicals. OH 
reactant concentrations are chosen such that OH radical equilibrium concentrations 
are above the limit of detection of instruments detecting radicals. Results from chem-
ical box models can be compared to observed radical concentrations to test if chamber 
processes are appropriately taken into account. In addition, the ozone concentration 
increase can also be compared, because ozone is chemically produced in the reaction 
of peroxyl radicals with NO. 

Figure 2.13 shows an example for a reference experiment with CO and CH4 injec-
tions in the SAPHIR chamber with the specific aim to test if OH radical concentrations 
can be described and understood. Results from a chemical box model gives excel-
lent agreement between measured and modelled radical concentrations, if chamber-
specific processes such as sources for nitrous acid (HONO) and formaldehyde 
(HCHO) are included and adequately described.

https://creativecommons.org/licenses/by/3.0/
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Fig. 2.13 Reference experiment in SAPHIR with injections of CO and CH4 indicated by the 
increase in measured OH reactivity (kOH). Measurements (blue dots) are compared to results of a 
chamber chemical box model (red lines) that include chamber-specific properties such as chamber 
sources of nitrous acid (HONO) and formaldehyde (HCHO). Grey areas indicate times when the 
chamber was kept in the dark and vertical lines give times of injections 

2.6.5 Photo-Oxidation of Propene in the Presence of NOx 

Experiments using more complex organic compounds with a well understood chem-
ical oxidation mechanism, such as ethene (C2H4) or propene (C3H6), can be used 
to test the efficacy of the chamber auxiliary mechanism and can also be used to 
optimize/tune them (Bloss et al. 2005; Wang et al. 2011). Disagreements between 
the measured and modelled mixing ratios of precursor and product compounds are 
therefore assumed to be caused by chemistry driven by the chamber walls. A particu-
larly clear chamber effect is the timing of the onset of removal of the VOC following 
the initial addition of the VOC and NOx. The experiment begins with no addition 
of a radical source, with much of the initial reactivity in a chamber being driven 
by HONO coming off the chamber walls and being photolyzed to produce radicals 
which can react with the VOC. Hence this timing is a good indication of the rate of 
HONO production. 

It is recommended to follow a similar protocol to that used in the work of Hynes 
et al. (2005) and Wang et al. (2011, 2014): 

• Experiments carried out over a range of VOC–NOx concentration ratio of 0.6–17, 
e.g., injection of 500 ppbv C2H4 and 50–300 ppbv NO. 

• Observation of trace gases concentrations including propene, NO, NO2, ozone, 
HONO, HCHO, CH3CHO, HCOOH, PAN, radicals, if available, during the photo-
oxidation of C2H4 for 5 h. 

• Observation of trace gas concentrations for 1 h in the dark. 
• Studies with systematic changes of the relative humidity are recommended. 

An example of a propene-NOx experiment carried out in the CESAM chamber is 
shown in Fig. 2.14.
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Fig. 2.14 The overall examples of a propene-NOx experiment carried out in the CESAM chamber, 
with an initial injection of ~250 ppbv propene, 50 ppbv NO2, 120 ppbv NO 200 ppbv NO2, Wang  
et al. (2011). Comparison of simulated (solid lines) and experimental concentrations (symbols) for 
NO, NO2, ozone, propene, formaldehyde, acetaldehyde, formic acid and peroxyacetyl nitrate (PAN) 
in a propene-NOx-Air system. Solid lines are the results of modelling with an initial concentration 
of nitrous acid [HONO]0 = 8 ppbv. (Reused with permission from Wang et al. (2011) Open access 
under a CC BY 3.0 license, https://creativecommons.org/licenses/by/3.0/) 

2.7 Characterization of the Chamber State 
by Aerosol-Phase Reference Experiments 

Reference experiments with well-known SOA precursors can be used to regularly 
check the overall status and conditions of a reaction chamber. Characteristic SOA 
formation behaviour can be established for one or more precursors and checked

https://creativecommons.org/licenses/by/3.0/
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at regular intervals to confirm the reproducibility of the SOA production behaviour, 
understand changes to chamber conditions or identify potential problems and address 
them. In this context, the primary purpose of aerosol-phase reference experiments 
is to provide a method to monitor SOA production behaviour in a specific reac-
tion chamber over time and to understand how it is influenced by any changes 
to the chamber infrastructure conditions (e.g., wall material, lights) or operating 
procedures. Reference aerosol-phase experiments could potentially also be used to 
compare SOA formation behaviour in different reaction chambers assuming that 
fundamental differences in chemical and physical factors can be accounted for. 

It is not possible for one specific aerosol-phase reference experiment to fulfil 
this purpose for all existing chambers. This is because chambers vary in many ways 
including their size, temperature and relative humidity range, mode of operation (e.g., 
batch, continuous-stirred tank or flow reactors), light source (e.g., natural, artificial, 
dark), oxidant environment (e.g., OH, O3, NO3) and suitability for the use of seed 
particles. These and other potential factors need to be considered when deciding the 
required number of aerosol-phase reference experiments for each reaction chamber. 
The remaining part of this section will provide a brief overview of the main types of 
SOA formation experiments and recommend aerosol-phase reference experiments 
for chamber operators to select from as deemed suitable for their needs. 

SOA formation occurs when one or more VOCs are oxidized to produce products 
of adequately low volatility to condense into the particulate phase. This can be a 
result of progressive oxidation steps in multiple reactions leading to multi-generation 
products of sufficiently low volatility, or fast auto-oxidation products such as HOMs 
that condense in the particulate phase quickly. This route is typically dominated 
by gas-to-particle conversion processes and is widely investigated in the chamber 
studies. Alternatively, SOA formation may occur in the condensed phase, when water 
soluble VOCs dissolve in droplets or particles and are subjected to aqueous phase 
oxidation leading to SOA products that remain dissolved. The latter route is typically 
investigated in bulk studies, but recent developments in analytical capabilities have 
enabled studies on a single particle scale with moist aerosol. 

SOA formation experiments are conducted either in the presence or absence of 
pre-existing particles. These are types of experiments are referred to as nucleation 
or seeded experiments, respectively. Nucleation experiments often require a suffi-
ciently high initial concentration of the SOA precursor(s) so that adequate amounts 
of low volatility oxidation products accumulate up to the threshold of homogeneous 
nucleation to be reached. This threshold is dependent on the parent VOC and the 
volatility distribution of its oxidation products. This type of experiment is useful for 
studies investigating properties of pure SOA particles, in addition to those focusing 
on nucleation rates. 

Seeded experiments, on the other hand, are frequently used to avoid limitations of 
or lack of ability to measure aerosol size distribution or mass associated with parti-
cles of small sizes. In this type of experiments, particles of know composition are 
introduced into chambers with controlled amount and know size distribution. Ammo-
nium sulphate, ammonium bisulphate and sodium chloride particles are some of the
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examples commonly used in this type of experiments, where their aqueous solu-
tions are nebulized into chambers with or without the use of a classifier (e.g., DMA) 
producing mono- or poly-dispersed particles with known size or distribution often 
around 80–100 nm. This ensures that the produced SOA materials are condensed onto 
particles within the measurement capability of most deployed aerosol instrumenta-
tion. Seeded experiments are also often used with VOC precursors of relatively low 
reactivity or those which require multiple oxidation steps or aqueous phase reactions 
to generate SOA. The use of seed particles reduces the loss of condensable vapours 
to the chamber walls by offering a competing condensation sink and facilitates SOA 
production. The ability to clearly distinguish between and quantify the mass of seed 
particles and SOA material is possible using online mass spectrometry techniques. 
This can also offer a direct method of mass wall loss decay rate of seed particles. 

The choice for which reference experiment should be conducted in a chamber at 
regular interval should take into consideration the factors discussed so far in addition 
to the specific nature of the chamber and the types of experiments it is used for. 
The oxidant environment of a chamber plays fundamental role in its SOA formation 
characteristics as it influences both of its gas as well as the particle-phase chem-
istry. Therefore, both dark and photo-oxidation experiments should be considered 
when deciding on which reference experiment to conduct. These experiments could 
be designed to investigate SOA formation from a specific oxidant (e.g., OH, O3) 
or to mimic atmospheric oxidation conditions such as day- or night-time chem-
istry, which involves more than one oxidant at a time (e.g., OH/O3 or O3/NO3 etc.). 
Metrics such as SOA mass production and VOC decay should be regularly checked 
in dark experiments. Additional metrics should be included in the case of photo-
oxidation experiments such as ozone formation behaviour. Establishing and tracking 
the behaviour of such metrics on a regular basis would provide useful reference 
knowledge to understand the overall chamber behaviour in terms of particle-phase 
formation. 

The choice of oxidant is an important part of determining the SOA formation 
conditions and it is determined by the objectives of the undertaken research. Oxida-
tion by one or a combination of hydroxyl radical, ozone and nitrate radical account 
for the majority of SOA formation studies in most of the existing chambers. 

2.7.1 Reference Photo-Oxidation Experiments 

Chamber experiments aim to mimic the degree of atmospheric oxidant exposure, 
which is the integral of the oxidant concentration and the experiment duration 
time. The latter is often limited by the residence time of the reactor. The choice 
of light type and characteristics are key components of each chamber’s ability to 
achieve its oxidant concentration target. Most atmospheric chambers operate at OH
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concentration levels in the range of 106–107 molecules cm−3, which are represen-
tative of daytime concentrations in most ambient environments. Depending on resi-
dence time and vapour wall loss rates, chambers typically simulate SOA formation 
corresponding to an oxidant exposure from a few hours to about a day or two. 

In the atmosphere, OH radicals are produced from the reaction of H2O with 
singlet oxygen atoms (O(1D)) generated from O3 photolysis at wavelengths <320 nm. 
In atmospheric chambers, the viability of this source is clearly dependent on the 
spectrum and wavelength-dependent intensities of the light source. This method of 
OH generation may be suitable in chambers equipped with light sources such as 
xenon-arc lamps. In this case, ozone is typically produced as a secondary product of 
the VOC and NOx chemistry. 

O3 + hv → O2 + O
(
1 D

)

H2O + O
(
1 D

) → 2OH 

Other methods of OH production are needed in the case of chambers using black-
lights with a spectrum peak at round 350 nm due to the lack of sufficient photon 
intensity required for a sustainable ozone photolysis. These methods include the use 
of sources such as HONO as, for example, formed from the chamber wall (Sect. 2.6) 
or H2O2. 

The photolysis of HONO generates one OH radical and one NO radical. This 
means that the use of HONO as an OH source cannot be considered for experiments 
where NOx-free or very low NOx conditions are needed. This is because NO is 
produced even if no additional NOx is added to the system. 

HONO + hv → OH + NO 

A continuous source or multiple injections of HONO are typically required in this 
type of experiments in order to produce sufficiently high levels of OH radicals. This 
is due to the substantial photolysis rate of HONO. 

Alternatively, H2O2 may be as a source of OH radicals. The photolysis of H2O2 

produces two OH radicals, which subsequently react with H2O2, producing HO2 

radicals: 

H2O2 + hv → 2OH 

OH + H2O2 → HO2 + H2O 

In this system, it is possible to maintain a steady OH concentration over a long 
period of time due to a combination of relatively slow H2O2 photolysis rate and 
suppression of OH propagation by reaction with H2O2 itself. Unlike HONO, H2O2 

provides a NOx-free source of OH.
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Several VOCs could be used to conduct a reference photo-oxidation experiment 
using any of the oxidant sources mentioned so far. These include toluene, 1,3,5-
trimethylbenzene (TMB) or α-pinene. However, in the case of chambers relying on 
the photolysis of O3 for the production of OH, α-pinene experiments characterise 
SOA formed by a combination of ozone and OH oxidation. It is recommended that 
ammonium sulphate seed should be used in these explements for reasons discussed 
earlier in this section. 

2.7.2 Reference Ozonolysis Experiments 

For dark chambers without natural or artificial light sources, a reference VOC ozonol-
ysis experiment should be conducted on a regular basis to check the overall conditions 
of the chamber. This serves to either confirm the reproducibility of SOA forma-
tion characteristics or provide insights into any chamber changes affecting its SOA 
production behaviour. Ozone reacts with VOCs containing unsaturated carbon bonds 
to form SOA. The gas-phase reaction of ozone with VOCs proceeds by the addition of 
ozone cross the C=C double bond to form an energy-rich primary ozonide, followed 
by decomposition of the primary ozonide to produce an energized carbonyl oxide 
species, known as the Criegee intermediate, and an aldehyde or ketone product. This is 
followed by unimolecular decay of the Criegee intermediate producing OH radicals. 
The OH yield from ozonolysis varies depending on the VOC molecular structure. 
Chamber experiments investigating the role of ozone chemistry in SOA formation 
often use compounds to react with the resulting OH radicals. These are known as OH 
scavengers and include CO, cyclohexane and 2-butanol. The use of such compounds 
is not needed for the purpose the reference ozonolysis experiment discussed here. 
This is because OH yield from ozonolysis of VOC is part of simulating night-time 
chemistry in the reaction chambers. 

The choice of VOC precursors for carrying out a reference ozonolysis experi-
ment is broad and includes atmospherically relevant compounds containing carbon 
double bonds and known to form SOA. Of these, α-pinene is commonly used in most 
chambers and is an obvious candidate. It is recommended that a dark ozonolysis of 
α-pinene is carried out in the absence of an OH scavenger. The use of ammonium 
sulphate seed is also recommended as discussed earlier in this section. 
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Chapter 3 
Preparation of Simulation Chambers 
for Experiments 

David Bell, Jean-François Doussin, and Thorsten Hohaus 

Abstract When setting up a simulation chamber experiment it is essential, in order 
to ensure meaningful results, to start with a well-controlled chemical system. Coming 
after the chapter dealing with the requested careful characterization of the simulation 
chamber, the present chapter describes the preparation of the chamber before running 
an experiment. It includes various chamber cleaning protocols, the preparation of a 
clean chamber atmosphere (the reacting mixture) and a series of protocols for blank 
experiments. Indeed, having a clean atmosphere in a simulation chamber, as free 
as possible from both particulate and gaseous impurities, is essential to ensure high 
quality experimental results. As it may not be possible to have a perfectly clean 
chamber, blank experiments are crucial to both assess chamber cleanliness, account 
for impurities and establish uncertainties of the observed phenomena. In the present 
chapter, various cleaning protocols which involve the oxidation of the impurities, 
dilution, temperature degradation/evaporation, but the evacuation or manual cleaning 
are described as well. The various techniques to generate clean gas mixture—mostly 
clean O2, N2 or water vapor, are discussed. Finally, complementarily to the reference 
experiments proposed in Chap. 2, blank experiments to characterize walls chemical 
inertia, chamber-dependent radical sources or the presence of water-soluble species 
are also described. 

Having a clean atmosphere in a simulation chamber, as free from both particu-
late and gaseous impurities as possible is essential to ensure high quality experi-
mental results that have a meaningful impact. It may not be practical or possible to
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have a perfectly clean chamber and therefore blank experiments are crucial to both 
assess chamber cleanliness and account for impurities. Hence, cleaning processes 
and regular blank experiments are required to have a chamber that can generate 
meaningful and reproducible results. 

The goal of chamber cleaning is to recreate the state of the chamber at the begin-
ning of the previous experiment and to remove all unwanted species that were formed 
or injected over the course of a previous experiment. When operating in a batch mode, 
the chamber needs to be cleaned prior to each experiment in order to start in a state 
where there are minimal particles or gas phase species present. The goal is obviously 
to eliminate species from previous experiments down to levels that will not affect the 
consecution of the planned experiment. However, when operating in a continuous 
flow mode (where all reactants are continually added), then chamber cleaning should 
occur on a systematic cycle to verify that no build-up of unwanted contaminants is 
occurring. 

The goal of blank experiments is to assess if a chamber is sufficiently clean or not 
and, if during a campaign, chamber cleanliness is an issue hampering the interpreta-
tion of results. The simplest blank experiment is certainly exposing a chamber only 
filled with clean air to the source of light and carefully monitor compounds build-
up coming out directly from walls release or indirectly from the decompositon of 
sticky compounds trapped on the walls. A complementary typical blank experiment 
proceeds by conducting an experiment, but only with the addition of oxidant i.e., 
without the addition of a volatile organic compound (VOC). This makes possible to 
evaluate if a chamber artefact/contaminant is reacting with the oxidant rather than the 
VOC as desired. If this is the case, and there is significant production of low-volatility 
material then organic aerosol can be formed and observed. 

3.1 Chamber Cleaning Protocols 

Each chamber has its own chamber cleaning techniques that has been specially 
developed for its unique setup and may vary depending on the specific requirements 
of the coming experiments. Despite significant differences between the setup of 
each chamber, their desired studies, and their volume (1–270 m3), the principles of 
chamber cleaning are similar across all facilities. The steps for cleaning a chamber 
typically include: 

• Creating an oxidative environment via O3 and/or OH radicals. 
• Dilution of gases and particles with a source of clean air. 
• Creating a humid environment, as it has been shown that competitive adsorption 

of water allow the release of stuck species when chambers are exposed to high 
RH clean air. 

• Proceed until all relevant VOCs, oxidants, inorganic compounds, and particle 
number concentration are below specifically set thresholds (e.g., 1 ppb, limit of 
detection, 1–10 #/cc).
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• If unsuccessful, physically clean the chamber or replace the chamber (last resort). 

As a result, typical measurements required during the course of chamber cleaning 
include: relevant gas monitors, a VOC detector such as a proton transfer reaction 
mass spectrometer (PTR-MS) or GC-FID, scanning mobility particle sizers (SMPS), 
and/or a condensation particle counter (CPC). 

3.2 Chamber Cleaning Concepts 

General non-invasive chamber cleaning methods rely upon using temperature, dilu-
tion, and oxidation to remove unwanted species from the chamber environment. The 
three aspects of the chamber that need to be cleaned are the air inside of the chamber, 
the walls of the chambers, and any leftover material on the sampling lines. 

3.2.1 Oxidation 

Oxidation of unwanted species present in the chamber is primarily used to turn 
heavy molecule sticked on the walls into smaller molecules (including CO and CO2) 
through molecular fragmentation that can be easily eliminated thanks to their higher 
volatility. If the contamination is not that severe then one or two cleaning cycles 
should be sufficient to remove the contamination from the system. Of course, the 
evaluation of the level of cleanliness of the chamber requires well defined test or 
blank experiments to decide whether to continue or stop the cleaning process, which 
will be discussed below. 

Oxidation typically proceeds by addition of O3 or H2O2 in large quantities, which 
is photolyzed to produce OH radicals that rapidly react with most volatile organic 
compounds (VOCs), and produce molecules with lower volatility. Lower volatility 
species will condense on pre-existing particles, form new particles, or stick to the 
walls of the chamber. If the molecules have sufficiently low-volatility then they will 
be effectively removed from the chamber assuming they remain relatively unreactive 
on the walls of the chamber, or are removed from the chamber via dilution. 

Ozonolysis of the remaining chamber contaminants is probably the most common 
procedure. It is nevertheless not without any drawbacks. First, whilst ozone will 
react with most unsaturated species, compounds such as aromatics and saturated 
hydrocarbons will remain unaffected. Second, ozonolysis may also lead to lower 
volatility products (Atkinson 2000) which may contribute to the organic contaminants 
burden of the chamber. 

In order to favor the fragmentation of the contaminant carbon skeleton, and so 
to lead to lighter products that will be eliminated from chamber atmosphere, the 
exposure to oxidizing gases such as ozone can be further completed in the case 
of indoor chamber by switching on the irradiation system or exposing to the sun
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for outdoor chambers. In particular, the photolysis of ozone in large concentration 
in the presence of water produce a series of oxidizing radicals such as OH, O(3P), 
O(1D) that are extremely reactive toward most contaminants in the chamber (Atkinson 
2000). Direct photolysis of contaminants carrying chromophores (e.g., aldehydes and 
ketones) also leads to fragmentation and the production of lighter products, which 
will contribute to the chamber cleaning. 

3.2.2 Dilution 

Dilution is the other process used to clean the chamber. For an inflatable chamber, 
this process is achieved by continually flushing the chamber with purified air (see 
Sect. 3.4) in order to remove contaminants/particles. Removal of particles is directly 
related to their wall loss lifetime and the lifetime of chamber dilution. Depending 
on the volume of the chamber, the chamber dilution lifetime may or may not be 
shorter than the wall loss lifetime of the chamber. Generally, smaller chambers can 
be cleaned more quickly via dilution than larger chambers because the flows required 
to clean large chambers are substantial. For instance, a 8 m3 collapsible chamber at 
the Paul Scherrer Institute (PSI) can be cleaned from particles after flushing for 6 h, 
and this can observed in Fig. 3.1 which shows how the particle number concentration 
changes as a function of time. In this demonstration, the chamber volume had been 
reduced to ~4 m3. The red line corresponds to the smoothed particle concentration 
over a 20 min. window. Over the duration of cleaning, shown in Fig. 3.2 the particle 
number concentration reached near background levels (5 #/cc) at ~24:00. 

Regarding the gas phase, a typical non-linear rate at EUPHORE is a removal of 
half of the concentration in 30 min. Some gases can be particularly tricky to clean 
from the chamber due to their “stickiness”. These include some small molecules, such

Fig. 3.1 Particle number concentration from an experiment with NH4SO4 seeds during photo-
oxidation of Toluene +OH in the 8 m3 chamber at the Paul Scherrer Institute
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Fig. 3.2 a An experiment where 770 ppb of NO2 had been added to the chamber, and chamber 
dilution at 18–21 °C over the course of 24 h. b Chamber dilution of NO2 during a temperature ramp 
from 15 to 33 °C

as: NO2, HCl, formic acid, ammonia, amines, etc. When different types of “sticky” 
VOCs are used (or formed) in the chamber it will be necessary to spend time to 
troubleshoot how to best clean the chamber after such experiments. For instance, in 
preliminary experiments performed in the PSI 8m3 chamber, with a crystalline N2O5 

source, large amounts of NO2 and HNO3 were formed. This results from the reactions: 
N2O5 → NO2 + NO3 and N2O5 + 2 H2O → 2 HNO3. In some initial experiments, 
large quantities of N2O5 were added to the chamber resulting in significant concen-
trations of NO2. Figure 3.2a shows  the NO2 concentrations during the cleaning cycle. 
In the example described here, the temperature of the chamber enclosure was initially 
18 °C and was increased to 21 °C. Over 24 h of chamber flushing the NO2 concentra-
tion never decreased below 50 ppb, and continued cleaning was required as a result. 
In subsequent experiments, the temperature was increased to 30 °C overnight to drive 
NOy off the chamber walls and into the gas phase. Figure 3.2b shows cleaning of 
NO2 with dilution taking place alongside a temperature ramp from 15 to 33 °C. Here 
NO2 is efficiently cleaned out overnight and reaches reasonable concentrations after 
3 h of dilution. The initial loss of NO2 is due to expanding the chamber from ~3 to 
~6 m3. 

For evacuable chambers, dilution cleaning is often achieved by pumping the 
chamber down to high vacuum by mean of oil-free pumping systems involving 
combination of special rotary pumps, roots pump and/or turbomolecular pumps 
(Barnes et al. 1994; Doussin et al. 1997; Wang et al. 2011). Sometime the systems 
are completed with series of sorption pumps (De Haan et al. 1999). In comparison 
to dilution, evacuating the chamber does not only allow the possibility to quickly 
replace potentially contaminated air with clean air, but also by reducing the total 
pressure in the chamber, it helps evaporating the low volatility species adsorbed on 
the walls. This advantage is nevertheless somewhat limited by the fact that the satu-
rating vapor pressure of the species involved in SOA formation are often orders of
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magnitude lower that the best vacuum achieved in simulation chambers (Schervish 
and Donahue 2020). 

3.2.3 Baking 

As seen with in the “oxidation” section, cleaning a chamber generally means 
combining dilution with a process aiming at pushing the gas-wall partitioning of 
contaminants towards the gas phase. Raising the chamber temperature can increase 
that partitioning into the gas phase. Some chambers have the possibility to increase 
their wall temperature, for example the CESAM chamber (Créteil, France) where 
the walls are raised to 60 °C for several hours during the cleaning/pumping proce-
dure. The NIES chamber (Tsukuba, Japan) has the capability to reach 200 °C and 
so to efficiently evaporate semi-volatile species on the surface of the walls. The 
benefit of raising chamber wall temperature has been more thoroughly described by 
Schnitzhofer et al. (2014) during the first runs of the CLOUD chamber (CERN). The 
CLOUD chamber was filled with synthetic air and was heated to 100 °C for 2 days at 
atmospheric pressure. No significant difference appears between 100 and 5 °C as total 
VOCs concentration measurements remain in the 1ppbv range. These authors recog-
nize, nevertheless, that the chamber cleanliness benefited from a heating cycle, when 
a specific VOC had been added to the chamber for experimental reasons. From this 
last protocol, it can be recommended that a baking procedure when possible should 
be coupled with a low pressure evacuation of the chamber for a greater efficiency of 
low volatility species adsorbed on the wall. 

3.2.4 Manual Cleaning 

The above-described protocols have shown their efficiency in many instances. Never-
theless, in some cases such as the first use of a rigid chamber or after particularly 
dirty experiments (e.g., soot or mineral dust use, high concentration experiment, bio-
aerosol study…) or before a particularly sensitive experiments, it is often needed to 
physically enter the chamber to manually clean it before applying a more common 
cleaning procedure. Indeed, some contaminants (dust, soots, bio-aerosol) may exhibit 
such a low vapor pressure that evacuation or dilution or baking would have a very 
limited cleaning efficiency. The presence of machining grease on the new material 
or heavy adsorbed chemicals arising from oxidation experiments may lead to similar 
issues. 

Generally, the manual cleaning of chambers involves the use of significant quan-
tities of both organic solvents and ultrapure water in order to remove both organic 
and ionic contaminants. Due to the fact that staff will be exposed to the chemical 
used, the toxicity of the chosen cleaning agent has to be minimized—often absolute 
ethanol is used. Safety should be considered carefully in manual cleaning processes,
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Fig. 3.3 Manual cleaning of 
an indoor evacuable stainless 
steel chamber. © 
LISA-CNRS 

for example check that chamber and laboratory are well ventilated, do not allow lone 
working, ensure appropriate personal protection equipment (PPE) (see Fig. 3.3). 
Appropriate PPE will also prevent contamination of the chamber by human material 
(hair, cells…), the proper personal protection equipment has to be used. Ultra clean 
lint free tissues must be employed. Do not be tempted to take short-cuts; always 
remove or protect internal fittings such as White cell mirrors! 

The benefit of this procedure being mostly to remove low- to non-volatile species, 
after a manual cleaning, the chamber must be considered as heavily contaminated 
by the solvent used. Generally, the solvent will be a volatile chemical and will be 
eliminated through flushing or pumping with or without baking the chamber. Traces 
of the cleaning solvent must then be systematically sought for, in blank experiments 
following manual cleaning. 

Another possibility is to clean the chamber by applying hot pressurized water 
steam directly on the walls with a vaporizer to facilitate the removal of sticky contam-
inants. On a second step, milli-Q grade water is sprayed to help drag dirty water from 
the walls. 

3.3 Preparation of a Clean Chamber Atmosphere 

Producing a well-controlled environment not only implies working in a clean 
chamber but also to be able to fill this reactor with well-controlled matrix i.e., to 
fill the chamber with clean air. Again, various technological set-up are currently in 
operation. They mostly depend on the required clean air flow and so of volume of 
the chamber or the type of experiment (i.e., batch flow operation requires more clean 
air than static chamber operation). 

In one of the biggest chambers in the world, the EUPHORE chamber, a high-
volume clean air set-up has successfully been in operation for several decades. The 
EUPHORE facility comprises of two 200 m3 chambers. Each chamber can be filled 
with air from a separate air purification system. For pressurizing the filter system
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to ca. 6 bar, a screw compressor (Mannesmann, Type Ralley 110 AS) is used. This 
type of compressor is suitable for continuous operation. After the compressor the 
air is passed through a condensate trap to separate oil and water from the air. The 
emulsion is separated in an oil/water separator. Two pressure tanks with a volume 
of 1m3 each are used as a buffer reservoir to reduce the switch frequency of the 
compressor. The air is dried in adsorption driers (Zander, Type HEA 1400) with an 
air throughput of ca. 500 m3/h. These driers are filled with a molecular sieve type 4A 
(ECO 30%, MOL 70%). With this, a pressure dew point of −70 °C is reached and 
the CO2 content is reduced significantly. With the help of a charcoal adsorber, NO 
is eliminated and oil vapor as well as non-methane hydrocarbons are reduced, e.g., 
benzene and toluene are below the detection limits of the instruments, 70 ppt and 40 
ppt (3 standard deviations), respectively. The air inlets are located in the center of 
the chambers. After passing a pressure reduction valve the clean air is blown into the 
chamber via silencers of bespoke design. Due to its dimension and the noise when 
in operation, this device is located in a dedicated room located next to the smog 
chamber laboratories. 

At the SAPHIR chamber, another large (>270 m3) outdoor chamber, synthetic air 
is produced by mixing evaporated liquid nitrogen and liquid oxygen (Linde, purity 
> 99.9999%). Mixing is done with flow-controllers to ensure specific mixing ratios 
of oxygen and nitrogen. A metal tank of several cubic meter serves as reservoir for 
the consumption of the chamber, but also instruments. It is filled with the mixed 
synthetic air with a two-point pressure control loop. A similar route toward synthetic 
air production is used to produce the clean chamber environment found at the Cosmics 
Leaving OUtdoor Droplets (CLOUD) chamber at CERN (Duplissy et al. 2010). 

At the CESAM chamber (Wang et al. 2011), synthetic air produced from the 
mixture of high purity O2 originating from commercial cylinder (Air Liquide®, 
Alphagaz® class 1) and nitrogen produced from the evaporation of a pressurized 
liquid nitrogen tank. Similar to the SAPHIR process, this nitrogen source is cost-
effective and free from trace gas such as VOCs or NOx, but it exhibits a contam-
ination of ca. 200 ppb of carbon monoxide (±100 ppb depending on pressure 
service or delivery lot). However, due to its low reactivity compared to atmospheric 
processes and its very high vapor pressure this was not considered as a major inconve-
nience either for ozone production studies or for aerosol chemistry studies. Further, 
blank reactivity experiments (see below) account for the consequences of such a 
contamination. 

The chambers at the Paul Scherrer Institute (8–27 m3) utilize an AADCO 250 
series (AADCO Instruments, Inc. USA) air purifiers coupled to high pressure air 
lines. This air purification system provides zero air with background of trace gases 
including: O3 < 1 ppb, CO < 6 ppb, NOx < 100 ppt, organic contamination ~4 ppb 
(Paulsen et al. 2005). These contamination levels are sufficient to study SOA forma-
tion, but not clean enough for new particle formation studies such as that mentioned 
above in CLOUD. 

In some specific cases, specials care to the cleanliness of the background air 
must be taken. It is especially the case for experiments involving nucleation event 
studies where results may be extremely sensitive to H2SO4, NH3 and Extremely Low
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Volatility OC (ELVOC) background concentrations. When relevant these species 
must be targeted by the analytical techniques involved in the background character-
ization. These techniques must be extremely sensitive as their target must be moni-
tored in the sub-ppt range to avoid any impact on the results. This is particularly 
the case for NH3 background blanks. Bianchi et al. (2012) and Brégonzio-Rozier 
et al. (2016) have shown that ammonia contamination in the ppt range were not 
uncommon in simulation chamber. Being ubiquitous at these low concentrations, 
prone to permeation because of its small size and possibly formed by reduction at 
the wall of the stainless chamber, ammonia elimination from chamber atmosphere 
is a particular challenge. Ammonia has been discussed as having a dramatic impact 
on the nucleation rate (Ball et al. 1999; Benson et al. 2011; Korhonen et al. 1999). 
It can also play a role on condensation growth if there is an attempt to use low or 
modest amounts of acidic seeds. Similarly, previous wall HNO3 contamination can 
rapidly lead to nitrate buildup in particles. 

When humidifying the chamber, significant quantities of water vapor have to be 
injected to adjust the relative humidity of the simulated atmosphere. As an example, 
saturating with water a 20 °C atmosphere requires more than 17 g-per-cubic-meter of 
water which make water the most abundant gas right after nitrogen (N2) and oxygen 
(O2) in most of the atmospheric simulation experiment. In consequence, using the 
highest purity water is often desirable as soluble species can often be introduced 
during water evaporation. 

3.4 Control and Blank Experiments 

Similar to the chamber cleaning protocols, the protocols for blank experiments are 
specifically developed for each chamber. However, certain procedures are observed 
by most of the chamber protocols which can be used as a general guideline on 
how to check for the cleanliness and status of a chamber. Overall, to ensure a basic 
understanding of the status of a chamber prior to an experiment, most chambers are 
monitoring the following conditions while oxidants are introduced and/or produced 
in the chamber: 

• Concentration of oxidants (typically O3 and/or OH) 
• Concentration of inorganic compounds (typically NO, NO2, SO2) 
• Concentration of volatile organic compounds (VOCs) 
• Aerosol number concentrations and size distribution. 

In general, the chamber is regarded as clean when the concentration of most of the 
compounds measured falls below the detection limit of the monitoring instrument. 
Aside from the direct measurement of contaminant concentration after a cleaning 
procedure, more dynamic protocols take advantage from the atmospheric processes 
themselves to characterize invisible (or unmeasured) contamination. Indeed, even 
if an initial characterization of the chamber state through measurements remains a
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clear prerequisite for any simulation run, major contamination affecting the results 
of the planned experiments are often not detectable. 

As an example, in spite of very high cleanliness levels, it was observed at the 
CLOUD chamber from CERN (Duplissy et al. 2010) that a small rise of wall temper-
ature over a short time interval almost always gave rise to a spontaneous burst of 
freshly nucleated particles. This effect most probably due to trace vapors (sulfur 
dioxide, sulfuric acid and/or organic compounds) previously below the instruments 
detection limits and who, when released from the walls of the chamber, contributed 
to nucleation. 

“Blank” or “control” experiments are hence critical part of the experimental 
strategy to such an extent that they need to be carefully analyzed and stored together 
with the experiments themselves. Similarly, to the chamber cleaning protocols, the 
protocols for blank experiments may be specific to a chamber but they are always 
tightly related to the objectives of the experiments. There is certainly a significant 
diversity. However, certain procedures are observed by most of the chamber proto-
cols for a common type of experiment and can be used as a general guideline on how 
to check for the state of a chamber. 

3.4.1 Walls Chemical Inertia 

The walls of a chamber are a vital aspect of any experiment taking place. The walls 
represent a large surface area which facilitates interfacial reactions and consequently 
can be a reactive sink or source of any gas phase species. Therefore, characterizing the 
walls’ oxidative or reductive potential represents a fundamental task in any chamber 
blank experiment. Adding chemically sensitive species (e.g., O3, NO, NO2, etc.…) 
to the chamber and following their time series can be a useful blank experiment to 
determine the role the chamber walls are playing. The lifetime of sensitive species 
such as ozone or NO, in a ‘clean’ chamber filled with air is often considered as 
indicators of the chemical inertia of the chamber walls. (Leskinen et al. 2015; Wang 
et al. 2011). The clean-air and NOx system has been studied in Teflon chambers 
in a number of studies (Bloss et al. 2005; Metzger et al. 2008; Wang et al. 2014). 
It has been proven as a very sensitive system to detect the release of NOy species 
from the wall or unknown radical sources. As these processes are often related to 
wall cleanliness, these blank experiments provide useful insight on chamber walls 
physico-chemical behavior. Moreover, as the NOx/air/light chemical system lies in 
the heart of tropospheric chemistry oxidation scheme, it is now promoted, in addition, 
as reference experiments that need to be carried out regularly not only to check for 
chamber contamination but also to set the chamber auxiliary mechanism parameters. 
Protocols are hence recommended in Chap. 2.
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3.4.2 Chamber Dependent Radical Sources 

The history of the chamber is also important when considering the chemical inertia 
of the walls. Indeed, walls are not only sinks for reactive species or products, they are 
also well known sources for species that can more or less directly affect the radical 
balance of a simulation experiments. In particular, HONO and HCHO are among 
the most common wall emitted species that will give rise to OH radical through 
photolysis. For low NOx experiment, irradiating a mixture of a reactive VOC (such 
as propene) and air while checking that ozone formation remain negligible is a good 
diagnostic. Another option could be being able to model the production of O3 in high 
NOx experiments with a reactive VOC (e.g., propene) (refer to protocol provided in 
Chap. 2). 

To characterize an invisible organic reactivity of the chamber background, one 
can photolyse a “clean air” atmosphere (Hynes et al. 2005) and control for the 
formation of any relevant species (see Sect. 2.4, Chap. 2). This procedure must be 
carried out under typical relative humidity conditions as humidity is known to affect 
release of some adsorbed contaminants. Ozone is certainly a good target for such a 
blank experiment due to the amplification of the ozone production through radical 
cycle. HCHO or formic acid as termination products of oxidation processes are also 
common species arising under such conditions. 

Aside from gas phase processes, an undetected organic reactivity of the chamber 
background can also affect aerosol formation. These blank experiments are especially 
important to carry out when focusing on weak secondary aerosol producers such as 
isoprene. As experiments are performed semi-volatile and low volatility oxygenated 
organics can build up on the chamber walls changing their effect on experiments. 
These species coming off the walls can act as a source of reactivity with O3 or OH 
thereby resulting in the formation of SOA. Therefore, it is necessary to conduct 
blank experiments on a regular basis. Proper blank experiments are performed in the 
presence of an oxidation source (OH or O3) and seed aerosol, which provides a surface 
for low-volatility species to condense. For example, after a series of experiments in 
the PSI chamber where a polymer-mix was injected into the chamber, it was necessary 
to check the cleanliness of the chamber. 

Sources of VOC contaminations can also result from the presence of undesired 
components of the chamber itself. In experiments at the CLOUD chamber in CERN, 
plastic material used in both sampling lines and the O3 generator itself were respon-
sible for the production VOCs that correlated with the presence of O3 (CLOUD3 
and 4 in Fig. 3.4). Likely from the reaction of O3 with the material itself. Once the 
plastic parts were removed from the chamber and a new O3 generator was built out 
of quartz and stainless steel then the production of VOCs was minimized and there 
was no longer a strong correlation with the presence of O3.

Similarly, when studying SOA formation from VOC oxidation, it is often recom-
mended to set-up the oxidation process (e.g., ozonolysis or OH oxidation) in the 
presence of seeds aerosol, absence of any VOC and to monitor, as a background 
formation, the aerosol formation and growth. (Leskinen et al. 2015).
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Fig. 3.4 Correlation between VOCs (C1-C3) measured by the PTR-MS. In CLOUD 2 and 3 there 
were plastic parts present on the ozone generator and other instruments around the chamber. After 
their replacement, the contamination was significantly diminished. (Reused with permission from 
Schnitzhofer et al. 2014 Open access under a CC BY 3.0 license, https://creativecommons.org/lic 
enses/by/3.0/)

3.4.3 Soluble Species Affecting Potential Aqueous SOA 
Formation 

The scope of simulation chamber use has been extended to the investigation of 
cloud assisted aerosol formation (Ervens et al. 2011). Cloud assisted SOA formation 
is extremely difficult to control and is a very sensitive process to potential water-
soluble contaminants. Brégonzio-Rozier et al. (2016) found out that it was necessary 
to perform a thorough manual cleaning involving the use ultrapure ethanol, followed 
by bathing the walls with large quantities of ultrapure water, and completed by 
baking the wall to 60 °C and overnight pumping at a secondary vacuum. They 
also implemented an experimental sequence including, before each experiment, a 
cleaning session followed by a “blank” experiment. Considering that the overall 
goal of their study was to quantify aqSOA formation trigger by a cloud event, these 
“blank” experiments consisted of triggering cloud formation events in the ‘clean’ 
chamber only filled up with ultrapure air at RH close to 100% (Brégonzio-Rozier 
et al. 2016). An example of these tests aiming at quantifying a potential background 
aqSOA formation is given in Fig. 3.5. It can be seen that even if the cleaning protocol 
was not able to totally suppress the formation of particles through cloud processing 
of impurities, it was able to reduce its extent by a factor of ca. 5 and to bring it 
close to the instrument detection limits. The authors organized the curation of their 
experiments, together with the related “blank” experiments, in order to take into 
account this artifact in their data analysis.

https://creativecommons.org/licenses/by/3.0/
https://creativecommons.org/licenses/by/3.0/
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Fig. 3.5 Effect of cleaning a cloud chamber on background aqueous SOA formation during a cloud 
event (adapted from Brégonzio-Rozier thesis 2013). The mass concentration is deduced from SMPS 
measurement assuming spherical particle and a density of 1. The particles are dried to below 30% 
RH before injection in the differential mobility analyzer 

Finally, protocols for preparing the chambers differ strongly with regard to cham-
bers (material, size, specialization of each chamber) and even more with regard to the 
scientific objective of the planned experiments. Cleaning procedure must take this 
into account as well as the experiments that were previously carried out. Every time 
it is possible, the experiments themselves must be accompanied with control/blank 
experiments aiming at evaluating the cleanliness and status of the chambers as well 
as the chemical background reactivity of the reactive mixture (bath gas, purity of 
water, of precursors…). 

Preparing a chamber for conducting robust atmospheric simulation experiments, 
is not only about applying carefully standard cleaning protocols and reactive mixture 
recipes, but also about implementing the full traceability of the experimental condi-
tions, that implies the curation of blank experiments datasets, together with the precise 
preparation protocol applied. 
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Chapter 4 
Preparation of Experiments: Addition 
and In Situ Production of Trace Gases 
and Oxidants in the Gas Phase 

David M. Bell, Manuela Cirtog, Jean-François Doussin, Hendrik Fuchs, 
Jan Illmann, Amalia Muñoz, Iulia Patroescu-Klotz, 
Bénédicte Picquet-Varrault, Mila Ródenas, and Harald Saathoff 

Abstract Preparation of the air mixture used in chamber experiments requires typi-
cally the injection of trace gases into a bath gas. In this chapter, recommenda-
tions and standard protocols are given to achieve quantitative injections of gaseous, 
liquid or solid species. Various methods to produce ozone, nitrate radicals and 
hydroxyl radicals are discussed. Short-lived oxidants need to be produced during 
the experiment inside the chamber from pre-cursor species. Because highly reactive 
oxidants like hydroxyl radicals are challenging to detect an alternative method for 
the quantification of radical concentrations using trace molecules is described. 

4.1 Introduction 

In order to obtain useful data from simulation chamber experiments, reliable and 
reproducible additions of reactants such as volatile organic compounds (VOCs) and 
inorganic compounds are required. The most suitable method depends on the physical
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properties of the compound and on the specific chamber geometry and operational 
mode. The injection method should ensure homogeneous mixing, avoid contamina-
tion or memory effects of the reaction mixtures and avoid interferences of secondary 
processes. In addition, the goal of the specific experiment and properties of instru-
ments used for the analysis (sensitivity and sampling frequency of instruments) need 
to be considered. Thus, the injection procedure needs to be carefully chosen and 
should be well characterized. 

Typically, the injection of stable compounds is achieved by transporting small 
amounts of reagents into the chamber together with a high gas flow of nitrogen or 
synthetic air using a specialized inlet system. Although gaseous and liquid reagents 
can be often directly injected into the chamber (Fig. 4.1), homogeneous mixing can 
be challenging, if reagents are introduced at one point in the chamber. Most chambers 
are therefore equipped with fans to ensure rapid mixing. Because oxidants such as 
OH and NO3 radicals are short-lived and highly reactive so that they cannot be stored, 
they need to be produced during the experiment from stable precursor compounds. 

In this chapter, the addition of gaseous, liquid, and solid organic and inorganic 
compounds into a chamber and methods for the in situ production of oxidants are 
described. 

4.2 Injection of Gaseous Compounds 

Small amounts of pure gases (<10 cm3) can be directly injected with a gas-tight 
syringe straight through a septum in the inlet system of the chamber (Fig. 4.1). 
The gas is then flushed into the chamber together with a high flow of the bath gas. 
Alternatively, the injection port with the septum can be directly mounted on the 
chamber wall. In order to ensure rapid mixing, it is useful to have the injection port 
located close to a fan (Fig. 4.1). For an accurate estimation of the injected volume, the 
dead volume of the needle of the gas syringe needs to be determined, because the gas 
in the needle is also injected into the chamber. The dead volume can be measured by 
weighing the syringes when only the needle is filled with pure water whose density 
was determined in advance (for the appropriate laboratory temperature).

The resulting mixing ratio (creactant) of the injected compound inside the chamber 
can be calculated using the ratio of the injected volume (V reactant) and the volume of 
the reaction chamber (V chamber): 

creactant = 
Vreactant 

Vchamber 
(4.2.1) 

The accurate preparation of mixtures at the ppbv level can be difficult if a small 
sample volume is required. The manual injection with gas-tight syringes is not always 
precise and can limit the reproducibility of experiments. As an alternative, six-way 
valve systems (not shown on Fig. 4.1) replacing the syringe injection port allow 
more accurate and precise injections of reagent volumes as low as a few tenths of 
microliters.
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Fig. 4.1 Means of additions of stable molecules into the atmospheric chamber QUAREC (Univer-
sity Wuppertal): (1) injection port for syringes, (2) heated injection block, (3) alternative device 
for the addition of low volatile liquid or solid samples, (4) valves for bath gases and (5) syringe. 
Schematics by Iulia Patroescu-Klotz, BUW

High concentrations of reactive gases in the chamber, for example, needed to 
scavenge OH radicals in ozonolysis experiments, can be achieved by directly flowing 
pure gases or gas mixtures from gas cylinders equipped with pressure regulating 
valves into the chamber via an inlet system. The gas flow into the chamber can be 
controlled by flow metres or flow controllers and pressure gauges. The volume of the 
injected reagent can be calculated using the measured flow rate (F) and the injection 
time (t): 

Vreactant = F × t (4.2.2) 

In this case, the accuracy of the injected volume is limited by the accuracy of the 
measured flow rate and the injection time. If flow controllers based on thermal 
measurement of the flow rate are used, the thermal capacity of the specific gas may 
need to be considered to derive the actual flow rate. 

Alternatively, the reagent gas samples can be prepared (purified and/or dried) 
in a vacuum line. The reagent gas can then be prepared in a glass bulb. The total 
concentration can be calculated from its volume (V bulb) and the pressure in the bulb 
(pbulb) and the chamber (pchamber) measured with an appropriate manometre: 

creactant = 
Vbulb × pbulb 

Vchamber × pchamber 
(4.2.3)
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The bulb can be connected to the inlet system and the material is flushed into the 
chamber. The bulb should be thoroughly cleaned before use, either by pumping or 
by cleaning it with a solvent and then drying it in an oven for several hours. 

Vacuum lines can include a series of bulbs to prepare small quantities of the 
reagent by successive dilution into a gas bath followed by a pressure reduction. In 
this case, the concentration is obtained by calculating the dilution from the ratio 
of the pressure values in the glass bulbs. Therefore, the use of very precise and 
reliable pressure gauges becomes critical for the accurate calculation of the resulting 
concentration. The advantage of applying successive dilution steps is that the pressure 
in the bulbs remains in a range that can be accurately measured by standard pressure 
gauges. 

Determination of the resulting concentration of the injected compound in 
the chamber can be done in situ, e.g., by spectrometric methods, online (gas-
chromatography or similar methods) or offline. It is also worth checking for blank 
values before the initial injection and checking for memory effects, particularly for 
‘sticky’ substances. The use of short and heated Teflon tubes in the inlet system is 
recommended for the injection of these compounds. Preparing diluted mixtures can 
also help to achieve a quantitative injection. Injections via flow controllers should 
be avoided for these compounds because they are prone to memory effects and may 
become clogged or damaged. 

4.3 Injection of Compounds from Liquid Sources 

Reagents that are liquid at room temperature can be injected into the simulation 
chamber with similar systems like gaseous reagents. The optimum method depends 
on the vapour pressure and stability of the compound. It is worth noting that the 
partial pressure of the compound inside the chamber needs to be lower than the 
saturation vapour pressure of the reagent at the chamber temperature. 

The simplest method is using a syringe, with which the compound is injected into 
a bath gas stream in a heated inlet system, where the liquid rapidly evaporates and 
is transported into the chamber. This is particularly applicable for moderate to low 
vapour pressure compounds. Caution is recommended for sticky compounds. The 
resulting concentration in the reaction chambers is 

creactant = 
Vinj. × ρ × P × NA 

M × Vchamber 
(4.3.1) 

with V inj. = injected volume of the liquid compound; ρ = density of the liquid 
compound; P = purity of the compound sample; NA = Avogadro’s number; M = 
molar mass of the compound; V chamber = volume of the chamber. 

The precision and reproducibility of injections using syringes with volumes in 
the low micro-litre range are low. Part of the liquid can be lost due to evaporation 
from the glass syringe between preparation and injection and the dead volume of
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the needle affects the injected volume similar to the injection of gaseous compounds 
(Sect. 4.2). For calibration purposes, pure compounds can be dissolved in a suitable 
solvent, in order to obtain high-diluted solutions that ensure that the desired amount of 
organic compound is transferred without losses into the gas phase inside the chamber 
(Etzkorn et al. 1999). This can increase the accuracy, with which the injected volume 
is known, and minimize losses. Caution has to be taken that the solvent does not 
affect the experimental results nor the measurement of trace gases. There are also 
commercial solutions available for the evaporation of compounds solved in liquids 
into an air flow. An example is the Liquid Calibration Unit (LCU) provided by 
the company IONICON that was designed for the calibration of mass spectrometer 
instruments. Flows are accurately controlled by mass flow controllers to produce 
well-defined concentrations of the reactants in the air that is provided. However, 
using flow controllers is only feasible for some solvents and works best for water. 
This limits the application of the LCU to certain compounds. 

The injection of liquid samples can also be achieved using permeation sources. 
Permeation tubes are commercially available or can be custom-built. A constant 
permeation rate is achieved if the tube is kept at a constant temperature. The 
compound is flushed at a well-defined rate from the permeation source into the 
chamber (Tumbiolo et al. 2005). The resulting concentration of the compound in the 
chamber can be accurately calculated from measured flow rates and the permeation 
rate that is determined from reference permeation sources or the measured weight 
loss of the compound in the permeation source. 

One other method to introduce low-volatility compounds into the chamber is 
using a glass vial that is connected to the inlet system through a glass/stainless steel 
line (Fig. 4.2). The vapour above the liquid is flushed with the bath gas into the 
chamber. Evaporation can be enhanced by heating the vial. Lines are recommended 
to be cleaned before use, for example, by evacuating them or flushing them with 
clean dry air.

Similar to gaseous compounds, a vacuum line can be used to generate gaseous 
reagent samples in a glass bulb containing a well-defined concentration. The liquid 
reagent sample is placed in a glass vial that is attached to the line (Fig. 4.2). In 
order to remove volatile impurities from the sample, the reactant can be frozen with 
liquid nitrogen and the air is pumped away from the sample. The valve between 
the finger and the vacuum line is then closed and the Dewar flask is removed to 
evaporate impurities from the frozen sample. The sample is then again frozen with 
liquid nitrogen and the gaseous impurities are pumped away. Several cycles of this 
procedure may be required to achieve a high purity of the sample. 

After the cleaning procedure, the reagent sample is thawed and the vapour above 
the liquid can be transferred into a glass bulb attached to the preparation line. The 
concentration can be determined from the pressure in the glass bulb as described 
for the preparation of gaseous mixtures (Eq. 4.2.3). Once the desired pressure is 
achieved both the finger and the bulb are disconnected from the prep-line and any 
residual reagent sample is then pumped away. The reagent in the bulb can be flushed 
into the chamber.
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Fig. 4.2 Schematic representation of the vacuum line system used to remove impurities from liquid 
compounds and to prepare a glass bulb containing a well-defined concentration of the reactant

The effective concentration of low volatile compounds in the gas phase in the 
chamber can be lowered due to deposition on the surface of the inlet system and on the 
chamber wall near the inlet or due to condensation on particles. Re-evaporation can 
affect experiments at later times. The concentration can also be lower than expected 
if thermally unstable compounds decompose in the heated inlet or compounds form 
dimers if high concentrations are injected (for example, formic acid or acetic acid). 
These effects can be avoided or minimized by applying an appropriate temperature 
of the inlet system, by warming up the entire line system and by adjusting the flow 
with which the evaporated compound is transported into the chamber. Using a well-
controlled heating system is recommended rather than using a heat gun. For example, 
the port for the injection of compounds in the QUAREC chamber at the University 
Wuppertal is housed in a metal casing which can be heated up to a temperature 
of 60 °C. 

Water vapour is an essential part of the gaseous compounds in the atmosphere 
and its presence can affect various gas-phase reactions and specifically particles. 
Although it is a liquid at room temperature and therefore can be injected with similar 
methods as described above, the amount of water that needs to be introduced to reach 
atmospheric concentrations is much higher than that of other trace gases. Therefore, 
small impurities in the water used for the humidification can be an important source 
of contaminations in the experiment. Special precautions need to be taken not only 
regarding the generation of the pure water using, for example, a Milli-Q-water or 
Nanopure water device but also in the selection of all materials in the humidification 
system as well as of cleaning procedures and intervals. Particle formation can be an 
issue in the humidification system. They can be removed by heated stainless steel 
filters in the inlet system. In addition, atmospheric relative humidity is typically 
within the range of 20–80% so that a substantial fraction of air in the chamber needs 
to be exchanged to yield atmospheric water concentrations without condensation in
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the humidification system, even if the system is heated to moderate temperatures. 
Therefore, the humidity of air cannot easily be changed during an experiment without 
diluting all trace gases. 

Methods to humidify the air are: 

• Boiling pure water and transporting the steam with a high gas flow into the 
chamber. 

• Using a commercial humidification system such as the Control–Evaporation– 
Mixing (CEM) system by the company Bronkhorst. This system sprays a 
controlled flow of pure liquid water into a heated volume, in which the evaporated 
water is mixed with a controlled flow of dry air. 

• Evaporating pure water into an evacuated chamber and flushing the water vapour 
into the chamber as described above. The system can be either made of glass or 
stainless steel and is recommended to be heated. 

• Using a temperature-controlled Nafion tube. In this system, water molecules 
are transported through a membrane, if pure liquid water is on one side of the 
membrane and a dry gas flow is on the other side of the membrane. 

4.4 Injection of Compounds from Solid Sources 

Solid compounds can be introduced by flushing the vapour phase above the solid 
sample into the chamber similar to the method applied for liquids (Fig. 4.1). Control-
ling the temperature allows to adjust the concentration of the fraction of the compound 
in the gas phase. Heating can be achieved with a heat gun but needs to be carefully 
applied. Care must be taken to avoid that small parts of the solid material are flushed 
into the chamber due to thermal turbulence in the vial specifically if the vial is heated. 

The resulting concentration of the reactant in the chamber can be calculated from 
the weight loss of the solid sample in the vial: 

creactant = 
m × P × NA 

M × Vchamber 
(4.4.1) 

with m = weight loss of the compound in the vial; P = purity of the compound 
sample; NA = Avogadro’s number; M = molar mass of the compound; V chamber = 
volume of the chamber. 

Removing impurities and preparation of glass bulbs containing a well-defined 
concentration of the compound can be similarly done as described for liquids except 
that there is no need for freezing (Fig. 4.2). 

The transfer of the reactant from solid sources is often not quantitative due to 
condensation and deposition on the walls of the inlet system so that the resulting 
concentration in the chamber is lower than calculated from the weight loss. Similar 
to the injection from liquid sources, this can be minimized by heating the inlet system,
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but specifically, compounds that are solid at room temperature may also be thermally 
unstable at higher temperatures. 

In some very specific cases, the thermal decomposition of a solid polymer can be 
used to produce gaseous monomers. In these cases, the solid polymer is placed in 
the heated vial and the gaseous monomer above the solid sample can be flushed into 
the chamber. An example is the decomposition of solid paraformaldehyde (CH2O)n 
to formaldehyde (HCHO). 

The injection of dissolved solids in aerosol particles is described in Chap. 5. 

4.5 Production of Hydroxyl Radicals (OH) 

The hydroxyl radical (OH) radical is the main oxidant of trace gases in the atmo-
sphere (Stone et al. 2012). In the troposphere, the primary source of OH is mainly 
the photolysis of ozone, formaldehyde (HCHO) and nitrous acid (HONO) and the 
ozonolysis of alkenes. The study of OH oxidation processes in simulation chambers 
can provide kinetic data (e.g. reaction rate coefficients, Sect. 7.3), product yields of 
individual reactions or can be used to test entire reaction schemes. Due to the very 
short lifetime and high reactivity of OH, radicals cannot be stored but must be gener-
ated during the experiment. Sources for OH radicals in chamber experiments are often 
photolytic reactions like those occurring in the atmosphere. Precursor compounds 
such as ozone are introduced in the gas mixture. OH radical production from precur-
sors can be accompanied by the formation of other reactive species such as NO, for 
example, in the case of the photolysis of HONO that can affect the chemistry in the 
experiment. 

It is crucial for the design of OH oxidation experiments to consider the type of 
precursor used for the primary radical production and the effect of radical termination 
and radical regeneration reactions, which are closely connected to the presence of 
nitrogen oxides (NO and NO2) in the air mixture (Sect. 4.5.7). 

4.5.1 OH Production from Ozone Photolysis 

Ozone photolysis in the presence of water vapour is the main source of OH radicals 
in the atmosphere (Finlayson-Pitts and Pitts 1986): 

O3 + hν → O
(1 D

) + O2 λ ≤ 310 nm (R4.5.1) 

O
(
1 D

) + H2O → 2 OH (R4.5.2) 

In order to make use of ozone photolysis as OH source in chamber experiments, 
ozone and water vapour needs to be present and UV radiation is required. Ozone
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can be provided by ozone generators (Sect. 4.8). Ozonolysis reactions of unsaturated 
compounds may affect the chemistry of the experiment and water vapour can also 
affect some chemical reactions. This needs to be considered in the evaluation of 
experiments. If experiments need to be done in dry air, hydrogen could be used 
instead of water vapour. This leads to the production of equal concentrations of OH 
and hydroperoxy radicals: 

O
(1 D

) + H2 → OH + H (R4.5.3) 

H + O2 + M → HO2 + M (R4.5.4) 

4.5.2 OH Production from Nitrous Acid Photolysis 

Nitrous acid (HONO) is commonly used as an OH source in chambers. It photolyses 
in the near UV–visible spectral range: 

HONO + hν → OH + NO λ ≤ 400 nm (R4.5.5) 

This reaction produces concurrently OH and NO that affect the radical system 
(Sect. 4.5.7). HONO is reformed in the reaction of OH and NO, so that both are 
in a photo-stationary state. The reaction of HONO with OH is a sink for OH that 
may compete with the reaction of OH with the target species for exceptionally high 
HONO concentrations: 

HONO + OH → H2O + NO2 (R4.5.6) 

Due to the fast photolysis of HONO (lifetime in the range of several 10 min for atmo-
spheric conditions), typically a continuous source of HONO is required to sustain 
the production of OH radicals during the experiment. 

Nitrous acid is not commercially available. It can be synthesized by following the 
protocol adapted from Nash et al. (1968), Cox et al. (1974) and Burkholder et al. 
(1992). HONO is generated by the reaction of an aqueous solution of NaNO2 with 
diluted sulfuric acid. For example, a diluted NaNO2 solution (0.1–1%) is contin-
uously added to a solution of sulfuric acid (30% by weight) with a flow rate of 
0.24 ml/min. The reaction can be achieved in a closed 3-necked bulb that is continu-
ously stirred by a magnetic stirrer (Fig. 4.3). The output needs to be directly flushed 
into the chamber (Sect. 4.2), because nitrous acid easily decomposes. Decomposition 
can be minimized, if the reaction is performed in the dark and at low temperature (e.g. 
in an ice bath). Traces of NO, NO2 and H2O formed by the self-reaction of HONO 
can be present in the resulting mixture (Chan et al. 1976). For example, the system
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Fig. 4.3 HONO generation 
system at EUPHORE 

installed at the EUPHORE chamber delivers a constant flow of HONO that leads 
to an increase of the HONO mixing ratio in the chamber (200 m3) of 1ppbv/min. 
Similar amounts of NO and NO2 are concurrently observed. 

HONO is also known to be heterogeneously formed on Teflon surfaces. The exact 
mechanism is not fully understood. The source requires radiation and is enhanced 
with increasing temperature and relative humidity (Rohrer et al. 2005). Therefore, 
HONO is typically continuously produced in Teflon chambers that are illuminated for 
photochemistry experiments and can serve as OH source. Emission rates scale also 
with the size of the chamber. Therefore, careful characterization of the HONO source 
needs to be done in Teflon chambers that are used for photochemical experiments. 

The HONO concentrations can be measured by LOPAP instruments (Kleffmann 
et al. 2002) with high precision and accuracy. Recently, also cavity-based absorption 
spectroscopy has been applied for the detection of HONO, but the sensitivity of 
these instruments is less compared to that of LOPAP instruments (Min et al. 2016). 
The HONO source can also be characterized in reference experiments (Chap. 2), 
if the increase of the total reactive nitrogen oxide concentration (NOx) is observed 
assuming that HONO is the only relevant source for NOx in the chamber (Rohrer 
et al. 2005). 

4.5.3 Production of OH from Alkyl Nitrite Photolysis 

Photolysis of alkyl nitrites can be used as an OH source in chamber experiments. 
The most widely used precursor is methyl nitrite. Its photolysis has been extensively 
studied (Gray and Style 1952; Taylor et al. 1980; Niki et al.  1981; Atkinson et al. 
1981): 

CH3ONO + hν → CH3O + NO λ ≤ 430 nm (R4.5.7)
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CH3O + O2 → HCHO + HO2 (R4.5.8) 

HO2 + NO → OH + NO2 (R4.5.9) 

In contrast to ozone or H2O2 photolysis, low energy photons are required, thus 
reducing the probability that other organic compounds are concurrently photolysed. 
However, the by-products, formaldehyde and nitric oxide, can complicate the eval-
uation of experiments. For example, if the formaldehyde yield from the oxidation of 
organic compounds is to be determined, it is recommended to use a different alkyl 
nitrite such as isopropyl nitrite, for which the by-product of the photolysis is acetone. 
It is worth noting that OH radicals are indirectly generated from the photolysis of 
alkyl nitrite because HO2 radicals can be converted to OH in the reaction with NO. 
This implies that methyl/alkyl nitrite photolysis should be considered as a HOx source 
rather than as an OH source. In addition, the effect of the presence of NOx on the 
chemical system needs to be considered (Sect. 4.5.7). Injection of additional NO is 
recommended to accelerate the conversion of HO2 to OH (Reaction R4.5.9) and to 
suppress NO3 and O3 in their reactions with NO. 

Alkyl nitrites, which are not commercially available, can be synthesized following 
an experimental protocol adapted from Gray and Style (1952) and described by 
Taylor et al. (1980): The alkyl nitrite is prepared by dropwise addition of sulfuric acid 
(50%) to a mixture of the corresponding alcohol and saturated aqueous natrium nitrite 
(NaNO2). The reaction is performed at ice temperature (Fig. 4.4). A stream of oxygen-
free N2 carries the reaction products through a bubbler filled with tablets of potassium 
hydroxide (KOH) (or with a KOH solution) to remove acids. It is further flowed 
through anhydrous calcium chloride (CaCl2) to remove traces of water. Finally, the 
alkyl nitrite is frozen in a trap that is kept at dry ice temperature (196 K). The purity 
of the alkyl nitrite can be increased by fractionally distillation in the vacuum. The 
crystals are colourless. If they melt, a lemon-yellow liquid is obtained. Alkyl nitrite 
can be kept for months in a freezer at a temperature of −18 °C but it is recommended 
to perform a distillation after having it stored for a long time to remove impurities 
which could have been formed by alkyl nitrite decomposition. The alkyl nitrite is 
then introduced into the chamber following the procedures described in Sects. 4.2 
and 4.3. Because of its high volatility, injection as a liquid is not recommended, 
but to prepare a gaseous mixture in a glass bulb. An example of the evolution of 
trace gas concentrations during the photolysis of methyl nitrite in the CSA chamber 
at the CNRS-LISA is shown in Fig. 4.5 demonstrating that a number of different 
compounds are formed in the complex system.

4.5.4 Production of OH from Photolysis of Peroxides 

The photolysis of hydrogen peroxide (H2O2) is one way to produce OH without 
the need for other reactants and without the chemical production of other reactive 
species (Calvert and Pitts 1966):
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Fig. 4.4 Experimental setup for the synthesis of alkyl nitrites. (From Picquet 2000)

H2O2 + h → 2OH λ <  300 nm (R4.5.10) 

However, the absorption cross section of this reaction is rather small. Even at 
shorter wavelengths around λ = 250 nm the value is only approximately 8 × 10–20 
cm2 molecule−1 and the value reduces to approximately 4 × 10–22 cm2 molecule−1 

at λ = 350 nm (IUPAC). Therefore, radiation at wavelengths λ <  300 is typically 
used so that photolysis of other compounds may need to be considered. In addition, 
high concentrations of H2O2 need to be injected so that the source needs to be very 
clean to avoid impurities affecting the experiment. 

Commercial solutions of stabilized H2O2 with concentrations between 30 and 
50% in water are often used. Higher purity solutions can be used but this requires 
additional purification which is dangerous as concentrated H2O2 solution is highly 
explosive. Therefore, also traces of water are concurrently injected. H2O2 loss at 
chamber wall can be significant so that the calculation of the OH production from 
the amount of injected H2O2 could lead to an overestimation of the radical source. 
OH concentrations can be obtained, for example, by using an OH tracer (Sect. 4.9). 

The H2O2 solution can be introduced into the chamber by gently heating the 
solution, by bubbling dry nitrogen through the solution, or by direct injection with 
a syringe (Sect. 4.2). When bubbling a carrier gas through the H2O2 solution, water 
vapour is more efficiently taken up from the solution. As a consequence, the H2O2 

concentrations in the solution is gradually increasing so that the H2O2 concentration 
that is transported into the chamber increases with time. Therefore, also the OH 
production rate in the chamber increases over time. A high concentration of H2O2 

in the solution could become a safety problem so that caution with this method is 
recommended. 

Radical production from the photolysis of organic peroxides can also be used 
as radical source in chamber experiments, but the subsequent chemistry is more 
complex compared to the photolysis of H2O2 due to the concurrent production of
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Fig. 4.5 Time profiles of reactant and products mixing ratios following irradiation of a mixture 
CH3ONO in air in the CSA simulation chamber (Laboratoire Interuniversitaire des Systèmes Atmo-
sphérique, LISA). NO is injected to enhance the conversion of HO2 to OH (from Picquet 2000). 
Nitrate radicals and dinitrogen pentoxide (N2O5) can be formed in the experiment because NO3 
photolysis is small for the radiation of the lamps used in this experiment (wavelengths at 360 and 
420 nm)

organic radicals and products. This is similar to the photolysis of alkyl nitrates, 
but OH is directly formed from the photolysis so that there is no need to convert 
peroxy radicals to OH in the reaction with NO. For example, photolysis of tert-
butyl hydroperoxide proceeds by the following reactions (Calvert and Pitts 1966; 
Baasandorj et al. 2010):
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(CH3)3COOH + hν → (CH3)3CO + OH λ ≤ 320 nm (R4.5.11) 

(CH3)3CO → CH3COCH3 + CH3 (R4.5.12) 

CH3 + O2 → CH3O2 (R4.5.13) 

CH3O2 + CH3O2 → 2 CH3O + O2 (R4.5.14) 

CH3O + O2 → HCHO + HO2 (R4.5.15) 

In this case, acetone, formaldehyde, HO2 and organic radicals are formed. Advan-
tages of using tert-butyl hydroperoxide instead of H2O2 are that it is available at higher 
concentrations and its wall loss rate could be lower than that of H2O2. Handling and 
injection methods are the same as for H2O2. 

4.5.5 Thermal Decomposition of Pernitric Acid 

The thermal decomposition of pernitric acid HO2NO2 leads to the formation of 
hydroperoxyl radicals that can be further converted to OH in presence of NO (Barnes 
et al. 1982). In contrast to the methods described above, radicals can be produced in 
the dark: 

HO2NO2 + M � HO2 + NO2 + M (R4.5.16) 

HO2 + NO → OH + NO2 (R4.5.17) 

As shown by Graham et al. (1977, 1978), the unimolecular decay time of HO2NO2 at 
room temperature and atmospheric pressure is on the order of 10 s. However, because 
a thermal equilibrium is rapidly established, the effective lifetime can be on the order 
of hours. It is mainly determined by the loss rate of HOx radicals in the chemical 
system because the depletion of the HO2 concentration prevents the back-reaction 
of HO2 with NO2 to HO2NO2. 

HO2NO2 can be synthesized following a protocol described by Bames et al. 
(1982). Pernitric acid is prepared by reacting concentrated H2O2 (85%) with NO 
under vacuum. Typically, a 1 L glass flask containing 50 ml H2O2 at 0 °C is evac-
uated to 1 hPa. The flask is then pressurized to 400 hPa with NO while the H2O2 

is magnetically stirred. Due to the production of HO2NO2, the pressure rapidly 
decreases. After a few minutes, the pressure is approximately 70 hPa and the excess
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of NO can be pumped out. The procedure of filling the flask with NO is repeated 
several times. 

HO2NO2 can be injected into the chamber or gas mixtures can be prepared as 
described above. Because HO2NO2 is unstable, impurities such as HNO3, H2O and 
NO2 are difficult to avoid and may need to be considered in the interpretation of 
results. 

4.5.6 OH Production from the Ozonolysis of Alkenes 

Another method to produce OH radicals in the dark is the ozonolysis of alkenes 
that is also a significant radical source in the atmosphere (Johnson and Marston 
2008). The complex reaction of ozone with alkenes leads to the formation of Criegee 
intermediates that can stabilize or rapidly decompose to radicals with the yield �: 

alkene + O3 → �OHOH + �RO2RO2 + products (R4.5.18) 

In the case of 2,3-dimethyl-2-butene, the OH yield is high with a value of 0.93 ± 
0.14 (Cox et al. 2020). Besides the high OH yield, its symmetric structure leads to 
the formation of a limited number of other products, which reduces the likelihood 
for interferences in the experiment: 

2, 3-dimethyl-2-butene + O3 → OH + acetone + products (R4.5.19) 

2,3-dimethyl-2-butene is a liquid at room temperature and can therefore be injected 
into the chamber as described above (Sect. 4.3). Ozone generation and injection is 
described in Sect. 4.8. 

Due to the complexity of the ozonolysis reaction that is often only partly known 
in detail and the concurrent production of organic radicals and organic products that 
can be involved in the chemical system and particle formation the interpretation of 
experiments can be difficult. If ozone is the limiting reactant in the system, subsequent 
ozonolysis reactions could be partly avoided. 

4.5.7 OH Production in the Presence of NOx 

Most of the methods to produce OH radicals require radiation and nitrogen oxides 
(NOx = NO2 + NO) in the presence or absence of ozone. The reaction of OH 
with organic compounds initiates a radical reaction chain, in which different radical 
reactions compete. Depending on the availability of reaction partners, different reac-
tion pathways can dominate the chemical system. In addition, radiation used for the 
initial OH production could photolyse other compounds than the OH precursor. For
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example, nitrogen dioxide is often concurrently photolysed leading to the formation 
of ozone and nitric oxide (NO). Due to the fast back-reaction of NO with ozone, NO, 
O3 and NO2 concentrations form a photo-stationary state. 

NO is also a reaction partner for peroxy radicals that are produced in the OH 
radical chain. The ozone that is produced from the subsequent photolysis of NO2 

leads a net increase of the ozone concentration, because no ozone has been consumed 
in oxidation of NO before. Therefore, also the ratio of NO2/NO concentrations has 
the tendency to increase over the course of an experiment. Due to the strong coupling 
of radiation, radicals, nitrogen oxides and ozone, photochemistry experiments need 
to be carefully designed to ensure that the desired chemistry can be observed. 

The OH concentration that is present in the experiment does not only depend on the 
production rate from radical precursors and the loss rate in its reaction with inorganic 
and organic reaction partners, but also on the rate of radical regeneration. The reaction 
of OH initiates a radical chain reaction. This radical reaction cycle includes reactions 
of nitric oxide (NO) with organic peroxy (RO2) and hydroperoxy (HO2) radicals and 
eventually reforms OH. Due to the short lifetime of radicals that range between a 
fraction of second and minutes, OH, HO2 and RO2 radical concentrations are quickly 
in a steady state. The presence of NO shifts the equilibrium toward OH and increases 
the number of OH regeneration cycles before competing reactions such as the reaction 
of OH+ NO2 and peroxy radical recombination reactions terminate the radical chain. 
Therefore, the addition of NOx in chamber experiments is one method to enhance 
the oxidation rate of reactants. Due to the photo-chemical equilibrium between NO2 

and NO, this is most efficient, if the NO2 photolysis rate is high. This can be achieved 
if the chamber is equipped with lamps providing the required radiation. Shifting the 
photo-chemical equilibrium to NO has also the advantage that the radical termination 
reaction of NO2 with OH producing nitric acid is reduced. This reaction can otherwise 
limit the oxidation efficiency. Therefore, it is recommended to keep the NOx (NO2 

+ NO) concentration in a range that NO2 concentrations are moderate. 
Recently, the H-shift isomerization reactions of RO2 have been recognized to 

be competitive with other radical reactions at atmospheric conditions. Subsequent 
reactions can also lead to the regeneration of radicals (Peeters et al. 2014) as well as  
to the production of highly oxidized molecules (HOMs) (Ehn et al. 2014). 

Depending on the fate of organic peroxy radicals, different product distributions 
can be observed from the oxidation of organic compounds with OH. For example, 
if the dominant pathway is the reaction with NO, often aldehyde and carbonyl 
compounds are formed, whereas the reactions with HO2 leads typically to the forma-
tion of hydroxyperoxides. In the atmosphere, recombination reactions of organic 
peroxy radicals are typically slower compared to its reactions with NO and HO2. In  
chamber experiments, often high concentrations of OH and organic compounds are 
used to shorten reaction times and to accumulate measurable product concentrations, 
thereby increasing the production rate of RO2 radicals. This could, however, drive 
the chemical regime towards RO2 + RO2 recombination reactions so that results may 
not be easily transferred to atmospheric conditions. 

In experiments that aim for studying oxidation pathways that favour RO2 + RO2 or 
RO2 + HO2 reactions, the competing reaction with NO needs to be suppressed. This
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can be achieved by injecting ozone or by using an OH source that does not concur-
rently produce nitrogen oxides such as H2O2 photolysis (Sect. 4.5.4). However, the 
release of HONO in chambers that are made of Teflon film may limit the minimum 
concentration of nitrogen oxide species (Chap. 2). If the goal of the experiment is to 
investigate uni-molecular hydrogen shift reactions in RO2 radicals all, bi-molecular 
RO2 reactions need to be suppressed. In addition to minimizing the NO concentration, 
low reactant concentrations are required to reduce the loss due to RO2 recombination 
reactions. This, however, may be limited by competing chamber effects interfering 
with the chemical system or by the sensitivity of instruments. 

4.6 Production of Nitrate Radicals 

The nitrate radical (NO3) is photochemically unstable in the presence of visible 
light but can accumulate in the absence of sunlight. In consequence, NO3 acts as a  
night-time oxidant in the atmosphere. Studying NO3-initiated processes in simula-
tion chambers allows the provision of both kinetic and mechanistic data of individual 
reactions or entire chemical reaction systems. They are typically performed in the 
dark to avoid photodissociation of NO3. Like OH, NO3 radicals need to be gener-
ated during the experiment and the reaction of NO3 with organic compounds can 
initiate a reaction chain that needs to be considered in the evaluation of experiments. 
Several methods have been developed to produce NO3 including reactions of halo-
gens with nitric acid, photolysis of nitric acid or reaction of chlorine atoms with 
chlorin nitrate (Wayne et al. 1991), but only few of them are suitable for chamber 
simulation experiments and are described in the following sections. 

4.6.1 Production of NO3 from the Gas-Phase Reaction 
of NO2 and O3 

In the atmosphere, NO3 radicals are produced from the gas-phase reaction of nitrogen 
dioxide and ozone. This process can be applied in chamber experiments by injecting 
NO2 (Sect. 4.2) and O3 (Sect. 4.8): 

NO2 + O3 → NO3 + O2 (R4.6.1) 

Instead of injecting NO2, also NO can be used to produce NO2 from its reaction 
with ozone: 

NO + O3 → NO2 + O2 (R4.6.2) 

The advantage of using NO is that the purity of NO that is commercially available 
can be higher compared to that of NO2.



146 D. M. Bell et al.

The reaction rate constant at room temperature is relatively low with a value of 
k4.6.1 = 3.2 × 10–17 molecule−1 cm3 s−1. Due to the presence of NO2, part of the 
produced NO3 is further converted to dinitrogen pentoxide (N2O5) that is thermally 
labile: 

NO2 + NO3 + M � N2O5 + M (R4.6.3) 

In most cases, NO3 and N2O5 concentrations can be assumed to be in a thermal 
equilibrium. 

The actual NO3 concentration in the chamber is typically highly variable because 
NO2 and O3 required for the production are consumed and the N2O5 serves as a 
reservoir for NO3 (Fig. 4.6). The formation of N2O5 can be minimized by using 
higher ozone than NO2 concentrations (Mitchell et al. 1980). However, ozone itself 
can be an oxidant that could interfere becoming significant for the evaluation of the 
experiment if high ozone concentrations are present. 

The loss rate of NO3 due to oxidation of reactants in chamber experiments is 
typically much lower compared to that of the OH radical. Therefore, chamber wall 
loss reactions can compete and contribute significantly to the total loss of NO3 in the 
experiments even in chambers with a large volume-to-surface ratio (Fig. 4.6, Dorn

Fig. 4.6 NO3 formation from the reaction of NO2 and O3 in the SAPHIR simulation chamber in 
Jülich, Germany, during the NO3 radical intercomparison campaign. O3 was injected once and NO2 
several times over the course of the experiment to enhance the production rate of NO3. Despite its 
large volume of 270 m3,NO3 wall loss is significant so that the NO3 concentration reaches maximum 
concentrations approximately 1 h after the last injection of reactant. Shortly before 16:00 the air 
mixture was exposed to sunlight leading to the rapid destruction of NO3. (Reused with permission 
from Dorn et al. (2013) Open access under a CC BY 3.0 license, https://creativecommons.org/lic 
enses/by/3.0/) 

https://creativecommons.org/licenses/by/3.0/
https://creativecommons.org/licenses/by/3.0/
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et al. 2013). In addition, N2O5 wall loss could impact the chemical system due to its 
thermal equilibrium with NO3. 

NO3 radicals can also be formed in a reactor outside the chamber and the air 
mixture can be flushed into the chamber (Thuener et al. 2004). Concentrations can 
be chosen, such that one of the reactants, NO2 or O3, is in excess, whereas the 
other reactant is consumed in the reactor so that NO3 production stops before the air 
mixture enters the chamber. The reaction time that would be required to consume 
both reactants would be much longer than the NO3 lifetime in the reactor with respect 
to wall loss. If ozone is consumed in the reactor, this method allows for experiments 
without additional ozonolysis reactions. The reactor needs to be kept in the dark and 
it is recommended to use inert materials such as Teflon or SilcoTec® coated steel. 

Because of the complex chemical system and the impact of wall loss, trace gas 
concentrations should be monitored. The detection of NO2 and O3 belongs typically 
to the standard repertoire of measurements with commercial instruments at chambers. 
The measurement of NO2 and O3 allows calculating the production rate of NO3. The  
direct detection of NO3 is typically done with custom-built instruments applying 
absorption spectroscopy (Dorn et al. 2013) but can be challenging due to is high 
reactivity and small concentrations. Detection of less reactive N2O5 by FTIR or 
cavity-based absorption spectroscopy can be used to calculate NO3 concentrations 
from the thermal equilibrium between NO3 and N2O5 (Reaction R4.6.3), if the NO2 

concentration and temperature are monitored in the experiment. 

4.6.2 Production of NO3 from the Thermal Decomposition 
of N2O5 

N2O5 can be frozen as crystals at dry ice temperature. Therefore, NO3 can be delivered 
to the chamber by first producing and storing frozen N2O5 and then injecting it into 
the chamber as described for solid compounds by flowing an air stream over the 
frozen crystal (Sect. 4.4). The evaporation rate can be controlled if the temperature 
of the cold trap containing the crystals can be varied. 

While the air is heating up to the temperature in the chamber, NO3 and NO2 are 
produced from the thermal decomposition of N2O5 that has evaporated from the 
crystal (Reaction R4.6.3, Fig.  4.7). Therefore, this method provides ozone-free NO3 

(Atkinson et al. 1984a, b; Barnes et al. 1990; D’Anna et al. 2001; Spittler et al. 2006; 
Kerdouci et al. 2012; Slade et al. 2017). However, NO2 is a by-product of the N2O5 

decomposition. One challenge is to minimize impurities because the solid sample 
can contain other nitrogen oxide compounds present in the synthesis such as NO2 

and nitric acid.
N2O5 can be synthesized from the gas phase reaction of NO2 and O3 (Reactions 

R4.6.1 and R4.6.3) in a vacuum line and two glass traps (Fig. 4.7). N2O5 freezes out, 
if the gas mixture is flowed through a glass trap that is kept in a dry ice or a mixture 
of liquid nitrogen/ethanol bath. The temperature of the trap should be around 193 K
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Fig. 4.7 Set-up for producing frozen N2O5 crystals using a vacuum preparation line

and must not be less than 163 K to avoid condensation of ozone. Instead of using 
liquid nitrogen/ethanol, also dry ice and an alcohol can be used to achieve a similar 
temperature. 

In order to minimize impurities in the frozen sample, the following procedure is 
recommended:

• The entire vacuum line and traps should be cleaned to remove any traces of 
impurities and adsorbed water from the surfaces. As an anhydride, N2O5 reacts 
rapidly with water to form nitric acid. The traps are recommended to be dried in 
an oven for several hours. The vacuum with the two attached traps (Fig. 4.7) can 
be flushed with dry nitrogen and then pumped down to low pressure (10–3 hPa) 
for several hours. 

• A Dewar flask containing a mixture of liquid nitrogen and ethanol at approximately 
193 K is prepared and the first trap is cooled down. After closing the connection 
of the traps to the vacuum line the trap is filled with NO2 (several hundred hPa) 
so that NO2 condenses as white crystals. This procedure can be repeated several 
times to accumulate a sufficiently high amount of frozen NO2. 

• The Dewer flask is then moved to the other trap, NO slowly warms up and turns 
into a brown liquid and while ozone is flowed through the two traps. This is done 
at atmospheric pressure (Fig. 4.7). NO2 that evaporates in the first trap reacts 
with ozone to form NO3 and N2O5 that freezes out in the second trap. High 
ozone concentrations are required that can be produced with a silent discharge 
ozoniser fed with pure oxygen (Sect. 4.8). The total flow rate is recommended 
to be between 1.5 and 2 l/min so that the residential time in the trap is long 
enough to allow N2O5 to freeze as fluffy white crystals. All NO2 must have been 
consumed before entering the second trap to prevent from NO2 being frozen again
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Fig. 4.8 Time series of N2O5, NO3 and NO2 after the injection of N2O5 from evaporating frozen 
N2O5 in the CSA simulation chamber at LISA-CNRS (©). NO3 and NO2 are produced from the 
thermal decomposition of N2O5. NO3 and N2O5 concentrations are decreasing due to chamber wall 
loss (Fouqueau 2019) 

in entering the second trap. This can be checked by the change of the gas colour 
from yellow/brown to colourless.

• The N2O5 cristals can be further purified by pumping on the bulb containing 
them, by removing the Dewar flask and connecting it to the vacuum pump. Under 
reduced pressure, as N2O5 has a much lower vapour pressure than NO2, impurities 
are eliminated from the crystals that are formed. N2O5 crystals can be stored under 
vacuum at a temperature of –18 °C for several weeks. 

The injection of NO3 from frozen N2O5 method is, for example, applied in the CSA 
and CESAM atmospheric simulation chambers at Laboratoire Interuniversitaire des 
Systèmes Atmosphérique (LISA). As an example, Fig. 4.8 shows the time series of 
trace gases after injections of N2O5 at the start of the experiment. Significant wall 
leads to the consumption of N2O5 and NO3. 

4.7 Production of Cl Radicals 

In the atmosphere, chlorine atoms are homogeneously formed from the photooxida-
tion of chlorine compounds or from heterogeneous processes occurring, for example, 
on sea salt particles (Simpson et al. 2015). In chamber experiments, the production of 
chlorine atoms is based on the photolysis of various precursors, organic or inorganic 
halogenated species that are injected following the procedures described in Sects.
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4.2–4.4. The photolysis of the precursor should have a large quantum yield at the 
wavelength of the radiation that is provided in the chamber. Neither the precursor 
nor products from the photolysis other than chlorine should interfere with the reac-
tion system that is investigated. The photolysis of a precursor should have a large 
quantum yield for the available radiation and experiments should not be affected by 
by-products. 

The most common source for Cl atoms is the photolysis of gaseous Cl2 in air at 
wavelengths of λ >  300 nm. This reaction produces only Cl atoms (Atkinson and 
Aschmann 1985): 

Cl2 + hν → 2 Cl (R4.7.1) 

Photolysis of compounds other than Cl2 that are present in the chamber experiment 
may need to be considered, but most organic compounds do not photolyse at these 
wavelengths. Cl2 can be injected into the chamber as described in Sect. 4.2. Although 
a clean source, Cl2 is prone to react directly with unsaturated species and sulphur 
compounds. Molecular chlorine is also a harmful gas and proper safety measures 
must be taken when handling it. 

There are several other precursors that require radiation at lower wavelengths than 
Cl2 to produce chlorine atoms from photolysis such as phosgene (COCl2, carbonyl 
dichloride), 2,2,2-trichloroacetyl chloride (CCl3COCl, Hass et al. 2020), chloroform 
and tetrachloro methane (Matheson et al., 1982). Among these, oxalyl chloride is 
most commonly used (Baklanov and Krasnoperoy 2001; Gosh et al.  2012): 

(ClCO)2 + hν → CO + Cl + ClCO (R4.7.2) 

The photolysis of oxalyl chloride is a relatively clean source for chlorine atoms, 
because the only by-product is CO. It is commercially available as a liquid and does 
not require special safety measures. Oxalyl chloride can be injected into the reaction 
chamber following the procedures described in Sect. 4.3 by either direct injection 
with a syringe or by flowing dry air through a heated Pyrex glass bulb containing 
the liquid oxalyl chloride. If high energy-rich radiation is applied, the photolysis of 
organic compounds may need to be considered in the evaluation of experiments. 

4.8 Production of Ozone 

Ozone (O3) plays an important role in tropospheric chemistry. Its photolysis is the 
most important source of OH radicals (Sect. 4.5.1) and it is an oxidant for organic 
compounds (Sect. 4.5.6). Ozone can be stored at low temperature as a solid, a liquid 
or can be adsorbed; however, storing ozone is not recommended due to the difficult 
handling and serious safety issues. Therefore, gaseous ozone is directly produced 
before injecting it into the chamber.
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4.8.1 Photochemical Ozone Generation 

Ozone can be generated by using an ultraviolet lamp emitting radiation at a wave-
length of 185 nm (Fig. 4.9). Low-pressure discharge mercury lamps such as “pen ray 
Hg lamps” are often used. Their main emission line is at a wavelength of 254 nm, 
but they also emit 185 nm radiation to dissociate oxygen: 

O2 + hν → 2 O (R4.8.1) 

O + O2 → O3 (R4.8.2) 

Pure oxygen or synthetic air is flowed through a glass bulb that is illuminated by 
the lamp. The lamp can be placed outside if the bulb is made of fused quartz glass. 
Shielding of all radiation including any stray light is required for safety reasons due 
to the high potential for damages of DNA, if the radiation hits the skin of humans. 
It is highly recommended to have all parts of the system made of glass or Teflon to 
avoid rapid destruction of ozone on surfaces. 

The resulting ozone concentration highly depends on the residence time of the 
air in the photoreactive region, on the pressure, and on the lamp emission power 
and needs to be characterized for each design of a device. The maximum ozone 
production is mainly limited by the size of lamps and glass bulbs. For example, 
the device used at the EUPHORE chamber produces 23ppbv of ozone per min in a 
volume of 200m3.

Fig. 4.9 Example of a photolytic ozone generation set-up 
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4.8.2 Ozone Generation by Electrical Discharge 

Ozone can also be generated with ozone discharge generators that are commercially 
available. They provide a reproducible ozone production rate and have a high effi-
ciency so that ozone mixing ratios in the percentage range in the output gas flow 
can be achieved. They are based on dissociating oxygen in an electric field. It is 
important to use high-purity oxygen to avoid artefacts from the concurrent disso-
ciation or recombination reactions of other compounds or impurities. For example, 
using air containing nitrogen in addition to oxygen leads to the production of high 
concentrations of complex nitrogen oxides. 

Some devices use a high-voltage electric arc between two electrodes, but they are 
not recommended because particles can be released from the surfaces of the electrode 
that are flushed into the chamber together with the ozone. Instead, “silent discharge” 
or “corona” ozone generators should be used. They produce a plasma between two 
dielectric electrodes. In a corona discharge ozone generator, the electrical discharge 
takes place in an air gap within the corona cell designed specifically to split the 
oxygen molecule for the ozone production. In this air gap, a dielectric is used to 
distribute the electron flow evenly across the gap (Gibalov and Pietsche 2006). These 
generators are not only very efficient, but they are also very robust which makes their 
use convenient for simulation chamber experiments. 

Fig. 4.10 OH exposure calculated from the measured time series of the butanol concentration in 
the 8 m3 chamber at Paul Scherrer Institute during an experiment in which α-pinene is oxidized
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4.9 Using OH Radical Tracers in Simulation Experiments 

OH radical initiated chemistry is extensively used in atmospheric simulation cham-
bers to study both gas-phase chemistry and SOA formation. However, because of its 
fast reaction rates, the OH radical is present only in low concentrations making its 
direct detection difficult. Typically, Laser Induced Fluorescence (LIF), Differential 
Optical Laser Absorption Spectroscopy (DOAS) or Chemical Ionization Mass Spec-
trometers (CIMS) instruments are used to measure OH radicals in the atmosphere 
or in an atmospheric simulation chamber (Schlosser et al. 2009). However, not all 
chambers have access to such an instrument to provide a direct measure of OH radi-
cals. Therefore, having a robust method by which to infer OH radical concentration 
with typical chamber instrumentation is important to constrain processes occurring 
in the chamber and to be able to connect data obtained from atmospheric simulation 
chambers to the ambient atmosphere. Without having a measure of OH exposure, 
variations between experiments can easily be attributed to different processes when 
in reality only the formation or destruction of OH radicals have changed. This is espe-
cially necessary in cases of complex emissions where reproducibility of experiments 
can be difficult to achieve. 

One way to track the OH concentrations during an experiment is to add an addi-
tional organic compound to the chamber that has an established OH reaction rate 
and to follow its decay throughout an experiment. This method was demonstrated by 
Atkinson et al., where they calculated the yields of formation of OH radicals from 
the ozonolysis of various terpenes (Atkinson et al. 1992). Yields of OH radicals were 
inferred by monitoring the products of an OH scavenger (for example, cyclohex-
anone and cyclohexanol from the reaction of OH with cyclohexane) as measured 
by a gas chromatography coupled with a flame ionization detection (Atkinson et al. 
1992; Alam et al. 2011). 

Another method that has been applied is the use of 1,3,5-trimethyl benzene (TMB) 
as a tracer molecule of OH radicals during chamber studies (Rickard et al. 1999). 
However, a downside to using TMB is the high potential for forming SOA, making 
it non-ideal for studies aiming at studying SOA since the tracer will be incorporated 
into the aerosol. This would suggest that smaller molecules would be better tracers 
for OH reactivity because they will not form SOA or be incorporated into it. Another 
consideration when choosing a tracer comes from possible overlap with the tracer 
and an oxidation product or fragment of the desired VOC. The final consideration 
is that the OH tracer should react sufficiently slow enough to remain in the chamber 
throughout the experiment and its reactivity with OH does not significantly compete 
with the reactivity of the target compounds. 

To avoid these problems, d9-butanol has been used as an OH tracer (Atkinson et al. 
1992; Barmet et al.  2012; Stefenelli et al. 2019). This molecule does not overlap with 
other molecules or fragments, if organic compounds are detected, for example, with a 
proton-transfer mass spectrometer (PTR) because the deuteration shifts the parent ion 
to an even mass, as opposed to most molecules that have an odd mass when reacting 
with the reagent ion (H3O+ in case of the PTR instrument). Oxidation products of
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d9-butanol are small molecules that have a high vapour pressure so that they do not 
partition into the aerosol phase and thereby do not interfere in experiments, in which 
particles are investigated. 

If only one tracer is used, the OH exposure that is defined as OH concentration 
integrated over time can be determined from the measured tracer concentration: 

OH  E  xposure(t) = 
[tracer ]0−[tracer ]t 

kOH,tracer  
(4.9.1) 

kOH, tracer  is the reaction rate constant of the tracer with OH and [tracer ]0 is the 
initial tracer concentration (Fig. 4.10). 

This method can be extended by using two tracers which have a significant 
different reaction rate constants in the reaction with OH. For instance, Stefenelli et al. 
(2019) chose naphthalene as a second tracer in addition to d9-butanol. In this case, the 
OH exposure can be calculated from the ratio of the measured tracer concentrations: 

OH  E  xposure(t) = 

⎛ 

⎜ 
⎝ 
ln

(
d9butanol 

naphthalene

)

0 
− ln

(
d9butanol 

naphthalene

)

t 

kOH,butanol − kOH,naphthalene 

⎞ 

⎟ 
⎠ (4.9.2) 

If the tracers are lost by other processes than the reaction with OH during the exper-
iment such as dilution, the estimated OH exposure would be too high, if these loss 
processes are not taken into account. In this case, loss rates (kloss) of these processes 
need to be accurately known to correct measured concentration time series. An 
iterative correction procedure is, for example, described in Galloway et al. (2011): 

[tracer ]corr t = [tracer ]corr t−1 + [tracer ]t − [tracer ]t−1 + [tracer ]t−1Δtkloss  

4.10 Using OH Scavengers in Simulation Experiments 

In oxidation experiments, the coupling of different oxidants specifically in the 
production of OH radicals (Sect. 4.5) it is often challenging to disentangle the 
complexities of the chemical system in chamber experiments (Bianchi et al. 2016; 
Riva et al. 2019). For example, ozonolysis of alkenes produces OH radicals with 
yields between 0.13 and 1.15, (Rickard et al. 1999) so that the reaction of the 
organic compound with OH competes with the reaction with ozone in the exper-
iment (Atkinson et al. 1992). The reaction with OH can be suppressed, if a OH 
scavenger is additionally injected as often done in many experiments investigating 
ozonolysis reactions (Docherty and Ziemann 2003; Donahue et al. 2005; Henry and 
Donahue 2011; Henry et al. 2012; Keywood et al. 2004). The concentration of the 
radical scavenger must be sufficiently high so that the majority of the OH radicals
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(e.g. more than 99%) react with the scavenger instead other reactants in the chemical 
system: 

kOH+scavenger [scavenger ] 

kOH+scavenger [scavenger ] + kOH+reactant [reactant] 
> 0.99 (4.10.1) 

Typically, it is sufficient to calculate the amount of scavenger that is required for 
the maximum concentration of the reactant, because the OH production rate, for 
example, from the ozonolyis of the reactant is expected to decrease while the reactant 
concentration is decreasing (Fig. 4.11). In some cases, also OH production from 
product species may need to be additionally considered. 

The chemistry from the OH scavenger and from the products of its reaction with 
OH needs to be taken into account in the evaluation of experiments. It should not 
significantly interfere with the chemical system that is investigated in the experiment. 

CO is often used as scavenger in ozonolysis studies because it is unreactive to 
ozone. The reaction with OH generates HO2 and CO2: 

OH + CO + O2 → HO2 + CO2 (R4.10.2) 

Typical other OH scavenger molecules are H2, H2O2, and organic compounds 
such as alcohols, and alkanes. 

There are no organic compounds produced from the reaction of the scavenger 
with OH, if CO, H2 or H2O2 are used so that experiments are not affected by organic

Fig. 4.11 Model calculations showing the effect of the injection of 1-butanol as OH scavenger in 
an experiment, in which the ozonolysis ([O3]0 = 500 ppbv) of α-pinene (100 ppvb) is investigated, 
on the temporal evolution of the fraction of α-pinene that reacts with ozone. Without scavenger, 
the fraction of OH reaction can be as high as 45%, whereas 300 ppmv 1-butanol is sufficient to 
scavenge all OH radicals so that the reaction of α-pinene with OH is suppressed 
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compounds produced from the scavenger. However, the reaction rate constants of 
their reactions with OH is relatively low so that large concentrations of the scavenger 
are required. This can cause safety hazards, because H2 and CO are inflammable gases 
and CO is toxic. 

An interference from H2O2 can occur in experiments investigating the aerosol 
phase, because H2O2 can be taken up on particles specifically at elevated relative 
humidity. Further impact from the scavenger molecules on the experiment can be 
caused by the radicals that are produced in their reaction with OH, because they take 
part in the radical reaction system in the experiment. Depending on the production 
rate of OH, significant concentrations of peroxy radicals can be produced. 

The reaction of CO, H2 and H2O2 with OH leads to the production of HO2 

(Reaction R4.10.2) so that HO2 concentrations can be significantly higher compared 
to an experiment without scavenger (Fig. 4.12). This can shorten the lifetime of RO2 

radicals formed from the ozonolysis of organic compound due to their reaction with 
RO2 and could potentially alter the product distribution (Keywood et al. 2004). 

If an organic compound is used as OH scavenger, the impact of organic compounds 
needs to be considered. In addition, RO2 formed from the scavenger could also affect 
the chemical system by increasing the rate of radical recombination reactions. Recent 
studies have also shown that the presence of RO2 radicals formed from the scavenger 
+ OH reaction pathway can result in the formation of dimers that include RO2 

derived from the scavenger. Therefore, the scavenger may also impact the formation 
of secondary organic aerosol (McFiggans et al. 2019; Zhao et al. 2018). 

In general, it is recommended to perform sensitivity model calculations to estimate 
the impact of an OH scavenger on the results of the experiment.

a b  

Fig. 4.12 Concentrations expected from model calculations using MCM 3.3.1 for RO2 (a) and  HO2 
(b) radicals during the ozonolysis of α-pinene in a chamber experiment for a mixture of α-pinene 
(100 ppbv), O3 (500 ppbv). Model calculations are performed for different OH scavenger molecules 
(CO–30,000 ppmv, H2–2%, H2O2–500 ppmv, methanol–500 ppmv, ethanol–500 ppmv, propanol– 
500 ppmv, butanol–300 ppm, and hexane) demonstrating the effect on radical concentrations in the 
chamber experiment 
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Chapter 5 
Preparation of the Experiment: Addition 
of Particles 

Rami Alfarra, Urs Baltensperger, David M. Bell, Silvia Giulia Danelli, 
Claudia Di Biagio, Jean-François Doussin, Paola Formenti, 
Martin Gysel-Beer, Dario Massabò, Gordon McFiggans, Rob L. Modini, 
Ottmar Möhler, Paolo Prati, Harald Saathoff, and John Wenger 

Abstract Atmospheric simulation chambers are often utilized to study the physical 
properties and chemical reactivity of particles suspended in air. In this chapter, the 
various approaches employed for the addition of particles to simulation chambers are 
described in detail. Procedures for the generation of monodispersed seed aerosols, 
mineral dust, soot particles and bioaerosols are all presented using illustrative exam-
ples from chamber experiments. Technical descriptions of the methods used for the 
addition of whole emissions (gases and particles) from real-world sources such as 
wood-burning stoves, automobile engines and plants are also included, along with 
an outline of experimental approaches for investigating the atmospheric processing 
of these emissions. 

5.1 Motivation 

During the formation of secondary organic aerosol (SOA) in an atmospheric simu-
lation chamber experiment, deposition of condensable material to the walls of the 
chamber can be a significant loss term when determining yields of SOA formation 
(Zhang et al. 2014). As a result, it is now commonplace to conduct experiments with
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unreactive seeds in the chamber to compete with the surfaces of the walls for the 
condensable material. Many aerosol generators, such as atomizers (typically used in 
combination with a dryer), produce high aerosol concentrations, which are suitable 
for out-competing walls for condensable material. Such atomizers are widely used 
to produce seed aerosols with a wide variety of desired chemical composition, both 
inorganic and organic, with varying acidity/hygroscopicity and are straightforward 
in their use (see, e.g. Leskinen et al. 2015; Stirnweis et al. 2017). Inorganic seeds are 
typically preferred because they allow for easier chemical discrimination of the seed 
and the formed SOA, e.g. by an aerosol mass spectrometer (AMS). The decrease 
in the seed aerosol concentration can also be used to correct for wall losses (Zhang 
et al. 2014). 

A downside of the use of atomizers is that they produce rather broad particle size 
distributions. This results in differences in the wall loss rates for particles of different 
sizes (see Sect. 2.5), which can complicate the analysis of such experiments. Also, 
the ratio of SOA to seed aerosol mass will be different for particles of different sizes 
(Stirnweis et al. 2017). These difficulties can be overcome by using a classifier behind 
the atomizer/dryer. Such classification can be performed either based on the mobility 
diameter (differential mobility analyser; DMA), mass (aerosol particle mass analyser; 
APM) or aerodynamic diameter (aerodynamic aerosol classifier; AAC). The latter 
device is particularly useful as it delivers truly monomodal aerosol independent of 
charge distribution. All these classifiers, however, suffer from a substantial reduction 
in the aerosol concentration compared to the polydispersed aerosol. In the following, 
two techniques are described that allow for the production of higher concentrations 
of monodispersed seed aerosols. 

5.1.1 Procedure for Generation of Monodispersed Seed 
Aerosols 

Using an electrospray atomizer 

During seeded experiments, ammonium sulphate can be generated using an elec-
trospray aerosol generator (TSI-3480). Ammonium sulphate forms approximately 
spherical seed particles, which is useful when determining total water uptake based 
on an increase in mobility diameter. An electrospray aerosol generator can produce 
nearly monodisperse (geom. std. dev. σg = 1.3) aerosol particles at concentrations 
that are often only achieved for polydisperse seed samples, Fig. 5.1 (Meyer et al. 
2008).

Aerosol generation by condensation of heated gases 

Aerosol generation by condensation of heated gases has been used in experiments 
conducted at the cloud chamber at CERN (Hoyle et al. 2016). Experiments were 
performed in a well-mixed flow chamber mode, with the sample air drawn off by 
the instruments continually replaced, and the mixing ratio of any added gas-phase
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Fig. 5.1 Time series of size distributions measured inside the chamber starting with (NH4)2SO4 
seed aerosol (seed diameter of approximately 33 nm and σg = 1.3) followed by the growth due to 
photo-oxidation of α-pinene (Reused with permission from Meyer et al. (2008). Open access under 
a CC BY 3.0 license, https://creativecommons.org/licenses/by/3.0/)

species being held approximately constant. This results in a dilution lifetime of 2– 
3 h. O3 and SO2 were continually added to the chamber to maintain approximately 
constant mixing ratios, the dilution lifetime corresponds to the lifetime of the aerosol 
particles. 

Two kinds of seed aerosol were used in these experiments, pure H2SO4, and 
partially to fully neutralized ammonium sulphate aerosol. The pure H2SO4 aerosol 
was formed in an external CCN generator, which comprised a temperature-controlled 
stainless steel vessel holding a ceramic crucible filled with concentrated H2SO4.After  
heating the vessel to between 150 and 180 °C, depending on the desired characteristics 
of the aerosol population, a flow of N2 was passed through the vessel, above the 
crucible to transport the hot H2SO4 vapour into the chamber. In addition, a humidified 
flow of N2 was added to the aerosol injection line immediately downstream of the 
H2SO4 vessel, to create more reproducible size distributions. As the vapour cooled in 
the injection line, H2SO4 droplets formed. The partially or fully neutralized aerosol 
was formed by using the same aerosol generator, and injecting NH3 directly into 
the chamber, where it was taken up by the acidic aerosol. The mode diameter of the 
aerosol distribution produced by this method was approximately 65–75 nm, with a 
full width at half maximum (FWHM) of approximately 50–70 nm. 

In this set-up, the addition of sulphuric acid was stopped at the beginning of an 
experiment (to avoid the presence of particles with different ageing times. Therefore, 
the concentration decreased steadily by dilution of the chamber due to the instrument 
feed, as shown in Fig. 5.2, while the mode of the particles stayed roughly constant.

https://creativecommons.org/licenses/by/3.0/
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Fig. 5.2 The aerosol size distribution measured by the scanning mobility particle sizer (SMPS) 
attached to the total sampling line, for a specific experiment. The white line of points shows the 
mode diameter. Aerosol growth is clearly observed during the cloud periods during which SO2 was 
taken up and transformed to sulphuric acid by ozone (marked by the purple vertical bars). (Reused 
with permission from Hoyle et al. (2016). Open access under a CC BY 3.0 license, https://creativec 
ommons.org/licenses/by/3.0/) 

5.2 Mineral Dust Aerosol and Its Mineral Constituents 

5.2.1 Motivation 

Mineral dust is one of the dominant aerosol species at the regional and global scales 
and strongly affects climate via direct and indirect radiative effects and by influencing 
atmospheric chemistry (Knippertz and Stuut 2014). Chamber experiments are of high 
relevance to elucidate the properties and processes that drive the climate impacts of 
mineral dust aerosols. They mostly focus on investigations of the following: 

– physicochemical and spectral optical properties such as scattering, absorption, 
extinction cross section and complex refractive index, i.e. Linke et al. 2006; 
Wagner et al. 2012; Caponi et al. 2017; Di Biagio et al. 2017a, 2019); 

– hygroscopicity properties (Cloud Condensation Nuclei and Ice Nuclei ability; i.e. 
Czico et al. 2009; Ullrich et al. 2017); and 

– heterogeneous chemistry (i.e. Mogili et al. 2006; Chen et al. 2011). 

In chamber studies, it is important to ensure that the laboratory-generated dust is 
similar in particle size, shape and composition to ambient dust aerosols, and free of 
contamination resulting from the generation process itself.

https://creativecommons.org/licenses/by/3.0/
https://creativecommons.org/licenses/by/3.0/
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5.2.2 Generation of Dust Aerosols from Mechanical 
Agitation and Vibration Devices 

These techniques involve putting a certain amount of source soil in a sample holder 
and then shaking or vibrating it (Lafon et al. 2014;DiBiagio et al.  2017a). Mechanical 
agitation or vibration provides the source material with the kinetic energy required 
for breaking the aggregates it contains and to generate dust aerosols which are similar 
to natural emissions. The mode of energy transfer for these generators is solid–solid 
given that the aerosols are generated from the abrasion or fracture caused when grains 
of the source material collide with each other and with the dust holder walls. This is 
the technique used recently by Utry et al. (2015), Caponi et al. (2017) and Di Biagio 
et al. (2014, 2017a, 2019) to study the spectral optical properties of mineral dust 
aerosols. 

Experimental procedure 

To apply the dust generation protocol described below, it is necessary to use a mechan-
ical shaker or vibrating plate that can be regulated in frequency and amplitude. A 
glass sample holder with two connections (i.e. conical glass flask-type glass vacuum 
flask), one for the input of an inert particle-free gas and one for the dust output flow, is 
required. External connections are needed, i.e. from the gas supplier (gas bottle) to the 
sample holder (Teflon tubing) and from the sample holder to the chamber. It is recom-
mended that the tubing connecting the sample holder to the chamber is of conductive 
silicone material to minimize particle loss by electrostatic deposition. There is no 
specific recommendation for the diameter of the tubing and connections for dust 
output. A general requirement is that the chamber is equipped with a ventilation 
system to help the aerosols to remain in suspension, in particular, the super-micron 
(heaviest) component. The vertical air flux from the ventilation system also allows to 
homogenize the distribution of the aerosol population within the chamber volume. 

Soil preparation 

Prior to aerosol generation, the source soil has to be: 

– Dry sieved: Source soils can be used in a more or less undisturbed state as they exist 
in nature or they can be sieved before aerosol generation. Although soil sieving 
is not deemed to be essential, almost all previous studies using this generation 
technique have sieved the soils. In order to mimic the generation process and 
properties of the dust aerosols as they are in nature, a good recommendation is to 
sieve the soil samples at 1000 μm in order to take into account only the fraction 
susceptible to erosion, so as to eliminate any non-erodable grains (Lafon et al. 
2014; Di Biagio et al. 2017a). 

– Dried: water vapour from the soil sample is usually removed to maximize its 
emission capacity, i.e. to reproduce soil conditions in source dry arid areas. To 
do so, samples can be heated at more than 100 °C in the oven, held in samples 
under vacuum, or alternatively, they can be put in a vessel partly filled with silica
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gel for a few hours. If a sample shows a particular tendency to retain water, like 
the mineral montmorillonite, the drying process can require repeated heating and 
pumping cycles over a few hours or overnight pumping under vacuum conditions 
in order to better remove residual water (Mogili et al. 2007). 

Material preparation 

The sample holder is cleaned and dried prior to use. The cleaning procedure may 
include rinsing with deionized water, 15 min of sonication, and drying under a laminar 
flow hood. 

The silicon tubes and connections used in the system can be flushed with high-
speed air to remove residual dust. If needed metallic connections can be additionally 
rinsed with deionized water, followed by 15 min of sonication and drying under a 
laminar flow hood. 

Aerosol generation and injection 

The step-by-step procedure for dust generation is: 

1. Place a few grams of soil in the sample holder and fix to the shaker or vibrating 
plate. The amount of soil depends on the volume of the chamber and the targeted 
mass or number concentration. 

2. One entrance of the sample holder is connected to a source of particle-free inertial 
gas (N2) while the other is left open to laboratory air. 

3. The sample holder is flushed with inertial gas for 2–3 min to eliminate gaseous 
impurities within the holder. 

4. After flushing, the sample holder is immediately connected to the chamber port 
but the valve opening into the chamber is keep closed. In this way, the sample 
holder is closed, i.e. no contamination from ambient air will occur, and the 
configuration is ready for dust injection in the chamber (it will be necessary only 
to open the valve to make the generated dust to enter the chamber volume). 

5. The shaking or vibration is activated for a few minutes. The operating frequency 
and amplitude of the shaking/vibration should be regulated depending on the 
desired number and mass concentration and size distribution of the dust. When 
the aerosol generation process is effective, it should be possible to see an ‘aerosol 
cloud’ within the sample holder. A sensitivity study based on a generation 
device using a shaking arm (Lafon et al. 2014) showed that shaking at a higher 
frequency increases the number and mass concentration of aerosol particles and 
also increases the ratio of the fine to coarse dust. This is because increasing the 
kinetic energy of the soil aggregates is known to liberate aerosols enriched in 
fine particles (Sow et al. 2009). 

6. Dust injection in the chamber is achieved by flushing the dust aerosol suspension 
with a particle-free inertial gas (N2) while continuing to shake or vibrate the soil. 
The valve between the sample holder and the chamber is opened to allow the 
aerosol to enter the chamber. The injection typically continues for a few minutes 
until the desired concentration is obtained.
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7. When the injection is finished, the valve connecting the sample holder to the 
chamber is closed and, at the same time, the inertial flow is stopped. 

Example of mineral dust aerosol generation 

A picture of the system used in Di Biagio et al. (2014, 2017a, 2019) and Caponi et al. 
(2017) to generate dust in the 4.2 m3 CESAM chamber is shown in Fig. 5.3. These 
studies used 15 g of soil sample sieved at 1000 μm and dried at 100 °C for about 
1 h in an oven. The soil was put in a 500 ml glass vacuum flask and the vessel was 
flushed with N2 at 10 L min–1 for about 5 min to remove gaseous impurities. The 
soil was vibrated for 30 min at a frequency of 100 Hz by means of a sieve shaker 
(Retsch AS200) operated at an amplitude of 70/100. The dust suspension in the flask 
was injected into the CESAM chamber by flushing it with N2 at 10 L min–1 for about 
10–15 min. 

The CESAM chamber is equipped with a four-blade stainless steel fan located 
at the bottom of the chamber that ensures a vertical flux of approximately 10 m s–1 

and is used to achieve homogeneous conditions within the chamber volume (with a 
typical mixing time of approximately 10 min). 

Figure 5.4 shows the surface size distribution of the suspended dust measured 
10 min after injection in the CESAM chamber (Di Biagio et al. 2017a). Different 
experiments were performed with dust of various origins. Figure 5.4 shows the 
range of sizes measured in CESAM for experiments with Northern African samples 
(Tunisia, Morocco, Algeria, Libya, Mauritania, grey-shaded area) in comparison to 
field observations of the size distribution for dust close to source regions in Northern

Fig. 5.3 Picture of the 
system used in Di Biagio 
et al. (2014, 2017a, 2019) 
and Caponi et al. (2017) to  
generate mineral dust 
aerosols. The vacuum flask is 
attached to the shaker using a 
custom-made wood plate. 
The Teflon white tube 
connecting the vessel to the 
N2 gas bottle supplier and the 
black 0.64 cm silicon tube 
connecting it to the CESAM 
chamber are also visible 
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Africa as measured during AMMA (African Monsoon Multidisciplinary Analyses, 
Formenti et al. 2011), SAMUM1 (Saharan Mineral Dust Experiment, Weinzerl et al. 
2009) and FENNEC (Ryder et al. 2013). The size of the generated dust in CESAM 
at the beginning of the experiments includes both sub- and super-micron aerosols 
up to more than 20 μm in diameter and compares well with field observations. This 
suggests that the aerosol generation procedure is good at reproducing the size of 
natural dust particles measured close to the source areas. 

The dust size distribution in the chamber changes significantly over time due to 
gravitational settling. In CESAM the lifetime of dust aerosols varies with the size. 
For particles smaller than 2 μm in diameter the lifetime is >60 min, but for particles 
larger than about 10 μm in diameter, the lifetime is <10 min (Di Biagio et al. 2017a). 
The rapid decrease of the coarse mode above 5 μm is due to the much larger settling 
velocity of the bigger particles (~1 cm s–1 at 10 μm, compared to ~0.01 cm s–1 at 
1 μm). 

The range of mass concentrations obtained in CESAM during the two studies 
by Di Biagio et al. (2017a, 2019) was between 2 and 310 mg m–3 at the peak of 
the injection. The concentration decreased to less than 1 mg m–3 after 2 h due to 
the combined effects of gravitational deposition and dilution caused by instrument 
sampling. An example of the time evolution of dust mass concentration in CESAM 
is reported in Fig. 5.5 (Caponi et al. 2017).

Fig. 5.4 Surface size distribution obtained for dust aerosols from Northern Africa (Figure reused 
with permission from Di Biagio et al. (2017a). Open access under a CC BY 3.0 license, https://creati 
vecommons.org/licenses/by/3.0/). The grey-shaded area represents the range of sizes measured in 
CESAM during experiments with the different Northern African samples. Comparison of CESAM 
measurements at the peak of the injection with dust size distributions from several airborne field 
campaigns in Northern Africa is also shown. Data from field campaigns are AMMA (Formenti et al. 
2011), SAMUM-1 (Weinzierl et al. 2009) and FENNEC (Ryder et al. 2013). The shaded areas for 
each dataset correspond to the range of variability observed for the campaigns considered 

https://creativecommons.org/licenses/by/3.0/
https://creativecommons.org/licenses/by/3.0/
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Fig. 5.5 Time series of aerosol mass concentration in the CESAM chamber for two experiments 
with the same soil sample from Libya. Experiment 1 (top panel) was dedicated to the determination 
of the chemical composition by sampling on polycarbonate filters. Experiment 2 was dedicated to 
the determination of the absorption optical properties by sampling on quartz filters (Figure reused 
with permission from Caponi et al. (2017). Open access under a CC BY 3.0 license, https://creati 
vecommons.org/licenses/by/3.0/) 

Figure 5.6 shows the mineralogical composition of the dust aerosols obtained 
from X-Ray Diffraction analyses of particles collected on filters during experiments. 
The generated dust contains a wide range of silicates, calcium-rich species, feldspars 
and iron oxides, as expected for dust samples of varying origins. The proportions 
of the different minerals are also realistic compared to atmospheric dust samples, 
which are usually dominated by clays and quartz, with smaller amounts of calcite, 
dolomite, gypsum, feldspars and iron oxides (i.e. Formenti et al. 2011).

5.2.3 Generation of Dust Aerosols from Fluidization Devices 

Fluidization devices simulate the suspension of pre-existing fine particles from a solid 
surface under the effect of lifting forces or drag, a process that mostly mimics the re-
suspension of aerosol deposited on the ground at receptor sites. As a result, the particle 
size distribution of the aerosol is virtually identical to that produced when the dust 
is suspended in ambient air. These fluidization devices do not transfer mechanical

https://creativecommons.org/licenses/by/3.0/
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Fig. 5.6 Mineralogical composition for nineteen dust samples with different origins investigated 
in CESAM (Figure reused with permission from Di Biagio et al. (2017a). Open access under a CC 
BY 3.0 license, https://creativecommons.org/licenses/by/3.0/)

or kinetic energy to dust source materials and, for this reason, they are usually 
referred to as ‘resuspension chambers’. Indeed, some recent fluidization devices 
have been designed to transfer kinetic energy to source materials with consequent de-
agglomeration of soil material by the application of strong shear forces in expanding 
flows (nozzles) (Vlasenko et al. 2005; Linke et al. 2006; Mogili et al. 2006, 2007; 
Wagner et al. 2012) or by the use of high-pressure air ‘shots’ (Moosmüller et al. 
2012; Engelbrecht et al. 2016). The mode of energy transfer for these generators is 
fluid–solid given that the energy for de-aggregating the dust agglomerates is obtained 
from shearing stress. 

Experimental procedure 

Fludization systems require a powder disperser and a nozzle: the disperser feeds 
the nozzle that de-aggregates the dust agglomerates which then enter the chamber 
volume. The powder disperser can be a commercial type (as in Linke et al. 2006 or 
Wagner et al. 2012) or custom-made (as in Mogili et al. 2006, 2007). Commercial 
dispersers use a rotating belt or a brush to feed dust into the injector nozzle. A custom-
made system can be composed of a glass sample holder with two connections similar 
to the one described in 5.2.2 and a solenoid valve to put between the sample holder 
and the nozzle. External connections should be of conductive silicone tubing to 
minimize particle losses. Connections from the gas supply (gas bottle) to the powder 
disperser are also required (Teflon tubing). There is no specific recommendation for 
the diameter of the tubing and connections for dust output. A general requirement is 
that the chamber is equipped with a ventilation system to help the aerosols remain 
in suspension and to ensure their homogeneous distribution in the chamber volume. 

Soil preparation 

Prior to use for aerosol generation, the source soil has to be:

https://creativecommons.org/licenses/by/3.0/
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Dry sieved: in all previous studies involving fluidization devices, the soils were 
sieved to keep only a fraction below a certain diameter (usually below 100 μm) 
for generation. The exact size may depend on the application of the specific study 
and the desired output size distribution. For instance, Wagner et al. (2012) sieved  
soils in order to keep only the fraction in the range 20–75 μm, whereas Linke 
et al. (2006) sieve the soil at 20 μm before generation. 
Dried: after sieving the soil samples are dried by heating them at over 100 °C in 
the oven, holding them under vacuum, or putting them in a vessel partly filled 
with silica gel for a few hours. 

Material preparation 

The tubing, connections and (if used) the sample holder are cleaned and dried before 
utilization. The cleaning procedure may include flushing with high-speed air, or 
rinsing with deionized water, about 10–15 min of sonication, and drying under a 
laminar flow hood. 

Aerosol generation and injection 

The procedure to generate mineral dust aerosols depends on whether a commercial 
or custom-made disperser is used. 

When a commercial disperser is used the procedure is: 

1. Fill the disperser with the soil sample (typically a few to hundreds of grams of 
soil are required depending on the model and set-up). 

2. Activate the disperser. The movement of the belt or brush in the disperser ensures a 
small but constant and reproducible supply of powder to the nozzle. The generated 
aerosol is available at the output of the nozzle. The resulting particle number 
concentration can be adjusted by setting the feeding belt or rotating brush speed. 
Particle production can be stopped without changing the gas flow through the 
generator by stopping the belt or brush movement. 

If a custom-made disperser is used the procedure is: 

1. A certain amount of soil sample is placed in the sample holder (the amount of 
soil will depend on the desired output concentration, but typically is a few to tens 
of grams). 

2. One entrance of the sample holder is connected to a source of a particle-free 
inertial gas (N2) while the other is left open. 

3. The sample holder is flushed with the inertial gas for 2–3 min to eliminate gaseous 
impurities within the holder. 

4. The sample holder is pressurized to a high level with N2. 
5. The pulsed valve solenoid between the sample holder and the chamber is activated 

which entrains a certain amount of dispersed soil into the nozzle. The generated 
aerosol is available at the output of the nozzle. 

Other systems are conceived so that the generation is ensured only by the use of a high-
pressure air shot without the use of a nozzle (Moosmüller et al. 2012; Engelbrecht 
et al. 2016). In this case, the procedure is:
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1. Place the soil or powder sample in a sample holder. 
2. One entrance of the sample holder is connected to a source of a particle-free 

inertial gas (N2) while the other is left open. 
3. The sample holder is flushed with the inertial gas for 2–3 min to eliminate gaseous 

impurities within the holder. 

The sample holder is connected to the chamber and a pulsed high-speed jet of filtered 
air is injected. The air jet suspends part of the material and transports it into the 
chamber. 

Example of mineral dust aerosol generation 

A good example of the use of this aerosol generation method is provided by Wagner 
et al. (2012) who generated dust aerosols to study their optical properties in the NAUA 
chamber (3.7 m3). In this case, a commercial powder disperser (PALAS RGB 1000) 
was used followed by a nozzle and a cyclone system (using alternatively one or two 
stages) to cut the coarse particle size fraction. Both the disperser and the nozzle were 
operated with dry and particle-free synthetic air and the dispersion pressure of the 
nozzle was 1.5 bar. The resulting number and volume size distribution measured 
in the NAUA chamber are shown in Fig. 5.7. Because of the cyclone system, the 
particle cut-off size is around 2–3 μm in diameter (two or one stages of cyclone, 
respectively). The initial number concentration is between 860 and 6500 cm–3. 

Figure 5.8 shows the size-resolved mineralogical composition for the four dust 
samples analysed by Wagner et al. (2012). The generated dust contains similar 
proportions of minerals as the real dust and is dominated by silicates, calcium-rich 
species and iron oxides as expected for the sub-micron fraction of dust.

A custom-made disperser system was used in Mogili et al. (2006, 2007) to generate 
aerosols from single synthetic minerals to study their extinction spectra in a 0.151 
m3 environmental chamber. In their system, the mineral dust sample was put in a 
sample holder (conical glass flask) that was pressurized up to 100 psi (corresponding

Fig. 5.7 Number size distribution obtained in the NAUA chamber by cutting the dust coarse fraction 
(Figure reused with permission from Wagner et al. (2012). Open access under a CC BY 3.0 license, 
https://creativecommons.org/licenses/by/3.0/) 

https://creativecommons.org/licenses/by/3.0/
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Fig. 5.8 Size-resolved mineralogical composition for four dust samples analysed in the NAUA 
chamber (Figure reused with permission from Wagner et al. (2012). Open access under a CC BY 
3.0 license, https://creativecommons.org/licenses/by/3.0/)

to 6895 mbar) with a particle-free inert gas. A pulsed solenoid valve between the 
chamber and the sample holder was activated so that the aerosol could enter the 
chamber through a nozzle and an impactor plate assembly. The impactor cut-off the 
particles above about 2–3 μm in diameter. The number size distribution obtained in 
Mogili et al. (2007) was monomodal with diameters between 107 and 357 nm. The 
number concentration was 105–106 cm–3. 

Some other studies have used fluidization devices to generate dust aerosols or their 
mineral components (i.e. Vlasenko et al. 2005; Linke et al. 2006; Moosmüller et al. 
2012; Engelbrecht et al. 2016). In all these studies, the coarse (super-micron) dust 
fraction was cut by employing cyclones or impactors. The dust at the output of the 
nozzle or as entrained by ‘air shots’ should contain coarse mode particles; however, 
the aerosols were not added to simulation chambers and the size distribution was not 
reported. 

5.2.4 Generation of Dust Aerosols from Atomization 
of Liquid Solutions 

Atomizers are widely used for studies of dust composed of single minerals (Vlasenko 
et al. 2006; Hudson et al. 2008a, b; Laskina et al. 2012; Di Biagio et al.  2017b). 
The principal drawback of this technique is that the particle size of the generated 
aerosols is usually confined to the accumulation mode range, with the specific diam-
eter depending on the concentration of the solution, but usually limited to around 
2.5 μm (Hudson et al. 2008a, b). 

Experimental procedure 

The generation of aerosols using this approach involves the use of a commercial 
atomizer to aerosolize a suspension of dust or single minerals in ultrapure water.

https://creativecommons.org/licenses/by/3.0/
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The generated aerosol is usually passed through a commercial diffusion drier using 
inertial particle-free gas to remove water and thus dry the generated particles. Teflon 
and silicone tubing are routinely used in this aerosol generation procedure. 

Soil preparation 

Prior to use for aerosol generation, the source soil can be: 

Dry sieved: this procedure can be applied to keep only a fraction below a certain 
diameter for generation. The exact size may depend on the application of the 
specific study and the desired output size distribution. 

Material preparation 

The atomizer, tubing and connections should be cleaned and dried before use. 
The cleaning procedure may include flushing with high-speed air, or rinsing with 
deionized water, about 10–15 min of sonication, and drying under a laminar flow 
hood. 

Aerosol generation and injection 

Aerosol generation will consist of the following steps: 

1. The sample is suspended in ultrapure water and the liquid solution is placed in 
the atomizer bottle. 

2. The diffusion drier is connected at the output of the atomizer and the connections 
to the chamber are set-up. 

3. The atomizer is activated by a source of inertial gas (N2) which starts the 
aerosolization process. Aerosols enter the chamber by opening the diffusion 
drier to the chamber. 

4. The process is stopped when the desired concentration is achieved in the chamber. 

Example of mineral dust aerosol generation 

Good examples of number size distributions obtained from the atomization of clays 
and non-clays components of mineral dust are provided by Hudson et al. (2008a, b). 
A solution of the minerals in Optima water (Fisher Scientific, W7-4) was atomized 
with a commercial atomizer (TSI Inc., Model 3076). The generated aerosols were 
dried to a relative humidity of 15–20% by passing through a diffusion dryer (TSI 
Inc., Model 3062). The resulting size distribution was shown to be mostly composed 
of particles <1 μm in diameter, with the peak of the number concentration located 
between 50 and 500 nm. The size distribution was in most cases well described by 
a lognormal distribution function and examples of the parameters of the lognormal 
functions obtained in Hudson et al. (2008a) are provided in Table 5.1. Note that 
the mineral samples used in the atomized solutions were ground more or less finely 
by Hudson et al. work. Whether ground or not, the mineral could also affect the 
size of the generated aerosols. By comparison, Di Biagio et al. (2017b) (not shown) 
used unground kaolinite mineral and generated aerosols with a larger size spectrum
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Table 5.1 Parameters of the lognormal size distribution (Median Diameter, Width) estimated for 
aerosols produced by atomization of clay components of mineral dust as reported in Hudson et al. 
(2008a) 

Mineral component Median diameter, Dm (nm)a Width, wa 

Illite 153.6 ± 2.0 0.88 ± 0.01 
Kaolinite 409.6 ± 55.3 0.59 ± 0.02 
Montmorillonite 208.8 ± 12.4 1.26 ± 0.09 
aThe lognormal function is defined here as y = A exp  (−ln(D/Dm)/width)2) 

extended to the supermicron range (0.05 M solution, TSI atomizer model 3075, 
coupled with a diffusion drier TSI model 3062) 

5.3 Preparation of Soot Particles for Chamber Experiments 

5.3.1 Motivation 

Soot and black carbon aerosol particles are often used as synonyms. However, this 
is incorrect. Black carbon (BC) is an important fraction of the carbonaceous aerosol 
and is characterized by its strong absorption of visible light and by its resistance 
to chemical transformation (Petzold et al. 2013). In the ambient atmosphere, it is 
formed by any incomplete combustion (e.g. gasoline or diesel exhaust, wood and 
coal combustion). These BC particles typically consist of agglomerates of primary 
spheres, which are then coated by primary organic aerosol (POA) that is co-emitted 
during the combustion process and condenses on the agglomerates during the cooling 
of the exhaust. According to the exact definition, ‘soot’ includes both the BC core 
material and the POA; however, it is often also used for the BC material alone. Due 
to the strong light absorption of black carbon, it exerts the second strongest positive 
radiative forcing after CO2. Despite its climatic importance, its radiative forcing is 
subject to a high degree of uncertainty. This is due partly not only to high uncertainties 
in the emission inventories but also to large variability in the mass absorption cross 
section (MAC). In addition, the potential of BC to act as ice nucleating particles (INP) 
is still under debate. Finally, BC is associated with negative health effects. Sufficient 
evidence has been found for an association between daily outdoor concentrations of 
black carbon and mortality, although the causal links have not yet been established. 
For these reasons, it is important to develop a better method for BC characterization 
in order to reduce the uncertainties related to climate impact and health effects. 
Chamber experiments are useful tools for BC characterization, studies of the effects 
of atmospheric ageing as well as its climate and health impacts.
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5.3.2 General Approach 

In these experiments, it is important to produce BC samples that are as representative 
as possible for the source/process under study. Some experiments use emissions from 
various combustion processes, such as wood combustion or car exhaust (see also 
Sect. 5.5 on whole emissions from real-world sources). Other experiments use lab-
scale burners that produce well-controlled flames to simulate real-world combustion 
sources. A third type of experiment uses commercial soot samples such as AquaDAG, 
fullerene soot or Cab-O-Jet which are nebulized and introduced into the chamber. 
All three procedures are described below. 

When real combustion samples are used, the soot particles do not exist of pure 
black carbon, but are typically coated with POA. The ratio of POA to BC as well as 
the properties of the BC material itself (size of the primary spherules and agglomerate 
size) can vary strongly with the combustion conditions (e.g. diesel soot emissions 
during idling or high load; flaming and smoldering conditions). Concerning the latter, 
Ward and Hardy (1991) define the flaming and smoldering conditions according to 
the modified combustion efficiency, MCE = CO2/(CO + CO2). Specifically, MCE 
> 0.9 is identified as flaming conditions, while MCE < 0.85 is identified as smol-
dering conditions. The actual conditions of the combustion process must therefore 
be described in detail for reproducible results. 

The most commonly used commercial burners for simulating the production of 
BC are the various different miniCAST burners (Jing Ltd., Zollikofen, Switzerland, 
www.sootgenerator.com), as well as the recently introduced miniature inverted flame 
soot generator (Argonaut Scientific, Edmonton, Canada). The fuel and gas flow rates 
in the latest versions of these burners can be adjusted precisely to produce soot parti-
cles of different sizes, concentrations and compositions (i.e. with different ratios of 
elemental carbon, EC, to organic carbon, OC). The latest prototype miniCAST burner 
(model 5201) is able to produce polydisperse soot aerosols with high EC/OC ratios 
over a wide range of geometric mean diameters (~50–170 nm; (Ess and Vasilatou 
2019)). The Argonaut inverted burner produces polydisperse soot aerosols that peak 
at slightly larger diameters, up to 270 nm (Kazemimanesh et al. 2019; Moallemi et al. 
2019). It is also possible to use such lab-scale burners to produce soot aerosols with 
high fractions of ‘organic carbon’. However, the operating conditions of these burners 
need to be chosen carefully to make the produced organic carbon representative of 
POA formed in engine exhaust (Moore et al. 2014). 

When AquaDAG, fullerene soot or Cab-O-Jet samples are used, the batch number 
has to be specifically noted, as the properties can vary with different batches. Further 
details about the properties of AquaDAG and fullerene soot particles can be found 
in Baumgardner et al. (2012), while the properties of Cab-O-Jet particles have been 
reported by Zangmeister et al. (2019). 

Many properties of BC particles vary with the mixing state, i.e. if particles are 
internally or externally mixed with other aerosol components. An example of exter-
nally mixed particles is a mixture of pure BC particles and ammonium sulphate 
particles. At not-too-high concentrations, the coagulation rate is relatively low, such

http://www.sootgenerator.com
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that the external mixture can be sustained for a few hours. An example of inter-
nally mixed particles are BC particles that are coated with secondary organic aerosol 
(SOA) from a gaseous precursor such as α-pinene. In this case, care has to be taken 
to keep the concentration of the condensable SOA species sufficiently low to prevent 
new particle formation, which would result in a combination of external and internal 
mixtures. 

Quantitative determination of the BC concentration is a highly challenging task. 
Often, absorption measurements are used, however, to retrieve a BC mass concen-
tration the MAC value needs to be known, which can vary substantially depending 
on the source of the BC and its mixing state. They are therefore not treated here. EC 
measurements are based on quartz filter samples which undergo thermal treatment 
with a special protocol where the separation between EC and OC is based on their 
different volatility and refractoriness. During the heating step, some OC can pyrolyse 
at high temperature and produce extra EC, which is known as charring. This posi-
tive bias can be dealt with by correction for the attenuation of a laser signal by the 
extra BC, where a thermal optical reflectance (TOR) and a thermal optical transmit-
tance (TOT) are used. In Europe, the so-called EUSAAR_2 method is mostly used 
(Cavalli et al. 2010). An intercomparison has shown differences by up to a factor of 2 
between these different thermal protocols (Chiappini et al. 2014; Wu et al.  2016). In 
addition, the limited time resolution of this method limits its application in chamber 
experiments. 

Laser-induced incandescence (LII) has been shown to be a promising technique 
for the determination of refractory black carbon (rBC). The single particle soot 
photometer (SP2, Droplet Measurement Technologies, CO, USA) facilitates not 
only the measurement of the mass equivalent diameter of the rBC core but also 
the coating thickness of non-BC material on a single particle level (Laborde et al. 
2013). Moreover, instruments applying a pulsed LII system are available. However, 
these instruments have mostly been used in the analysis of undiluted combustion 
aerosols, due to their higher detection limit, and have only recently been used in 
atmospheric applications. 

Since no standards for rBC concentrations are available, calibration of the SP2 
is best done with an aerosol particle mass analyser (APM). Using this approach, 
fullerene soot particles are first mass-selected followed by their rBC mass determi-
nation with an SP2. This technique has been shown to provide calibration curves that 
match the response of the SP2 to BC from diesel exhaust (Laborde et al. 2012a). The 
SP2 is a single-particle instrument capable of measuring at very high time resolu-
tion, which makes it a useful technique for detecting rapidly changing processes in 
chamber experiments. The main limitation of the technique is its limited detection 
range in terms of particle size (BC cores with individual masses between ~ 0.5 and 
200 fg, which corresponds to mass equivalent diameters between ~ 80 and 600 nm 
assuming a BC material density of 1.8 g cm−3). This means, for example, that the 
SP2 is unable to detect small BC particles freshly emitted in diesel exhaust. In addi-
tion, at high number concentrations reported by the SP2 can be biased low due to 
particle coincidence in the instrument. Further details regarding the advantages and 
limitations of both SP2 and EC/OC measurements can be found in Pileci et al. (2021).
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5.3.3 Procedure for Addition of Soot Particles 

While several slightly different procedures have successfully been applied (see exam-
ples below), it is important to rapidly dilute the exhaust (as it also occurs in the 
ambient atmosphere), to avoid excessive coagulation at the high concentrations of 
the undiluted exhaust. To reproduce the same mixture of BC and POA as in the 
ambient atmosphere, the transfer into the chamber has to be performed via a heated 
line. If only the BC fraction is to be investigated the POA fraction can in principle 
be eliminated by a thermal denuder or catalytic stripper. However, it has been shown 
that a catalytic stripper operated at 350 °C and a residence time of 0.35 s is not able 
to completely eliminate all the non-refractory aerosol (Yuan et al. 2021). 

Experiments with real combustion samples have been performed in various cham-
bers. In the PSI chamber, the ageing of emissions from flaming and smoldering-
dominated wood fires has been investigated in different residential stoves, across a 
wide range of ageing temperatures and emission loads (Bruns et al. 2015; Stefenelli 
et al. 2019, and references therein). At the ILMARI chamber, different anthropogenic 
emission sources (small-scale heaters, stoves and boilers, multifuel grate combus-
tion reactor, passenger cars with varying fuel and after-treatment technology) have 
been used (see e.g. Tiitta et al. 2016). Evolution of straw biomass burning emissions 
was investigated in the Leipzig Biomass Burning Facility (LBBF). Experiments 
on the night-time chemical ageing of residential wood combustion emissions have 
been conducted at the ICE-FORTH environmental chamber and combustion chamber 
facilities. The NCAS-UMAN aerosol chamber has been coupled to a light-duty diesel 
engine. The combination of the collapsible 18 m3 chamber design, a high flow rate 
clean air source (3 m3min−1) and a three-way valve enabled controlled amounts of 
the exhaust to be injected in the chamber allowing for a wide range of dilution ratios 
to be achieved (Pereira et al. 2018). These studies have enabled a focus on both 
the characterization of POA and the formed SOA during ageing as well as on BC 
mixing-state and optical properties. 

While an extensive campaign was performed on BC at the AIDA chamber in 1999 
with the participation of several EUROCHAMP partners (see Saathoff et al. 2003, 
and the whole corresponding special issue of that journal), only few studies focusing 
on BC were performed in the chambers of the EUROCHAMP community in more 
recent years. Soot emissions from a diesel engine test bench, holding a EURO-5 with 
a 2.0 L series Volkswagen diesel engine was used in an intercomparison study at the 
AIDA chamber involving six SP2 instruments, each from different research groups 
(Laborde et al. 2012b). It was shown that the accuracy of the SP2 mass concentration 
measurement depends on the calibration material chosen. In 2019, a Transnational 
Activity at the PSI chamber with 12 scientists from 10 different institutions was 
carried out, with the goal to improve reproducibility of rBC measurements using 
the LII technique. In these experiments, airborne AquaDAG and fullerene soot (FS) 
were generated by nebulizing aqueous dispersions (Collison type nebulizer; PSI 
home-made) followed by drying (using a silica gel-based diffusion dryer) before 
being injected into a steel cylinder (75 L), which served as buffer volume and, if
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needed, for particle mixing. In addition, emissions from a diesel-operated, Euro 4 
passenger vehicle without particle filter (Opel Combo 1.3 CDTI) were also used as 
BC test aerosols. The vehicle was operated only under idling conditions, and the 
emissions passed through a heated sampling line and dilution system before entering 
the chamber. 

The NCAS-UMAN chamber hosted a Transnational Activity at the end of 2019, 
where a group of scientists from five European and North American institutions 
quantified the ability of a range of measurement techniques, including LII, to quan-
tify rBC from three different sources. The research also examined the reliability 
of these measurements in the presence of absorbing and non-absorbing secondary 
organic aerosol coatings. Black carbon particles were introduced into the chamber 
from the following sources: (i) light-duty diesel engine (1.9 L, VW), (ii) nebulized 
AquaDAG and (iii) the miniature inverted flame soot generator (Argonaut Scientific, 
Edmonton, Canada). In one configuration of the experiments, a Catalytic Stripper 
(CS015; Catalytic Instruments GmbH) was used upstream of the instruments to 
remove the semi-volatile fraction for solid particle studies. A second configuration 
used a combination of a Dekati ejector dilutor, a catalytic stripper and purafil to 
introduce bare black carbon particles into the Manchester aerosol chamber before 
coating them with absorbing or non-absorbing SOA material for studies of BC optical 
properties. 

BC particles of different O/C ratios were generated with a CAST burner, diluted 
and dried before injecting it into the AIDA simulation chamber for studying ice 
nucleation on flame soot (Möhler et al. 2005a). Information on the potential variation 
of OC and EC content of these soot particles is given by Schnaiter et al. (2006) and 
Haller et al. (2019), (Fig. 5.9). 

Crawford et al. (2011) studied the heterogeneous ice nucleation on soot with 
different organic carbon content and with coatings of sulphuric acid. At the AIDA

Fig. 5.9 Combustion aerosol standard (CAST) burner for generating soot aerosol particles with 
different organic carbon content, depending on the C/O-ratio of the propane/ synthetic air mixture 
(Figure rearranged with permission from Haller et al. (2019). Open access under a CC BY 4.0 
license, https://creativecommons.org/licenses/by/4.0/) 

https://creativecommons.org/licenses/by/4.0/
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simulation chamber, a graphite spark generator (GfG 1000, Palas) was also used to 
generate model soot particles for aerosol dynamic studies (Saathoff et al. 2003) and 
ice nucleation studies with and without sulphuric acid coatings (Möhler et al. 2005b). 
Furthermore, different diesel engines on test stands were used to generate soot for the 
AIDA chamber, typically connected to the chamber via a denuder system optionally 
removing humidity, VOCs and NOx (Saathoff et al. 2003). 

It is important to note that, despite recent instrumental developments, there are 
still considerable uncertainties in the determination of rBC or EC. Pileci et al. (2021) 
reported systematic discrepancies of up to ~±50% for the sites investigated. Potential 
reasons for discrepancies are as follows: a source-specific SP2 response, the possible 
presence of an additional mode of small BC cores below the lower detection limit 
of the SP2, differences in the upper cut-off of the SP2 and the inlet line for the 
EC sampling, or various uncertainties and interferences from co-emitted species in 
the EC mass measurement. The lack of a traceable reference method or reference 
aerosols combined with uncertainties in both of the methods make it impossible to 
clearly quantify the sources of discrepancies or to attribute them to one or the other 
method, and further research is clearly warranted. 

5.4 Bioaerosols 

5.4.1 Motivation 

Bioaerosols or Primary Biological Aerosol Particles (PBAP) such as pollen, fungal 
spores and bacteria can affect human health and influence the earth’s climate (Després 
et al. 2012). Among PBAP, bacteria have a crucial role (Bowers et al. 2011). Bacterial 
viability, including the capability of pathogens to survive in aerosol and maintain 
their pathogenic potential, depends on the interaction between bacteria and the other 
organic and inorganic constituents in the atmospheric medium. The interactions of 
PBAP with other atmospheric constituents such as ozone, nitrogen oxides, volatile 
organic compounds, became a new, interesting topic of atmospheric science (Amato 
et al. 2015; Brotto et al. 2015; Massabò et al. 2018). 

Atmospheric simulation chambers can provide information on the biological 
component of atmospheric aerosol and the interaction between bioaerosol and atmo-
spheric conditions. Systematic experiments carried out by chambers give the oppor-
tunity to explore bioaerosol behaviour under controlled conditions. The viability of 
bacteria when they are dispersed in atmosphere can also be investigated, along with 
their correlation to air quality (Brotto et al. 2015; Massabò et al. 2018). The impact 
of bacteria on ice nucleation (Amato et al. 2015) is potentially important for climate 
and could also be relevant for spores, fungi and pollen too.
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5.4.2 Generation of Bioaerosols from Liquid Solution 

Bioaerosol studies require generators that can provide high particle concentrations 
with minimal damage to microorganisms. The production of a stable and viable 
bioaerosol is the first important element for bioaerosol research in a laboratory setting. 

Currently, pneumatic nebulizers, such as collison devices, are probably the most 
frequently used in bioaerosol research (Alsved et al. 2019). The collison nebulizer 
can not only produce high concentrations of aerosol but can also cause damage 
to microorganisms due to recirculation of the cell suspension (Zhen et al. 2014). In 
recent years, several new generators have been designed for bioaerosol research, with 
the goal of minimizing the damage to microorganisms. Examples are the Blaustein 
Atomizing Modules (BLAM) and the Sparging Liquid Aerosol Generator (SLAG), 
both from CH TECHNOLOGIES (Thomas et al. 2011; Zhen et al. 2014). The BLAM 
unit is an improvement of the pneumatic nebulization without liquid recirculation, 
aiming to reduce the damage to bacterial culturability and structural integrity. The 
SLAG is a single-pass bubbling generator designed for low air pressure aerosolization 
of sensitive and delicate microorganisms: it implements the concept of bursting 
bubbles to aerosolize particles. 

It is recommended to carry out all procedures in a biosafety cabinet or similar struc-
ture to ensure operator safety and to avoid contamination of the sample. According 
to the biosafety level of the microorganism or spore used, all necessary precau-
tions have to be taken in order to protect the operator (attention to leaks in case of 
over-pressurizing the chamber). It is suggested to limit the experimental research 
to microorganisms with biosafety levels 1 and 2. Furthermore, the chamber must be 
equipped with a sterilization system such as germicidal UV lamps, in order to sterilize 
the entire volume before and after use. On a practical note, one essential requirement 
is that the chamber has a ventilation system to homogenize the distribution of the 
aerosol inside the volume and to help the aerosols to remain in suspension. 

General procedure 

The following equipment are required for the bioaerosol generation protocol 
described below: 

• Teflon tube for the connection between the compressed air source and the 
nebulizers (typically ¼'' OD tube). 

• Mass flow controller to manage the airflow. 
• A syringe containing the solution to be sprayed. 
• Silicon tube with Luer-lock connection to connect the syringe to the liquid inlet 

of BLAM or SLAG atomizer. 
• A precision pump to feed the BLAM and SLAG atomizer. 

It is important to note that each atomizer runs with a different pressure range and 
aerosolization flow rate. Each nebulizer must have its own adapter, to connect it to 
the chamber via a gate valve.
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The procedure for operating a collision nebulizer is: 

1. Connect the collision nebulizer to a source of clean, compressed air (i.e. a cylinder 
of dry air) with a Teflon tube, Fig. 5.10. The pressure range is 1–6 bar, which 
corresponds, for a 1-jet model, to an airflow rate from 2 to 7 lpm. It is recom-
mended to use a mass flow meter or a precision pressure gauge to regulate the 
desired flow. 

2. Position the bacteria suspension directly in the glass jar with the liquid level 
covering the nozzle no more than 1 cm (May 1973; Brotto et al. 2015). When 
the airflow is switched on, nebulization occurs immediately. 

The procedure for operating a BLAM is: 

1. Use a ¼'' OD tube to connect the compressed air line to the inlet of the BLAM. 
Use appropriate pressure and flow controllers to regulate the airflow, Fig. 5.11. 
The operating air pressure range is from 1 to 6 bar which gives a resulting air 
flow rate between 1 and 4 lpm.

2. Fill the jar with about 20–30 ml of test solution, taking care not to fill the jar 
excessively. The solution serves only as a soft impaction surface for the aerosol 
and will not be used for atomization.

Fig. 5.10 Schematic diagram of Collison nebulizer. Figure extracted from the nebulizer manual 
by CH Technologies. Collision Nebulizer—User’s Manual. Westwood, NJ, USA. https://chtechusa. 
com/products_tag_lg_collison-nebulizer.php 

https://chtechusa.com/products_tag_lg_collison-nebulizer.php
https://chtechusa.com/products_tag_lg_collison-nebulizer.php
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Fig. 5.11 Schematic diagram of BLAM nebulizer. Figure extracted from CH Technologies. 
Blaustein Atomizer (BLAM) Multi-Jet Model–User’s Manual. Westwood, NJ, USA. https://cht 
echusa.com/products_tag_lg_blaustein-atomizing-modules-blam.php 

3. Use a silicon tube to connect the liquid feed port on the nozzle to the liquid feed 
bulkhead on the lid. Put the bacteria solution in a syringe and use a precision 
pump for feeding the BLAM (Liquid Feed Rate: 0.1–6 ml/min). When the liquid 
reaches the liquid feed port of the BLAM, turn on the compressed air supply to 
the device. 

4. Using a mass flow controller, adjust the airflow to about 2 lpm. If a higher output 
is needed, increase first the upstream pressure of the compressed air line and then 
increase airflow rate to the atomizer (Massabò et al. 2018). 

5. To stop aerosol generation, turn off the air supply to the BLAM and stop operation 
of the precision pump. 

The procedure for operating a SLAG is: 

1. Using the air pressure control instrument and a mass flow controller upstream of 
the SLAG, set the desired air pressure and airflow rate, Fig. 5.12. The standard 
SLAG model operates between 2 and 6 lpm depending on the input air pressure.

2. Use a precision pump to provide the desired liquid from a syringe filled with the 
bacteria solution. Use a silicon tube for the connection between the syringe and 
the SLAG liquid input. The optimal liquid flow rate should be such that there is 
all the time a thin layer of liquid on the diffusor disc surface. 

3. Turn on air supply to the SLAG and in quick sequence turn on the precision 
pump. 

4. To stop aerosol generation, simply turn off air supply to the SLAG. At the same 
time, stop operation of the precision pump.

https://chtechusa.com/products_tag_lg_blaustein-atomizing-modules-blam.php
https://chtechusa.com/products_tag_lg_blaustein-atomizing-modules-blam.php
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Fig. 5.12 Schematic 
diagram of SLAG nebulizer. 
Figure extracted from CH 
Technologies. Sparging 
Liquid Aerosol Generator 
(SLAG)—User’s Manual. 
Westwood, NJ, USA. https:// 
chtechusa.com/products_ 
tag_lg_sparging-liquid-aer 
osol-slag.php

Typically, the injection time to have 107–108 CFU inside the chamber is a few 
minutes for all nebulizers, depending on the airflow, the liquid feed rate and the 
desired volume to be injected. A typical value used with the BLAM and SLAG 
during chamber experiments is 2 ml of solution sprayed (Massabò et al. 2018). A 
particle counter is required to follow the injection inside the chamber. Although, 
it should be emphasized that if the microorganisms are suspended in physiological 
solution, the particle counter will mainly count the salt particles produced during the 
nebulization. When the injection is finished, the valve connecting the nebulizer to the 
chamber is closed and at the same time, the airflow and the liquid feed are stopped. 

Example of bioaerosol generation 

Gram-negative bacteria Escherichia coli (ATCC® 25,922™) and the Gram-positive 
Bacillus subtilis (ATCC® 6633™) were selected as test bacterial species in 
ChAMBRe (Chamber for Aerosol Modelling and Bioaerosol Research, www.lab 
fisa.ge.infn.it). These organisms are often used in bioaerosol research as standard 
test bacteria (Lee et al. 2002). Prior to experiments, both the strains are cultivated 
on Tryptic Soy Broth (TSB) until the mid-exponential phase (Optical Density at λ 
= 600 nm around 0.5) and then the bacteria are centrifuged at 4000 g for 10 min. 
Afterwards, bacteria are resuspended in a sterile physiological solution (NaCl 0.9%) 
to prepare a bacterial solution of approximately 107 CFU/ml as verified by standard

https://chtechusa.com/products_tag_lg_sparging-liquid-aerosol-slag.php
https://chtechusa.com/products_tag_lg_sparging-liquid-aerosol-slag.php
https://chtechusa.com/products_tag_lg_sparging-liquid-aerosol-slag.php
https://chtechusa.com/products_tag_lg_sparging-liquid-aerosol-slag.php
http://www.labfisa.ge.infn.it
http://www.labfisa.ge.infn.it
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dilution plating. From this solution, 2 ml is injected inside the chamber through a 
flanged connection (Massabò et al. 2018). Since there are few literature available 
on the efficiency of nebulization of BLAM and SLAG with respect to the most 
used Collison nebulizer, these injection systems have been extensively character-
ized with typical bacterial suspensions (Danelli et al. 2021). Different airflows were 
tested, using a mass flow controller (Bronkhorst, model F201C-FA), to obtain the 
best nebulization conditions, in terms of the maximum number of viable aerosolized 
bacteria at the nebulizer outlet. Sampling has been carried out directly from the 
output of the nebulizer, through a flanged connection, using an impinging system 
(liquid impinger by Aquaria srl) filled with 20 mL of sterile physiological solution 
and operating a constant airflow of 12.5 lpm. The number of cultivable cells inside the 
liquid impinger was then determined as CFUs, by standard dilution plating: 100 μL 
of six-fold serial dilutions of the solution was spread on an agar non-selective culture 
medium (trypticase soy agar, TSA), and incubated at 37 °C for 24 h before the CFU 
counting. Results are still to be published but, at least with Escherichia coli (ATCC® 

25,922™), the nebulization efficiency turned out to be well reproducible and in the 
range of 1% for both the atomizers, with a typical ratio of 3:1 in favor of the BLAM 
at a fixed inlet airflow (Danelli et al. 2021). At ChAMBRe, considering the range of 
inlet air flows for the two devices, the typical figure for the ratio between the CFU 
on Petri dishes (diameter: 10 cm) placed inside the camber to collect the bacteria by 
a gravitational settling and the injected CFU of E. coli (ATCC® 25,922™), is 10–5 

and 10–6, for BLAM and SLAG, respectively (Danelli et al. 2021). 
The injection procedure for bacteria could be updated by adding a real-time 

monitor of the bioaerosol concentration inside the chamber volume, like the Wide-
band Integrated Bioaerosol Sensor (WIBS, University of Hertfordshire, Hertford-
shire, UK, now licensed to Droplet Measurement Technologies, Longmont, CO, 
USA). Furthermore, even if the sequence of operations is well assessed, the need 
remains to tune each step to the specific bacteria strain under study. Finally, a similar 
but possibly different approach has to be developed for the injection of spores, fungi 
or pollens. 

5.4.3 Experimental Protocols for Studies on Fungal Spores 

Fungal spores are ubiquitous components of air in both indoor and outdoor envi-
ronments. They can act as nuclei for water droplets and ice crystals, thereby poten-
tially affecting climate and the hydrological cycle (Fröhlich-Nowoisky et al. 2009). 
Moreover, fungal spores in the respirable fine particle fraction (<3 μm), can impact 
human health by triggering allergic reactions or causing infectious diseases (Kurup 
et al. 2000). Measurements of airborne fungal spores are typically performed offline 
following sampling and collection onto a range of substrates. However, recent devel-
opments in this area have seen the introduction of instruments, such as the Waveband 
Integrated Bioaerosol Sensor (WIBS), for online measurements of PBAP (Healy et al. 
2012a).
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General procedure 

Methods for the addition of various fungal spores to a small (2 m3) FEP Teflon 
chamber and use of the WIBS for online characterization of the BPAP have been 
developed by the University College Cork (Healy et al. 2012b). The general exper-
imental set-up used for testing the addition of PBAP to the FEP Teflon chamber 
consists of a commercially available small-scale powder disperser (SSPD, Model 
3433, TSI Inc.), a condensation particle counter (CPC, Model 3010, TSI Inc.) and 
a Waveband Integrated Bioaerosol Sensor (WIBS, Model 4), Fig. 5.13. All instru-
ments were connected to the chamber using conductive tubing to minimize particle 
deposition. The first step in all experiments was to ensure that the chamber was 
cleaned and flushed with dry purified air (Zander KMA 75). The cleanliness of the 
chamber was checked using the CPC and deemed to be ‘clean’ if particle number 
concentrations were in the range of 0–50 cm−3. The relative humidity in the chamber 
was increased to 50–60% by gently heating a glass impinger of distilled water in a 
flow of purified air. The operating temperature in the chamber was in the range 
293–295 K. Aerosolization of fungal spores was achieved using the SSPD. Fungal 
spores were gently brushed onto the surface of a pre-cleaned membrane (Nuclepore 
Polycarbonate, Whatman) which was subsequently attached to the rotating turntable 
in the SSPD. Dry purified air (Zander KMA 75) was used to flush the aerosolized 
spores into the chamber.

Prior to entering the WIBS, the aerosolized fungal spores were diluted at a ratio 
of 20:1 to safeguard against saturation of the detectors during a sample run. This 
was achieved using an aerosol diluter (Model 3433, TSI Inc.) and a flow rate of 
4.8 l/min generated by supplementing the internal pump of the WIBS (2.4 l/min) 
with an auxiliary pump controlled by a flow meter, also at 2.4 l/min. The WIBS 
uses a 635 nm diode laser to detect particles, accompanied by two pulsed xenon 
UV excitation sources (280 and 370 nm) and three fluorescence detector channels 
(FL1, FL2 and FL3) which operate over different wavelength ranges (Healy et al. 
2012b). The excitation and emission wavelengths are selected to optimize detection 
of the biological molecules tryptophan and nicotine adenine dinucleotide, NAD(P)H. 
Ultimately, for each particle, an excitation–emission matrix is recorded along with 
a measurement of particle size and an index of particle asymmetry, which is used to 
imply particle shape. 

Example of fungal spore aerosolization 

The general approach outlined above was used to aerosolize the following 
fungal spores: Cladosporium cladosporioides, Cladosporium herbarum, Alternaria 
notatum, Pencillium notatum and Aspergillus fumigatus (Healy et al. 2012a, b). In 
general, all of the fungal spore samples gave higher number concentrations in the 
FL1 channel (Fig. 5.14), suggesting that this may be the best channel for searching 
for fungal spores in an ambient air. The only exception was for Aspergillus fumigatus, 
which showed similar number concentrations in the same size range for all three fluo-
rescence channels. This observation could provide a basis for distinguishing between 
Aspergillus fumigatus and other fungal spores.
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Fig. 5.13 A schematic diagram of the experimental set-up used for the introduction of fungal spores 
to the FEP Teflon chamber (Healy et al. 2012b)

Fig. 5.14 Particle number-size distribution profile for each type of fungal spore measured by the 
WIBS using fluorescent channels FL1 adapted from Healy et al, 2012b 

Two of the spore types—Pencillium notatum and Aspergillus fumigatus—showed 
very similar profiles in all three channels. Pencillium notatum has by far the broadest 
size distribution and is the only spore type that reaches the sub-micron range. 
Aspergillus fumigatus particles are not only observed above 2.5 μm but also have 
a size distribution that stretches out to 12 μm. These results are in good agreement
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with the aerodynamic diameters previously reported for these fungal spore types 
(Baron and Kulkarni 2005). The other fungal spore types show broad distributions 
in the FL2 and FL3 channels ranging from ca. 3–12 μm, but in the FL1 channel, a 
pronounced peak at around 2 μm was observed for both Cladosporium cladospo-
rioides and Cladosporium herbarum. This feature indicates the clear importance of 
tryptophan in these fungal species and may prove to be another useful distinguishing 
feature when analysing field data. 

The lifetime of the BPAP in the chamber was also investigated in these tests. In all 
cases, particle number concentrations were found to depend strongly on particle size, 
resulting in lifetimes ranging from 10 min for larger particles (up to 10 μm) to 3 h 
for some of the smaller Pencillium notatum spores. However, these measurements 
were subject to a high degree of variability and it is likely that electrostatic effects 
associated with the FEP Teflon chamber play an important role in influencing particle 
deposition rates (Wang et al. 2018). 

5.5 Whole Emissions (Gases and Particles) 
from Real-World Sources 

5.5.1 Motivation 

Due to the importance of volatile organic compounds (VOCs) for atmospheric 
chemistry and gaps remaining in process-level understanding, both anthropogenic 
(AVOCs) and biogenic VOCs (BVOCs) and their oxidation processes are the subjects 
of continuous research. Atmospheric evolution of both AVOCs and BVOCs is 
often studied using mixtures of standard compounds that are meant to represent 
typical compounds from each source. In reality, AVOCs and BVOCs are emitted 
as complex mixtures and the detailed composition depends greatly on the source. 
Hence, to increase the realism and relevance of the atmospheric simulation chamber 
studies, measurements using real anthropogenic and biogenic sources are needed. 
This section will outline the best practices and methodology for coupling whole emis-
sions from combustion sources and biogenic sources with the atmospheric simulation 
chamber. 

5.5.2 Combustion Sources 

One difficulty when using real combustion sources is the complexity of varying 
emission sources, which includes a complicated mixture of VOCs, oxidants (e.g. 
high concentrations of NOx), sulphur oxides, CO and CO2 and water vapour. The 
concentration of different constituents in the emissions is highly dependent on a 
number of parameters (e.g. combustion source, operating conditions, type of fuel,
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etc.). Further complicating matters, the oxidation conditions, VOC-to-NOx ratios, 
primary particle concentration to VOC concentration are not easily controllable. In 
ideal experiments, each of these parameters may be carefully chosen and injected into 
the chamber. For example, when SOA yields are studied, it is necessary to consider 
the primary particle concentration in a set of experiments because they will act as seed 
particles, Fig. 5.15. When using emissions from a real-world source both particulate 
emissions and gaseous concentrations will vary, making it difficult to prepare a 
chamber study for a specific source in a reproducible way. As a result, setting a 
precise ratio between the initial particle concentration and different concentrations 
of gaseous compounds is difficult. 

Wood combustion 

In wood combustion studies, the feeding time of the exhaust can be varied so that the 
desired concentrations in the simulation chamber are achieved. Since the emission 
characteristics in batch combustion of wood may change remarkably during evolution 
of the combustion process, the exhaust feeding period must be designed accordingly. 
For example, in one set of experiments carried out in the ILMARI facility (Tiitta 
et al. 2016) the study design was to cover the following phases of the sequential 
batches of wood logs; ‘cold ignition’, flaming combustion, residual char burning and 
‘hot ignition’. In the experiments, a middle-European type modern chimney stove 
(model: Aduro 9.3) fired with dry spruce logs was used as the emission source, and 
the first batch of wood logs (2.5 kg) was ignited from the top by using sticks of 
the same wood (0.25 kg) as kindling, and combusted until the residual char burning 
phase (for 35 min). The sequential batch of wood logs was then ignited by adding 
the batch on top of the glowing char residue. In this set of experiments, the whole 
first batch from ‘cold start’ was injected into the chamber, but it is also possible to 
inject emissions from any of the above-mentioned burning phases or several of them, 
depending on the desired aerosol to be studied. 

In experiments utilizing pellet boiler emissions with a continuous burning process, 
a variable feeding time can be used to achieve the desired particle concentration. It is

Fig. 5.15 SOA yield as a 
function of seed surface area 
using either ammonium 
sulphate seed or 
pellet-burning primary 
aerosol as a seed 
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recommended that the pellet boiler is operated at its nominal load for at least one hour 
before injection in order to let the combustion process and emission characteristics 
stabilize, unless ‘cold start’ burning is to be studied. In pellet boilers, different kinds 
of pellets from different woods can be burned by simply loading them into the boiler. 
Typical wood pellet boilers utilize a device that automatically loads pellets into the 
fire at a prescribed rate, as shown in Heringa et al. (2012). 

The choice of wood stove can depend on the objectives of the study. For instance, 
in the PSI chamber, three wood stoves were used to probe the formation of SOA 
from wood combustion (Stefenelli et al. 2019). In this study, 2–3 kg of beech wood 
was loading into the selected stove and the fire was started with a mixture of paraffin 
and wood shavings. Flaming and smouldering phases of the fire were investigated. 
Typically for the smouldering phase the fire was allowed to proceed and the air intake 
reduced to cool the fire, which transitioned into a smouldering burning phase coupled 
with a white smoke exhaust. To generate a continuous flaming phase the stove was 
operated in a high airflow mode to keep flames visible. The emissions were injected 
into the atmospheric simulation chamber after passing them through a Dekati ejector 
dilution stage, which dilutes the emissions with purified air at a ratio of 10:1. A final 
dilution ratio of 100–200:1 was achieved in the chamber. The lines from the stove and 
the Dekati ejector were all heated to 150 °C to ensure all emissions were injected into 
the chamber and limit the losses of semi-volatiles and intermediate volatility species. 
After the emissions were injected, several minutes (5–20 min.) were allowed for the 
contents of the chamber to equilibrate. 

Vehicles and engines 

In vehicle emission studies, a variety of engine conditions can be probed depending 
on the equipment available in each facility. These studies can range from vehicle 
idling, constant speeds (torque or power), or simulated driving conditions. The studies 
that are possible depend on the availability and type of a dynamometer. If driving 
cycles cannot be performed at simulation chamber facilities, portable chambers or 
dynamometers can be temporarily installed, as described by Platt et al. (2013, 2017). 

Engines mounted in a test rig can be used in chamber studies. As mentioned 
above, the types of experiments will depend on the capability of the test rig and can 
be conducted using constant or varying engine operation parameters. Here follows the 
description of a general protocol for coupling the emissions from various engines to 
atmospheric simulation chambers, adapted from Platt et al. (2013, 2017), and Pereira 
et al. (2018). 

An example experimental set-up from the University of Manchester is provided 
in Fig. 5.16. The warm-up time of the engine depends significantly on the type 
of emissions to be studied (cold start, constant operational conditions, or standard 
driving cycles). For instance, if cold start experiments are the aim of the study then 
there will be no significant preparation of the engine. Injections of cold start emissions 
into the atmospheric simulation chamber must occur on a very fast time scale, within 
the first 60 s of starting the engine. This time scale ensures the engine and after-
treatment systems are not sufficiently warm and will capture most of the VOCs that 
are emitted. On the other hand, if constant conditions or driving cycles are desired
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then a warm-up time will be necessary and this will vary according to engine type. 
However, in general, the warm-up time to reach a steady temperature in the engine 
is ~10 min. After the warm-up time has lapsed, the emissions can be injected into 
the chamber for as long as required, depending on the aim of the study. 

Depending on the study design, the emission can be diluted before injecting it 
into the chamber, or the emission can be injected directly into the chamber. The 
latter procedure can be used in cases where rapid changes in driving or combustion 
conditions take place (e.g. standard driving cycles), however, it is not exclusively 
used in these circumstances (see Platt et al. 2017). In typical chamber experiments 
with combustion exhaust in ILMARI, the sample is diluted in a two-stage dilution 
system with purified air at room temperature (Fig. 5.17), and the total dilution ratio 
(DR) is determined by measuring the CO2 concentration in the raw emission and in 
the chamber. One requirement is that the sample transport line before the dilution 
system is heated to 150–250 °C, depending on the temperature at the sampling point. 
It is also recommended that the sample transport line between the first and second 
diluter is heated to approximately 80–120 °C in order to avoid condensation and 
thermophoretic sample losses.

If the emission is injected directly into the chamber, the best practice procedures 
for the transfer of engine emissions into a reaction chamber include: 

– Use of a high flow (0.1–3 m3 min−1) of clean air to mix and dilute the engine 
emissions into the chamber at ambient temperature. 

– Introduction of raw exhaust emissions directly into the chamber while cooling 
and diluting into clean air, which closely represents combustion emissions in the 
atmosphere.

Fig. 5.16 Schematic of engine injection set-up at the University of Manchester 



194 R. Alfarra et al.

Fig. 5.17 Schematic of the dilution system at the ILMARI chamber used to inject complex emis-
sions from an engine into the chamber. The emissions first pass through a heated cyclone to remove 
large particulates, then through a heated sampling line to a porous diluter to dilute the emission 
by up to a factor of 10. The diluted emissions pass through a second dilution stage and into the 
chamber at high flow rates (~0.1–3 m3 min−1). Figure by Olli Sippula, UEF

To verify that the gas phase emissions have been effectively transferred to the atmo-
spheric simulation chamber, a comparison of the emissions directly from the source 
engine should be compared to the gas phase concentrations in the chamber. This 
can be accomplished by comparing the normalized CO2 concentrations to other rele-
vant measured VOCs and total hydrocarbons. For instance, in Platt et al. (2013), the 
emissions of all relevant gas phase species, including total hydrocarbons, were within 
20% of their values directly emitted by the source, thus confirming the effectiveness 
of the transfer process. 

Photochemical ageing experiments on combustion emissions 

The current procedure for performing ageing experiments on a combination of 
exhaust emissions and single precursors in ILMARI is (Kari et al. 2017): 

1. Injection of combustion exhaust, either from a single source or from two sources 
(simultaneous injection). 

2. Injection of O3 to convert NO to NO2, thus enabling a faster start for the 
photochemistry. 

3. Injection of precursor VOC and tracer (e.g. butanol-d9). 
4. Injection of oxidant or its precursor (HONO or H2O2 for OH, or O3). 
5. Injection of propene or NO2, in order to adjust the VOC-to-NOx ratio, if needed. 
6. Allow time for stabilization of the injected compounds. 
7. Turn the lights on. 

The VOC-to-NOx ratio depends greatly on the type of sources. For example, in diesel 
engine exhaust, the VOC-to-NOx ratio is typically very low, while in gasoline engine 
exhaust, the VOC-to-NOx ratio is often in the atmospherically relevant range, which 
enables branching of the different reaction pathways occurring in the atmosphere. The 
critical values for VOC-to-NOx ratio ranging between 3 and 15 have been suggested 
for the point of 50:50 branching of the reaction pathways (Hoyle et al. 2011, and 
references therein). The desired VOC-to-NOx ratio can be increased by injecting 
propene or decreased by injecting NO2. It must be noted that if the VOC-to-NOx 

ratio is very low, photochemical oxidation of VOCs is very slow, because the OH 
produced in the chamber is consumed by NO2.
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When several emission sources are used, the best practice is to inject the emissions 
simultaneously, if possible. Simultaneous feeding has been regarded as the best 
practice in ILMARI because the injection time from a single emission source is 
relatively long (e.g. 50 min), depending on the desired concentration in the chamber. If 
the emissions are injected sequentially, the first injected emissions could already start 
transforming during the injection of the second (and later) emission(s). In ILMARI 
the simultaneous feeding practice has been used in experiments with emissions from 
a diesel engine and wood-burning stove. 

5.5.3 Plant Emissions 

Due to the importance of biogenic volatile organic compounds (BVOC) for atmo-
spheric chemistry (Guenther 2002) and the large remaining gaps in process-level 
understanding, BVOC are a subject of continuous research. One concern with inves-
tigations of BVOC and their impact on atmospheric chemistry arises from the fact 
that under natural conditions BVOCs are emitted as complex mixtures, whereas 
many simulation chamber experiments use single BVOC or simple combinations 
of BVOC to explore atmospheric chemistry processes. The use of direct emissions 
from plants is a way of progressing towards more realistic experimental simulations. 
To improve our understanding on the influence of BVOC emissions on atmospheric 
processes it is important to be able to study the complex plant emissions from different 
species under a large variety of different conditions ranging from normal to extreme 
conditions for the plants. Since BVOC emissions are significantly different between 
different plant species and can vary significantly with environmental conditions, it is 
important to have stable environments for the enclosed plants. It is also important to 
ensure a quantitative and reproducible mechanism for transferring emissions into the 
simulation chamber so that the complex mixtures and the emission patterns remain 
unchanged. 

Experimental procedure 

The addition of real plant emissions into the atmospheric simulation chamber 
SAPHIR is achieved by coupling SAPHIR with a PLant chamber Unit for Simulation 
(PLUS) (Hohaus et al. 2016), Fig. 5.18.

The number of trees needed to reach sufficiently high concentrations in a simu-
lation chamber depends on the volume of the chamber and concentration levels at 
which users want to work. For experiments to be conducted at atmospheric concen-
trations of organic compounds in SAPHIR, six trees placed in a sea container beneath 
the chamber are sufficient. In order to avoid that interactions of the atmosphere with 
soil influence, the mixture of trace gases that is transferred, the canopies of the trees 
need to be housed in one Teflon bag (the gas exchange volume), in which emis-
sions of the plants are released. To maximize the transfer and to avoid possible 
specific compound losses all surfaces inside the gas exchange volume should be 
chemically inert. In the Jülich chambers, all transfer lines and surfaces are either
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Fig. 5.18 Schematic of the PLUS plant container as an example of a plant chamber acting as a 
source for realistic tree emissions. The green lines show the inflow of synthetic air and other gases 
into PLUS (PLUS inlet) and the red line are the outflows of PLUS to either instrumentation (PLUS 
outlet), SAPHIR or the atmosphere (Figure reused with permission from Hohaus et al. (2016). Open 
access under a CC BY 3.0 license, https://creativecommons.org/licenses/by/3.0)

made of PFA or have a PFA cover. Also, all cables and connectors inside the gas 
exchange volume are Teflon-covered. Operation of the plant chamber as a turbu-
lently mixed continuous flow-through reactor is recommended to ensure a homoge-
neous mixture of plant emissions. Environmental conditions such as light, air and 
soil humidity, CO2 concentrations and temperature in the plant chamber need to be 
controlled and possibly varied to represent normal or more extreme (e.g. drought) 
environmental conditions. Tree emissions can be transported using a high flow of air 
(up to 30 m3/h for the SAPHIR chamber) in order to reach representative concen-
trations of organic compounds. It is recommended that the ingoing and outgoing 
flows are continuously monitored to access potential leakage and the outgoing flow 
is measured contactless with an ultra-sonic flowmeter. Plant conditions and their 
emissions are recommended to be continuously monitored inside the gas exchange 
volume by measuring the temperature of the leaves, CO2 and water vapour by cavity 
ring-down spectroscopy (for example, using a CRDS, Picarro, Model G2301, intsru-
ment) and emission strength and patterns by, for example, gas chromatography–mass 
spectrometry (GC–MS) and/or proton reaction mass spectrometry (PTR-MS).

https://creativecommons.org/licenses/by/3.0
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The transfer of organic compounds has been proven to be quantitative by using 
best practice procedures: 

– Use of inert surfaces for the transfer line (PFA). 
– Use of a high flow (up to 30 m3/h) to minimize the residence time in the transfer 

line (order of seconds) compared to the residence time of air in the plant chamber 
(10–50 min). 

– Monitoring of the transfer flow rate by an ultra-sonic flowmeter that measures the 
flow without contact with the air. 

Protocol for transfer efficiency and installation and preparation of the plants 

The transfer efficiency of the complete system can be tested using gas standards. 
As an example, the gas standard used for tests at SAPHIR consisted of acetone, 
isoprene, α-pinene, nopinone and methyl salicylate (MeSa) in N2 (99,999% purity). 
The compounds should be chosen to represent typical BVOC emissions (isoprene, α-
pinene, MeSa), while also possessing a significant variety in molecular mass, boiling 
point and solubility in water (see Table 5.2). 

The transfer efficiencies between inlet and outlet of the plant chamber and between 
the plant chamber outlet and simulation chamber inlet can be determined by the ratio 
of the measured VOC and CO2 concentration divided by the calculated concentration. 
Throughout the experiment, the CO2 can be used as an inert tracer. Relative humidity 
inside the plant chamber should be varied between 25 and 100% in order to determine 
any humidity effect on the transmission efficiency. Results of the transfer efficiency 
as measured for the Jülich chamber are shown in Fig. 5.19. No significant difference 
in the transfer efficiencies for different VOC can be observed, indicating that within 
the range of vapour pressure and polarity investigated, the VOC mixtures emitted 
from trees enclosed in the gas exchange volume are transferred to SAPHIR without 
changes to the relative composition of the VOC mixture. Transfer is furthermore 
independent of relative humidity in the range of 25%–100% for both transfer between 
PLUS inlet and outlet and transfer between PLUS and SAPHIR. VOC mixtures were 
shown to be quantitatively transferred to SAPHIR, ensuring the emission pattern 
remains unchanged.

Table 5.2 Summary of physical and chemical properties of VOC (acetone, isoprene, α-pinene, 
nopinone, and methyl salicylate) used in gas standard for transfer efficiency characterization as an 
example for a suitable mixture of species for testing the transfer efficiency 

VOC Molecular formula Molar mass Boiling point (K) 

Acetone C3H6O 58 329.3 

Isoprene C5H8 68 307 

α-pinene C10H16 136 430 

Nopinone C9H14O 138 482.15 

Methyl salicylate C8H8O3 152 495.2–496.5 
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Fig. 5.19 Example of a test on the transfer efficiency between plant chamber and simulation 
chamber giving measured/calculated averaged mixing ratios of VOC gas standard compounds. 
The upper panel shows the transfer efficiency between the Jülich PLUS inlet and PLUS outlet. 
Lower panel shows the transfer efficiency between PLUS outlet and the SAPHIR chamber. Error 
bars shown are the standard deviation (NPLUS = 18, NSAPHIR = 37) (Figure reused with permis-
sion from Hohaus et al. (2016). Open access under a CC BY 3.0 license, https://creativecommons. 
org/licenses/by/3.0) 

Coupling of the plant chamber with the simulation chamber for transfer of BVOC 
emitted from trees can be achieved by either continuously transferring air from PLUS 
to SAPHIR or by a short-pulsed coupling (time scale several minutes to hours). For 
example, Fig. 5.20 displays the temporal evolution of monoterpenes emitted from 
six Quercus ilex trees during transfer of emissions into the SAPHIR chamber. The 
efficiency of the transfer can be checked by calculating the expected concentration 
in the simulation chamber from the measured concentrations of organic compounds 
in the plant chamber and the transfer flow. Apart from the very beginning of the 
experiment, where calculated concentration of monoterpenes exceeds the observed 
value, this calculation confirms the high transfer efficiency for the SAPHIR chamber.

Plants should be installed at least 48 h before the start of experiments to allow for 
the trees to adjust to the new environment. Also, possible changes in the emissions 
due to damage of leaves or branches during installation need this time to return to 
normal. Respiration rate, transpiration rate and emission pattern should be monitored. 
The emission strength of plants is temperature-dependent. This can be tested by

https://creativecommons.org/licenses/by/3.0
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Fig. 5.20 Illustration of monoterpene transfer from PLUS to SAPHIR when continuously coupling 
the chambers with a flow of 30 m3/h. Yellow shaded areas indicate time periods and intensity of 
light in the plant chamber, green shaded area indicates coupling of PLUS to SAPHIR (Figure reused 
with permission from Hohaus et al. (2016). Open access under a CC BY 3.0 license, https://creati 
vecommons.org/licenses/by/3.0)

measuring the sum of monoterpenes with a PTR-MS for different types of trees (oak 
and birch) inside the plant chamber. The emission strengths can be also fitted to a 
parameterization developed by Guenther et al. (1993) as a consistency check. For 
the SAPHIR chamber, this resulted in a good description for several tested trees, 
Fig. 5.21.

https://creativecommons.org/licenses/by/3.0
https://creativecommons.org/licenses/by/3.0
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Fig. 5.21 Relative monoterpene emission strength for two types of oak (Quercus ilex, Quercus 
robur) and a birch (Betula pendula) with changing temperature of the Jülich plant chamber (Figure 
reused with permission from Hohaus et al. (2016). Open access under a CC BY 3.0 license, https:// 
creativecommons.org/licenses/by/3.0) 
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Chapter 6 
Sampling for Offline Analysis 

Esther Borrás, Hartmut Herrmann, Markus Kalberer, Amalia Muñoz, 
Anke Mutzel, Teresa Vera, and John Wenger 

Abstract The detailed chemical characterization of gas and particle phase species is 
essential for interpreting the results of atmospheric simulation chamber experiments. 
Although the application of online techniques has advanced significantly over the 
last two decades, offline analytical methods such as GC–MS and LC–MS are still 
frequently used. In this chapter, the approaches commonly employed for gas and 
particle sampling prior to subsequent offline analysis are described in detail. Methods 
involving the use of cartridges, canisters, bags and sorbent tubes for gas sampling are 
described with the support of examples reported in the literature. Technical descrip-
tions related to the application of different types of filters, inertial classifiers and 
particle-into-liquid samplers for the collection of particles are also provided. 

Although online techniques to characterize gas and particle phase chemical composi-
tion from chamber experiments have advanced significantly over the last two decades, 
offline analytical methods are still frequently used. 

One main reason for the continued use of offline chemical analysis for charac-
terizing gas and particle composition is the possibility to use a wide range of tech-
niques and instruments which are not suitable for continuous-flow sample analysis. 
Chromatography and mass spectrometry methods are frequently used to analyse the 
particle and gas composition in chamber experiments with unprecedented molecular
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detail and accuracy. While methods typically require non-continuous samples, fast 
chromatographic methods are available to perform analysis cycles with a few minutes 
of time resolution, which is often enough to capture important time trends in chamber 
experiments. On the other hand, a number of powerful analytical techniques such as 
NMR (nuclear magnetic resonance) spectroscopy or ESR (electron spin resonance) 
spectroscopy can only be used with offline samples. 

In addition to the greater choice of analytical techniques available for offline 
analysis, they are often also less expensive compared to online techniques either due 
to the exclusive use of many online instruments for atmospheric analysis applications 
or the possibility to share offline techniques with other users. 

New analytical methods for particle or gas-phase characterization are often estab-
lished as offline techniques to assess their suitability and sensitivity in chamber 
experiments, before online instruments are developed. One example is the methods 
to quantify the oxidative potential of particles, which were originally developed using 
offline analysis, but have recently been adapted to create dedicated online instruments 
(e.g. Wragg et al. 2016; Puthussery et al. 2018). 

This chapter contains detailed descriptions of procedures commonly used for gas 
and particle sampling prior to subsequent offline analysis. 

6.1 Gas-Phase Sampling 

Gas-phase sampling is routinely performed for offline analysis of volatile organic 
compounds (VOCs). The choice of air sampling method depends on the volatility 
and polarity range of the target VOCs (Woolfenden 2010a, b). During sampling, 
it is very important to know the airflow rate as it enables the exact volume of air 
collected to be determined. The flow rate must be kept constant in order to obtain 
reliable measurements. There are different ways of doing this, with the most common 
methods involving a critical orifice (a restrictor placed in the sampling line that is 
equivalent to a certain flow rate) or the use of a mass flow controller. 

Another issue that has to be considered when an offline sample is collected is the 
tubing material (Deming et al. 2019). Deming and co-workers have studied different 
tubing materials, classified as absorbent (such as PFA, FEP Teflon and PTFE among 
others) or adsorbent (such as electropolished steel, glass or silonite among others). 
In studies of the absorbent materials, PEEK, PTFE and conductive PTFE demon-
strated a higher retention capability (longer delays) than PFA and FEP Teflon prob-
ably because both materials have shorter polymer chain lengths and increased chain 
entanglements compared with PTFE. Therefore, Deming et al. (2019) recommend 
the use of PFA or FEP Teflon for collecting air samples of VOCs. On the other hand, 
measurements made using adsorptive, metal-like, tubing materials were strongly 
affected by humidity, with the longest measured delay times found for aluminium 
tubing and aluminium tubing treated with hexavalent chromate. Besides humidity, 
the measured tubing delay also depends on the VOC concentration and researchers 
are advised to condition the sampling lines in order to reduce memory effects and
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delays. If adsorbent tubing must be used, it is recommended that the relative humidity 
is maintained above 20%. The best tubing adsorbent materials are conductive PFA 
tubing and Silonite. However, even though it was not studied, Deming et al. (2019) 
recommended the use of conductive FEP Teflon instead of conductive PFA since it 
can combine good gas and particle transmission at nearly half the price. It should 
be noted that further studies are needed to improve our knowledge of the role of 
different tubing materials for different types of functionalized organic compounds, 
concentration and other parameters (temperature and relative humidity) during air 
sampling. 

6.1.1 Cartridge Sampling 

A range of different cartridges containing solid sorbents are used to collect VOCs 
in simulation chamber experiments and used for subsequent analysis in LC, LC– 
MS, GC and GC–MS. Cartridge sampling is an active sampling technique and it is 
important that the airflow rate and sampling duration are known. In order to prevent 
breakthrough, an estimation of the expected concentration of target compounds is 
recommended. In some cases, two cartridges or solid sorbents can be connected in 
series to determine the extent of breakthrough. 

DNPH-silica cartridges 

DNPH-silica cartridges trap aldehydes and ketones in air by allowing them to react 
with 2,4-dinitrophenylhydrazine (DNPH) in the cartridge to form stable hydrazone 
derivatives. The methodology is based on US EPA Methods TO-11A and TO-5 (US 
EPA 2022) which have been updated in order to analyse samples by LC–MS. The 
derivatization reaction (Fig. 6.1) takes place during sample collection. The derivatives 
are later eluted and analysed.

The US EPA recommends using pre-coated silica DNPH cartridges. However, 
users can coat the cartridges themselves following the instructions detailed in Method 
TO-11A. Among the advantages of using pre-coated DNPH cartridges is the lower 
and more consistent background concentration of carbonyls. The main disadvantage 
of the pre-coated cartridges is the price and the fact that they are discarded after 
use. C18 cartridges coated with acidic DNPH solution can also be utilized. However, 
there are very few references using this sampling methodology. 

The main manufacturers of DNPH-Silica coated cartridges are Waters and Sigma-
Aldrich. Both cartridges are very similar, Fig. 6.2 (Tejada 1986; Winberry et al. 1990; 
Sirju and Shepson 1995).

Ozone has been shown to interfere with the analysis of carbonyl compounds in 
air samples that have been drawn through cartridges containing silica coated with 
2,4-dinitrophenylhydrazine (Tejada 1986, Arnts  1989). Ozone Scrubber cartridges 
are designed to remove this ozone interference, while scrubber stainless steel coils 
filled with KI can be used too. These disposable devices are intended for use in series 
with the DNPH-Silica cartridges. Each Ozone Scrubber cartridge contains granular
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Fig. 6.1 Derivatization of carbonyl compounds by reaction with 2,4-dinitrophenylhydrazine 
(DNPH) to form stable hydrazones (DNPH-derivatives)

Fig. 6.2 DNPH silica coated cartridges: a LpDNPH S10L from Sigma-Aldrich; b Sep-Pak DNPH-
silica cartridge from Waters; c a photograph of a DNPH cartridge. © EUPHORE

potassium iodide. When air containing ozone is drawn through this packed bed, 
iodide is oxidized to iodine, consuming the ozone. The purity of acetonitrile used 
for eluting the samples is very important since it can affect the carbonyl background 
level in the cartridge.
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Fig. 6.3 C18 cartridge, © EUPHORE 

C18 cartridges 

C18 is an octadecylsilane-bonded silica sorbent with the surface passivated by non-
polar paraffinic groups which make it hydrophobic and relatively inert. Due to these 
properties, C18 is regularly used as an adsorbent trap for trace organics in envi-
ronmental samples. C18 cartridges can be used for a wider group of compounds, 
although tests have to be made before (Fig. 6.3). 

Sampling procedure for DNPH-silica and C18 cartridges 

• Measurement of the sampling airflow at the beginning and the end of the sampling 
period. Flow rate should be between 1 and 2 L/min. 

• Connection of the cartridge in the Teflon sampling line with the thinner end in 
the upper position (most of the cartridges are bidirectional, however, read the 
instructions from the manufacturer). 

• Connection of the Luer end at the pump using silicone tubing. 
• Usually, 30 min of sampling at 1 L/min is sufficient when working at ppb level. 

If the expected concentrations are lower, the sampling time could be longer. 
• When using DNPH-silica cartridges, if the ozone concentration is 70 ppb or higher, 

an ozone scrubber has to be connected to prevent artefacts. 
• When sampling is completed, the cartridge has to be removed, capped, labelled 

and stored at 4 °C in dark conditions. Samples have to be analysed as soon as 
possible (storage time is set by the manufacturer). 

• To quantify both carbonyl and VOC compounds, external calibrations must be 
performed. 

Examples of applications in the literature 

Small DNPH-coated C18 cartridges have been successfully used for the sampling 
of carbonyls in air since the 1990s (Druzik et al. 1990; Sirju and Shepson 1995). 
The recovery of carbonyls by cartridge elution is typically over 95% efficient and
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analysis has generally been performed using liquid chromatography. This technique 
has been widely used in the fields of atmospheric chemistry, indoor and outdoor air 
quality research. 

Application of the cartridge sampling technique to a simulation chamber 
study was demonstrated by Brombacher et al. (2001), who collected 
air samples during experiments on the OH radical-initiated oxidation of 
cis-3-acetyl-2,2-dimethylcyclobutylethanal (pinonal) and cis-3-acetyl-2,2-
dimethylcyclobutylcarbaldehyde (nor-pinonal). High-performance liquid chro-
matography combined with ion trap mass spectrometry (online HPLC-MSn) was  
used to identify carbonyl oxidation products at the picogram level. 

6.1.2 Canister Sampling 

Canisters can be used to collect gaseous compounds during chamber studies for 
subsequent offline analysis by GC or GC–MS. This approach is most appropriate for 
highly volatile, non-polar compounds (Cardin and Noad 2018) and typically involves 
the use of evacuated stainless steel canisters with electro-polished inner surfaces, 
called SUMMA canisters. These canisters are widely used for sampling VOCs in 
ambient air (US EPA Methods TO-14A and TO-15, US EPA 2022) and have been 
tested on a range of volatile species, including aliphatic and aromatic hydrocarbons, 
as well as chlorinated compounds (Sin et al. 2001). Canisters offer the following 
advantages; a sampling pump is not needed, problems associated with collection 
efficiency and analyte recovery when using sorbents and filters are avoided, repeat 
injections or dilutions can be made during analysis. 

Samples are collected by opening an evacuated stainless steel canister to the air. 
Prior to analysis, the canisters are pressurized using nitrogen and aliquots of the air 
sample are withdrawn, cryofocused and analysed. The canister volume can vary from 
400 mL to several litres. Most compounds are stable in canister samples for around 
30 days and in some cases up to 4 months (Sin et al. 2001). Canisters can be re-used 
after a cleaning process. 

Air samples are collected through a sampling orifice which can either be a simple 
open/close set-up or pressure regulated to allow for sampling times of a few minutes 
at a desired flow rate. 

Sampling begins immediately, and is completed when the pressure inside the 
canister is equal to the atmospheric pressure on the outside, or when the sampling 
orifice is detached from the canister. In some cases, a sampling orifice with regulator 
is attached to the inlet of the canister, and a length of inert tubing leading from 
the chamber is connected to the inlet of the orifice. A flow controller can also be 
connected to the canister. Small samples can be collected by attaching a sampling 
orifice to the inlet of a MiniCan. 

Canisters are recommended for sampling VOCs up to approximately C12 and 
permanent gases. As explained above, air may be collected as grab samples (instan-
taneous fill) or time-integrated samples (using a flow controller or a critical orifice
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assembly). Canisters exposed to high vapour concentrations can require extensive 
cleaning post-analysis, particularly if the contaminants are polar or have a higher 
boiling point than toluene. Canister cleaning typically involves a sequence of evacu-
ations and air purges, often at elevated temperatures, followed by an analysis of zero 
air from the cleaned canister to confirm that all contamination has been removed. 

Procedure for canister sampling 

• Choose the canister (6 L canister, 2 L canister or MiniCans) appropriate for the 
desired application. 

• Holding the canister, slide back the knurled collar, remove the protective end cap 
and connect the canister tip to the sampling regulator (flow controller, critical 
orifice assembly…). 

• Insert the canister tip into the sampling regulator and release the knurled collar. 
• Sampling begins immediately, write down the initial time. 
• When sampling is complete, reverse the above steps to disengage the canister 

from the regulator and separate canister. 
• Put the protective end cap onto the canister and seal it. Label the canister with the 

information needed to identify the sample. 
• Write down the end time. 
• If the canisters are assured to be cleaned at the outset of sampling, no blank is 

needed. 
• In the laboratory, the canister is pressurized with nitrogen, and the contents are 

analysed by gas chromatography/mass spectrometry. 
• To be applicable, it is critical that the canisters are cleaned and tested to assure 

inertness. Be careful with the canister valves, do not over-tighten them. Label all 
the samples taken. 

• As a prerequisite, it is useful to have a rough idea about the expected concentrations 
in order to calculate the sampling time and volume. 

• Depending on the type of canister, a wrench might be needed, together with a 
flow controller. 

Examples of applications in the literature 

Spicer et al. (1994) studied the composition and photochemical reactivity of a turbine 
engine exhaust to establish the environmental impact of the organic compounds 
emitted from aircraft turbine engines. Authors wanted to identify and quantify the 
VOCs present in gaseous emissions from jet engines and to study the photochemical 
reactivity of those compounds. For studying the photochemical reactivity, exhaust 
fumes were introduced into two 8.5 m3 outdoor Teflon simulation chambers. Among 
all the compounds sampled and quantified, there were carbonyls (using DNPH deriva-
tization reaction), sorbent tubes filled with XAD-2 and canisters. Specially passivated 
aluminium cylinders were used for collecting air samples that were analysed by GC 
and also by GC–MS. 

Some decades after, Miracolo et al. (2011) studied the secondary organic aerosol 
(SOA) formation from photochemicalageing of aircraft exhaust in a smaller Teflon



214 E. Borrás et al.

chamber (7 m3). Despite the fact that the objective of the study was SOA formation, 
gas-phase VOCs were also collected using SUMMA canisters and analysed using 
GC–MS. In total, 94 volatile organic gases were identified and quantified. 

Wang et al. (2012) carried out a study on environmental tobacco smoke gener-
ated by adding smoke from different brands of cigarettes to a simulation chamber. 
The identified and quantified pollutants were both inorganic compounds and organic 
compounds. The test chamber was an 18.26 m3 stainless steel chamber with temper-
ature and RH maintained at 23 °C and 50%, respectively, to simulate the typical 
indoor air conditions. Air samples were collected through a sampling port to different 
samplers or analysers connected in series. Carbonyl compounds were sampled using 
DNPH-coated cartridges and VOC samples were collected using SUMMA canisters 
at 4.0–6.0 L/min, using mass flow controllers. Chemical analysis was performed by 
GC using procedures based on the US EPA Method TO-14 (US EPA 2022). 

6.1.3 Bag Sampling 

Bag sampling is a convenient and accurate means of collecting gases and vapours 
when concentrations are expected to be higher than the detection limits of common 
analytical instruments. Sampling bags are typically made of Tedlar®, FEP Teflon 
foil or other inert materials (SamplePro FlexFilm, FlexFoil). They are inexpensive, 
simple to use and available in a range of sizes, from around 0.5 L–100 L in volume. 
The bags can be reused after several cycles of cleaning with pure air or nitrogen and 
evacuating using a pump. The main disadvantage of sampling bags is that some of 
the collected chemical species may not remain stable for more than 1–3 days (Wang 
and Austin 2006; Kumar and Víden 2007; Ras et al. 2009). 

Tedlar® is the most popular material used for sampling bags because it retains the 
quality of the collected air sample and also provides the best options for storage and 
transport. Tedlar bags are generally made from polyvinyl fluoride (PVF) film, which 
has the following beneficial properties: 

• High level of inertness to a wide range of chemicals, 
• Resistant to corrosion, 
• High tensile strength and abrasion-free, 
• Low absorption rate, 
• High resistance to gas permeability and 
• High resistance to increases in temperature. 

The sampling bag has a valve fitting, which can be made of polypropylene (PP), 
polytetrafluoroethylene (PTFE or Teflon) or Stainless Steel (SS). The fittings connect 
easily to a tube for air sampling and many of them are also fitted with a silicone 
septum to allow syringe samples to be injected into the bag directly. This is a strong 
and reliable fitting system as the silicone septum acts as a barrier between the two 
parts of the bag and can also be easily detached if required.



6 Sampling for Offline Analysis 215

Procedure for bag sampling 

Usually, air sample bags are only used for short periods of time. Some of them can 
be re-used, while others are designed for single-use only. In the case of re-usable 
bags, it is very important to ensure the bag is properly cleaned to avoid contamination. 
Although taking air samples using Tedlar bags is a quite efficient and straightforward 
procedure, the following points need to be considered: 

• Do not fill the Tedlar bag completely. Only fill to about half of the bag’s total 
capacity. This helps to ensure that the container maintains an ideal temperature 
even with a change in ambient air pressure, such as while being transported in an 
airplane. 

• Although Tedlar bags are highly durable, unforeseen circumstances may result 
in leakage. The use of two bags to collect the same sample provides adequate 
back-up. 

• Ensure prompt shipping arrangements as the Tedlar bags can only hold air samples 
effectively for around 72 h. Try to ship the bag the same day as sample collection 
to ensure on-time and intact delivery of the sample. 

In order to sample with a plastic bag, a pump capable of operating at the recommended 
flow rate is required. An airflow calibrator is also needed to confirm the flow rate. 
The user has to choose between a bag with single fittings (a hose/valve for flushing 
and filling the bag and sealing it off after sampling or a syringe port with a septum 
for removing the sample for analysis) or dual-fitted bags (with separate hose/valve 
and syringe port fittings). 

When sampling directly from the air, the procedure is: 

• Attach a piece of flexible PTFE tubing to the valve on the bag. 
• Connect the other end of the tubing to the sampling pump. 
• To begin sampling, open the valve on the bag, turn on the pump and note the start 

time. 
• Gently fill the bag until it is approximately half full and close the valve securely 

before disconnecting the bag. 
• Store the bag out of direct sunlight and away from heat to prevent the contents 

from reacting or degrading. 

When collecting an air sample using an air-tight syringe, the procedure is: 

• Insert the syringe into the septum of the port on the Tedlar bag and slowly push 
the plunger in. 

• Fill until the bag is approximately half full. 
• Slowly remove the syringe from the port on the bag. 

Examples of applications in the literature 

Some literature references for the sampling of air by using plastic bags are Cariou 
and Guillot (2006), Wang and Austin (2006), Guo et al. (2007), Kumar and Víden 
(2007), Wang et al. (2012), Chang et al. (2018) among others.



216 E. Borrás et al.

6.1.4 Sorbent Tube Sampling 

Sorbent tubes are widely used for sampling gas-phase species in air. The collected 
species can be extracted from the sorbent by using a solvent or thermal desorption. 
Extraction into a solvent makes the sample amenable to chemical analysis by either 
liquid or gas chromatography. In thermal desorption, high-temperature gas streams 
are used to remove the compounds from the sorbent and inject them, often with 
cryofocusing, into an instrument, such as GC–MS for analysis. Sorbent tubes are 
generally good for sampling both polar and non-polar compounds but not suitable 
for highly volatile species. A range of materials can be used in sorbent tubes and the 
user should choose the material that is the most appropriate for the compounds of 
interest. 

Some of the key advantages of sorbent tubes are: 

• Small, portable and light weight. 
• The availability of a large selection of sorbents to match the target compounds, 

which can be polar and non-polar VOCs. If there is no commercial combination 
that matches the target compounds, it is easy to produce home-made combinations. 

• The commercial availability of thermal desorption systems to release compounds 
from the sorbent and into the analytical system. 

• The possibility of dealing with water using a combination of hydrophobic 
sorbents. 

• Sample tubes used in thermal desorption can usually be reused at least 100 times 
before the sorbent needs to be replaced. 

It is important to know the concentration range of target VOCs in the air samples, since 
the tube dimensions selected must facilitate these two essential functions without 
introducing their own practical limitations. Caution must be exercised in order to 
avoid sample breakthrough. Representative samples are obtained when the correct 
air volume and sorbent size are employed. Therefore, the total volume of sample 
collected must be known. The amount of VOCs retained on a sorbent is determined 
to a large extent by the sorbent bed length and sorbent mass. Typically, a sorbent 
tube has a length of 90 mm and an outer diameter of 6 mm, containing 0.1–1 g of 
the sorbent. 

It is very important when choosing the most appropriate sorbent to consider the 
following parameters: hydrophobicity, thermostability and loadability. For example, 
the less water is retained by the sorbent, the less interference is experienced during 
analysis. When a single sorbent is not sufficient to capture a range of target 
compounds, a combination of sorbents can be employed. 

Sorbent types 

The sorbent is placed in a glass or stainless steel tube and VOCs present in the air 
are collected onto one or more sorbent tubes using a sampling pump. The use of 
sorbent tubes for sampling VOCs in ambient air followed by thermal desorption GC 
and GC–MS has been the subject of several reviews (Woolfenden 1997, 2010a, b).
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The different kinds of sorbents that are regularly used include: 

Tenax 

Tenax tubes contain the polymer p-phenylene oxide packed in glass or stainless steel 
tubes. They are used in the US EPA Methods T-O1 and VOST for the collection 
of non-polar VOCs, as well as some polar VOCs and some lighter semi-volatile 
organics. Tenax is not suitable for organic compounds with high volatility, e.g. those 
with a vapour pressure greater than approximately 250 mbar. 

Carbon Molecular Sieves 

Carbon molecular sieves (CMS) are commercially available carbon polymers packed 
in stainless-steel sampling tubes. They contain tiny crystals of graphite that are cross-
linked to yield a microporous structure with high surface area. Tubes containing CMS 
are used in the US EPA Method TO-2 for sampling and analysis of highly volatile 
non-polar organic compounds. 

Mixed Sorbent Tubes 

Mixed sorbent tubes contain two or more types of sorbents. The advantages of each 
sorbent combine to increase the range of compounds that can be sampled. The use 
of mixed sorbent tubes can also reduce the chance of highly volatile compounds 
breaking through the sorbent media. Tenax and CMS are a good combination for a 
mixed sorbent tube as the former material efficiently collects a wide range of organic 
compounds, while the latter is effective for the species with high volatility. 

Chemically Treated Silica Gel 

Silica gel can be treated or coated with chemical species to facilitate sampling of 
specific compounds in air. One of the most widely used examples of this approach 
is the DNPH-coated silica gel cartridge used with US EPA Method TO-11. 

XAD-2 Polymer 

Amberlite® XAD-2 polymers are hydrophobic, cross-linked polystyrene copolymer 
resins used for the collection of semi-volatile polar and non-polar organic 
compounds. The XAD-2 polymer is usually packed in tubes along with polyurethane 
foam and used with US EPA Method TO-13 or the semi-VOST method. The 
compounds collected on the XAD-2 polymer are chemically extracted for analysis. 

Charcoal Cartridges 

Charcoal cartridges contain two sections for adsorbing compounds from air. The 
adsorbed compounds are usually extracted into a solvent and analysed by GC or 
GC–MS. Quantitative sample collection is demonstrated when target chemicals are 
detected on the first charcoal section but not on the second. Flow rates and sample 
volumes can be adjusted to minimize the breakthrough of compounds from the first 
to the second section. 

A summary of types, properties and most suitable target compounds for various 
sorbents for use in Method TO-17 is shown in Table 6.1.
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Procedure for sorbent tube sampling 

The main factors to consider before sampling onto sorbent tubes are: 

• Selection of the tube and sorbent packing for the sampling application (using 
Table 6.1). 

• Selection of the sampling volume, considering the breakthrough characteristics 
of the sorbents. 

• Selection of sampling time taking into account expected concentration and 
breakthrough. 

• Ensure that the tubes are properly conditioned—bear in mind that newly packed 
tubes have to be conditioned for at least 2 h at 350 °C passing at least 50 mL/min 
of pure helium carrier gas through them. After that, the tubes have to be sealed 
and stored at 4 °C until use. 

• All appropriate equipment is available—selected sorbent tubes, calibrated pump 
and flow controller, tubing to connect the tubes to the chamber and to the pump. 

• If the expected concentrations are close to the breakthrough of the first sorbent 
tube, a second tube could be connected to ensure complete collection of the target 
compounds. 

The step-by-step procedure is: 

1. Using clean gloves, remove the sorbent tube caps and attach them to the sampling 
lines. 

2. Set the flow rates of the pump using a mass flow monitor and adjust the flow rate 
to the decided value for sampling. 

3. Sample for the selected period. Recheck the sampling flow rates at the end of the 
monitoring. 

4. Make notes of all relevant sampling parameters (sampling time, flow rates, sample 
code/number/identification). 

5. Remove the sampling tubes using clean gloves, recap the tubes with their fittings, 
wrap the tubes (for example, with uncoated Al foil) and place them in a clean, 
opaque airtight container or envelope adequately labelled. 

6. Store the containers/envelopes adequately labelled in a clean, cool (4 °C) organic 
solvent-free environment until time for analysis. 

Examples of applications in the literature 

Miracolo et al. (2011) studied the aircraft exhaust fumes in a chamber using both 
online instruments and off-line sampling techniques. Tenax sorbent tubes were 
among the offline techniques used. Something similar was studied by Presto et al. 
(2011). 

Riemer et al. (1994) studied terpene and related compounds in semi-urban air, 
nevertheless the applied offline techniques are also suitable to be used in chamber 
experiments.
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Composition of SOA together with the gas phase composition has been studied 
by Nordin et al. (2013). VOC gas phase samples were collected on sorbent tubes 
filled with Tenax-TA and Carbopack-B. 

Tenax has been widely used for determining VOC composition in air monitoring 
activities. Srivastava and Devotta (2007) used this offline sampling technique to 
determine the indoor air quality of public places in India; therefore, it is suitable for 
use in chamber experiments. 

As an example of a combination of sorbents, Kuntasal et al. (2005) deter-
mined VOCs in different environments using sorbent tubes, among other sampling 
techniques. 

6.2 Particle Sampling 

The collection of particles produced during chamber experiments is routinely carried 
out for offline analysis of their chemical and physical properties. The detailed chem-
ical composition of particles produced from VOC oxidation is often studied to under-
stand SOA formation mechanisms that are used in atmospheric models and simula-
tions. Offline chemical analysis allows the identification and quantification of target 
species, as well as the determination of more general parameters such as total organic 
carbon, water-soluble organic carbon and carbon oxidation state. Physical properties 
of SOA particles, such as the UV–visible absorption, are also determined to further 
our understanding of the impacts of secondary aerosol formation and chemistry on 
radiation balance in the troposphere. 

Filter sampling, inertial classification, gravitational sedimentation, centrifugation 
and thermal precipitation are the most important techniques used to collect particles 
in different environments. For chamber investigations, filter sampling, as well as 
inertial classification, are the most important techniques. While inertial classifiers 
are often applied in field studies, their use in chamber experiments is limited due 
to the high sampling volume needed. The great advantage of inertial classifiers is 
the size segregation, which is usually not possible with standard filter sampling. In 
the following sections, filter sampling techniques as well as inertial classification in 
chamber experiments will be discussed. 

6.2.1 Filter-Based Particle Collection 

The collection of particles by filter is based on the interaction of five different 
mechanisms (Raynor et al. 2011). 

(a) Interception: particles in an air stream contact the filter surface. Relevant for 
those particles that are larger than the filter pores.
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(b) Impaction: flow direction of an air stream transporting particles changes and 
the inertia of the particles lead to collision with the surface. Most important 
for particles larger than 1 μm. Process becomes more important as the density, 
velocity and diameter of the particle increase. 

(c) Diffusion: Collision of particles with the surface due to Brownian motion. Most 
likely for particles of ≤0.1 μm. 

(d) Electrostatic attraction: electrostatic charge causes attraction between parti-
cles and filter. Charged filter can attract neutral particles and vice versa. 

(e) Sedimentation: Particles fall onto filter due to gravitational forces. Very likely 
for large particles or slow flow velocities. Only relevant for smaller particles if 
air is moving downward onto the filter. 

Filter material 

The size, shape, density and electrostatic charge of particles, as well as the chemical 
and physical properties, can all affect the filtration mechanism. Available filters are 
made of different materials, coatings and sizes. The majority of the filters belong to 
one of the following groups: 

(a) Fibrous filter: composed of a deep mesh of fibres with a random orientation, 
e.g. glass fibre filter (Fig. 6.5) 

(b) Membrane filter: complex structure which enhances circuitous travel routes for 
particles, e.g. mixed cellulose ester (MCE, Fig. 6.5) or polytetrafluoroethylene 
(PTFE, Fig. 6.5) 

(c) Capillary pore filter: circular pores, e.g. polycarbonate or polyethylene 
terephthalate (PET, Fig. 6.5). 

The material affects the pore size and with this the collection efficiency and artefact 
vulnerability. Therefore, a decision on the type of filter used for chamber experiments 
should take into account various technical requirements including particle size and 
the chemical identity of the target compounds. 

Particles collected by a fibrous or porous membrane are forced to “travel” through 
the filter via circuitous routes that increase the interaction of particles with the filter 
and enhance the collection efficiency dramatically. Capillary pore filters often show a 
lower collection efficiency than fibrous or porous membrane filters of the same pore 
size (or pore diameter). Thus, it can be stated that the pore size or pore diameter does 
not reflect the size of particles collected by this filter. Therefore, special effort should 
be spent selecting the filter material to collect chamber-generated SOA (Burton et al. 
2006). 

Furthermore, as shown in Fig. 6.4, the collection efficiency for a polycarbonate 
filter is lowest between 40 and 60 nm. This is caused by the fact that the impaction 
mechanism is less efficient for particles smaller than 100 nm. In the range ≤100 nm, 
diffusion is more important but less efficient for collection efficiency. This is defined
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as “most penetrating particle size” and describes the smallest particle size collected 
by a filter. According to previous studies, this size is affected by flow rate, charge, 
filter material and loading (Lee and Liu 1980; Martin and Moyer 2000). 

Additionally, filters are available with different types of coatings, binder or addi-
tional content to enhance their collection efficiency. Each filter type has their own 
optimal set-up and flow rate which typically depends on filter type and pore size. 
While performing filter sampling on a chamber, two aspects need be considered 
loading effects and pressure drop. 

Loading effects and pressure drop 

Aside from the filter material and the pore size (or equivalent pore diameter), some 
additional parameters should be kept in mind while selecting the proper filter material. 
These include the pressure drop and loading effects. The pressure drop describes the 
loss of static pressure from the front surface of the filter to the rear side. This needs 
to be considered not only in terms of the lifetime of the pump but also with regards to 
the filter thickness, solidity and face velocity. Suitable filters are characterized by a 
low-pressure drop combined with a high collection efficiency. Special care should be 
taken if the pressure drop is very small or changes rapidly. This usually indicates an 
improper seal in the holder and the air stream carrying particles inadvertently passes 
the filter. 

Loading effects need to be considered if a large mass is loaded onto the filter. 
Particles loaded on a filter tend to form dendrites that can be seen as chains emanating 
from the filter surface. On one hand, these dendrites increase the collection efficiency 
as particles can be collected additionally at the end of the chain. On the other hand, 
dendrites lead to a larger pressure drop and they can break down during collection, 
filter storage and sample preparation for offline analysis. Consequently, this will lead 
to a loss of collected material. Therefore, massive filter loadings should be avoided 
as well as folding of loaded filters. 

A large loading on the filter directly affects the pressure drop. If the loading is too 
large, the flow through the filter changes and the calculation of sampling volume is

Fig. 6.4 Left: Mechanisms for collection of aerosol particles on filters (Lindsley, NIOSH 2016). 
Right: theoretical collection efficiencies for each collection mechanism as a function of particle 
size (Lindsley, NIOSH 2016)
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Fig. 6.5 Electron microscope picture from a glass fibre filter (a, 1  μm equivalent pore diameter), a 
mixed cellulose ester filter (b, 0.8  μm equivalent pore diameter), a polytetrafluoroethylene (c, 3  μm 
equivalent pore diameter) and a polycarbonate capillary core filter (d, 1  μm equivalent pore size). 
Picture taken from Lindsley, NIOSH (2016)

no longer accurate. This problem can be overcome by using a flow controller unit. 
Furthermore, it is very helpful for an estimation of the formed particle mass can be 
given. This should be considered together with the mass needed for offline analysis. 

Artefacts 

The limitations of filters are mainly caused by positive artefacts due to adsorption 
of water and organics or negative artefacts due to evaporation of collected material. 
Filter artefacts lead to inaccuracy while determining chemical composition, loading 
and physical properties. The artefacts are caused by chemical and physical properties 
of the particles as well as of the filter material and collection method. Generally, filter 
artefacts can be split into the following groups, (a) volatilization of collected material, 
(b) particle bounce, (c) moisture effect and (d) non-aqueous adsorption. 

Volatilization of collected material 

Volatile or semi-volatile compounds in the particle phase evaporate back into the 
airflow and pass through the filter. According to Raoult’s and Henry’s law, this mech-
anism is most likely if the partial pressure of a compound at the particle surface is 
greater than the particle pressure in the air passing through the filter. Consequently, 
this leads to a lower-than-expected concentration of target species in the particle 
phase. The most important factors influencing the volatilization are particle concen-
tration, filter face velocity, pressure drop and the gas–particle equilibrium (e.g. Cheng 
and Tsai 1997; Zhang and McMurry 1991; Ashbaugh and Eldred 2004).
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Particle bounce 

When collecting small particles at low flow rates, the adhesive forces capturing the 
particles greatly exceed their kinetic energy. If the particle size is increasing as well 
as the air velocity, larger particles “bounce off” the filter surface. Consequently, this 
process leads to an underestimation of target species on the filter. On the other hand, if 
the air is going downwards into the filter, particles can “bounce in” the filter surface. 
This process can therefore result in an overestimation of target species. 

Moisture effects 

Moisture greatly influences particle collection on filters, in particular the gravimetry. 
In general, water can adsorb or desorb from a filter before, during and after sampling. 
The importance of moisture differs greatly from the filter material. For example, when 
comparing membrane filters made of Teflon and MCE, it was found that Teflon was 
less affected by moisture whereas the MCE filter showed a massive effect (Tsai et al. 
2002). In particular, if the filter was not equilibrated to environmental conditions prior 
to weighing, the MCE showed non-reproducible results and a very strong moisture 
adsorption. Therefore, it is strongly recommended to consider carefully, the filter 
material for collection under high RH as well as a re-equilibration to environmental 
conditions prior to sample treatment (Tsai et al. 2002). 

Non-aqueous vapour adsorption 

Besides water, VOCs and in particular OVOCs can be adsorbed to filter surfaces 
and/or onto collected material. This lowers the gas-phase concentration while 
increasing the particle-phase concentration. Sulfates, nitrates and semi-volatile 
compounds are also very prone to this behaviour. Another aspect to be considered 
is the artefact formation due to the interaction of collected organics with reactive 
gases such as ozone, SO2, etc. It has been demonstrated that high levels of ozone 
during sampling can lead to the decomposition of particulate OVOCs. This has been 
intensively reported for PAHs (Liu et al. 2006; Schauer et al. 2003, see review by 
Menichini 2009 and citations therein), but only rarely for single compounds (Limbeck 
et al. 2001; Yao et al. 2002; Kerminen et al. 1999; Warnke et al. 2006). 

Intensive studies have been carried out to investigate artefacts caused by evap-
oration and adsorption on the determination of OC/EC (Turpin et al. 1994; Mader 
and Pankow 2001; Mader et al. 2003; Kim et al. 2001; Subramanian et al. 2004; 
Kirchstetter et al. 2001). 

In particular, quartz fibre filters are very prone to artefacts due to their active 
surface. Even though, they need to be used for OC/EC analysis as they can be 
heated prior to analysis up to 800 °C. Studies investigating artefact effects on OC 
determination revealed an error of −80% up to +50% (Turpin et al. 2000). 

Artefacts can be identified either by a complex sampling set-up or by using a 
backup filter which is placed behind the target filter (Mader et al. 2003; Warnke 
et al. 2006). Applying the back-up filter method, it was shown that pinonic acid, an 
important α-pinene oxidation product, caused a massive artefact due to adsorption. 
Therefore, great care needs to be taken when quantifying semi-volatile organics.
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Denuders 

Artefacts due to non-aqueous vapour adsorption can largely be avoided by placing a 
denuder in front of the filter. So-called denuder-filter devices are widely used. 

Various types of denuders are used to remove OVOCs as well as inorganic and 
basic gases. An activated charcoal denuder can be used if OVOCs need to be removed 
(Eatough et al. 2001). In addition, an annular denuder (e.g. Temime et al. 2007; Healy 
et al. 2008; Kahnt et al. 2011), coiled denuder (Pui et al. 1990), honeycomb denuder 
(Koutrakis et al. 1993) and porous-metal denuder (Huang et al. 2001; Tsai et al.  2001) 
have also been successfully applied. In general, these denuders fulfil two important 
tasks; (i) avoid artefacts due to adsorption of organics and inorganics, (ii) provide 
information about gas-phase chemical composition. 

In the simplest approach, the denuder contains charcoal to adsorb all gas-phase 
compounds that could affect filter sampling. If information about the gas-phase chem-
ical composition is needed, the denuder can be coated with an appropriate type of resin 
(e.g. XAD-4, XAD-2), extracted and subsequently analysed. The coating will directly 
influence the type of organics trapped on the denuder and can enhance the adsorption 
potential of the denuder. Many of the resins are effective at trapping non-polar species, 
but they are much less efficient for removing polar organics. To improve the collection 
of polar compounds, the denuder can also be coated with an appropriate derivatizing 
agent. For example, Temime et al. (2007) used a denuder coated with XAD-4 resin 
and the derivatizing agent O-(2,3,4,5,6-pentafluorobenzyl)hydroxylamine (PFBHA) 
to enable the on-tube conversion of gas-phase carbonyls to their oxime derivatives 
which were extracted and identified by GC–MS. This technique not only prevented 
carbonyls from depositing on a filter but also allowed for their quantification in the gas 
phase. Using a similar approach, Kahnt et al. (2011) used DNPH on XAD-4 coated 
denuders to successfully trap a range of gas-phase carbonyl compounds, including 
methylglyoxal, glyoxal, benzaldehyde, formaldehyde and acetone. As shown in Table 
6.2, the use of the derivatizing agent proved to be very effective in reducing the amount 
of carbonyls detected on the filter.

It should be remembered that the use of a denuder disturbs the gas-particle equi-
librium and enhances the re-evaporation of collected species (Zhang and McMurry 
1991), in particular for semi-volatile species. Therefore, impregnated filters can also 
be used to enhance the capture of semi-volatile species, such as carbon-impregnated 
glass fibre filter (Eatough et al. 2001), XAD-impregnated quartz fibre filter (Swartz 
et al. 2003), nylon filter (Tsai and Perng 1998) and citric acid-coated filter (Tsai 
et al. 2000). 

General procedure for filter sampling 

The following equipment and materials are required: 

• Air pump with a flow controller to set the desired rate. Pumps and flow controllers 
have to be calibrated before use. 

• Correct filter material with the corresponding pore size. 
• Gloves to handle the samples, opaque envelopes and suitable labels.
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Table 6.2 Results from tests using an annular denuder coated with XAD-4 resin and the deriva-
tization reagent 2,4-dintrophenylhydrazine (DNPH) to reduce carbonyl artefacts on PTFE filters 
(data from Kahnt et al. 2011) 

Compound Fraction detected on filter 
(%) 

Break-through potential 
(%) 

<3% RH 
10 L min−1 

<50% RH 
10 L min−1 

<3% RH 
10 L min−1 

<50% RH 
10 L min−1 

Formaldehyde XAD-4 0 0.6 49 67 

XAD-4/DNPH 0.5 0.2 44 9.5 

Acetone XAD-4 19 8.7 95 96 

XAD-4/DNPH 0 0 6.4 2.1 

Acetaldehyde XAD-4 0.9 0 16 35 

XAD-4/DNPH 0 0 24 20 

Hydroxyacetone XAD-4 1.9 0 19 98 

XAD-4/DNPH 0 0 1.4 0 

Methyl vinyl 
ketone 

XAD-4 1.6 4.9 92 98 

XAD-4/DNPH 0 0.1 11 0.9 

Methacrolein XAD-4 0 0 100 100 

XAD-4/DNPH 0 0 3.1 0 

Glyoxal XAD-4 5.9 36 42 91 

XAD-4/DNPH 1.3 0.9 35 23 

Methylglyoxal XAD-4 2.2 12 8.9 100 

XAD-4/DNPH 7.1 0.6 0 0 

Benzaldehyde XAD-4 0 36 0 20 

XAD-4/DNPH 0 0 0.2 0.4 

Campholenic 
aldehyde 

XAD-4 0 0 0 0 

XAD-4/DNPH 0 0 0 0 

Nopinone XAD-4 0 0 0 0

A schematic of a general set-up for filter sampling is shown in Fig. 6.6. A denuder 
can also be placed in front of the filter if desired. The general procedure is as follows:

• Place the filter in the filter holder. 
• Connect the sampling line to the chamber just before sample collection begins. 

The filter should not be connected for hours without sampling. 
• Start sampling and use the flow controller to control the sampling rate. 
• The chosen sampling time should take into account the expected concentration of 

species, safe sampling volumes and potential for breakthrough. 
• Stop sampling while closing the flow controller.
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Fig. 6.6 Schematic of a filter collection system 

• Take the filter out of the holder, place it in a suitable petri dish and store at a 
minimum of −20 °C until analysis. If the sample contains semi-volatile compo-
nents, filters can be wrapped in aluminium foil, placed in sealed plastic bag and 
stored in a freezer until analysis. 

6.2.2 Inertial Classifiers 

The term “inertial classifier” includes impactors, virtual impactors and cyclones (see 
review by Marple and Olson (2011) and citations therein). The collection and the 
size classification follow the inertia of the particle. The sample flow is transported 
through the classifier and while turning the flow direction, particles of sufficient 
inertia are captured. Particles of less inertia remain in the gas flow and are transported 
to the next stage or escape the classifier. Various inertial classifiers are available for 
different kind of purposes and technical requirements. Criteria for selection include 
the number of stages, flow rate and cut points. Particle collection with classifiers is 
often limited in chamber experiments due to the high flow rates needed for sampling. 
Several classifiers apply around 70–100 L min−1 to ensure sufficient loading on the 
single stages (high-flow cascade impactor, high-volume virtual impactor, gravimetric 
impactor). In addition to these high-volume samplers, some classifiers apply a flow 
between 10 and 30 L min−1 (e.g. Moudi, nano-Moudi, Dekati Mass monitor). Only a 
few chamber studies report the use of inertial classifiers for chamber use (e.g. Palen 
et al. 1993; Sax et al. 2005; Jain and Petrucci 2015; Hosny et al. 2016). 

Impactors are most common in atmospheric science, in particular conventional 
and cascade impactors. Conventional impactors collect particles larger than the cut 
size. Particles smaller than the cut size remain in the airflow and are not impacted at the 
substrate surface. Ideal impactors are characterized by a sharp collection efficiency
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Fig. 6.7 Schematic of a DLPI+ (Dekati® Low-Pressure Impactor, Dekati Ltd), illustrating the 
collection principle of a cascade impactor 

curve. If several stages of impactor plates are connected in a row, this is referred to 
as a cascade impactor, Fig.  6.7. 

In the cascade impactor, particle collection can be described using the Stokes 
number which characterizes the velocity increase of the sample flow throughout 
successive stages impacting smaller particles down to the lowest plates. Glass plates, 
membrane filters or foils can be used as substrates. 

Virtual impactors are similar to conventional impactors with the exception that 
the impaction plate is removed by collection probe. Within the collection probe, 
classification takes place whereby larger particles penetrate more into the probe than 
smaller ones. Particles larger than the cut size are transported through the probe via 
the minor flow, whereas particles smaller than the cut size are transported via the 
major flow (exists at the top of the probe). Both flows can be further transported into 
other devices. 

Cyclones use a cyclonic sample flow which swirls downwards into a conical 
section and spirals upwards around the cyclone axis to the upper end. Particles are 
deposited on the surface walls and in the cone. A grit pot is installed downwards to 
collect particles that settle down. 

Similar to filter sampling, particle collection by impaction has limitations that 
are highly related to artefact formation including particle bounce, evaporation of 
organics, overloading and interstage losses. Particle bounce, evaporation processes 
and the effects of overloading are described in the section below. Interstage losses 
occur when material impacts internal surfaces other than the collection substrate. 
These loss processes are more pronounced under turbulent conditions. 

General procedure for inertial classifier sampling 

The following equipment and materials are required:
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• Air pump with a flow controller to set the desired rate. Pumps and flow controllers 
have to be calibrated before use. 

• Chosen substrate (filter, metal foil or other). 
• Gloves to handle the samples, opaque envelopes and suitable labels. 

The cut size of the inertial classifier should be selected carefully. If too little mass 
is collected for the different size ranges, no further analysis is possible. The general 
procedure is as follows: 

• Place the substrate(s) on the plate(s). 
• If applicable, turn on the conditioning system. 
• Connect the sampling line to the chamber just before sample collection begins. 

The filter should not be connected for hours without sampling. 
• Start sampling and use the flow controller to control the sampling rate (for low-

volume sampler, large-volume samplers often have no flow controller unit). Large-
volume samplers usually contain an internal flow meter or measure at least the 
pressure drop via a pressure gauge. 

• The chosen sampling time should take into account the expected concentration of 
species. 

• Stop sampling. 
• Take the substrates from the plates, taking care not to damage them, especially if 

they need to be weighed. 
• Place the substrates in a suitable petri dish and store at a minimum of −20 °C 

until analysis. If the sample contains semi-volatile components, filters can be 
wrapped in aluminium foil, placed in sealed plastic bag and stored in a freezer 
until analysis. 

• Clean plate(s) and control the nozzles (Fig. 6.8). 

Fig. 6.8 Loaded impaction 
plate (stage 2) from a 5-stage 
Berner-type cascade 
impactor (Picture source 
©TROPOS)
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6.2.3 Particle-into-Liquid Sampler 

A particle-into-liquid sampler (PILS) is an aqueous-solution-based online technique 
for determining the bulk chemical composition of aerosol particles (Weber et al. 
2001). Particles are collected by impaction in the instrument after condensational 
growth by supersaturated water vapour typically at elevated temperatures of around 
100 °C. This collection technique allows the sampling of about 10–20 L/min of air 
into small liquid flows in the microliter/min range, Fig. 6.9. Instruments using this 
collection method have been developed that utilize a sample flow of up to 2500 L/min 
(Demokritou et al. 2002). 

The effluent of a PILS or similar instrument can in principle be combined with 
any analysis technique suitable for liquid samples and has been used to collect liquid 
fractions for further detailed offline analyses such as high-pressure liquid chromatog-
raphy (HPLC) mass spectrometry, which allows to characterize the detailed particle 
composition with a time resolution of a few minutes (e.g. Zhang et al. 2016; Bateman 
et al. 2011). A good example of the use of highly time-resolved PILS in simulation

Fig. 6.9 Schematic of a Particle-into-Liquid Sampler (PILS) for collection and off-line analysis of 
atmospheric aerosol particles (Watson 2016) 
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chamber studies is provided by Pereira et al. (2015), who performed state-of-the-art 
mass spectrometry analysis on samples collected by PILS to follow the formation 
and evolution of individual compounds in SOA produced by the photooxidation of 
aromatic compounds. In addition to the high time resolution for particle collection, 
PILS-type devices allow for automated sampling from atmospheric simulation cham-
bers or to couple the liquid effluent directly to analytical instruments, such as an ion 
chromatograph (e.g. Sorooshian et al. 2006) for inorganic ions, small carboxylic acids 
or total water-soluble organic carbon (e.g. Peltier et al. 2007). Overall, the number of 
studies applying PILS to simulation chamber experiments is rather limited (Sierau 
et al. 2003; Nakao et al. 2011; Zhang et al. 2016). However, an interesting recent 
study which combined PILS with the Dithiothreitol (DTT) assay to evaluate the 
oxidizing potential of particles generated in a simulation chamber shows that this 
sampling technique still has potential applications (Jiang et al. 2016). 

An alternative design for condensational growth of particles is the o-MOCA instru-
ment, where particles are passing through a supersaturated laminar flow wet-walled 
tube at room temperature to incorporate particles into droplets, where supersatura-
tion conditions are more accurately controlled compared to PILS-type instruments. 
Droplets are then impacted into a small liquid volume for further offline or semi-
continuous online analysis. The advantage of this technique compared to typical 
PILS designs is the milder droplet growth conditions (room temperature), although 
sampling flow rates are typically lower than for PILS instruments, e.g. a few L/min 
which results in higher detection limits (Eiguren-Fernandez et al. 2017). 

Other instruments, which utilize condensational growth of particles and 
impaction, have been developed over the last two decades. Examples are the 
Particle Collection System (PCS) developed by Simon and Dasgupta (1995) with a 
10 L/min sample flow, the Steam Jet Aerosol Collector (SJAC, Slanina et al. 2001) 
or the condensation growth and impaction system (C-GIS, Sierau et al. 2003) which 
was coupled to a differential mobility analyser to allow particle size-dependent 
compositional analyses of the impacted liquid samples, Fig. 6.10.

Similar instruments, such as the MARGA (Monitor for AeRosols and GAses) use 
steam jet aerosol collectors to trap particle components and wet rotating denuders 
to absorb water-soluble gases (Rumsey et al. 2014). The aqueous aerosol and gas 
extracts are then typically coupled with ion chromatography and analysed for major 
inorganic ions or low molecular weight organic acids (Chen et al. 2017; Stieger et al. 
2019) in a semi-online manner. The advantage of this instrument is the simultaneous 
collection and characterization of the gas and particle phase to study partitioning and 
particle growth processes. 

There are a number of limitations associated with the use of PILS in atmospheric 
simulation chamber experiments. Firstly, the rather high flow rates at which PILS 
collectors are usually operated are potentially an issue for smaller chambers. In addi-
tion, most PILS designs operate by mixing hot water vapour into the aerosol sample 
flow, which might cause some undesired reactions in the droplets or evaporation of 
semi-volatile particle components. Furthermore, gas/particle partitioning of particle 
components in an aqueous droplet (i.e. governed by Henry’s Law coefficients) should 
be considered to assess possible sampling artefacts of these particle collection devices
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Fig. 6.10 Schematic of the 
condensation growth and 
impaction system (C-GIS) 
for collection and of-line 
analysis of atmospheric 
aerosol particles

(Zhang et al. 2016). Such potential artefacts need to be characterized to establish if 
they are relevant for a particular set of target analytes. Finally, it should be kept in 
mind that PILS is only suitable for water-soluble compounds and that the samples 
are usually highly diluted which requires highly sensitive analytical techniques or 
enrichment procedures applied after sampling. 

General procedure for particle-into-liquid sampling 

The following equipment and materials are required: 

• Air pump with a flow controller to set the desired rate. Pumps and flow controllers 
have to be calibrated before use. 

• Chosen vials or substrates for sample collection. 
• Gloves to handle the samples, opaque envelopes and suitable labels. 

The general procedure is as follows: 

• Place the vials or substrates into the sampler. 
• Connect the set-up to the chamber just before sample collection begins. 
• Start sampling and use the flow controller to control the sampling rate. 
• The chosen sampling time should taking into account the expected concentration 

of species. 
• Stop sampling.
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Take the samples, label them and store at a minimum of −20 °C until analysis. 
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Abstract In this chapter, we focus on aspects of analysis of typical simulation 
chamber experiments and recommend best practices in term of data analysis of simu-
lation chamber results relevant for both gas phase and particulate phase atmospheric 
chemistry. The first two sections look at common gas-phase measurements of rela-
tive rates and product yields. The simple yield expressions are extended to account 
for product removal. In the next two sections, we examine aspects of particulate 
phase chemistry looking firstly at secondary organic aerosol (SOA) yields including 
correction for wall losses, and secondly at new particle formation using a variety 
of methods. Simulations of VOC oxidation processes are important components of 
chamber work and one wants to present methods that lead to fundamental chemistry
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and not to specific aspects of the chamber that the experiment was carried out in. We 
investigate how one can analyse the results of a simulation experiment on a well-
characterized chemical system (ethene oxidation) to determine the chamber-specific 
corrections. Finally, we look at methods of analysing photocatalysis experiments, 
some with a particular focus on NOx reduction by TiO2-doped surfaces. In such 
systems, overall reactivity is controlled by both chemical processes and transport. 
Chambers can provide useful practical information, but care needs to be taken in 
extrapolating results to other conditions. The wider impact of surfaces on photosmog 
formation is also considered. 

7.1 Introduction 

Previous chapters have examined various aspects of chamber characterization, prepa-
ration, details on how to introduce reagents (stable species, radicals, particulates) and 
carry out some concentration measurements. In this chapter, we focus on aspects of 
analysis of typical experiments. 

Sections 7.2 and 7.3 focus on the simplest kinds of gas-phase measurements 
looking at how one conducts a relative rate experiment to determine rate coefficients 
(Sect. 7.2) and on making gas-phase yield measurements (Sect. 7.3). Yield measure-
ments can be complex if the target product also reacts on a similar timescale as 
discussed in Sect. 7.3.3. 

Sections 7.4 and 7.5 examine aspects of particulate phase chemistry. Section 7.4 
focuses on secondary organic aerosol (SOA) yields including correction for wall 
loss for both SMPS and AMS measurements. Section 7.5 examines new particle 
formation using a variety of methods. 

Simulations of VOC oxidation processes are an important component of chamber 
work and one wants to present results that reflect the fundamental chemistry and not 
specific aspects of the chamber that the experiment was carried out in. Section 7.6 
addresses how one can analyse the results of a simulation experiment on a well-
characterized chemical system (ethene oxidation) to determine the chamber-specific 
corrections. 

Finally, in Sect. 7.7, we examine some studies on photocatalysis. Section 7.7.2 
presents protocols for studying photocatalysis, with a particular focus on NOx reduc-
tion by TiO2-doped surfaces, which could be applied to most chambers and addi-
tionally considers some more applied applications that benefit from the accessibility 
of large chambers such as EUPHORE. The wider impact of surfaces on photosmog 
formation is considered in Sect. 7.7.3 where a discussion on how to incorporate 
additional reactions into studies on ethene and propene photo-oxidation is presented.
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7.2 Relative Rate Measurements in a Chamber 

7.2.1 Introduction 

Relative Rate (RR) determinations of rate coefficients are a frequent activity in cham-
bers. The measurements may be made to determine a novel rate coefficient or as a 
check on the radicals or oxidants present in a chamber. For example, in ozonol-
ysis studies, radical scavengers (Malkin et al. 2010) are often introduced to remove 
OH; plotting the decay of two alkenes and checking that the ratio of alkene removal 
is consistent with the literature ratio of rate coefficients is a good test that radical 
scavenging is effective and that the system is behaving as it should. 

The RR method is based on the following analysis of the decays of the test 
substrate, SH and a reference compound, RH, with a known rate coefficient, where 
X represents the reactive species, e.g. OH, Cl, NO3 or O3. 

X + RH → HX + R 
X + SH → HX + S 

ln

(
[SH]0 
[SH]t

)
= 

kSH  

kRH  
ln

(
[RH]0 
[RH]t

) (E7.2.1.1) 

Therefore, a plot of ln
(

[SH]0 
[SH]t

)
versus ln

(
[RH]0 
[RH]t

)
should yield a straight line plot 

with gradient kSH  
kRH  

as  shown inFig.  7.1. Because the analysis involves a ratio of concen-
trations, we do not actually need the absolute concentrations, but rather something 
that is proportional to concentration such as GC area or FTIR peak height. 

RR measurements are subject to errors, as discussed below, but usefully these 
errors are different from those involved in a real-time flash photolysis or discharge

Fig. 7.1 Example of a 
relative rate plot for the 
reaction of OH with 
glycolaldehyde using diethyl 
ether as a reference 
compound (Hutchinson, M. 
MSc University of Leeds 
2022) 
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flow experiment (Seakins 2007) and therefore one can have confidence in the accu-
racy of a rate coefficient if there is good agreement between RR and real-time 
measurements. 

7.2.2 Procedures 

(1) Choice of Reference Compounds—The reference compound should have a 
similar rate coefficient to that predicted (e.g. via structure–activity relation-
ships), (Atkinson 1987) otherwise the ratio measurements will be imprecise if 
one reagent has hardly reacted while the other has almost disappeared. The refer-
ence rate coefficient should be well defined and ideally have been reviewed in an 
evaluation (e.g. IUPAC Kinetics Evaluation). Databases such as EUROCHAMP 
and NIST are other sources of reference information if evaluated data are not 
available. Avoid using rate coefficients that are themselves derived from relative 
rate measurements. A major source of error in RR measurements is if a reagent 
is removed by another species, so in a study of OH reacting with a saturated 
species, where OH is generated from CH3ONO photolysis (Atkinson et al. 1981; 
Jenkin et al. 1988) there is a potential for O3 formation, so using an alkene as 
the reference compound (hence removal by OH and O3) would not be a good 
choice. Use a photolysis database (e.g. Mainz Photolysis Database) to ensure 
that neither the reference nor substrate is predicted to be lost by photolysis (this 
should always be checked too). It is good practice to use more than one reference 
compound. 

(2) Experimental method 

• Introduce RH and SH into the chamber to test for wall-loss rates 
(Chap. 4). Leave for a reasonable period of time, (certainly much longer 
than the mixing time) sufficient to ensure an accurate estimate of the wall 
loss. Checks on wall-loss rates should be done on a regular basis as the condi-
tions of the walls may change and wall-loss rates can vary with temperature 
and pressure. Turn on the lights to check for substrate photolysis, n.b. this 
could be due to generation of radicals from the walls. This can be checked 
by having a substrate that cannot be photolysed, but would be lost by radical 
chemistry. Turn off the lights. 

• Introduce the radical precursor to the mix (Chap. 4) to check for any reactions 
between RH and SH and the substrate. Obviously, this step is not possible 
for O3 reactions. 

• Turn on the lights to generate the radical species. Make sufficient measure-
ments to ensure a precise relative rate plot. A typical experiment might 
involve measurements over one half-life, but the exact time will depend on 
your measurement method. Measurements with significant reagent consump-
tion will be less accurate because one is measuring small concentrations and 
there may be a higher potential for secondary chemistry. Further additions

https://www.iupac-aeris.ipsl.fr/
https://www.eurochamp.org/DataCenter.aspx
https://www.kinetics.nist.gov/kinetics/index.jsp
http://www.satellite.mpic.de/spectral_atlas
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of radical precursors may be required. Once the lamps have been turned off, 
it is often useful to check the wall-loss rate again and use the average value 
determined from pre- and post-photolysis measurements. 

• Correct the reagent concentrations for wall-loss rate (or photolysis loss if 
applicable). 

(3) Data Analysis—plotting your data according to equation (E7.2.1.1) should lead 
to a straight line of the form y = mx. Check that the line does indeed pass 
through the origin. A non-zero intercept could suggest measurement prob-
lems and curvature of the plot could be due to the production of additional 
radical species or that measurements are being compromised (e.g. the reagent 
FTIR absorption overlaps with a product peak). Measurements using a range 
of methods (could simply be using several absorptions in an FTIR spectrum to 
having completely different techniques, e.g. FTIR and PTR-MS) and different 
reference compounds can identify problems. 

When determining the gradient and intercept of the line it is important to weigh 
the data correctly, i.e. to use a regression analysis that includes errors in both x and 
y (Brauers and Finlayson-Pitts 1997). 

(D) Reporting Rate Coefficients—always ensure that you report the ratio kSH  
kRH  

, this  
is your experimental measurements and needs to be available in the literature 
so that kSH can be re-calculated if there is a revised recommendation or deter-
mination of kRH. The reported error in the gradient is primarily going to be 
statistical from the regression analysis, but the reported error in the absolute 
measurement must include error in the reference compound. 

7.3 Product Yield Measurements 

7.3.1 Introduction 

Product yields are a common target in simulation chamber measurements. The 
product yield is defined as 

amount of product, P, produced 

amount of reagent, R, consumed 
= 

∆P 

|∆R| = Y (E7.3.1.1) 

Yields can give specific information about one step in a process or the overall yield 
of a particular product in a process. An example of the first process can be found in 
the reaction of OH with n-butanol: 

OH + CH3CH2CH2CH2OH → H2O + products
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Fig. 7.2 Typical yield plot (formation of products is noted ∆[P] and concentration of reagent 
removed ([R]0 – [R]t) 

The abstraction could take place at the α, β, γ, δ or OH sites. Abstraction at the α site 
leads to the formation of CH3CH2CH2CHOH which reacts with O2 to give n-butanal. 
This is the only route to n-butanal formation and therefore n-butanal yield gives the 
branching ratio (Seakins 2007) for abstraction at the α position. As mentioned, overall 
yields are also important, for example, while most primary hydrocarbon emissions 
cannot be detected by satellite measurements, the oxidation products formaldehyde 
and glyoxal can be detected in the UV. As the yields of formaldehyde and glyoxal 
are different for different categories of VOC, satellite measurements of the ratio of 
glyoxal to formaldehyde, RGF, can give information on the primary VOC if the 
individual RGF is known (Wittrock et al. 2006). 

The principles of yield measurements are therefore straightforward, a plot of the 
concentration (or something proportional to concentration) of product (∆[P]) versus 
concentration of reagent removed ([R]0 – [R]t) should be a straight line with gradient, 
Y as shown in Fig. 7.2. A good example from Cl-initiated oxidation of n-butanol can 
be found in Hurley et al. (2009). 

However, despite this apparent simplicity, operators should be aware of a number 
of issues that can affect yield measurements: 

• What is the fraction of reagent consumption that occurs via the target channel? 
• Accurate measurement of [reagent] and/or [product]. 
• Consumption of product. 

These issues are addressed in the protocol below. 

7.3.2 Procedure 

(1) Identification of target production pathway—an example system might be 
looking at yields from a photolysis process. The reagent may be lost via wall
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uptake/dilution or via radical loss processes. To deal with wall loss, carry out 
measurements with just the reagent present and no lights to quantify this non-
reactive reagent removal process. The overall concentration of removal will 
need to be corrected for this process. To avoid complications from removal via 
radical reactions, then a suitable radical scavenger needs to be present. 

If the target process is a radical removal, then carry out tests for photolysis as 
described in the relative rate protocol. If more than one radical is generated, then it 
may be difficult to selectively remove radicals, however, it may be that radical concen-
trations can be measured (or calculated) and if the rate coefficients are known, then 
the fraction of reagent removed by the target radical can be determined. 

(B) Once background checks have been completed the relevant experiment can 
begin. As with other chamber experiments, selective and specific measurement 
is required to generate accurate results. As the reaction proceeds, a range of 
products will be produced and these can interfere (e.g. peak overlap in FTIR 
or GC measurements, isobaric peaks for MS measurements). Care should be 
taken to ensure that the calculated yields are independent of the method of 
measurement. If you are limited to a single method of analysis, make sure 
that appropriate checks are carried out to test for interference (e.g. for FTIR, 
measure at several characteristic absorption frequencies, for GC, vary the 
column conditions to check for underlying peaks). 

Complexities in analysis will be minimized at low reagent conversions. Indeed, some 
yield plots normalize the x- and y-axes measurements, so that the amount of product 
is determined as a function of the degree of reagent consumption, with the most 
accurate values being obtained at low conversion, where secondary reactions are 
minimized, but sufficient reaction needs to occur so that accurate measurements of 
product production and reagent consumption can be made. 

However, depending on the measurement technique used, it is not always possible 
to make sufficient measurements at low reagent conversion or indeed the target 
product for the yield measurement is not a primary, but rather a secondary or tertiary 
product of the reaction and hence may only be produced after significant reagent 
conversion. 

7.3.3 Analysis with Product Consumption 

If the target product is consumed by the radical species, then yield plots will tend to 
curve downwards (red points in Fig. 7.3) as a function of time and can even turnover. 
Alternatively, if the target product is produced during secondary reactions, then the 
yield plot (blue points) may curve upwards.

In the study of iso-butanol oxidation, the iso-butanal concentration is determined 
primarily by the following reactions:
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Fig. 7.3 a Examples of upward (blue points) and downward (red points) curvature in yield plots at 
higher reagent consumption. Upward curvature is associated with secondary production, downward 
curvature occurs with more reactive products. b Detailed plot of extensive curvature, so example 
more reactive iso-butanal produced in the oxidation of iso-butanol, see reaction (R7.3.3.1)

Cl + (CH3)2CHCH2OH → HCl + (CH3)2CHCHOH (R7.3.3.1a) 

Cl + (CH3)2CHCH2OH → HCl + products (R7.3.3.1) 

Cl + iso-butanal → HCl + products (R7.3.3.2) 

Abstraction at the α position (R7.3.3.1a) gives  the (CH3)2CHCHOH radical which 
in the presence of sufficient oxygen will react rapidly to give iso-butanal and HO2, i.e. 
the rate-determining step in butanal formation is (R7.3.3.1). Under these conditions, 
it can be shown that 

[iso-butanal]t 
[iso-butanol]0 =

α 
1 − k7.3.3−2 

k7.3.3−1 

(1 − x)[(1 − x)k7.3.3−2/k7.3.3−1 − 1] (E7.3.3.1) 

where 

x = 1 − 
[iso-butanol]t 
[iso-butanol]0 (E7.3.3.2) 

and 

α = 
k7.3.3−1a 

k7.3.3−1 
(E7.3.3.3)
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In this case, α is essentially the yield of the reaction. Full details on the derivation 
can be found in the appendix of Meagher et al. (1997) and the yield plot will look 
similar to that shown in Fig. 7.3. 

For more complex situations, it may be necessary to perform a numerical simula-
tion to determine branching ratios or yields in a key reaction. In all circumstances, it 
is important to measure as many reagents and intermediates as possible as this will 
reduce the statistical errors in the returned parameters and reduces the chances of 
systematic errors influencing the results. An example is the study on the branching 
ratio in the reaction of acetyl peroxy radicals with HO2 (Winiberg et al. 2016): 

CH3C(O)O2 + HO2 → CH3C(O)OH + O3 

CH3C(O)O2 + HO2 → CH3C(O)OOH + O2 

CH3C(O)O2 + HO2 → CH3 + CO2 + OH 

where numerical modelling was used to extract the primary OH yield from the target 
reaction. A variety of numerical integration packages (e.g. AtChem (see Sect. 7.6.2) 
or Kintecus) can be used for the numerical fitting. 

7.4 Estimating Secondary Organic Aerosol Yields 

7.4.1 Introduction 

Chemical transport models (CTMs) usually rely on fits to experimentally determine 
secondary organic aerosol (SOA) yields to model SOA formation in the atmosphere. 
The SOA mass yield, Y, is defined as the fraction of a volatile organic compound 
(VOC) that is converted to SOA: 

Y = 
CSO A  

∆V OC  
(E7.4.1.1) 

where CSO A  is the SOA mass concentration produced and ∆VOC is the amount of 
VOC reacted, both in μg m−3. 

There are two approaches for calculating these yields. The first relies on the 
concentrations measured in the end of the experiment and the corresponding yield is 
characterized as “final”. This approach results in one measurement per experiment, 
but it has the advantage that it avoids issues related to the dynamics of the system 
(e.g. delays in the formation of SOA) given that the system has enough time to 
equilibrate. The second approach estimates the corresponding yield as a function of 
time by dividing the corresponding concentrations at a given point. This “dynamic”

http://www.kintecus.com
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yield approach provides a range of yield measurement from a single experiment, 
but may be quite sensitive to the dynamics of the system. For example, the SOA 
concentration may keep increasing after all the initial VOC has reacted resulting 
in multiple yield values for the same ∆VOC. Comparison of the results of the two 
approaches can help ensure that the estimated dynamic yields are not influenced by 
time delays in the SOA formation processes. If this is the case in the system, then one 
should rely only on the final yields for the required SOA yield parameterizations. 

The measurement of ∆VOC is straightforward in all cases in which the VOC 
concentration can be accurately measured. As a result, the accuracy of the measured 
yield mainly depends on the accuracy of the measurement for total formed SOA 
mass concentrations. However, the SOA mass concentrations in a Teflon chamber 
are influenced significantly by particle wall losses and corrections are needed. In 
experiments in which the measured SOA concentrations have not been corrected for 
wall losses, the corresponding SOA yields have been underestimated. The rest of this 
section focuses on methods that can be applied to correct SOA chamber experiments 
for particle wall-losses. 

7.4.2 Particle Wall-Loss Correction Procedure 

The procedure outlined below corrects for particle wall losses using data collected 
in a chamber using both a scanning mobility particle sizer (SMPS) and an aerosol 
mass spectrometer (AMS). This procedure assumes that a coagulation-corrected 
particle wall-loss constant as a function of particle size has already been calculated 
according to the method described in Sect. 2.5. However, in order to correct an 
experiment for particle wall-losses, the particle wall-loss profile must be applicable 
to the specific experiment (i.e. the profile was measured before/after the experiment, 
not changing with time during the experiment, etc.). It is recommended that for every 
SOA yield experiment, a new particle wall-loss profile is generated to account for 
small perturbations that can occur from daily chamber maintenance (Wang et al. 
2018). 

Correction of SMPS measurements for particle wall-losses 

The correction process includes the following steps: 

(1) Acquisition of the coagulation-corrected particle wall-loss profile as a function 
of particle size. 

(2) Correction of the number distribution and of the total number concentration at 
each time. The corrected particle number concentration at size bin i and time t, 
N tot  i (t), can be calculated by 

N tot  i (t) = N sus i (t) + ki 

t∫
0 

N sus i (t)dt (E7.4.2.2)



7 Analysis of Chamber Data 251

where N sus i (t) is the suspended aerosol number concentration (m−3) of size  
bin i and time t as measured by the SMPS and ki is the coagulation-corrected 
particle wall-loss constant for size bin i. N sus i (t) includes SOA and seed (if 
applicable) particles. Once N tot  i (t) is known, the total number concentration at 
time t, N tot  (t), can be calculated by summing the number concentrations at all 
size bins: 

N tot  (t) =
∑
i 

N tot  i (t) (E7.4.2.3) 

(3) Calculation of the corrected volume distribution and total volume concentration 
at each time. The corrected volume concentration at the same size bin and time, 
V tot  i (t), assuming spherical particles, can be determined by 

V tot  i (t) = 
π D3 

p,i 

6 
N tot  i (t) (E7.4.2.4) 

where Dp,i is the particle diameter (m) in size bin i. Similar to the total number 
concentration, the corrected total volume concentration at time t, V tot  (t), can 
be calculated by 

V tot  (t) =
∑
i 

V tot  i (t) (E7.4.2.5) 

(4) Calculation of the corrected total mass concentration at each time. If there are 
no seeds, the mass (μg m−3): 

CSO A(t) = V tot  (t)ρSO  A (E7.4.2.6) 

where ρSO  A  is the density of the SOA (in μg m−3). If there are seeds, the corrected 
SOA mass concentration can be calculated by 

CSO A(t) =
(
V tot  (t) − Vs

)
ρSO  A (E7.4.2.7) 

where Vs is the corrected seed volume concentration right before SOA formation. 
In seeded SOA experiments, Vs should be constant after correction for particle wall-
losses (Figs. 7.4 and 7.5).

Correction of AMS measurements for particle wall-losses 

The correction of the AMS measurements has similarities but also some important 
differences from the SMPS corrections. More specifically:
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Fig. 7.4 The SMPS derived coagulation-corrected particle wall-loss constants as a function of 
mobility diameter (black circles, left axis) and an average number distribution measured by the 
SMPS after 1 h of reaction without being corrected for particle wall losses (red, right axis). The 
error bars represent the uncertainty of the measured wall-loss constants. The black line is the fit to 
the measured wall-loss constants extended to encompass the whole diameter range of the SMPS 

Fig. 7.5 The raw (black circles) and particle wall-loss corrected (red circles) a total number and 
b total mass concentrations measured by the SMPS over the course of this experiment. The mass 
concentrations were determined with a calculated density of 1.23 g cm−3
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(1) Conversion of the vacuum aerodynamic diameter measured by the AMS to 
a mobility diameter. Since the coagulation-corrected particle wall-loss rate 
constants were measured with an SMPS, the corresponding particle size distri-
bution is based on the electrical mobility diameter, Dpm . However, the AMS 
measures particle mass distributions based on the vacuum aerodynamic diam-
eter, Dpva . Therefore, assuming spherical particles, the vacuum aerodynamic 
diameters from the AMS can be converted to their equivalent mobility diameters 
using the density of the particles, ρp: 

Dpm = 
Dpva 

ρp 
(E7.4.2.8) 

The density can be calculated using the AMS size-resolved composition and the 
corresponding densities. 

(B) Calculation of the AMS-specific wall-loss rate constants combining the values 
measured as a function of the electrical mobility diameter and then converting 
these values to the corresponding vacuum aerodynamic diameters using 
Eq. (E7.4.2.8). 

(C) Correction of AMS results. The AMS size distributions are split into n size bins. 
Using the wall-loss constants as a function of the AMS mobility diameters, and 
the collection efficiency (CE)-corrected AMS mass distributions, the particle 
wall-loss corrected mass distributions at size bin i and time t, OAtot  

i (t), can be 
calculated by 

OAtot  
i (t) = OAm 

i (t) + ki 

t∫
0 

OAm 
i (t)dt (E7.4.2.9) 

where OAm 
i (t) is the measured mass concentration at each AMS size bin i and time 

t after correction for the CE and ki is the coagulation-corrected particle wall-loss 
constant for size bin i. Once OAtot  

i (t) is known, the corrected total mass concentration 
at time t, OAtot  (t), can be calculated by summing the mass concentrations at all size 
bins: 

OAtot  (t) =
∑
i 

O Atot  
i (t) (E7.4.2.10) 

If there are seeds, the corrected SOA mass concentration at time t, SO  A(t), can 
be calculated by 

SO  A(t) = OAtot  (t) − Ms (E7.4.2.11)
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where Ms is the corrected total seed mass concentration right before SOA formation. 
Again, after correction,Ms should be a constant. If there are no seeds, Eq. (E7.4.2.11) 
provides the corrected SOA mass concentration. 

The above process can be simplified if the determined wall-loss rate constant is 
approximately constant in the range covered by the AMS mass size distribution. In 
this case, an average wall-loss constant, k, can be chosen and the corrected total SOA 
mass concentration at time t, SO  A(t), can be calculated using the expression from 
(Pathak et al. 2007): 

SO  A(t) = OAm (t) + k 
t∫

0 

OAm (t)dt − Ms (E7.4.2.12) 

where OAm (t) is the measured AMS organic aerosol (OA) mass concentration after 
correction for the CE and Ms is the corrected total seed mass concentration right 
before SOA formation (Figs. 7.6 and 7.7). 

Fig. 7.6 The SMPS derived coagulation-corrected particle wall-loss constants as a function of 
mobility diameter (black circles, left axis) and an average mass distribution measured by the AMS 
after 1 h of reaction without being corrected for particle wall losses (red, right axis). The AMS 
vacuum aerodynamic diameters have been converted to mobility diameters with a calculated density 
of 1.23 g cm−3 and the distribution has been corrected with a calculated CE of 0.55
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Fig. 7.7 The raw (black circles) and particle wall-loss corrected (red circles) total mass concen-
tration measured by the AMS over the course of this experiment. The measurements have been 
corrected with a calculated CE of 0.55 

7.5 New Particle Formation 

New particle formation is a secondary particle formation process by which low 
volatility vapours cluster and form particles under suitable conditions in the absence 
of any seed particles. In order to define the intensity of the new particle formation 
process, the rate at which particles are formed per volume per time can be derived 
by accounting for the change in particle concentration as a function of time while 
considering the particle losses, namely, the formation rate. Another measure of the 
strength of a specific new particle formation event or happening, the growth rate is 
calculated, which is a measure of how fast particles grow per unit time. In the next 
section, we provide methods on how to derive the particle formation and growth rates 
from new particle formation. 

In the following sections, we explain in detail how to calculate the variables 
characterizing the new particle formation (NPF) process, i.e. the particle formation 
rate (J) at a certain size (dp) and the particle growth rate (GR), further details can be 
found in Dada et al. (2020). We start by describing different methods how to determine 
the particle growth (Sect. 7.5.1) and formation rates (Sect. 7.5.2), followed by the 
relevant processes for chamber experiments, which are needed to determine particle 
formation rates (Sect. 7.5.2) and finally how to estimate the error in the calculations 
(Sect. 7.5.5). 

7.5.1 Determination of Particle Growth Rates (GR) 

The particle growth rate (GR) is defined as the change of the diameter, dp, as a  
function of time representing the growing mode:



256 P. Seakins et al.

GR  = 
ddp 

dt  
(E7.5.1.1) 

Different methods are used to determine the particle growth rate during a particle 
formation event. These include the maximum concentration method (Lehtinen and 
Kulmala 2003), the appearance time method (Lehtipalo et al. 2014) and different 
general dynamics equation (GDE)-based methods (Kuang et al. 2012; Pichelstorfer 
et al. 2018). Other methods reported in literature, such as the log-normal distribution 
function method (Kulmala et al. 2012), are found to be incompatible for chamber 
experiments, due to the absence of distinct particle modes. The choice of the GR 
method depends on the characteristics of the experiment and the available size distri-
bution data. In general, GRs can usually be determined more accurately from chamber 
experiments than from atmospheric measurements due to less fluctuation in the data 
as well as more accurate particle size distribution measurements. However, several 
studies compared the different growth rate methods using measurement and simula-
tion data, and found a reasonable agreement within the error bars (Pichelstorfer et al. 
2018; Yli-Juuti et al. 2011; Leppa et al. 2011; Li and McMurry 2018). Estimating 
uncertainties in GRs is explained in Sect. 7.5. It is worth mentioning here that GR 
is usually size dependent, and therefore it is useful to calculate the GR for several 
different size ranges rather than one growth rate for the individual particle formation 
event. 

Maximum concentration method 

Determine the times, tmax,i, when the concentration in each size bin, i, of mean 
diameters of the size bins, dp,mean,i, reaches the maximum. See Fig. 7.8 for an example 
of applying this method to chamber experiment data. To obtain the GR using the 
maximum concentration method:

• Fit a Gaussian function to the time series of size classified particle concentration to 
obtain tmax,i as the time of maximum concentration per size bin of mean diameter 
(dp, mean, i). 

• Plot the mean diameters, dp,mean,i, as a function of the maximum times tmax,i. 
• Apply a linear fit to the size range at which the GR is determined. 
• Obtain GR as a slope of the linear fit (Fig. 7.8). 

Appearance time method 

For the 50% appearance time method, determine the times, tapp50, i, when the concen-
tration in each size bin i reaches 50% of the maximum concentration (Leppa et al. 
2011; Lehtipalo et al. 2014; Dal Maso et al. 2016). An example of tapp50,i deter-
mined from the size bin data is shown in Fig. 7.8. To obtain the GR using the 50% 
appearance time method:

• Fit a sigmoidal function to the time series of size classified particle concentration 
to obtain tapp50,i as the time when 50% of maximum concentration per size bin of 
mean diameter (dp,mean,i) is reached.
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Fig. 7.8 Calculating growth rates from chamber experiments using the maximum concentration 
method and the appearance time method. In Panel A, the concentration in a size bin is normalized 
by dividing with the maximum concentration reached during the experiment and then fitted using 
a Gaussian fit. The same is repeated for all size bins for which a growth rate is calculated. The time 
corresponding to maximum concentration is then plotted as diameter versus time (tmax) as shown in 
magenta in Panel C. X-axis uncertainty is the ±1σ fit uncertainty from the Monte Carlo simulations 
of 10 000 runs, and Y-axis uncertainty is estimated instrumental sizing uncertainty. GR is obtained 
as the slope of the linear fit to dp versus tmax data; GR = 1.9 nm/h ± 0.4. The GR uncertainty is 
± 1σ from the Monte Carlo simulations. In Panel B, the concentration in a size bin is normalized 
by dividing with the maximum concentration reached during the experiment and then fitted using 
a sigmoidal fit. The same is repeated for all size bins for which a growth rate is calculated. The 
midpoint of the fits is then plotted as diameter versus time (tapp50) as shown in blue in Panel C. 
GR is obtained as the slope of the linear fit to dp versus tapp50, GR = 2.0 nm/h ± 0.3. Note that the 
maximum concentration method gives the GR at a later time during the experiment, so particle size 
distribution and gas concentrations in the chamber might have changed. Adapted with permission 
from Springer Nature: Nature Protocols, Dada et al. copyright 2020. All Rights Reserved

• Plot the mean diameters of the size bins, dp,mean,i, as a function of the appearance 
times tapp50,i or tapp,i. 

• Apply a linear fit to the size range at which the GR is determined. 
• Obtain GR as a slope of the linear fit (Fig. 7.8). 

Note that the GR might change with size, especially during the beginning of the 
growth process (Tröstl et al. 2016), in this case, using a linear fit is a good assumption 
only in a narrow size range. It is also possible to determine tapp50,i and tapp,i from the 
total concentration measured with a CPC (Riccobono et al. 2012), instead of using the 
concentration in a certain size bin. Lehtipalo et al. (2014) compared different methods 
to determine appearance times and concluded that the most robust method is to either 
determine tapp50,i from size bin data or tapp,i from total concentration data. Instead of 
determining the appearance time at 50% of the maximum concentration tapp50,i, the
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appearance time at the onset of the maximum concentration can be determined by, 
for example, determining the 5% appearance time tapp5,i. 

General Dynamic Equation methods 

The time-evolution of the aerosol number distribution n(v, t) is described by the so-
called general dynamic equation (GDE), which in its continuous form can be written 
as. 

∂n(v, t) 
∂t 

7 = 
1 

2 

v∫
0 

K (v − q, q)n(v − q, t)n(q, t)dq − n(v, t) 
∞∫
0 

K (v, q)n(q, t)dq 

− 
∂ 
∂v 

(I (v)n(v, t)) + Q(v, t) − S(v, t). (E7.5.1.2) 

Here K(v,q) is the coagulation kernel between particles of volume v and q, I(v) is the  
particle volume growth rate at volume v, and Q(v,t) and S(v,t) are the source and sink 
terms for particle with volume v. In a typical chamber experiment, the only source 
of particles is nucleation and the sink term arises from wall deposition. The time 
evolutions of n(v,t) and K(v,q) are known from the measurements. 

Find the growth rate I(v,t) and source rate Q(v,t) corresponding to the optimal 
match between the measured data and the solution to the GDE. This can be done 
by using different approaches, e.g. (Lehtinen et al. 2004; Verheggen et al. 2006) and 
(Kuang et al. 2012). In practical applications to measurement data, the parts of the 
GDE needed are always turned into a discrete form, in addition, particle diameter 
is used instead of particle volume as a primary variable. Indeed, Pichelstorfer et al. 
(2018) developed a hybrid method in which GR(dp,t) was estimated by fitting the 
evolution of regions of the size distribution to measured data, combined with solving 
the other microphysical processes from the GDE using process rates from theory. 
None of these methods, however, are suitable to estimate the error in GR (or Q) 
rigorously. 

7.5.2 Particle Formation Rate 

The rate of new particle formation, Jdp, is associated with the net flux of particles 
across the lower detection limit (dp) of the particle counter. The rate of formation of 
particles (dN/dt) is obtained by integrating the GDE from the instrument detection 
limit up to infinity: 

dN  

dt  
= Jdp  − Sdil  − Swall − Scoag (E7.5.2.1) 

Equation (E7.5.2.1) accounts for the loss processes of particles once they have 
crossed the threshold for detection. dN/dt (preferably measured close to 1.5 nm) can
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readily be calculated from the total particle number concentration measured with a 
PSM or other CPC. The detection threshold dp will be instrument dependent and 
depends on the cut-off size of the instrument, which is assumed to be a step function. 
A simple rearrangement leads to Kulmala et al. (2012). 

Jdp  = 
dN  

dt  
+ Sdil  + Swall + Scoag[cm−3 s−1] (E7.5.2.2) 

where dN/dt is the time-derivative of the total particle concentration and 
Sdil  , Swall and Scoag are the loss rate of particles, described in detail in Sect. 7.5.3. 

Figure 7.9 shows data from a typical chamber experiment. Jdp is variable, partic-
ularly at the beginning and end of the experiments as conditions (e.g. lamp fluxes, 
precursor concentrations) are changing rapidly. Representative values should be 
taken from the region of constant conditions and experiments should be adjusted 
so that these conditions, demonstrated by “steady” in Fig. 7.9, are maintained for as 
long as possible. 

Fig. 7.9 Anticipated results from an NPF experiment performed in a chamber. Panel A shows 
the simulated time-evolution of particle size distribution during the experiment. Panel B shows 
the particle formation rate (J1.5) and its different components. Shaded areas correspond to ±1σ 
uncertainty obtained from the Monte Carlo simulations of 10 000 runs. The time between the dashed 
lines shows the time with the stable formation rate of particles (steady state), for which the average 
particle formation rate should be calculated. The magnitude of the components and time scales varies 
depending on the chamber specifications, experimental plan (gas concentrations, etc.) and particle 
formation and growth rates (affecting the particle size distribution). Adapted with permission from 
Springer Nature: Nature Protocols, Dada et al. copyright 2020. All Rights Reserved
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7.5.3 Determination of Loss Processes 

Determination of dilution losses 

Dilution losses are to be accounted for in case the chamber is operated in continuous 
mode during which synthetic clean air is continuously flowing into the chamber and 
the instruments are continuously sampling from the chamber. This operation mode 
causes an artificially lower particle concentration in the chamber due to dilution 
which needs to be corrected, Sdil, in Eqs. (E7.5.3.1) and (E7.5.3.2). The dilution loss 
rate is determined as follows: 

Sdil  = N>dp  · kdil [cm−3 s−1] (E7.5.3.1) 

with kdil
[
s−1

] = 
Flowsynthetic air 

Vchamber 
(E7.5.3.2) 

where N>dp is the total particle concentration above the size for which you want to 
calculate particle formation rate, kdil is the dilution rate, Flowsynthetic air is the flow 
rate of clean air and Vchamber is the volume of the chamber. 

Determination of wall losses 

Diffusional losses of particles to the chamber walls (Swall) are chamber specific 
(e.g. geometry and materials) and have been discussed earlier (Chap. 2). The rate 
coefficient for loss is inversely proportional to the mobility diameter in a size range 
below 100 nm where diffusional losses are the most critical (Seinfeld and Pandis 
2012). This means that corrections can be made across the particle size range, see 
also Schwantes et al. (2017) and references therein. Equation (E7.5.3.3) defines 
wall-loss rates k: 

Swall(T ) =
∑
i 

Ndpi−dpi+1 · kwall
(
dp, T

)[
cm−3 s−1

]
(E7.5.3.3) 

Here N(dp) describes the number concentration of particles with a mobility diameter 
(dp) while kwall is a factor determined experimentally dependent on chamber mixing, 
chamber conditions and dark decay of the reference species in the absence of particles. 
The wall-loss rate coefficient can also be calculated (Lehtipalo et al. 2018; Wagner 
et al. 2017) theoretically, from the temperature dependence of diffusion coefficient, 
as D ~ (T/Tref)1.75 (Poling et al. 2001) and the wall-loss dependence on diffusion 
coefficient, kwall ~ (D)0.5. For a particle size less than ~ 100 nm on average (McMurry 
and Rader 1985), kwall is given by 

kwall
(
dp, T

) = F ·
(

T 

Tref

)0.875 

·
(
dp,ref 
dp

)
[s−1]. (E7.5.3.4)
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where F is a factor determined experimentally based on chamber mixing and other 
conditions in the chamber as well as dark decay of the reference species in the 
absence of particles. The mobility diameter of the reference species, the reference 
temperature at which the experimental loss rate was determined and the studied 
chamber temperature are given by dp,ref,T ref and T, respectively. 

Determine the coagulation sink 

The loss rate of formed particles to the background particles available in the chamber 
is known as the coagulation sink (Scoag). The pre-existing particles can either be 
introduced into the chamber for the purpose of studying polluted environments or 
can result from the growth of particles formed via nucleation processes. In the latter 
case, the coagulation sink is often negligible early in the experiment but increases 
gradually as the particles grow to larger sizes while more particles are formed in the 
chamber (Fig. 7.8). The coagulation sink is calculated as follows: 

Scoag
(
dp

) =
∫

kcoag
(
dp, d

' 
p

)
n
(
d

' 
p

)
dd

' 
p 

∼= 
d '
p= max∑
d ' 
p= dp 

kcoag
(
dp, d

' 
p

)
Nd ' 

p
[cm−3 s−1] 

(E7.5.3.5) 

where kcoag(dp, d '
p) is the Brownian coagulation coefficient for particles sizes dp and 

d '
p. It is usually calculated using the Fuchs interpolation between continuum and 

free-molecule regimes (Seinfeld and Pandis 2016). 

7.5.4 Ion Formation Rate 

The ion size distributions can be used to calculate the ion formation rates (Kulmala 
et al. 2012), which allows for studying the importance of charging in the NPF process. 
When determining the formation rate of charged particles, additional terms need to 
be added to Eq. (E7.5.3.3) to account for the loss of ions due to their neutralization 
via ion–ion recombination (Srec) and the production of ions by charging of neutral 
particles (Satt) (Manninen et al. 2009). Since the calculation of recombination and 
charging between all size bins is rather complicated, it is suggested that the charged 
formation rates are calculated from a size bin between diameters dp and upper diam-
eter du. The loss of ions out of the studied size bin due to their growth (Sgrowth) 
needs to be determined. Dada et al. (2020) describe other methods of evaluating ion 
formation rates and calculate the charged formation rate for positive and negative 
ions (superscript + and –, respectively) as 

J ± 
dp  = 

dN  ± 
dp−du 

dt
+ Sdil  + Swall + Sgrowth + Scoag + Srec−Satt [cm−3 s−1] 

(E7.5.4.1)
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Here 
dN± 

dp−du  

dt is the time-derivative of the ion concentration in a defined size bin. 
The loss terms of ions due to dilution (Sdil), deposition on chamber walls (Swall) and 
coagulation (Scoag) are calculated as given in Eqs. (E7.5.3.1)–(E7.5.3.5) for ions in 
a size bin between dp and du instead of calculating them for all the particles larger 
than a certain threshold size. 

Determine the growth out-of-the-bin losses 

Sgrowth = N 

(du − dp) 
× GR (E7.5.4.2) 

where the growth rate of ions out of the size bin is given by GR, and is determined 
from the ion size distribution. 

Determine ion–ion recombination losses 

Srec  = α N ± 
dp−du N 

∓ 
<dp (E7.5.4.3) 

where the ion–ion recombination coefficient (α) is usually assumed to be constant at 
1.6 × 10 −6 cm3 s– 1  (Bates 1985) although the recombination coefficient can depend 
on the size of the ions and their chemical composition as well as the temperature and 
relative humidity in the chamber (Franchin et al. 2015). 

Determine the production rate of ions 

Satt = χ Ndp−du N 
± 
<dp (E7.5.4.4) 

Here χ is the ion–aerosol attachment coefficient, which, similar to recombination 
coefficient, may depend on particle size and environmental conditions. χ is usually 
assumed to be equal 0.01 × 10−6 cm3 s –1 (Hoppel and Frick 1986). 

7.5.5 Estimation of Errors 

Determination of the error in the growth rate 

Uncertainties on the growth rate when using the appearance time and maximum 
concentration methods are the result of uncertainty in the particle diameter measured 
by the particle counter and the uncertainty in the fits used for determining the 
appearance or maximum concentration times. 

• In the case that one of either uncertainty is substantially larger than the other, 
a weighted least square fit on the variable with smaller error as an explanatory 
variable can be applied. The growth rate and error estimate can then be directly 
calculated based on the fit.
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• In the case that both variables contain a similar magnitude of uncertainty, a fitting 
method allowing for error on both variables can be used, e.g. total least squares 
or geometric mean regression. In this case, the error on the GR can be determined 
using a numerical method, e.g. Monte Carlo simulation. Here, the statistical error 
on the growth rates using the Monte Carlo method can be estimated by reproducing 
the measurement data 10,000 times with the estimated uncertainties. The GR can 
be reproduced for all data sets by assuming normally distributed errors including 
random and systematic errors. 

• The GR can be reported as the median value and the uncertainty as ± one standard 
deviation. 

Determine the error in the formation rate 

As with the growth rates, the Monte Carlo method for the error estimation can be 
applied on the formation rate as set out below: 

• First, given that the instrumental cut-off diameter affects the detected particle 
number concentration above a given cut-off diameter, the relation between the 
cut-off diameter and detected particle concentration can be estimated. 

• Assume independent uncertainties for the various parameters: cut-off diameter, 
N, kdil, kwall and kcoag. Assume that these uncertainties are normally distributed 
and should include random and systematic error. 

• The uncertainty on kdil can be estimated from the dilution flow rate on kwall from a 
decay experiment to which the decay rate can be fitted, and on kcoag by assuming 
10% error on the size distribution. 

• Monte Carlo runs can be constructed so that the first cut-off diameter is selected 
from the cut-off distribution, which determines N, for which the uncertainty is 
normally distributed and randomly selected. 

• Reproduce the formation rate 10,000 times at the plateau value (see Sect. 7.5.2 
and Fig. 7.9), from which formation rate is usually determined. The Jdp can be 
reported as the median value with uncertainty as ± one standard deviation. 

7.6 Analysis of Experiments and Application 
of Chamber-Specific Corrections 

7.6.1 Introduction 

When running complex experiment in simulation, chamber-specific box modelling 
can be an important tool for providing detailed chemical insight into chamber 
experiments. 

This type of activities can be modelling exercises to design optimum condi-
tions before specific chamber experiments. It often includes the exploration



264 P. Seakins et al.

[oxidant]/[VOC] ratios or the [VOC]/[NOx] ratios sensitivities or simulating précur-
sors reactivity with respect to timescales of experimental systems as well as the 
formation and loss of target products or intermediates. 

Modelling is also extremely valuable to aid interpretation of chamber experi-
ments. It often proceeds by comparisons between temporal profiles of modelled 
and measured concentrations of not only O3, NOx and the precursor VOC, but also 
of a wide range of intermediates and products. These comparison request efficient 
chamber-specific auxiliary mechanisms and in-turn the use of modelling to interpret 
data provides meaningful interpretation and evaluation of the auxiliary mechanism. 

Finally, chamber evaluation is key to the development and optimization of chem-
ical mechanisms. It is indeed a central process in the knowledge transfer of our 
chemical understanding with real atmosphere models, linking fundamental labora-
tory and theoretical chemical understanding through to the chemical mechanisms 
used in science and policy models. 

State-of-science detailed “benchmark” mechanisms are needed for fundamental 
chemical understanding and the development and optimization of reduced mech-
anisms, underpinning a range of atmospheric modelling activities. Mechanisms for 
individual VOCs in benchmark mechanisms are often tested using data from highly 
instrumented smog chambers. These experiments have not only been used to evaluate 
the mechanisms, but also to develop them further and to indicate, where necessary, 
the need for additional experimental measurements. Evaluation studies help to iden-
tify gaps and uncertainties in the mechanism where some revision or updating is 
necessary and to test new experimental data and theory. 

A number of mechanisms, used widely in policy models, have been and continue 
to be developed and optimized on the basis of chamber data (e.g. SAPRC (Carter 
2010)), and it is important that the benchmark chemical mechanism is evaluated 
alongside these, often “reduced” mechanisms, both in relation to the chamber and for 
atmospheric conditions. An example of such a detailed state-of-science benchmark 
mechanism is the Master Chemical Mechanism. 

The Master Chemical Mechanism (MCM) is a near-explicit chemical mechanism 
that describes the detailed gas-phase degradation of a series of primary emitted 
VOCs. It is extensively employed by the atmospheric science community in a wide 
variety of science and policy applications where chemical detail is required to assess 
issues related to air quality and climate. The current version, MCMv3.3.1, treats the 
degradation of 143 emitted VOCs and currently contains about 17,500 elementary 
reactions of 6,900 closed-shell and radical species, constructed manually based on 
the mechanism development protocols (Jenkin et al. 1997; Saunders et al. 2003; 
Jenkin et al. 2015). The MCM is available to all, along with a series of interactive 
tools to facilitate its usage at the following websites: http://mcm.york.ac.uk, http:// 
mcm.leeds.ac.uk/MCM/ and http://mcm.york.ac.uk. 

The MCM has been extensively evaluated, optimized and developed using a wide 
range of smog chamber experiments. Examples include

http://mcm.york.ac.uk
http://mcm.leeds.ac.uk/MCM/
http://mcm.leeds.ac.uk/MCM/
http://mcm.york.ac.uk
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• Development of MCMv3.1 aromatic chemistry was evaluated and optimized using 
an extensive range of photo-oxidation chamber experiments carried out at the 
highly instrumented EUPHORE chamber (Bloss et al. 2005). 

• Chamber-specific box models have been used in the evaluation of the MCMv3.1 
1,3,5-trimethylbenzene mechanism, and to investigate potential gas-phase precur-
sors to the secondary organic aerosol (SOA) formed in photo-oxidation experi-
ments carried out at the PSI aerosol chamber (Rickard et al. 2010). 

• The performance of the MCMv3.2 β-caryophyllene mechanism, and its ability 
to form SOA in coupled gas-to-aerosol partitioning model was evaluated using a 
series of ozonolysis and β-caryophyllene/NOx chamber experiments carried out 
at the University of Manchester aerosol chamber (Jenkin et al. 2012). 

The following section describes how an MCM chamber-specific box model is 
constructed and run, how chamber-specific parameters are applied and how they 
can be used in the analysis of chamber experimental data. 

7.6.2 General Approach 

At the core of a zero-dimensional box model is the chemical mechanism, which 
describes the chemical system that is being modelled. At a mathematical level, the 
chemical mechanism is a system of coupled ordinary differential equations (ODE) 
which can be solved versus time using an appropriate numerical integrator. A number 
of open sources, free to use modelling toolkits designed to be used with the MCM 
are available, include the following: 

• AtChem Online (Sommariva et al. 2020)—https://atchem.leeds.ac.uk/webapp/. 
• AtChem2 (Sommariva et al. 2020)—https://github.com/AtChem/AtChem2. 
• DSMACC (Emmerson and Evans 2009)—http://wiki.seas.harvard.edu/geos-

chem/index.php/DSMACC_chemical_box_model. 
• Kintecus—http://www.kintecus.com/. 
• Chemistry with Aerosol Microphysics in Python (PyCHAM) box model 

(O’Meara et al. 2021)—https://github.com/simonom/PyCHAM. 

The AtChem online website contains tutorial material and a number of examples. 
Any chemical mechanism can be integrated by these tools, as long as they are in an 
appropriate format. 

In general, the following parameters need to be defined to run a basic chemical 
box model: 

• model variables and constraints and solver parameters; 
• environmental variables and constraints; 
• photolysis rates; 
• initial concentrations of chemical species and lists of output variables.

https://atchem.leeds.ac.uk/webapp/
https://github.com/AtChem/AtChem2
http://wiki.seas.harvard.edu/geos-chem/index.php/DSMACC_chemical_box_model
http://wiki.seas.harvard.edu/geos-chem/index.php/DSMACC_chemical_box_model
http://www.kintecus.com/
https://github.com/simonom/PyCHAM
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No two chambers are the same and they exhibit unique and evolving chemical charac-
teristics. As such, chamber-specific “auxiliary mechanisms” are needed in chamber 
models in order to take into account the background reactivity of the chamber. 
This allows separation of the chamber-specific chemical processes from the under-
lying processes that are being studied in experiments. These auxiliary mechanisms 
are essential to make results from experiments carried out in different chambers 
comparable and transferable to the atmosphere. 

Chamber auxiliary mechanisms mainly take into account chemical processes 
occurring at the chamber walls, which depend on the specific experimental condi-
tions and recent chemical history (Rickard et al. 2010). Important chemical factors 
that need to be considered include the following: 

• Rapid cycling of reactive NOx−y species (especially with respect to HONO 
formation) to/from the chamber walls. 

• Chamber wall sources of reactive species, which can significantly contribute to 
the radical budget throughout the experiment. 

• Losses of reactive gas/aerosol species to the chamber walls. 
• Chamber dilution effects via leaks and/or gas removal by instruments. 
• Characterization and ageing of different types of UV lamp systems used to 

simulate photochemically important areas of the solar actinic spectrum. 

Chamber auxiliary mechanisms can be evaluated and optimized in a range of chamber 
experiments using well-defined and simple photochemical systems (e.g. ethene or 
propene photo-oxidation (Chap. 2)). 

7.6.3 Building a Chamber Box Model 

Examples of how to build a chamber box model are given in the MCM/AtChem 
tutorial available via the MCM website (http://mcm.york.ac.uk/atchem/tutorial_int 
ro.htt). 

The modelling tool chosen to run the chamber model was AtChem Online 
(Sommariva et al. 2020). The complete MCM v3.3.1 ethene mechanism, along 
with the appropriate inorganic reaction scheme, was extracted from the MCM 
website using the “subset mechanism extractor” (http://mcm.york.ac.uk/extract.htt). 
The model was initiated using the values listed in Examples of how to build a 
chamber box model are given in the MCM/AtChem tutorial available via the MCM 
website (http://mcm.york.ac.uk/atchem/tutorial_intro.htt). Below, we will look at 
an example of building a chamber box model for a simple “high NOx” ethene 
photo-oxidation experiment carried out at the EUPHORE outdoor environmental 
chamber in Valencia, Spain on the 01/10/2001 (Zádor et al. 2005). Table 7.1 shows 
the initial conditions and other important parameters needed to initialisze the model. 

Table 7.1 “Clear sky” photolysis rates were calculated according to a set 
of empirical parameterizations (http://mcm.york.ac.uk/parameters/photolysis_para 
m.htt), defined for each photolysis reaction as described in Jenkin et al. (1997) and

http://mcm.york.ac.uk/atchem/tutorial_intro.htt
http://mcm.york.ac.uk/atchem/tutorial_intro.htt
http://mcm.york.ac.uk/extract.htt
http://mcm.york.ac.uk/atchem/tutorial_intro.htt
http://mcm.york.ac.uk/parameters/photolysis_param.htt
http://mcm.york.ac.uk/parameters/photolysis_param.htt
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Table 7.1 Initial 
concentrations and other 
parameters needed for 
initialization of the chamber 
box model for the 01/10/2001 
EUPHORE ethene “high 
NOx” experiment 

01/10/2001 (high NOx) 

Start time (hh:mm) 10:05 

End time (hh:mm) 16:00 

C2H4 (ppbv) 613 

NO (ppbv) 175 

NO2 (ppbv) 23 

O3 (ppbv) 0.5 

HONO (ppbv) 0.5 

HCHO (ppbv) 0.5 

CO (ppbv) 423.8 

H2O (ppbv) 3.8 × 10–5 

Taverage (°C) 30.6 

Dilution rate (s−1) 1.64 × 10–5 

Saunders et al. (2003). The model was started at the time the chamber was opened 
and output every 5 min until the end of the experiment. 

Base Model Run 

Figure 7.10 shows the model-measurement comparison of the temporal evolution of 
C2H4 (ethene), NO2, O3 and HCHO. The pink lines show the base model run results, 
i.e. not constrained to dilution or the chamber auxiliary chemistry. The decay of 
ethene is substantially under-predicted, while all the product concentration profiles 
are over-predicted. The ozone peak is over-predicted by about 30% and has probably 
not yet peaked in the simulation.

Chamber Dilution Effects 

The blue lines in Fig. 7.10 show the model run results when dilution of species 
has been taken into account. Chamber dilution at EUPHORE is characterized by 
injecting SF6 and measuring its concentration throughout the experiment by FTIR. 
The measured first-order dilution rate is given in Examples of how to build a 
chamber box model are given in the MCM/AtChem tutorial available via the MCM 
website (http://mcm.york.ac.uk/atchem/tutorial_intro.htt). Below, we will look at 
an example of building a chamber box model for a simple “high NOx” ethene 
photo-oxidation experiment carried out at the EUPHORE outdoor environmental 
chamber in Valencia, Spain on the 01/10/2001 (Zádor et al. 2005). Table 7.1 shows 
the initial conditions and other important parameters needed to initialisze the model. 

Table 7.1 as 1.64 × 10–5 s−1. Unsurprisingly, including dilution in the model 
significantly improves the profiles of all species. 

Effects of Chamber Auxiliary Chemistry 

A base case auxiliary mechanism was constructed from EUPHORE characterization 
experiments and literature data adapted to EUPHORE conditions (Zádor et al. 2005;

http://mcm.york.ac.uk/atchem/tutorial_intro.htt
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Fig. 7.10 Model-measurement comparisons of the temporal evolution of C2H4, NO2, O3 and 
HCHO in the 01/10/2001 EUPHORE ethene “high-NOx” photo-oxidation experiment. Four model 
scenarios are shown: red lines = base model run; blue lines = dilution effect included; green lines 
= dilution + tuned chamber auxiliary chemistry included; magenta lines = dilution + auxiliary 
chemistry + constrained to measured j(NO2)–JFAC scaling–included. The black circles are the 
measured data

Bloss et al. 2005). Discrepancies between the modelled and measured data and a 
detailed sensitivity analysis were used to derive a tuned auxiliary mechanism which 
is listed in Table 7.2. 

The green lines in Fig. 7.10 show the model run results when dilution and the 
above chamber-specific auxiliary chemistry are added to the model. The model now 
gives an excellent prediction of the ethene decay, with the temporal profiles of all

Table 7.2 Parameters from the tuned auxiliary mechanism used to assess the impact of chamber-
related processes on the ethene experiments (Bloss et al. 2005) 

Process Tuned rates 

NO2 = HONO 0.7 × 10–5 s−1 

NO2 = wHNO3 1.6 × 0–5 s −1 

O3 = wO3 3.0 × 10–6 s−1 

Initial HONO NOx dependent 
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modelled species coming more into line with the measurements. Peak ozone is now 
only over-predicted by 10%. 

Radiation Effects 

Radiation effects have been discussed in Chap. 2. All the calculated photolysis 
processes apply chamber-specific scaling factors (Fx) in order to take into account 
radiation effects of transmission through the chamber walls, backscatter from the 
aluminium chamber floor and cloud cover (Bloss et al. 2005; Sommariva et al. 2020). 
In addition, the photolysis rate of nitrogen dioxide, j(NO2), is routinely measured 
in chamber A at EUPHORE and these data are available for the experiment above. 
Variations in actinic flux from day to day and during the experiment resulting from 
short temporal-scale variations in cloud cover are accounted for by considering the 
difference between the measured and clear sky calculated j(NO2) at any given time 
during the experiment. This variable scaling factor, JFAC, is applied to all calculated 
photolysis rates along with Fx. 

Figure 7.11 shows the temporal profile of the measured j(NO2) for the 01/10/2001 
EUPHORE ethene photo-oxidation experiment, along with the clear sky model calcu-
lated parameterized j(NO2) and the calculated JFAC values (JFAC = j(NO2)measured/ 
j(NO2)calculated). The magenta lines in Fig. 7.10 show the model run results when 
dilution, chamber–specific auxiliary chemistry and constraints to the photolysis rate 
scaling factor JFAC have been added to the model. The timing of most of the profiles 
has improved further. However, owing to the measured j(NO2) being generally higher 
than the calculated j(NO2), the profiles are all slightly increased (with increased 
ethene decay) owing to the slight increase in the photo-reactivity of the system.

7.7 Use Simulation Chambers for the Assessment 
of Photocatalytic Material for Air Treatment 

7.7.1 Introduction 

Despite considerable progress in the past decades, ambient air pollution and, 
more specifically, fine particles, nitrogen dioxide and ozone, cause around 400.000 
premature deaths each year in the EU (EEA Report 2019). 

Photocatalysis has been shown to be a potential process for reducing atmospheric 
pollutants (Ângelo et al. 2013; Schneider et al. 2014; Boyjoo et al. 2017). Photocatal-
ysis may be used for reducing pollutant levels in outdoors as well as indoors and has 
been applied mainly for reducing NO2 concentrations outdoors. More specifically, 
one of the proposed measures is the photocatalytic degradation of NOx on titanium 
oxide (TiO2) containing surfaces, leading to the formation of adsorbed nitric acid 
(HNO3) or nitrate (NO3

−), which is washed off by rain (Laufs et al. 2010). While 
photocatalytic nitrate formation has been critically reviewed, photocatalysis could 
help to improve urban air quality due to a variety beyond the simple reduction in
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Fig. 7.11 Measured (5-min averages) and calculated j(NO2) values from the 01/10/2001 
EUPHORE ethene “high-NOx” photo-oxidation experiment. JFAC scaling factor = j(NO2) 
measured/j(NO2) calculated. Red circles = 5-min average j(NO2) measured values; blue line = 
calculated “clear sky” j(NO2) values using the MCM parameterization (Saunders et al. 2003); 
Black dotted line = JFAC scaling factor (j(NO2) measured/j(NO2) calculated)

NOx. Firstly, the removal of NOx reduces direct O3 production as NO2 photolysis 
is reduced and any photocatalytic VOC removal will indirectly reduce O3 and smog 
formation. Secondly, while photocatalysis does not reduce the total amount of HNO3 

formation, nitric acid is formed and retained on the surface until washed off and hence 
will not damage plants or cause respiratory damage. Finally, total nitrate in the rain 
wash-off can be reduced if treated in wastewater plants. 

However, poorly designed photocatalysts can have some negative effects such as 
the formation of nitrous acid, HONO, photolysis of which can accelerate photochem-
ical smog formation (Laufs et al. 2010; Monge et al. 2010a; Gandolfo et al. 2015) 
or the production of HCHO or other oxygenated VOCs (Mothes et al. 2016; Toro  
et al. 2016; Gandolfo et al. 2018). In addition, nitrates need to be regularly removed 
to maintain efficiency and to prevent photocatalysis of the adsorbed nitrate (Monge 
et al. 2010a, b). Photocatalytic surfaces at best will only contribute to NOx reduction; 
they are not the sole solution and should be considered as part of a wider range of 
solutions to the issue of poor air quality (Gallus et al. 2015; Kleffmann 2015). 

TiO2 can be found on the market in different formats for environmental purposes, 
for example, as paints, concrete, pavement stones, granules for asphalt surfaces, roof 
tiles, window glass, etc. Its effectiveness depends not only on the support (paints, 
textiles, etc.) but also on the impregnation method (layer, embedded, etc.). Never-
theless, a science-based approach is needed to assess the performance of this process 
before it is promoted as an effective solution and enters the market. 

Atmospheric simulation chambers are well equipped to study the reduction poten-
tial of selected photocatalytic surfaces under well-defined atmospheric conditions.
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Simulation chamber studies can provide investigators and companies with large-
scale assays helping them in developing efficient products and in reducing potentially 
problematic behaviour as well as providing a basis to encourage local authorities and 
stakeholders to adopt a more integrated approach to urban air quality management. 
While atmospheric simulation chambers have many advantages, initial studies can 
also be carried out in smaller photo-reactors that can characterize the uptake and 
are useful for screening before considering larger scale measurements (Ifang et al. 
2014). These reactors are also the only way to determine the uptake kinetic parameter, 
i.e. uptake coefficients (γ) for fast photocatalytic reactions (see below). In contrast, 
in larger smog chambers, fast uptake will be limited by the transport to the active 
surfaces. However, in smaller flow reactors, secondary chemistry and the impact of 
photocatalysis on the complex chemistry of the atmosphere, e.g. on summer smog 
formation, cannot be investigated. Here larger simulation chambers are necessary. 

The present section describes experimental approaches using atmospheric simu-
lation chambers for the testing of different photocatalytic materials. Section 7.7.2 
presents a protocol for the study of enhanced uptake, exemplified by looking at 
the removal of NOx by TiO2-doped surfaces, along with a number of examples. 
In Sect. 7.7.3, we look at how surface chemistry can be incorporated into more 
complex photosmog simulations and finally Sect. 7.7.4 provides recommendations 
for rigorously using simulation chambers in order to study the photocatalytic activity 
of material and the effect of their deployment on atmospheric composition. 

7.7.2 Photocatalytic Activity Determination Using 
a Simulation Chamber 

Introduction 

Simulation chambers can be very useful tools to determine the photocatalytic activity 
of potential depolluting materials. The principle for the photocatalytic activity 
measurement can include both NOx reduction and the production of intermediates 
such as HONO or oxygenated VOC. One of the assets of this approach, in contrast to 
more compact testbeds, is the ability to have more realistic conditions and to consider 
the production of a wider range of compounds. It must nevertheless be kept in mind 
that atmospheric chambers are not suitable to measure the uptake kinetic parameter 
for fast photocatalytic processes. Indeed, in a chamber, even if fans are used for 
efficient mixing, transport to the surface is most of the time the limiting parameter 
for active samples, at least with γ > 10–4. This indicative value for γ will depend on 
mixing efficiency, available reactive surfaces and the volume of the chamber. 

In the following sub-sections, we outline an experimental protocol using exam-
ples from studies at CNRS-Orléans, considering experimental procedures and data
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analysis. Finally, we briefly discuss these results highlighting considerations relevant 
for other studies. 

Experimental protocol with an example of glass surfaces 

(1) Sample Preparation 

For the present example study, a photoactive glass was compared to an equiva-
lent area of normal glass. The tested glass consisted of two sets of pieces with 
different surfaces. Both types of glass are commercially available; the non-treated 
glass was standard windows glass, while the treated glass was Pilkington™ Activ™ 
self-cleaning glass. Each test piece consisted of panels of a surface area of 0.39 
m2 (0.88 m × 0.44 m). The preparation of the test samples prior to the experiment 
consisted of washing with deionized water, and then placing it into the chamber to be 
flushed with purified air for at least 1 h. In order to ensure the absence of contamina-
tion emissions from the materials, air samples were taken prior to the introduction of 
NO and NO2. For the present study, both indoor and outdoor atmospheric simulation 
chambers have been used. 

(B) Chamber descriptions 

(a) Indoor chamber 

The indoor chamber setup consisted of a 275 L Teflon cube that was used as a static 
stirred reactor. The experiments were performed at room temperature (25 ± 3 °C)  
and 760 Torr in dry air (RH < 5%). In the present example, dry conditions were 
chosen for mechanism investigation purposes. It must be noted that dry conditions 
are not so relevant for the atmosphere and that photocatalysis is highly dependent on 
the availability of water molecules adsorbed on the material, which is a function of 
the relative humidity. It is generally recommended in standard procedures (e.g. ISO 
22197-1 2007) to work at 50% RH. The UV exposure unit consisted of an ULTRA-
VITALUX 300 W (® OSRAM) lamp used to simulate solar radiation. The test piece 
was laid flat on the middle of the floor of chamber to be exposed to pollutants. The 
desired amounts of nitrogen oxide (NO) and nitrogen dioxide (NO2) were introduced 
into the chamber via a 20 L min−1 air stream. The mixing ratios were measured 
periodically at regular intervals using a NOx monitor. During the entire duration of 
the experiments, a slight airstream 100 mL min−1 was added into the chamber in 
order to compensate the loss from the sampling volume and to maintain a slight 
overpressure to prevent the outside air from entering the setup. 

(b) Outdoor chamber 

The outdoor chamber was a cube of 1.5 m edge with a volume of 3.4 m3 made 
of a 200 μm PTFE film. In addition to the NOx and O3 monitors, it was equipped 
with pressure, temperature and relative humidity sensors. The solar intensity was 
measured using a J(NO2) radiometer. A fan positioned inside the chamber gave 
homogeneous mixing within the chamber in <2 min. The chamber could be covered 
by a black and opaque cloth that could be rapidly removed. As with the indoor 
chamber, NO and NO2, were introduced via a 20 L/min air stream and their mixing
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ratios were measured continuously and a dilution flow was used to maintain a slight 
overpressure. 

(C) Experimental procedure 

NO and NO2 can be introduced into the environmental chambers (indoor and outdoor) 
in the desired concentration (e.g. to simulate “high” or “low” NOx conditions) with 
initial concentrations in the range 43.3–170 and 11.45–50 ppbv, respectively, in this 
particular example. The system was allowed to stabilize for at least 1 h and the 
chamber was then exposed to radiation for 4 h. The NOx concentration–time profiles 
were measured continuously. 

Photocatalytic Efficiency Determination 

The photocatalytic activity is studied here exemplarily by measurement of the NOx 

loss. However, this loss can be due to combinations of 

(i) wall loss and dilution, 
(ii) adsorption on the surface of the sample, 
(iii) photolysis by UV light (for NO2), 
(iv) photocatalysis by TiO2 in the presence of UV light. 

Therefore, the measurement of the concentration–time profiles of NO and NO2 can 
give information on the TiO2-material activity providing that the above side effects (i– 
iii) are considered. Hence, before performing the photocatalytic experiments, blank 
tests (chamber without material and in the presence of a material without TiO2) were  
carried out in order to estimate the loss of NOx. 

The estimation of the catalytic activity of the materials is often represented through 
various parameters that are all arising from different approaches of various levels of 
scientific robustness. 

(i) the percentage of NOx photo-removed (%NOx(photo-removed)), 
(ii) the photocatalytic/oxidation rate (PR, μg m−2 s−1), 
(iii) the photocatalytic deposition velocity (νphoto), 
(iv) the uptake coefficient (γ). 

The percentage of NOx photocatalytically removed is calculated by the following 
equation: 

%NOx photo-removed =
(
[NOx]UV − [NOx]blank 

[NOx]UV 
× 100

)
(E7.7.2.1) 

where [NOx]UV and [NOx]blank represent the amount of NOx (ppb) removed, respec-
tively, during the irradiation of TiO2 containing sample and that removed during the 
blank experiment due to side effects. 

While sometimes used to compare different material activities under similar condi-
tions and time horizon, using a percentage of reduction is not compatible with kinetic 
theory. Here zero-order kinetic is applied to a typical first-order photocatalytic reac-
tion at atmospheric relevant pollutant levels. The result is a parameter that can be time
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dependent in a smog chamber and that is not linearly correlated to the photocatalytic 
activity (see Ifang et al. 2014). 

The photocatalytic/oxidation rate (PR, μg m−2 s−1) is calculated, taking the 
sample surface, the chamber volume and the duration of the experiment into consid-
eration. Thus, it provides a more precise estimation of the cleansing capacity of a 
material than the percentage of photo-removal. However, the PR is directly propor-
tional to the pollutant concentration investigated and can be only applied to the 
atmosphere, if the PR is normalized to atmospheric conditions. In addition, in this 
simplified formalism, zero-order conditions are again assumed, for typical first-order 
photocatalytic reactions. While often used by the industry to advertise the efficiency 
of depolluting products, this measure is not scientifically robust. Except when the 
experiments are performed under realistic concentration conditions, it can even be 
misleading. Indeed, as the experiments are often conducted at much higher NOx 

condition than in the real atmosphere (e.g. at 1 ppm NO level recommended by ISO 
22197-1 2007), the photolytic oxidation rates are derived often leading to unrealisti-
cally high values. It is not recommended to use this formalism unless the NOx level 
of the experiment is systematically provided together with the PR values. 

The photooxidation rate (PR) is given by the following equation: 

PR =
(
V · [NOx]TiO2UV 

A · t
)

(E7.7.2.2) 

where [NOx]TiO2UV is the concentration of NOx photocatalytically removed due to 
the TiO2 effect (μg m−3), A is the sample surface (m2), t is the irradiation time (s), 
and V (m3) = the volume of the experimental chamber (V = 3.4 or 0.275 m3). 

The deposition velocity was also calculated in order to describe the photocatalytic 
activity independently, avoiding the influence of the pollution concentration. The 
photocatalytic velocity (PV) can be approximated by the following equation: 

PV =
(

PR 
[NOx]in+[NOx]UV 

2

)
(E7.7.2.3) 

where PR is the photocatalytic rate (μg m−2 s−1), [NOx]in is the initial amount of 
NOx (μg m−3) before irradiation and [NOx]UV is the amount of NOx (μg m−3) 
removed during the irradiation of the TiO2 containing sample. Here again the main 
issue lies in the kinetic representation of the studied phenomenon. PV expresses itself 
as first-order kinetic parameter applied to a first-order process but calculated from a 
zero-order parameter (PR) and this mixed approach cannot be recommended. 

The most robust approach is certainly to remain under the first-order kinetic 
assumption all along the data analysis process as recommended by Ifang et al. (2014). 
A first-order rate coefficient (krxn) can be obtained from experimental data only if 
either (a) there is an absence of secondary chemistry which may be achieved in a fast 
flow system, or (b) if a rigorous approach is taken to modelling secondary chemistry 
(e.g. NO2 photolysis) or processes such as wall loss. In the absence of secondary 
processes:
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krxn = 
ln [NOx]t 

[NOx]0 

t 
(E7.7.2.4) 

As a first-order rate coefficient, krxn will be independent of the NOx concentration and 
it is recommended to repeat experiments at a range of concentrations to verify this. 
Of course, krxn depends on the geometry of the sample and reactor and will scale with 
the Sactive/V ratio where Sactive is the surface area (m2) of the photocatalytic sample 
and V is the gas-phase volume (m3) over the sample. This dependence on reactor 
configuration means that values of krxn cannot be directly compared; the dimension-
less reactive uptake coefficient (γ) (Finlayson-Pitts and Pitts 2000) however can be 
compared. (γ) is defined as the ratio of the number of collisions that lead to reaction 
over all collisions of the gas-phase reactant with a reactive surface and is calculated 
from Eq. (E7.7.2.5). 

γ = 
4 · krxn · V 
ν · Sactive , (E7.7.2.5) 

where ν is the mean molecular velocity of the reactant (m s−1) defined by kinetic 
theory: 

ν = 
/
8 · R · T 
π · M 

, (E7.7.2.6) 

in which R is the ideal gas constant (R = 8.314 J mol−1 K−1), T is the absolute 
temperature (K) and M is the molecular mass of the reactant (kg mol−1). When 
the uptake coefficient is known this can be easily converted into the photocatalytic 
deposition velocity (vsurf in m s−1): 

νsurf = 
γ · ν 
4 

. (E7.7.2.7) 

It has to be highlighted that the photocatalytic deposition velocity is not similar to the 
deposition velocity, typically used in flux modelling. It represents only the inverse 
of the surface resistance (rC) in flux approaches. However, when the resistances 
for turbulent transport (rA) and diffusion (rB) are known, deposition velocities can 
be easily calculated, from which flux densities (molec. m−2 s−1) can be derived in 
atmospheric models by multiplying with the concentration (molec. m−3). 

Examples of Photocatalytic Efficiency Results 

(a) Degradation on self-cleaning window glass 

Typical concentration–time profiles of NO and NO2 during the experiment conducted 
in the outdoor chamber are presented in Fig. 7.12.

In high NOx concentration (186–200) ppbV experiments, the loss in 4 h in the 
presence of a non-treated material under irradiation was (69–75) ppbV and was
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Fig. 7.12 NO and NO2 mixing ratios under natural irradiation at high NOx concentration in the 
absence of any surface (left), in the presence of a non-treated glass surface (middle) and finally in 
the presence of a TiO2-treated glass surface (right)

very similar to that of the loss in the absence of any material (60 ppbV) showing 
a negligible impact of the non-treated glass surface. The loss with low NOx in the 
presence of a non-treated glass surface was found to be 13 ppbV, while that in the 
presence of TiO2-based material was in the range 41–50 ppbV. 

The decay of NO in the absence of any surface was 29% of the initial concentration 
over 4 h. In the presence of non-treated surface, it was equal to 28–39% showing that 
the non-treated material had an insignificant effect on the NOx removal. Therefore, 
the removal was considered negligible and the experiments in the presence of a non-
treated glass material were taken as reference to deduce the TiO2 activity. In all the 
experiments, the presence of TiO2 showed a significant role in the removal of NOx. In  
Fig. 7.12, we observe a slight increase in the NO2 which confirms the photocatalytic 
process of oxidation of NOx according to the sequence: NO → NO2 → HNO3 (Laufs 
et al. 2010). 

While being a quite illustrative example in a simulation chamber, such complex 
experiments can only be evaluated by using model description considering gas-phase 
photolysis of NO2 (J(NO2)), wall loss, dilution, in addition to the considered photo-
catalytic chemical mechanism. Through adjustment of the model with the experiment 
will lead to the first-order rate coefficients (krxn) for the NO and NO2 reactions on the 
photocatalytic material, which may be converted into γ (see Eq. E7.7.2.5) by using  
the S/V ratios of the chambers. 

(b) Test of TiO2 impregnated fabrics in the EUPHORE chamber 

The large volume of the EUPHORE chamber (~200 m3) allows for the easy installa-
tion of a range of bulky samples as illustrated in Fig. 7.13. For example, 24 m2 of a 
TiO2 impregnated fabric was installed in a vertical position and 13 m2 on the floor, 
with an S/V ratio of 0.185 m−1. These studies could be carried out over extended 
time periods (e.g. 36 h), thus allowing a range of solar conditions to be sampled. If 
necessary, NOx levels in the chamber could be controlled to simulate a typical diurnal 
profile with morning and evening rush-hour peaks. As with other chambers, relative
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humidity can be controlled, but obviously there is less control over temperature and 
solar radiation. 

As an example of studying the effectiveness of pollution reduction by photocat-
alytic outdoor furniture, a surface of 4.4 m2 of the photocatalytic material func-
tionalized as furniture was installed, with a surface-to-volume ratio (Sactive/V ) of  
0.022 m−1. At such conditions, 50 ppb of NO and 60 ppb of NO2 were introduced 
into the EUPHORE chamber. Figure 7.14 shows results of the NOx evolution when 
both the photocatalytic and the non-photocatalytic materials (blank experiment) were 
exposed to the solar radiation. 

At 120 ppb of NOx under comparable condition, an initial NOx reduction of 
23.6%  in 1 h was  found with the photocatalytic materials, while only 7.4% h−1 was 
derived with the non-photocatalytic materials. The quantification of NO2 is more

Fig. 7.13 Photocatalytic materials in the EUPHORE chamber. Left: textiles on structures and on 
the ground. Right: outdoor furniture 

Fig. 7.14 NOx temporal 
evolution with 
non-photocatalytic (pink 
squares) and photocatalytic 
material (blue triangles) 
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complicated due to secondary reactions by exposing both types of materials to the 
sunlight. Here NO degradation forms NO2 and NO2 photolyse back to NO in the gas 
phase. 

Aware of the limitation of the percentage approach (see above), calculation of 
the uptake coefficient for NOx was performed using the region where a first-order 
kinetic decay could be fitted. This resulted in a γ value of (5.3 ± 0.3) × 10–5. As a  
reference, Gandolfo et al. (2015) reported uptake coefficient values of the order of 
1.6 × 10–5, which is lower than the photocatalytic material used here. 

(c) HONO formation on self-cleaning window glass in the CESAM chamber 

The next example considers experiments in the CESAM chamber, where again the 
NOx uptake on TiO2-doped glass surfaces was examined, but with an additional 
focus on nitrous acid (HONO) detection via FTIR measurements. Samples were 
prepared and the experiments were carried out using a similar protocol (see Experi-
mental protocol with an example of glass surfaces), which included experiments with 
uncoated glass with the same surface area. The initial NO concentration ranged from 
20 to 100 ppb and the relative humidity was varied from 0 to 40% RH. Additional 
experiments were also carried out in an outdoor Teflon chamber. 

Figure 7.15 shows experimental results for the treated and untreated surfaces. 
After introduction of synthetic air and NO into the CESAM chamber, the concen-
trations of NO, NO2, HONO and O3 were monitored in the dark for 1 h. Then the 
artificial illumination was turned on and the chemical system was again monitored 
for 90 min. 

In agreement with previous studies, NO uptake on the TiO2-coated glass was 
enhanced under irradiation, decreasing with time in both experiments. The NO2 

concentration profile exhibited a maximum under illumination, suggesting that it

Fig. 7.15 NO, NO2, HONO and O3 profiles recorded in the presence of a: a TiO2-coated glass 
and b: a standard glass in the CESAM chamber. The vertical line indicates the moment when the 
light was turned on 
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is formed from NO photocatalytic oxidation and then converted into HNO3 on the 
surface. At the same time, a significant accumulation of ozone was observed. In 
agreement with previous studies, HONO production was enhanced under irradiation 
in the presence of TiO2. In contrast, when a standard glass was analysed no ozone 
formation was detected. The NO2 and NO concentration profiles were similar for 
the standard glass and the empty outdoor chamber with no evidence of additional 
photochemical effect. These results indicate that O3 formation cannot be explained 
by the gas-phase chemistry (NO2 photolysis) occurring in the chambers. The differ-
ences between the O3 profiles obtained for the blank experiments and the coated 
glass suggested that TiO2 should be involved in the reaction mechanism leading 
to O3 formation via heterogeneous reaction. Using a complementary experimental 
approach (flow tube), a chemical mechanism explaining the formation of ozone has 
been suggested, see Monge et al. (2010a, b). 

7.7.3 Photosmog Studies in the Presence of TiO2-doped 
Surfaces 

In contrast to the studies described above on the photocatalysis of pure NOx, TiO2-
doped materials operating in the real world will be exposed also to VOCs in addition 
to NOx and therefore photosmog-type experiments are required to examine the real-
world performance. 

As discussed in depth in Sect. 7.6, development of a chamber-specific auxiliary 
mechanism is the first step in a photosmog experiment. The experiments described in 
Sect. 7.7.2 allow for the adjustment of a dedicated auxiliary mechanism (Table 7.3) 
aimed at describing the effect of photocatalytic materials on the NOx air chemical 
system. 

Table 7.3 Chemical reactions involved a simplified NOx chemistry in the presence of TiO2 
containing glass and used for the box modelling described below. Pseudo-first-order rate constants 
are given for standard glass and TiO2-doped glass and are only relevant for the CESAM chamber 
and the available surface of active material used in these experiments 

Reactions Rate constant used 
for standard glass 
(s−1) 

Rate constant used for 
TiO2-doped glass 
(s−1) 

NO + hν → NOads (1.5–2) × 10–5 (1.5–2) × 10–4 

NOads + hν → HONO (2–3) × 10–5 (4–6) × 10–5 

H2O → H2Oads (fraction adsorb.: 0.1) 
H2Oads + hν → OH (on TiO2 only) 

3 × 10–9 

NOads + hν → NO2ads (on TiO2 only) (4–5) × 10–5 

NO2ads + hν → O3 (on TiO2 only) (4–5) × 10–4
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Experiments were performed in the CESAM chamber with the propene–NOx–air 
system which was then irradiated for 3 h under dry conditions (RH < 1%) following 
an initial equilibration period of approximately 45 min in the dark. The simulated 
data were obtained using the standard glass model described in the previous section, 
combining MCM propene chemistry and the CESAM and standard-glass modules 
determined for the NOx–air–light system. All kinetic parameters pertaining to NOx 

heterogeneous chemistry were kept unchanged. 
In spite of a very good ability of the initial model to capture the concentration of 

NO, NO2, HONO and ozone, the propene loss remained constantly underestimated 
as shown in Fig. 7.16. This means that propene undergoes some degree of hetero-
geneous photocatalytic decomposition in the presence of TiO2, probably triggered 
by the presence of hydroxyl groups formed from adsorbed water vapour molecules 
following photocatalytic site activation at the interface. As the formaldehyde and 
acetaldehyde buildup was also significantly underestimated, a simplified surface 
conversion reaction was added to the TiO2-glass module accordingly: 

C3H6 + hv → CH3CHO + HCHO 

The kinetics rate constant for this photocatalytic process was found to lead to the 
best fits when set to (8.7 ± 0.3) × 10–5 s−1 under dry condition and to (1.9 ± 0.7) × 
10–4 s−1 at 45% relative humidity. 

The comparison of Figs. 7.17 and 7.18 shows both the enhancement of propene 
removal in the presence of TiO2-doped surfaces and the good agreement with the 
modified models. Such photosmog experiments are useful in assessing real-world

Fig. 7.16 Pseudo-first-order propene loss under similar conditions during photo-oxidation 
propene/NOx/light experiments in the presence of various surfaces 
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performance and the studies have shown a significant reduction in propene loss with 
relative humidity. 

Fig. 7.17 Concentration–time profiles for monitored species during an experiment with standard 
glass/propene/NOx/light under dry conditions. Lights were switched on at t = 1800 s and switched 
off at t = 10300 s 

Fig. 7.18 Concentration–time profiles for monitored species during an experiment TiO2-
glass/propene/NOx/light under dry conditions. Lights were switched on at t = 1800 s and switched 
off at t=10300 s
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7.7.4 Recommendations for the Use of Simulation Chambers 
in Photocatalysis 

Before application in the real world, the overall efficiency of photocatalytic surfaces 
to improve the urban air quality has to be critically tested in the laboratory. Here not 
only the primary uptake should be studied, but also the potential formation of harmful 
intermediates, like nitrous acid (HONO) (Gustafsson et al. 2006; Ndour et al. 2008; 
Beaumont et al. 2009; Laufs et al. 2010; Monge et al. 2010a; Gandolfo et al. 2015) 
or oxygenated VOCs, like, for example, formaldehyde (HCHO) (Salthammer and 
Fuhrmann 2007; Auvinen and Wirtanen 2008; Geiss et al. 2012; Mothes et al. 2016; 
Toro et al. 2016; Gandolfo et al. 2018). 

If only primary uptake is the major focus of study, consecutive product formation 
and pure material emissions should be studied, small-scale fast flow reactors (e.g. ISO 
22197-1 2007) or smaller continuous stirred tank reactors (CSTR, see, e.g. Minero 
et al. 2013) are efficient tools, if properly applied (for details of the shortcomings of 
standard flow reactors/methods, see Ifang et al. 2014). Here fast uptake kinetics (e.g. 
uptake coefficients of several times 10–4) and small product yields in the sub-percent 
range can be determined for atmospheric conditions when using sensitive analytical 
instrumentation. 

However, when slower heterogenous chemistry, more complex secondary chem-
istry or the impact of heterogeneous photocatalysis on the complex gas-phase chem-
istry of the atmosphere (see summer smog) is the focus of study, simulation chambers 
are recommended. Here small flow reactors with reaction times from <1 s (see ISO 
22197-1 2007) to some minutes (see CSTR reactors) are not suitable, for example, 
to study the impact of photocatalytic surfaces on the O3-formation during summer 
smog. 

The use of simulation chambers for photocatalysis studies can be undertaken with 
two different approaches: (a) static reactor approach and (b) continuous stirred tank 
reactor (CSTR) approach. While for both methods efficient mixing of the chamber 
air has to be obtained by the use of fans (see below), in a static reactor, the air 
exchange rate is small and mainly controlled by the leak rate of the chamber and 
the flow rates of the attached instruments. Here typically the concentration time 
profiles are recorded, from which uptake coefficients can be determined (see below). 
In contrast, if a simulation chamber is used as a CSTR reactor (see, e.g. Toro et al. 
2016) much higher air exchange rates are applied and the photocatalysis is studied 
under steady-state conditions, which are typically reached after at least three times 
of chamber air exchange. Here the data evaluation is completely different and is 
based on the steady-state approach (Minero et al. 2013; Toro et al.  2016). Since the 
simulation chambers during the EUROCHAMP projects were used as static reactors, 
the CSTR concept will not be further considered here. For larger chambers, like, for 
example, EUPHORE, the CSTR concept is practically not possible, due to either the 
extremely high air exchange rates necessary or the long duration of experiments, for 
which stable conditions (e.g. photon flux) are not available.
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If a simulation chamber is used in photocatalysis to quantify the initial uptake, 
there is a kinetic limitation caused by the transport of the reactants to the active 
surfaces. Here, in heterogeneous chemistry, a high surface-to-volume (Sactive/V ) ratio 
is recommended, for which unwanted side reactions in the gas phase (e.g. NO2 

photolysis) are minimized. In contrast, for simulation chambers, which are originally 
aimed to study gas-phase reactions, a small S/V is practical, leading to smaller wall-
loss rates compared to the rates of gas-phase reactions. To overcome this mismatch, 
strong fans have to be used in simulation chambers to ensure an efficient mixing of 
the air and to minimize the transport limitation to the surfaces under investigation. 
However, typically, this mixing is not strong enough to study fast uptake kinetics 
(γ > 10–5) and the kinetic transport limit has to be determined individually in each 
chamber. Here instead of the photocatalytic surface, a perfect surface sink for a 
gas tracer has to be used. As an example, potassium-iodide-coated surfaces and 
the heterogeneous uptake of ozone can be used, for which close to unity uptake 
coefficients can be assumed. If the measured first-order uptake rate coefficient for 
this O3 uptake (see Eq. E7.7.2.4) in the chamber, corrected for wall losses and the 
leak rate is converted into an uptake coefficient (see Eq. E7.7.2.5), this represents the 
upper limit transport coefficient γtransport. If now the photocatalytic uptake is studied, 
the measured uptake coefficients (γmeasured) will approach this transport limit for 
fast true uptake kinetics (γtrue). Here the measured uptake can be described by the 
resistance approach: 

1 

γmeasured 
= 1 

γtransport + γtrue 
, (E7.7.4.1) 

for which the measured uptake is converging to γtransport for very active photocatalytic 
surfaces. From the fixed γtransport and the measured uptake, the true photocatalytic 
uptake can be calculated, if γtrue is not much higher than γtransport. The upper limit 
for this method to determine high values of γtrue depends on the precision of both 
the measurements of γmeasured and γtransport. If, for example, γtransport is 10–5 and the 
combined precision error in the smog chamber is 10%, the limit of γtrue will be 9 × 
10–5, which can be calculated by Eq. (E7.7.4.1) from a measured uptake coefficient 
of 9 × 10–6 (only 10% lower than the transport limit). Since the error of γtrue will 
reach 100% at this limit, it is not recommended to study uptake kinetics more than 
five times faster than the individual transport limit in the chamber. If γtrue is higher, 
only a lower limit value should be specified and additional measurements in fast flow 
reactors are recommended. 

If a more complex reaction system is studied in a smog chamber, simple analyt-
ical evaluation using Eq. (E7.7.2.4) is not possible and the use of a chemical box 
model is strongly recommended. Here all photocatalytic reactions involved should 
be implemented. The use of a chemical model for the interpretation of a simulation 
chamber experiment is especially necessary, if the impact of photocatalysis on the 
complex chemistry of the atmosphere, e.g. O3 formation during summer smog, is to 
be investigated. Here the heterogeneous photochemical reactions have to be imple-
mented as first-order rate coefficients into the existing model tools (e.g. MCM) after
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parameterization considering the Sactive/V ratio inside the chamber. Only the use of 
such modified models can help to understand the observations inside the chamber. 

As the simplest example, here the photocatalysis of pure NO2 mixtures inside a 
simulation chamber is presented. While in a fast flow reactor, the uptake kinetics 
of NO2 can be simply described in Eq. (E7.7.2.4) and only the formation of the 
side product HONO in the gas phase has to be considered besides the main reac-
tion product of adsorbed HNO3 (nitrate), the situation is much more complex in a 
simulation chamber. 

Here the following simplified major processes will impact the concentration time 
profiles (for details regarding the main photocatalytic reactions, see Laufs et al. 2010; 
minor reactions are still missing below, e.g. wall loss of NO or HNO3 photolysis): 

Photocatalysis of NO2 NO2 + TiO2 + hν → nitrate 
Photocatalytic formation of HONO by NO2 NO2 + TiO2 + hν → HONO 
Wall loss of NO2 NO2 + wall → products 
Heterogeneous formation of HONO on the chamber walls NO2 + wall → HONO 
Gas-phase photolysis of NO2 (Leighton) NO2 + hν → NO + O(3P) 

O(3P) + O2 → O3 

O3 + NO → NO2 + O2 

Photocatalysis of NO NO + TiO2 + hν → NO2 

Photocatalysis of O3 O3 + TiO2 + hν → products 
Wall loss of O3 O3 + wall → products 
Photocatalytic formation of O3 nitrate + TiO2 + hν → O3 

Photocatalytic formation of HONO by NO NO + TiO2 + hν → HONO 
Photocatalysis of HONO HONO + TiO2 + hν → products 
Wall loss of HONO HONO + wall → products 
Adsorption of HONO to the catalyst HONO + TiO2 → nitrite 
Gas-phase photolysis of HONO HONO + hν → NO + OH 
Gas-phase oxidation of NO NO + OH → HONO 
Gas-phase oxidation of NO2 NO2 + OH → HNO3 

Wall loss of HNO3 HNO3 + wall → products 
Adsorption of HNO3 to the catalyst HNO3 + TiO2 → nitrate 
And dilution of all gas-phase species given by the air exchange rate 

Although this is the simplest example of a photocatalytic experiment inside a 
simulation chamber, it is obvious that such a complex system can only be solved 
by numerical simulation in a box model and additional blank experiments, e.g. by 
measurements of the chamber wall-loss rates or the dark adsorption rates on the 
TiO2. In contrast, any simple analytical evaluation will lead to a misinterpretation 
of the results, for example, to an overestimation of the photocatalytic uptake of NO2 

by the simultaneous gas-phase photolysis.
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In the following, some final recommendations to the general conditions and 
the experimental requirements are given for photocatalytic simulation chamber 
experiments. 

First, besides the analytical instrumentation necessary to detect all important 
species in the gas phase (in the above example: NO, NO2, HONO, HNO3, O3), 
also the measurement of adsorbed species on the photocatalytic surfaces (in the 
above example: nitrite and nitrate) is helpful for the interpretation of the experi-
mental results. For this purpose, extraction of smaller photocatalytic test surfaces by 
a suitable solvent and offline analysis is recommended (e.g. extraction by pure water 
and ion chromatography analysis, see Laufs et al. 2010). 

Second, while the measurements of the spectral actinic fluxes is necessary to 
account for photochemical reactions in the gas phase, the spectral irradiance at the 
photocatalytic surface of interest is also necessary to evaluate photoactivation of 
the active material. The irradiance is critically depending on the orientation of the 
surfaces inside the chamber and on the solar zenith angle (SZA). If no analytical 
device for measuring the irradiance is available, at least the irradiance should be 
calculated by available models (see, e.g. TUV) This is only applicable if horizontal 
photocatalytic surfaces are used. The modelled irradiance should then be scaled 
inside the chamber by the ratio of measured/modelled actinic fluxes (or J(NO2)). 

Third, the photocatalytic surfaces should be washed by ultra-pure water and irra-
diated in clean synthetic air before the experiments, to remove adsorbed impurities 
and to obtain more reproducible results. In contrast, if, for example, nitrate has 
accumulated on the surface, the uptake kinetics of NOx will slow down. 

Fourth, if the pure photocatalytic effect should be studied, reference experiments 
with inactive similar surfaces should be performed under similar experimental condi-
tions (“blank”). Here, for example, photocatalytic glass can be compared with normal 
glass (see Sect. 7.7.2) or photocatalytic active paints can be compared with similar 
normal paints (see Laufs et al. 2010). 

Finally, the following experimental conditions are recommended for photocat-
alytic simulation chamber experiments (see also Ifang et al. 2014): 

– Pollutants: When the photocatalysis of nitrogen oxides is studied, typically only 
NO is investigated. Here we recommend in addition to use the environmen-
tally (and legislatively) more important NO2. We also recommend investigating 
the different VOC classes, i.e. aromatics (e.g. toluene), unsaturated VOCs (e.g. 
propene) and biogenic VOCs (e.g. isoprene). 

– Concentration: Since the assumed first-order kinetics of photocatalytic reactions 
are observed only at low reactant concentrations, atmospherically relevant pollu-
tion level should be used. Here experiments from typical urban background 
conditions (e.g. NOx: 20 ppb, defined here as low) to heavily polluted kerbside 
conditions (e.g. NOx: 100–200 ppb, defined here as high) should be investigated. 
However, conditions as typically recommended in available standard procedures 
(e.g. 1 ppm of NO in ISO 22197-1 2007) should not be used, since often the 
kinetics changes to zero order at such high pollution level.
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– Humidity: Since photocatalysis is strongly dependent on the humidity (Laufs et al. 
2010) no dry experiments are recommended, but the use of a medium humidity. 
Here in most standards on photocatalysis (e.g. ISO 22197-1 2007) a relative 
humidity of 50% is used, which is also recommended here. 

– Irradiance: Since typically TiO2 is used in photocatalysis, only the irradiance 
at ca. <400 nm has to be considered. This energy is necessary to activate the 
photocatalyst TiO2: TiO2 + hν → ecb + h+ vb (see Laufs et al. 2010). 

– In a smog chamber, often the light source is the sun, for which the UVA irradiance 
is varying between ca. 10 and 70 W m2 depending mainly on the SZA and orien-
tation of the sample inside the chamber. In contrast, in indoor chambers, artificial 
UV light sources are applied, for which a typical UVA irradiance of 10–20 W m−2 

is recommended in most standard procedures (average of typical ambient values). 
Care has to be taken, when the uptake kinetics of indoor experiments is compared 
to outdoor simulation chamber experiments, with often much higher irradiance 
used. 
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Abstract Earlier chapters of this work have described procedures and protocols 
that are applicable to most chambers, this chapter has a slightly different focus; 
we predominantly consider multiphase processes where the applications are on 
phase transfer of chemical species rather than chemical reactions and the processes 
are generally occurring in highly specialized chambers. Three areas are described. 
Firstly, cloud formation processes; here, precise control of physical and thermody-
namic properties is required to generate reproducible results. The second area exam-
ined is the air/sea interface, looking at the formation of aerosols from nonanoic acid as 
a surfactant with humic acid as a photosensitizer. The final apparatus described is the 
Roland von Glasow sea-ice chamber where a detailed protocol for the reproducible 
formation of sea-ice is given along with an outlook of future work. The systems 
studied in all three sections are characterized by difficulties in making detailed in situ
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observations in the real world, either due to the transitory nature of systems or the 
practical difficulties in accessing the systems. While these specialized simulation 
chambers may not perfectly reproduce conditions in the real world, the chambers do 
provide more facile opportunities for making extended and reproducible measure-
ments to investigate fundamental physical and chemical processes, at significantly 
lower costs. 

Chapters 2–7 have described procedures and protocols that are applicable to most 
chambers, although there will be variations dependent on the chemical application 
of the chamber (e.g., whether the primary focus is gas- or aerosol-phase chem-
istry). This chapter has a slightly different focus; we predominantly consider non-
chemical applications in a few more specialized chambers. Section 8.1 describes 
the study of cloud processes focusing particularly on the AIDA (Karlsruhe) and 
LACIS (Leipzig) chambers. Sections 8.2 and 8.3 consider air–ocean and air–sea-ice 
interactions. The systems studied in all three sections are characterized by diffi-
culties in making detailed in situ observations in the real world, either due to the 
transitory nature of systems (e.g., clouds or the continual breaking and reformation 
of the sea surface layer) or the practical difficulties in accessing the systems (e.g., 
use of aircraft for cloud systems or the logistics of polar expeditions). While these 
specialized simulation chambers may not perfectly reproduce conditions in the real 
world, the chambers do provide more facile opportunities for making extended and 
reproducible measurements, at significantly lower costs. 

The chapter also gives a wider flavor of the roles that simulation chambers can 
play in atmospheric science. While the main focus is on physical aspects, chem-
ical measurements in the gas, liquid, aerosol, and solid phases can also be made. 
Providing some background in non-conventional uses of simulation chambers may 
give practitioners in more conventional chambers some ideas about how their work 
can be extended or made more realistic by considering additional interactions or 
processes. Many chambers run access programs, either through ACTRIS or their 
institutions, and so it may be possible to access these chambers to further develop 
your ideas. 

8.1 Application of Simulation Chambers to the Study 
of Cloud Processes 

8.1.1 Introduction 

Clouds are the source of precipitation, contribute significantly to the Earth’s radiation 
budget, and are therefore an important player for both the weather and the climate. 
In the last few decades, comprehensive research activities have been conducted to
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understand cloud processes and the associated interactions (Mason and Ludlam 1951; 
Hobbs 1991; Kreidenweis et al. 2019) which lead to an increase of the quantitative 
knowledge of these systems. Nevertheless, not all processes and their influence on 
weather and climate are yet sufficiently well understood and quantified (Quaas et al. 
2009; Seinfeld et al. 2016; Kreidenweis et al. 2019). 

A reason for our limited understanding is that atmospheric clouds are highly 
complex systems. Clouds are transient and usually occur in places that are not easily 
accessible, making an extensive characterization of clouds very difficult. Further-
more, the observation of a large number of clouds is required as no cloud is like 
another. The study of atmospheric clouds is therefore very ambitious, expensive, and 
sometimes even impossible (Stratmann et al. 2009). In consequence, laboratory inves-
tigations under well-defined and reproducible conditions are needed in addition to 
atmospheric observations in order to better understand and quantify cloud processes 
and related interactions (List et al. 1986; Stratmann et al. 2009; Kreidenweis et al. 
2019). 

Over the last 40 years, a number of laboratory facilities such as expansion cloud 
chambers, continuous-flow systems, and wind tunnels have been developed and 
applied to aerosol and cloud research under controlled, reproducible, and atmospher-
ically relevant conditions (see Chang et al. (2016, 2017) and Cziczo et al. (2017) for  
details about specific laboratory facilities). The results obtained with these labora-
tory facilities have already filled in gaps in the puzzle of understanding aerosol–cloud 
interactions (Chang et al. 2016). 

Cloud simulation facilities have been developed and used during the previous few 
decades to investigate a wide range of processes of relevance for the formation and life 
cycles of atmospheric clouds. Experiments at these facilities can be conducted over a 
wide range of simulated and well-controlled thermodynamic, physical, and chemical 
conditions of relevance for large variety of atmospheric cloud types and climatic 
regions. Among the addressed research topics are aerosol-cloud condensation nuclei 
(CCN) processes, ice-nucleation (IN) processes, ice crystal processes, and turbulence 
effects in cloud microphysics. 

The advantage to using a cloud chamber for the study of ice nucleation is that 
it is a close analogy for how ice nucleation occurs in the atmosphere. The AIDA 
chamber has been used for experiments on the ice-nucleation activity of a variety 
of aerosols such as mineral dust (Möhler et al. 2006), ammonium sulfate (Abbatt 
et al. 2006), bacteria (Möhler et al. 2008), or soil dust (Steinke et al. 2016). A 
new ice-nucleation active surface site (INAS) density was developed as a result of 
these cloud chamber experiments (Connolly et al. 2009; Niemand et al. 2012) and 
was used in models to predict the atmospheric abundance of INPs (Ullrich et al. 
2017). The Manchester Ice Cloud Chamber (MICC) has been used to quantify ice 
nucleation on mineral particles and secondary organic aerosol using the INAS metric 
to quantify ice-nucleation efficiency (see Emersic et al. 2015; Frey et al.  2018). In 
general, chamber expansion techniques agree with other techniques to quantify ice 
nucleation, such as drop-freezing cold stages, at temperatures lower than −25 °C; 
however, at temperatures higher than −20 °C, we tend to see higher INAS values 
when using the chamber method (Hiranuma et al. 2015; DeMott et al. 2018; Emersic
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et al. 2015). The reasons for this are unknown at present. A further advantage to 
using a cloud chamber is that competition effects between aerosol external mixtures 
can be measured and understood, therefore improving models (e.g., Simpson et al. 
2018). 

The Leipzig Aerosol Cloud Interaction Simulator (LACIS) (Stratmann et al. 
2004; Hartmann et al. 2011)—which is a laminar flow tube at TROPOS (Leipzig, 
Germany)—has been used to study aerosol–cloud interaction processes under 
controllable and reproducible conditions. With LACIS, both the hygroscopic growth 
and droplet activation of various inorganic (Wex et al. 2005; Niedermeier et al. 
2008) and organic materials such as HULIS (humic-like substances; Wex et al. 2007; 
Ziese et al. 2008), soot (Henning et al. 2010; Stratmann et al. 2010), and secondary 
organic aerosol particles (Wex et al. 2009; Petters et al. 2009) could be consistently 
described. Furthermore, LACIS has been comprehensively applied for the investiga-
tion and quantification of the immersion freezing behavior of biological (Augustin 
et al. 2013; Hartmann et al. 2013), mineral dust (Niedermeier et al. 2010; Augustin-
Bauditz et al. 2014; Hartmann et al. 2016), and ash particles (Grawe et al. 2016, 
2018). 

The fall-speed of ice particles within atmospheric clouds has a strong impact on 
climate feedback (Mitchell et al. 2011). Ice particle fall-speed is governed by the size 
and shape of the particles (Heymsfield and Westbrook 2010). In the atmosphere, a 
fundamental process in the generation of large precipitating particles is the coming 
together and subsequent aggregation of two or more ice crystals. Many in situ obser-
vations have confirmed that ice crystal aggregation is important over a large range of 
ambient temperatures between 0 °C and−60 °C (e.g., Connolly et al. 2005; Gallagher 
et al. 2012); however, the rates that aggregation occurs at different ambient condi-
tions are very uncertain. Laboratory experiments including cloud chambers are able 
to study and quantify the ice crystal aggregation process and other secondary ice 
crystal processes under a range of simulated conditions (e.g., Connolly et al. 2012). 
In such experiments, tall chambers, such as the 10-m-high Manchester Ice Cloud 
Chamber, are desirable to enable sufficient time for the ice crystals to sediment and 
interact with each other. 

Ice clouds make a major contribution to radiative forcing in the atmosphere, 
both trapping IR radiation and reflecting solar radiation. The balance between these 
processes determines whether clouds have a net warming or cooling, and depends 
on the macro-physical and optical properties of the cloud, in particular, the ice water 
content and the cloud optical depth. Furthermore, accurate retrieval of ice cloud 
properties using remote sensing platforms requires knowledge of the light scattering 
properties of ice crystals (such as their backscatter and volume extinction). In contrast 
to liquid clouds, there is a gap in knowledge about the backscatter and volume extinc-
tion properties of atmospheric ice clouds. Moreover, irregularities on the ice crystal 
surfaces can affect their general light scattering properties (e.g., Liu et al. 2013) and 
there is increasing evidence that ice particles within cirrus clouds are dominated by 
ice particles that have substantially roughened surfaces (e.g., Ulanowski et al. 2014). 
Cloud chambers can play a vital role in narrowing the gap in our knowledge by 
providing direct measurements of the light scattering properties of ice crystals under
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a range of conditions. These measurements aid in the development of parameteri-
zations and provide data with which to test advanced scattering models (e.g., Smith 
et al. 2015, 2016). 

Atmospheric clouds are often inhomogeneous, nonstationary, and intermittent. 
They cover a huge range of spatial and temporal scales with cross-scale interac-
tions between turbulent fluid dynamics and microphysical processes that influence 
the development and the behavior of clouds (Bodenschatz et al. 2010). Turbulence 
drives mixing and entrainment in clouds leading to strong fluctuations in temperature, 
water vapor, and consequently (super-)saturation as well as aerosol particle concen-
tration affecting cloud droplet/ice crystal formation and growth/decay (Siebert et al. 
2006; Chandrakar et al. 2016; Siebert and Shaw 2017). On the other hand, the phase 
transformation processes can introduce bulk-buoyancy effects and influence cloud 
dynamics (Stevens 2005; Malinowski et al. 2008; Bodenschatz et al. 2010). 

To date, there are very few laboratory facilities for the study of aerosol–cloud– 
turbulence interaction processes because of the high requirements for accuracy and 
reproducibility of experimental parameters. One example is the turbulent moist-
air wind tunnel LACIS-T (turbulent Leipzig Aerosol Cloud Interaction Simulator, 
Niedermeier et al. 2020) at TROPOS. LACIS-T can specifically be used to study the 
influence of turbulence on cloud microphysical processes, such as droplet and ice 
crystal formation. The investigations take place under controlled and reproducible 
flow and thermodynamic conditions. The temperature range of warm, mixed-phase, 
and cold clouds (i.e., −40 °C < T < 25 °C) can be covered. The continuous-flow 
design of LACIS-T allows for the investigation of processes occurring on small 
spatial (micrometer to decimeter scale) and temporal scales (up to a few seconds), 
with a Lagrangian perspective. A specific benefit of LACIS-T is the well-defined 
location of aerosol particle injection directly into the turbulent mixing zone as 
well as the precise control of the respective initial and boundary flow velocity and 
thermodynamic conditions. 

8.1.2 Design of Expansion-Type Cloud Chambers to Study 
Cloud Microphysical Processes 

Expansion-type cloud chambers are capable of simulating processes occurring in air 
parcels that undergo steady cooling, e.g., in updrafting air parcels related to convec-
tive or lee wave cloud formation. Cooling in such chambers is induced by active 
pumping to the cloud chamber. The rate of pressure reduction is related to a well-
defined adiabatic cooling rate, and thus to an increase of relative humidity. The opera-
tion of an expansion-type cloud simulation facility requires a clean and vacuum-tight 
cloud chamber with precise temperature and pressure control. Two such facilities are 
operated in Europe, the AIDA cloud chamber (Aerosol Interactions and Dynamics in
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the Atmosphere) at the Karlsruhe Institute of Technology (KIT) (https://www.imk-
aaf.kit.edu/AIDA_facilities.php), and Manchester Ice Cloud Chamber (MICC, http:// 
www.cas.manchester.ac.uk/restools/cloudchamber/) at the University of Manchester. 
In both facilities, the cloud chamber is located inside a cold room, cooled by air 
ventilation, and has rigid walls of high heat capacity, but without active wall cooling. 
This has the advantage of precise and homogeneous temperature control, but the 
disadvantage is that the wall temperatures remain almost constant, while the gas is 
cooled adiabatically during the expansion run of a cloud experiment. This results in an 
increasing temperature difference between walls and the gas volume inside the cloud 
chamber, thus to an increasing heat flux into the volume causing a steady reduction 
of the cooling rate at a constant pumping rate. By that, both the super-cooling and the 
duration of a single cloud run starting at a certain pressure and wall temperature are 
limited, and it is not possible to operate such cloud chambers for longer time periods 
at constant cooling rates. Therefore, the new dynamic cloud chamber AIDAd was 
developed at KIT and came into operation in early 2020. This new cloud simula-
tion chamber has active wall cooling and can therefore be operated with isothermal 
gas and wall temperature distributions in a wide range of cooling rates and a wide 
temperature range. The setup, instrumentation, and operation parameters of the three 
expansion-type chambers AIDA, AIDAd, and MICC will briefly be described in the 
following sections. 

The cloud simulation chamber AIDA 

The AIDA chamber was designed and engineered as an atmospheric simulation 
chamber for long-term aerosol and trace gas chemistry experiments. It came into 
operation in 1997 and, during the first years of operation, was mainly used for 
experiments on heterogeneous chemistry (Kamm et al. 1999) and aerosol optical 
properties (Schnaiter et al. 2005). After an intensive period of polar stratospheric 
cloud research (Wagner et al. 2005; Zink et al. 2002); Möhler et al. 2006), AIDA 
was predominantly converted into an expansion-type cloud chamber (Möhler et al. 
2003, 2005) and also used for a series of experiments on secondary aerosol formation 
(Saathoff et al. 2009). More recently, the AIDA chamber was also equipped with an 
LED light source to simulate the shortwave solar spectrum in the troposphere for 
experiments on atmospheric photochemistry. 

Here, we focus on describing the setup, instrumentation, and operation of AIDA 
as a cloud simulation chamber. Figure 8.1 shows a schematic view of the facility, 
with the cloud chamber located in the cold box and surrounded by four platforms 
with ample space for the operation of instruments that are permanently installed or 
contributed and operated by partners of specific measurement campaigns. The cloud 
chamber is made of aluminum, has a height of about 7 m, a diameter of about 4 m, 
and a volume of 84 m3. A mixing fan is located about 1.5 m above the chamber floor 
with a vertical rotational axis co-aligned to the vertical axis of the cylindrical cloud 
chamber. The fan induces an upward directed air flow and eddy turbulence inside the 
chamber, and by that provides chamber internal mixing and homogeneity of trace 
gas, aerosol, and cloud components with a mixing time scale of about 1 min. The 
mixing time scale and homogeneous distribution of components inside the chamber

https://www.imk-aaf.kit.edu/AIDA_facilities.php
https://www.imk-aaf.kit.edu/AIDA_facilities.php
http://www.cas.manchester.ac.uk/restools/cloudchamber/
http://www.cas.manchester.ac.uk/restools/cloudchamber/
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are critical for the interpretation of experimental results that are obtained with a large 
number of instruments measuring or sampling at locations. The whole cloud chamber 
volume can be considered as a large and uniform cloud element or air parcel that 
experiences, within uncertainty and fluctuation ranges, the same dynamic change of 
cloud formation variables and processes. Figure 8.2 summarizes the instruments that 
are coupled to the AIDA chamber. 

The new dynamic cloud chamber AIDAd 

The main advantage of the new dynamic cloud chamber AIDAd compared to the 
existing AIDA aerosol and cloud chamber facility is that it will allow one to inves-
tigate aerosol-cloud processes at simulated cloud updraft conditions in a wide range 
of well-controlled cooling rates, moisture content, as well as aerosol and trace gas 
mixtures and compositions. AIDAd was designed, engineered, and constructed in 
close collaboration with Bilfinger Noell GmbH, Germany. The vacuum chamber, 
cooling system, and cloud chamber were installed during 2019. First successful 
cooling runs were performed in August 2019, and final test runs are conducted 
during November 2019. 

AIDAd has a double-chamber design (Figs. 8.3 and 8.4), similar to the design of 
the dynamic cloud chambers of the Colorado State University (Demott and Rogers 
1990) and the Meteorological Research Institute in Tsukuba, Japan (Tajiri et al. 
2013). The cloud chamber is located inside an outer vacuum chamber composed of 
thin-walled flow channels with rectangular cross section. It is mounted on the top 
plate of the outer vacuum chamber. The vertical tubes are part of the inner synthetic 
oil circuits for the temperature control of the five cloud chamber segments. The

Fig. 8.1 Schematic 
representation of the AIDA 
cloud simulation chamber 
facility. The cloud chamber 
is located inside a cold box 
with precise control of the 
temperature in the range 
from +60 °C to −90 °C. 
Spatial and temporal 
temperature homogeneity 
within ± 0.3 °C can be 
achieved inside the cold box 
and the cloud chamber. 
© KIT
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Fig. 8.2 Technical components and instrumentation of the AIDA cloud chamber facility. © KIT

vacuum chamber is also constructed in five segments. The bottom part holds all the 
coolant supply tubes and sensor feedthroughs, and can therefore not be removed. The 
other four segments can be removed to provide access to the inner cloud chamber 
for maintenance or installation work. The upper plate of the cloud chamber can also 
be removed to provide access to the inner part of the cloud chamber.

Pre-cooled synthetic oil is pumped through the flow channels in five independent 
circuits: the bottom, three identical cylindrical sections, and the top. The five inner 
circuits are connected with the pre-cooled oil reservoir through an outer circuit. The 
inner wall temperature of each segment can be controlled by either adding colder oil 
from the reservoir (outer circuit) upon request of the cooling system or by electrical 
heating. 

The cloud chamber can either be operated at uniform temperatures in all segments 
or with a temperature difference of up to ±10 °C between two neighboring segments. 
Furthermore, cooling rates of up to 10 K min−1 can be applied to any of the five 
segments. In case of wall cooling, the gas inside the cloud chamber can also actively 
be cooled by controlled pressure reduction inside the vacuum chamber. Connecting 
tubes between the cloud chamber volume and the vacuum chamber keep the pressure 
difference between both volumes below a few hPa. 

By controlled pumping, the temperature inside the cloud chamber volume can be 
kept close to the wall temperature, and therefore heat exchange between the volume 
and the walls will be minimized. In this case, the cloud chamber volume can be 
considered to behave like an updrafting atmospheric air parcel with adiabatic cooling 
conditions. Therefore, the AIDAd cloud chamber will be capable of simulation cloud
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Fig. 8.3 Design of the cloud 
chamber with wall cooling 
located inside a vacuum 
chamber for cloud 
simulation experiments by 
expansion cooling. © KIT

processes at simulated and well-controlled adiabatic cooling rates between about 
0.1 K min−1 and 10 K min−1. 

The Manchester Ice Cloud Chamber (MICC) 

The Manchester Ice Cloud Chamber (MICC) is a 1 m diameter, 10 m tall chamber 
situated on three floors of the Centre for Atmospheric Science at the University 
of Manchester. There are three separate cold rooms enclosing the cloud chamber, 
capable of being cooled to −55 °C using independently controlled compressors and 
fans within each enclosure (see Fig. 8.5 for a schematic of the chamber). Thermo-
couples are used to measure the gas temperature inside the chamber throughout its 
length.

Clouds are made by two methods. The first method is similar to that described 
above for AIDA where a quasi-adiabatic expansion of the air inside the chamber is 
utilized to lead to cloud formation on aerosol particles within the chamber. Aerosol 
particles can be introduced using a rotating brush generator (see Emersic et al. 2015) 
or can be generated using the Manchester Aerosol Chamber (MAC) facility (see Frey 
et al. 2018), which is also in the Centre for Atmospheric Science at the University 
of Manchester, and pumped into the MICC. Aerosol particles and cloud particle
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Fig. 8.4 Side view of the 
new dynamic cloud chamber 
AIDAd at KIT. 
© KIT/Markus Breig

properties are measured during the experiments by sampling the air from the chamber 
using pumps to draw the air through particle sampling instruments (see Fig. 8.5). 
These instruments can be placed at portholes on each of the three floors. This method 
typically creates cloudy conditions for 5–10 min due to a heat flux from the chamber 
walls, which eventually warms the air to temperatures where the air becomes sub-
saturated with respect to water vapor. 

The second method of creating ice and mixed-phase clouds is to introduce humid 
air into the chamber at temperatures below 273.15 K prior to nucleating ice by 
periodically allowing compressed air to exit a solenoid valve near the top of the 
chamber. It is possible to create long-lived ice and mixed-phase clouds using method 
2. Method 2 has been used to study ice crystal aggregation (Connolly et al. 2012) 
and the light scattering properties of ice crystals (Smith et al. 2015, 2016). 

8.1.3 Design of a Chamber to Study the Influence 
of Turbulence onto Cloud Microphysical Processes: 
LACIS-T 

LACIS-T (Niedermeier et al. 2020) at TROPOS is a turbulent moist-air wind tunnel. 
It is a closed-loop system being designed to generate a locally homogeneous and
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Fig. 8.5 Technical components and some of the instrumentation at the MICC facility. The chamber 
is housed within three cold rooms that span three floors of the building. Each cold room can be 
cooled to −55 °C using individual compressors. Instrumentation is variable and can be fitted to 
ports within each of the three sections

isotropic turbulent airflow. The temperature and water vapor saturation of the airflow 
can be precisely controlled and aerosol particles—acting as cloud condensation 
nuclei (CCN) or ice-nucleating particles (INPs)—can be injected into it. Under suit-
able conditions, cloud droplet formation or heterogeneous ice formation and the 
subsequent growth can be observed within the turbulent flow. 

A schematic of LACIS-T is shown in Fig. 8.6. The main components are 
radial blowers, particle filters, valves, flow meters, the humidification system, heat 
exchangers, turbulence grid, the measurement section, and the adsorption dehumid-
ifying system. These components are applied in order to generate two particle-free 
airflows (approximately 5000 l min-1 each) each of which is conditioned to a certain 
temperature and dew-point temperature (the range is −40 °C < T, Td < 25 °C). These 
two conditioned particle-free airflows pass passive square-mesh grids (mesh length
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Fig. 8.6 A schematic of LACIS-T showing the individual components (© by Ingenieurbüro Mathias 
Lippold, VDI; TROPOS). The red arrows indicate the flow direction. (Figure reused with permission 
from Niedermeier et al. 2020 Open access under a CC BY 4.0 license, https://creativecommons. 
org/licenses/by/4.0/)

of 1.9 cm, rod diameter of 0.4 cm, and a blockage of 30%) which are situated 20 cm 
above the measurement section (see Fig. 8.7) in order to create nearly isotropic and, in 
transverse planes, homogeneous turbulence in the center region of the measurement 
section. 

At the inlet of the measurement section, the two conditioned particle-free airflows 
are merged and turbulently mixed. A wedge-shaped “cutting edge” separates both 
airflows right above the inlet (see right picture in Fig. 8.7). In the center of this cutting 
edge, three rectangular feedthroughs (20 mm× 1 mm each, 1 mm separation between 
feedthroughs) are located which represent the aerosol inlet. Here, aerosol particles 
of known chemical composition, size, and number concentration—size selection is 
conducted via a Differential Mobility Analyzer (DMA, type “Vienna medium”) and 
particles are counted by means of a condensation particle counter CPC (TSI 3010, 
TSI Inc., USA)—are injected into the mixing zone, in which cloud droplet formation 
and/or freezing take place at ambient pressure. A super-saturated environment can 
be created through the process of isobaric mixing (Bohren and Albrecht 1998). The 
exact humidity within the turbulent region depends on the temperatures and dew-
point temperatures within the two particle-free airflows, as well as the location within 
the turbulent mixing zone. The mean velocity inside the measurement section can 
be varied between 0.5 and 2 m s−1. 

The measurement section itself is of cuboidal shape. It is 2.0 m long, 0.8 m wide, 
and 0.2 m deep. The design of aerosol inlet and measurement section reduces wall 
effects onto the processes of interest occurring in the mixing zone. Furthermore, 
the measurement section design ensures flexibility in terms of instrument mounting 
as panels with required access ports can be mounted as well as customized optical 
windows can be installed. Depending on the experiment, the measurement section 
can be equipped with different instruments to measure the prevailing turbulence, 
thermodynamic, and microphysical properties. These include the following:

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/


8 Application of Simulation Chambers to Investigate … 305

Fig. 8.7 A sketch of the measurement section is shown including its dimensions, the position of 
the turbulence grids, the cutting edge, and the aerosol inlet (© by Ingenieurbüro Mathias Lippold, 
VDI; TROPOS). The red box on the right-hand side marks the location where the particles are 
injected. The picture in the center shows a formed cloud which is illuminated by a green laser light 
sheet. (Figure reused with permission from Niedermeier et al. 2020 Open access under a CC BY 
4.0 license, https://creativecommons.org/licenses/by/4.0/)

• A hot-wire anemometer to measure the mean flow velocity and velocity fluctua-
tions as well as to obtain turbulence characteristics such as turbulence intensity 
and dissipation rate. 

• Several PT100 resistance thermometers and a cold-wire anemometer to obtain 
mean temperature and temperature fluctuations. 

• Two dew-point hygrometers to monitor the mean water vapor concentration in 
the particle-free airflows as well as in the measurement section. 

• Two different optical sensors to determine cloud particle size distributions inside 
the measurements section: a white-light optical particle spectrometer and a 3D 
dual-phase Doppler anemometer. 

After the measurement section, the whole flow is dried by means of an adsorption 
dehumidifying system, split up again into two airflows being driven by the radial 
blowers and cleaned by the particle filters. 

Computational fluid dynamics (CFD) simulations accompany and complement 
the experimental LACIS-T studies. They are used, on the one hand, to determine 
suitable experimental parameters and, on the other hand, to interpret the experimental

https://creativecommons.org/licenses/by/4.0/
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results. In detail, Large Eddy Simulations (LES) are performed in OpenFOAM® 
modeling heat, flow, and mass transfer as well as aerosol and cloud particle dynamics. 
In this context, a Euler–Lagrange approach is formulated tracking the growth of 
individual cloud particles along their trajectories through the simulation domain (see 
Niedermeier et al. (2020) for details). 

Note that the experiments on the topic of formation and growth of cloud droplets 
require individualized conditions concerning the flow field and the thermodynamic 
parameters inside the measurement section. These conditions need to be character-
ized prior to the respective experiments. This includes high-resolution measurements 
of velocity and temperature (on the decimeter to millimeter scale), measurements of 
the mean relative humidity as well as numerical simulations. 

Before the start of individual experiments, the measurement section has to be 
thoroughly cleaned. It is considered clean when the particle concentration is below 
1 cm−3. To do so, dry air is circulated through the system for about 1 h and the 
aerosol particle number concentration is monitored by means of a CPC. Furthermore, 
blank experiments (i.e., without particle addition) are performed regularly during the 
experiments in order to check for the cleanliness of the system. 

8.1.4 Example of a Simulation Chamber Study 
on the Influence of Turbulent Saturation Fluctuations 
on Droplet Formation and Growth 

In the following section, an experimental study on droplet formation and growth using 
LACIS-T is presented which aimed at investigating how turbulent saturation fluctu-
ations influence the formed droplet size distribution (Niedermeier et al. 2020). The 
experiment was conducted as follows: a temperature difference of∆    T = 16 K was set 
between the two particle-free airflows. The temperature and dew-point temperature 
of the airflows were set to 20 °C in branch A and 4 °C in branch B, respectively, so 
that RH = 100% in each air flow. Due to the mixing of both saturated air flows in the 
measurement section, super-saturation occurred. Based on earlier performed char-
acterization experiments and corresponding LES in OpenFOAM® (not shown), the 
mean relative humidity (RH) was approximately 101.5%. For the investigations, size-
selected, monodisperse NaCl particles with dry diameters Dp,dry of 100 nm, 200 nm, 
300 nm, and 400 nm are applied. For each injected Dp,dry, the particle concentration 
is set to 1000 cm−3. The mean flow velocity inside the measurement section was 
1.5 m s−1. A Welas 2300 sensor was used for determining droplet size distributions 
during this type of experiment with the sensor being positioned at center position 
inside the measurement section at z = 40 cm or z = 80 cm below the aerosol inlet. 
For each Dp,dry, the sizes and numbers of droplets formed were measured for 20 min 
in order to obtain meaningful counting statistics. 

The size distributions determined at the two positions are shown in Fig. 8.8. In  
both plots, the normalized droplet number versus the particle diameter is displayed.
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The following observations can be made: (a) for each Dp,dry the formed droplets 
grow with increasing distance to the aerosol inlet; (b) all size distributions nearly fall 
together at z = 80 cm; (c) the size distributions are negatively skewed; and (d) we 
also observe a significant number of particles close to Dp = 300 nm, i.e., close to the 
Welas 2300 detection limit. 

To start with the interpretation of these observations, we included the critical 
diameters Dp,crit for particle activation which are 1.2 μm, 3.4 μm, 6.3 μm, and 
9.7 μm (dotted lines in Fig. 8.8 for Dp,dry = 100 nm, 200 nm, 300 nm, and 400 nm, 
respectively). Looking at Fig. 8.8, it can be seen that for Dp,dry = 100 nm and 
200 nm most of the droplets feature sizes above the critical size and are therefore 
activated. However, the droplets grown on particles with dry sizes Dp,dry = 300 nm 
and 400 nm have sizes clearly below the critical size. These droplets are not activated, 
despite the mean super-saturation being sufficient for their activation. The droplet 
growth is kinetically limited which is the reason for this observation. In order to 
reach the respective critical diameter, the particles have to be exposed to a certain 
level of super-saturation for a given time frame (Chuang et al. 1997; Nenes et al. 
2001). For the prevailing super-saturation, the needed time frame is on the order 
of several tens of seconds for the Dp,dry = 300 nm and 400 nm particles. However, 
it takes about 0.5 s to reach z = 80 cm inside LACIS-T which is too short for 
these particles to achieve their respective Dp,crit. Moreover, the given time frame 
also limits the growth of the droplets formed on the particles with Dp,dry = 100 nm 
and Dp,dry = 200 nm. Under the prevailing conditions and the sole observation of the 
grown droplet distributions, it is not possible to distinguish between the activated and 
non-activated droplet distributions. In other words, the droplet growth is kinetically 
limited, independent of whether the droplets are in the hygroscopic or dynamic

Fig. 8.8 Droplet formation and growth of differently size-selected, monodisperse NaCl particles 
Dp,dry = 100 nm–400 nm) for∆    T= 16 K measured at two different positions below the aerosol inlet 
(left figure: z = 40 cm below the aerosol inlet and right figure: z = 80 cm below the aerosol inlet). 
The dotted lines represent the critical diameters Dp,crit for particle activation which are 1.2 μm, 
3.4 μm, 6.3 μm, and 9.7 μm for  Dp,dry  = 100 nm, 200 nm, 300 nm, and 400 nm, respectively. 
(Figure reused with permission from Niedermeier et al. 2020 Open access under a CC BY 4.0 
license, https://creativecommons.org/licenses/by/4.0/) 

https://creativecommons.org/licenses/by/4.0/
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growth mode and the dry particle size is of minor importance for the observed droplet 
distributions. 

For the interpretation of the significant number of particles close to Dp = 300 nm 
and the negative skewness of the size distributions, we consider the results from the 
respective LES which yield a RH standard deviation in the order of 4% (absolute). 
It can be concluded from these simulations that the small particles (Dp < Dp,crit), on 
the one hand, are hygroscopically grown particles which did not experience super-
saturated conditions and, on the other hand, are evaporating droplets because they 
experienced sub-saturated conditions in the fluctuating saturation field. 

In conclusion, the turbulent saturation fluctuations broaden the droplet size distri-
bution toward smaller diameters caused by evaporating droplets or less-grown 
droplets, i.e., turbulence influences cloud droplet activation and growth/evaporation. 
The obtained results also imply that droplet activation in a turbulent environment 
may be inhibited due to kinetic effects/limitations. On the other hand, locally elevated 
super-saturations may occur due to turbulence which might lead to an increase of 
the activated droplet number. 

8.1.5 Example of Using a Simulation Chamber as Platform 
for Instrument Test and Intercomparison 

One important role for simulation chambers is in providing a well-defined and 
controllable environment to test instrumentation. A performance evaluation of the 
Ultrafast Thermometer (UFT) 2.0 under turbulent cloudy conditions was under-
taken as part of EUROCHAMP-2020 trans-national access (TNA) activity in 2019 
at LACIS-T (PI Jakub Nowak, University of Warsaw, Poland). Specific experiments 
included the following: 

• the calibration of the UFT sensors against a reference thermometer; 
• the inspection of the accuracy, response, and orientation dependence in a turbulent 

flow by comparison with commercial sensors; 
• the examination of the character and likelihood of wetting under cloudy conditions 

as well as the estimation of its dependence on the incidence angle; and 
• the investigation of the influence of salt deposition on wetting and instrument 

performance. 

The main conclusions of the study can be summarized as follows: 

1. All studied UFT versions provide accurate and consistent temperature readings 
when being linearly calibrated against the reference sensor. The accuracy and 
response of the UFTs allow for studying details of mixing between air masses 
differing in temperature. 

2. The effect of the incidence angle, i.e., tilting the sensors by a chosen angle with 
respect to the mean flow in the LACIS-T, has a negligible effect on the mean 
temperature but significantly influences the obtained temperature fluctuations.
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3. In super-saturated air, water vapor condensation has a major contribution to the 
sensor wetting in contrast to collisions of cloud droplets. The wetting manifests 
in a decreasing time response due to the growing total heat capacity. 

4. Salt deposited on the sensors does not exert a measurable effect on the tempera-
ture measurement and the probability of wetting. However, it might contribute to 
the mechanical deterioration of the instrument which results in floating calibra-
tion and intensifies the chance of entire sensor damage. Excessive salt deposition, 
although unlikely for atmospheric conditions, can trigger hygroscopic condensa-
tion already at the relative humidity of about 76% which is well below saturation 
level. 

This study has provided valuable information concerning the properties and 
performance of the whole family of the UFT thermometers. It has been the first exper-
iment in which all the versions were systematically compared with a reference and 
between each other in controlled turbulent flow with well-defined thermodynamic 
conditions. Further work will involve the improvement of the design, in particular, 
introducing a mechanism preventing the instrument from condensational wetting, 
e.g., with hydrophobic coatings or alternate heating in a double-sensor device to 
periodically evaporate collected water. 

8.2 Application of Simulation Chambers to the Study 
of Processes at the Air–Sea Interface 

The coupling between oceans and the atmosphere influences a broad range of 
processes, from nutrient balance for marine biology, to climate. Logically, as the 
oceans cover most of the Earth’s surface, they also exert a major control on the 
atmospheric concentration of many trace gases. In fact, air–sea exchanges are key 
for the atmospheric chemistry, physics, and the biogeochemistry of the oceans (Liss 
and Johnson 2014). The exchange of trace gases between the oceans and the tropo-
sphere is a multifaceted process involving several physical, chemical, and biolog-
ical processes in each media. In this context, wind speed is a crucial parameter as 
it influences bubble bursting, waves, rain, and surface films (Garbe et al. 2014). 
Bubble bursting contributes largely to the marine aerosol budget through the injec-
tion of small droplets into the atmosphere (de Leeuw et al. 2011), while surface films 
influence the air–sea gas exchange via several mechanisms due to their particular 
characteristics. 

The top layer of the oceans operationally defined as the top 1 μm to 1 mm of  
the ocean is often called the sea surface microlayer (SML). It possesses different 
chemical and physical properties than the underlying water due to reduced mixing in 
this region. The SML is enriched in organic and inorganic matter, mainly hydrophobic 
in nature, but also of associated microorganisms (Cunliffe et al. 2011; Liss and Duce 
1997). This surface layer is chemically reactive, as it contains a significant fraction of 
dissolved organic matter (DOM), containing a high proportion of functional groups
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such as carbonyls, aromatic moieties, and carboxylic acids (Sempere and Kawamura 
2003; Stubbins et al. 2008) and can be conceived as a complex gelatinous film 
(Cunliffe et al. 2013). 

This section will present a chamber-based strategy to investigate the chemical 
processes, at low wind speed or in other words with a focus on understanding the 
associated interfacial chemistry without bubble bursting. After designing a dedicated 
chamber, we will go through some examples showing the impact on VOC emissions 
and organic aerosol formation. 

8.2.1 Design of a Simulation Chamber Dedicated to Air–Sea 
Processes Study 

One of the more significant artifacts in chamber investigations is due to the influence 
of walls on the observed chemistry. Therefore, investigating the air/water interfacial 
chemistry in a chamber can be achieved by turning a drawback into an advantage, 
i.e., by placing the interface of interest on (ideally all) the walls of a given chamber. In 
this case, we will investigate photochemical processes on a liquid surface mimicking 
the SML on top of bulk water, based on in situ monitoring of gases and particles, i.e., 
the experimental samples will be made of bulk water, containing a photosensitizer of 
interest; the interface, enriched with a given surfactant; and the overlying gas phase. 

For this purpose, a 2 m3 chamber (1 (l)× 1 (L)  × 2 (h) m) made of FEP (fluorinated 
ethylene propylene) film was built for this purpose (Fig. 8.9). To mimic the ocean, a 
glass container can be placed at the bottom of the chamber giving a reactive surface 
to be investigated. In the specific example presented here, the glass container had a 
capacity of 89 L and an exposed surface of 0.64 m2.

The chemical processes occurring on this surface have to be dominant compared to 
those occurring on the remaining walls in order to obtain valuable information. There-
fore, operating the chamber under clean conditions is essential, but made complicated 
due to the high intrinsic relative humidity in such experiments (i.e., experimental runs 
with a significant volume of liquid water). 

The experimental chamber and water basin have to be scrubbed using ethanol, 
then rinsed with water and dried thoroughly before each experiment. After cleaning, 
the chamber can be flushed with 40 L min−1 of N2 for more than 48 h after which 
RH < 5% is maintained. After flushing, background checks have to be performed 
using a 7.5 L min−1 flow of N2 and turning on and off visible and UV light (see 
below for the light specifications) and with and without the presence of 0.6–5.0 ppm 
of O3 and water. Clean chamber conditions could be considered as met if particle 
concentration remained below 1 cm−3 and the sum of NO and NO2 concentrations 
(NOx) is kept at <0.6 ppb. After cleaning, 30 L of water (resistivity of 18.2 MΩ cm) 
can be introduced into the basin at a liquid flow rate of ~1 L min−1 using a peristaltic 
pump and Teflon plumbing lines. Background checks can again be performed using 
UV irradiation and ozone injection before and after filling the basin with pure water.
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Fig. 8.9 Scheme of the multiphase atmospheric simulation chamber used for the investigation of 
chemical processes at the air–sea interface

The concentration of NOx always should remain <1 ppb and particle concentrations 
<10 cm−3 during water injection. After all background levels were established, the 
basin was emptied, dried, and then refilled with the solution to be investigated. 

The actual experiment starts with filling with the basin with ca. 30 L of aqueous 
samples (i.e., water + photosensitizer) again at a liquid flow rate of ~1 L min−1 to 
which a surfactant can be added, through a septum installed immediately before the 
basin, at a concentration leading to mono- to multi-layer coverage at the air/water 
interface. These surfactants covered the 0.6 m2 water surface in excess such that 
surfactant lenses were in equilibrium with a monolayer at its respective equilibrium 
spreading pressure. The chamber is then flushed again (40 L min−1 N2) for hours or 
days and returned to experimental conditions (7.5 L min−1 N2) for another day before 
commencing UV irradiation of the surfactant interface. The systems investigated are 
listed in Table 8.1. 

Table 8.1 Seawater surrogates used in simulation chamber experiments involving air–sea interface 

Bulk water composition Added surfactant References 

Water + Humic acid Nonanol Alpert et al. (2017) 

Water + Humic acid Nonanoic acid Alpert et al. (2017), Bernard et al. 
(2016) 

Authentic biofilms None—surfactant was produced 
in situ following cell lysis 

Bruggemann et al. (2017, 2018)
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12 UV lamps (OSRAM lamps, Eversun L80W/79-R) are positioned in two banks 
as the light source, with six lamps mounted on two opposite sides. UV light irra-
diated the chamber at 8 W m−2 measured between 300 and 420 nm in wavelength. 
Figure 8.10 shows the photon flux measured with a calibrated spectrophotometer 
(Barsotti et al. 2015). 

Particle size distribution and number concentration were monitored by means of 
a scanning mobility particle sizer (SMPS Model 3936, TSI) consisting of a long 
differential mobility analyzer (DMA 3081, TSI) and a condensation particle counter 
(CPC 3772, TSI, d50 > 10 nm). In addition, to follow the formation of ultrafine 
particle (diameter > 2.5 μm) at the bottom of the chamber (30 cm above the liquid), 
a specific particle counter (UCPC 3776, TSI) is used. To observe particle growth, 
the SMPS inlet is placed an additional 150 cm higher. Gas-phase concentrations of 
volatile organic compounds (VOCs) are monitored using a high-resolution proton 
transfer reaction mass spectrometer (PTR-TOF–MS 8000, Ionicon Analytik), while 
various standard analyzers were used for NOx, ozone, humidity, and temperature. 

Ozonolysis reactions at the air/water interface and in the gas phase with unsat-
urated compounds, photochemically produced from the air/water interface, can be 
triggered by injecting ozone into the chamber up to a concentration of 600 ppb. 
Ozone is either generated using a corona discharge (Biozone Corporation, USA) or 
a UV light generator (Jelight Model 600). Fast introduction of ozone in the chamber, 
reaching the desired concentration, is achieved in a few minutes. This concentration is 
used to initiate SOA particle nucleation and verify the presence of unsaturated VOCs, 
although it is higher than typically observed at the Earth’s surface. The concentra-
tion and size distribution of new particle formation over time subsequent to ozone 
injection can therefore be monitored. 

After each experiment, the chamber was cleaned for at least 24 h by flushing 
purified air at high flow rates in presence of ozone, at several ppm, under maximum

Fig. 8.10 Absolute 
irradiance and a function of 
wavelength for the 12 UV 
fluorescent light tubes used 
in chamber experiments, the 
actinic solar spectrum , and a 
xenon lamp shown as dotted, 
solid, and dashed lines, 
respectively 
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irradiation. The glass container was also evacuated and rinsed with alkaline ([NaOH] 
= 10 mM) and ultra-pure water several times, in order to promote the dissolution of 
organic materials. 

8.2.2 Example of a Simulation Chamber Study 
of a Photosensitized Production of Aerosol 
at the Air–Sea Interface 

Using this simulation chamber, we were able to investigate aerosol formation from 
photosensitized reactions at the air–water interface (Alpert et al. 2017; Bernard et al. 
2016; Rosignol et al. 2016). For this purpose, aqueous solutions of humic acid 
(HA), used as a proxy for dissolved organic matter and hence as photosensitizer, 
and nonanoic acid (NA) as a surfactant, were introduced into the chamber. Then the 
lights were switched on to trigger the targeted photochemical processes. 

The NA concentrations ranged from 0.1 mM to 10 mM, while humic acid was 
added in the range from 1 to 10 mg L−1. After introducing 15 L of ultra-pure water 
(for 20 min), NA was injected. The formation of small “organic islands” of NA 
was minimized, but not avoided, by using a very slow injection rate. Over time, 
these islands agglomerated, increasing their size, and simultaneously decreasing 
their number concentration. At 0.1 mM of NA, they rapidly disappeared after the 
introduction of the acid. HA was usually injected around 25 min after NA. Allowing 
enough to the equilibrium time (ca. 90 min) of NA between the gas and liquid phases, 
lamps were switched on. The actual experiment lasted for at least 14 h. During the 
irradiation period, temperature and relative humidity were stable at about 300 K and 
84%, respectively. 

Particle formation 

Figure 8.11 shows a typical experiment where photosensitized production of aerosol 
was observed, while the list of experiments and corresponding initial conditions are 
summarized in Table 8.2. Particles in the chamber were subject to dilution, wall 
loss, and coagulation processes, which represented sink processes. Reported particle 
concentrations were not corrected for these losses. Background concentrations of 
particles before the irradiation period were found to be in the range of <50–500 cm−3. 
As  shown in Fig.  8.11, a significant production of secondary organic aerosol was 
observed rapidly after the injection of ozone. It is noteworthy to underline that the 
initial composition of the gas phase did not carry any chemical functionality that 
was expected to react through ozonolysis. In other words, compounds reacting with 
ozone were produced through photosensitized chemistry at the air–water interface.

These observations contrast sharply with our blank experiments. In the absence 
of any surfactant, HA (20 mg L−1) photochemistry did not produce any particles 
and their concentration did not exceed background levels. It is important to note
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Fig. 8.11 Comparison of particle formation measured with the ultrafine condensation particle 
counter from smog chamber experiments conducted in the presence of humic acid (HA) and 
nonanoic acid (NA) (Exp. 2 in Table 8.2) compared to nonanoic acid (NA) only (Exp. 3 in Table 
8.2). The yellow sections are the periods when the lights were on 

Table 8.2 Experimental initial conditions: dark ozone reaction after UV light processing of the 
liquid mixture of nonanoic acid (NA) and humic acid (HA) 

Experiment [NA] mM [HA] mg L−1 [O3] ppb Particle numbera cm−3 

1 – 20 829 112 

2 0.1 10 250 285 

3 0.1 – 526 64 

4 0.1 10 500 396 

5 0.1 1 301 68 

6 2 – 534 84 

7 2 10 461 3057 

8 0.5 10 476 568 

9 1 10 391 887 

aParticle number concentrations were subtracted from the particle background

that the HA concentration used in the blank experiment was higher than for mixed 
HA and NA experiments. Also, with NA only, no significant dark particle formation 
(as compared to the results shown below) was observed after introducing ozone. 
Some residual photochemistry of NA films was observed and avoided by using 
low concentrations. This highlights the involvement of HA in the photochemical
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transformation of NA and thus demonstrates that particle formation originated from 
the photosensitized reaction. 

The gaseous temporal profiles of volatile organic compounds were monitored 
by means of the PTR–ToF–MS instrument. A large number of products were 
identified with various chemical functionalities, such as saturated aldehydes (C7– 
C9), unsaturated aldehydes (C6–C9), alkanes (C7–C9), alkenes (C5–C9), and dienes 
(C6–C9). 

Interestingly, in the absence of ozone, these gas products only lead to a small SOA 
production, with particle number concentrations ranging from 150 to 700 cm−3 and 
close to the background levels prior to irradiation, showing that direct photochemical 
processes were not important under our experimental conditions. 

Lights were turned off and 30 min after ozone was added in the dark. OH 
radical formation might be scavenged by gaseous NA (kOH+NA = 9.76 × 10–12 cm3 

molecule−1 s−1) (Cui et al.  2019). For all the experiments with the combined pres-
ence of NA and HA, new particle formation was observed, confirming the production 
of SOA precursors among all produced VOCs. The observed maximum background 
subtracted number concentrations ranged from 68 to 3060 cm−3. The lowest number 
concentration was observed with the lowest concentration of NA (0.1 mM) and HA 
(1 mg L−1), while the highest one was logically with the highest concentrations of 
both NA (2 mM) and HA (10 mg L−1). This highlights the fact that both bulk and 
surface concentrations are key drivers in the observed SOA formation. The total 
particle mass concentration (∆    M0) formed under these experimental conditions did 
not exceed 1 μg m−3 during the dark ozonolysis reaction. This chemistry led to 
the formation of condensable organic vapors of volatility low enough to induce the 
formation of new particles. Such compounds have been referred to as extremely low-
volatility organic compounds (LVOC) (Ehn et al. 2014). New particle formation is 
characterized by a significant increase in particle number, with low mass concentra-
tions. The observed SOA production is in agreement with the formation of products, 
bearing one or several unsaturated sites, which are potential SOA precursors. 

SOA formation potential from photosensitized reactions 

A surfactant will alter the surface tension of a liquid as described by the Gibbs 
adsorption isotherm, where the surface excess concentration of nonanoic acid (NA) 
is as follows (Donaldson and Anderson 1999):

�NA = −  
1 

RT 
×

(
dγ 

dCNA

)
(E8.2.2.1) 

where � NA is the surface excess concentration of NA (in molecules cm−2), repre-
senting the amount of NA at the air–sea interface; CNA the bulk concentration of NA 
(in mol cm−3); γ is the surface tension (in N m−1); R is the gas constant; and T is the 
temperature in Kelvin. The surface tensions of the systems used in this study were 
previously measured (Ciuraru et al. 2015), leading to surface excess concentrations 
in the range from 1.66 × 1014 to 3.99 × 1014 molecules cm−2 in this work.
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Assuming that the humic acids are evenly distributed in the solution, at pH ≈ 4, 
HA are fully soluble in the concentration range used (Klaviņš and Purmalis 2014), 
and the surface concentration of the surfactant drives the chemical formation, then a 
correlation between the measured number particles and the chemical formation rate 
can be expected (Boulon et al. 2013). In fact, assuming that both nonanoic and humic 
acids were in large access, i.e., constant during the experiment, the chemical produc-
tion rate of gaseous products Pg (in molecule cm−3 s−1), neglecting the influence of 
mass transport or dilution in the chamber, can be simplified as 

Pg ∝ k × �NA × [HA] ×  (A/V) (E8.2.2.2) 

where k (cm3 molecule−1 s−1) corresponds to the overall rate coefficient for the 
photosensitized reaction of NA in the presence of HA, including reactions kinetics, 
product yields and phase transfer kinetics, A is the surface area of the liquid (in m2), 
and V is the internal volume of the chamber (in m3). 

The amount of condensable vapor (here simply named [LVOC]) is then related to 
the ozonolysis of unsaturated products (functionalized alkenes). Assuming that the 
ozonolysis reaction occurred under pseudo-first-order conditions, the concentration 
of condensable products (in molecule cm−3) can be expressed as 

[LVOC] ∝  k × �NA × [HA] ×  tirr × (A/V) × [
1 − exp(−ko3 × [O3]) × tind

]
(E8.2.2.3) 

where kO3 corresponds to the bimolecular reaction rate coefficient of ozone reacting 
with unsaturated compounds (in cm3 molecule−1 s−1), tirr is the irradiation time (in 
s), and tind is the induction time (in s) corresponding to the time interval between the 
introduction of ozone and particle measurements. 

Hereby, we assumed that the ratio of the SOA precursor concentration to the 
total amount of products is similar whatever the initial liquid-phase concentrations 
are. Figure 8.12 shows indeed a correlation between the number of particles and 
the concentration of condensable vapors, similar to Boulon et al. (2013). Under 
our experimental conditions, the formation of particles was in fact photochemically 
controlled by the photochemical interfacial process, and not the ozone concentration, 
which was always in excess.

This example highlights the peculiar photochemistry chemistry occurring at the 
SML, which in fine affects the emission of oceanic VOC. In the field, decoupling 
such processes from physical ones (mixing though waves, wind, bubble bursting, 
etc.) would be quite challenging. In this study, the use of a multiphase atmospheric 
simulation chamber has proven to be a reliable approach to explore the in situ forma-
tion of gases and particles from photo-induced chemical processes at the air–water 
interface. Therefore, investigating processes occurring at the air–sea interface in 
a dedicated multiphase chamber opens new routes for characterizing specifically 
interfacial chemical pathways.
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Fig. 8.12 Particle number concentration as a function surface excess coverage of humic acid and 
ozone concentration, and the number of particles (N) and the estimated levels of condensable vapors 
(proportional to molecule cm−3)

8.3 Application of Simulation Chambers to the Study 
of Cryosphere–Atmosphere Interface 

8.3.1 Introduction 

The upper surface of sea ice is one of the important interfaces with the atmosphere 
(Law et al. 2013) and the role of snow and ice in mediating important aspects of 
atmospheric chemistry continues to be an important topic (Abbatt et al. 2012). At 
its lower surface, sea ice forms the boundary with the ocean and hence mediates the 
transport of a variety of physical (e.g., energy, momentum) and chemical components 
(gas, particles) between the atmosphere and the polar ocean. Not only is sea ice an 
interface between the atmosphere and ocean, it is also an important environment in its 
own right and is the location for many important biological and chemical processes 
(Fritsen et al. 1994; Garnett et al. 2019; King et al. 2005; Vancoppendle et al. 2013). 

Natural sea ice is difficult and expensive to access. Sea ice is also extremely 
heterogeneous in space and time (Miller et al. 2015) with interesting phenomena 
occurring during formation and melting. The lack of observational data means that 
many scientific questions remain to be addressed (Swart et al. 2019). Observing
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laboratory-grown sea ice, where experimental conditions can be carefully controlled 
in sea-ice tanks, is one way of addressing this knowledge gap. A variety of exper-
imental approaches over a range of scales have been developed and have recently 
been reviewed by Thomas et al. (2021). However, the enclosed tank environment 
poses its own challenges (e.g., Thomas 2018; Thomas et al. 2021). Wall effects 
can alter the sea-ice freeboard and stresses within the sea ice. Severe super-cooling 
can occur in the “ocean” of sea-ice tanks, damaging instrumentation and hindering 
measurements. Additionally, as salt is partitioned between the sea ice and the ocean, 
the ocean salinity can increase to unrealistic levels (Cox and Weeks 1975). 

This protocol is relevant for any facility growing artificial sea ice. Though facility 
specific issues may limit the implementation of some of the procedures grown here, 
experimenters will need to keep the issues raised in mind when designing experiments 
and contextualizing their results. 

Tank effects must be mitigated to some degree in order to grow artificial sea ice that 
is scientifically relevant and that can be reasonably compared to numerical models. 
The generality of sea-ice tank results is increased if the artificial sea ice closely 
approximates natural sea ice, at least for relevant experimental parameters. If the 
artificial sea ice is being observed to evaluate numerical models, then experimenters 
must be careful that key model assumptions are satisfied. 

8.3.2 Preparation of Synthetic Sea-Ice Growth 

To grow artificial sea ice, researchers must first make their artificial ocean, with a 
realistic and quantified salinity and composition. 

Secondly, they should have a facility that allows a downward freezing of the ocean 
surface. The ocean is contained in a tank and cooled to near its freezing point. Further 
cooling should only affect the ocean surface, which will result in the formation of 
sea ice at its surface. Additional cooling of this sea-ice layer will result in sea-ice 
growth and a thickening of the sea-ice layer as the sea-ice/ocean interface advances 
downward. 

There are two important aspects of natural sea-ice growth that are difficult to 
accomplish in the laboratory. First, the upper part of natural sea ice is exposed to 
extremely cold atmosphere (≤−60 °C) while the bottom part is constantly at the 
seawater freezing (−1.86 (around −2 °C)). In a tank experiment, the challenge is 
to expose the surface ocean and sea ice to freezing temperature while maintaining 
the bulk-underlying ocean at or just above the freezing point. Maintaining the ocean 
above freezing prevents super-cooling effect. 

Second, natural sea ice is generally free floating, with a freeboard of around 10% 
of the sea-ice thickness. In the laboratory, sea ice tends to attach to the tank walls, 
which increases the hydrostatic pressure into the tank due to volume expansion of 
the sea-ice ocean system. Non-floating sea ice induces generally an artificial upward 
movement of seawater moving into the ice, which floods the sea-ice surface (Rysgaard 
et al. 2014).
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To ensure freezing from the seawater surface, eliminate super-cooling and avoid 
ice formation along the walls, the tank sides need to be heavily insulated from the 
cold atmosphere and/or slightly heated (Naumann et al. 2012; Wettlaufer et al. 1997; 
Cox and Weeks 1975). Trial and error is required to find the right level of insulation 
and heating. Our best methodology is to mount heating pads between the glass and 
the surrounding instrumentation (Fig. 8.13). If sea ice is observed to creep down the 
tank sides, or if sea ice forms on instrumentation or the corners/base of the tank, the 
insulation and heating were not sufficient. If the sea ice forms a bowl shape, with 
greatly reduced thickness at the sides of the tank, the heating is too strong. Bowl-
shaped sea ice and creeping sea ice are both visible in Fig. 8.14. With heating pads 
placed in direct contact with the water, the heating was too strong and local, where a 
heating pad broke in this run sea ice can be seen to creep down the side of the tank. 

Heating the sides of the tank may be sufficient to maintain free-floating sea ice. 
Such an approach is particularly effective when the tank sides are smooth (glass, for 
example) or if they are angled such that the sea ice forms in a wedge shape, wider 
at the top than the bottom, and so floats up. Free floating sea ice bobs when pushed 
and when a hole is cut in the surface the water line is shallower than the surface. 

We recommend having temperature probes recording the temperature in the atmo-
sphere to ensure that temperature stay below freezing. We advise to also monitor the 
temperature along the tank walls to have a better control of the heat input and avoid 
freezing on the wall. Finally, monitoring the seawater salinity and bulk temperature 
with a CTD is necessary to detect potential super-cooling effect. 

Our main limitation is linked to the absence of a dilution reservoir. When sea ice 
forms, it rejects salt into underlying water, which causes an increase in salinity of

Fig. 8.13 Picture of tank with heating pads placed outside the glass, which is our preferred method, 
and instrumentation mounted on poles. (Picture from Roland von Glasow Air-Sea-Ice Chamber, 
Centre for Ocean and Atmospheric Sciences, University of East Anglia)
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Fig. 8.14 View of sea ice 
from below during an early 
trial run with sub-optimal 
heating. (Picture from 
Roland von Glasow 
Air-Sea-Ice Chamber, Centre 
for Ocean and Atmospheric 
Sciences, University of East 
Anglia)

our artificial ocean. To maintain a constant salinity in our artificial ocean during a 
sea-ice growth experiment, we need to install a dilution system. 

8.3.3 Step-by-Step Procedure for Growing Synthetic Sea-Ice 

The first step in growing artificial sea ice is to prepare the tank. First, we place 
heating film (220 W/m2) on the outside surface of tank walls (Fig. 8.13). Secondly, 
we insulate the tank sides with quilt insulation and 10 cm of Dow Floormate 500A 
foam. This setup is sufficient for us to prevent super-cooling in the ocean and to 
maintain free-floating sea ice up to at least 20 cm thickness. 

Ocean instrumentation is mounted on a fixed pole, while sea-ice instrumentation 
is mounted on a pole that is free to rise in the vertical (Fig. 8.14). As sea ice grows, it is 
therefore free to rise and maintain a natural freeboard. Cables for all instrumentation 
are run out of the tank through the ocean and a smaller tank attached to the main tank. 
These cables therefore do not disturb the sea-ice surface. Pumps are also installed that 
allow mixing of the ocean. These pumps face each other so at to generate turbulence 
while minimizing currents (Loose et al. 2011). 

Once the insulation and instrumentation are in place, the tank is filled with some 
artificial ocean. The salinity of this ocean should be realistic (28–35 g kg–1) and the 
salt composition should be well characterized. Knowing the precise salt composition 
allows the freezing point of the ocean to be accurately modeled. We often use pure 
NaCl. When a natural salt composition is required, we use filtered, real seawater, or 
some aquarium salt mix (Tropic Marin). Salts are mixed with deionised water using 
the pumps, generally taking around a day to dissolve. 

The ocean then needs to be cooled to near its freezing point. We set the coldroom 
to −20 °C and run the pumps on full during this cooling period to ensure to have a 
well-mixed seawater before the start of an experiment. When we are ready to start the
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experiment, we turn the pumps off or set them to their minimum flow rate. Sea-ice 
formation then begins within an hour or so providing the ocean is within a few tenths 
of a degree of its freezing point. 

During an experiment it is best to enter the coldroom as infrequently as possible. 
Each time the door is opened there is an influx of warm, moist air into the coldroom, 
disrupting experimental conditions. Similar to Naumann et al. (2012), when the 
pumps are on, a layer of grease ice will form and with pumps off nilas will form 
(Fig. 8.15). A few periodic checks may be necessary, depending on the nature of 
the experiment. Whether or not the sea ice is free floating can be checked by gently 
pressing the sea ice at one corner. If it bobs it is free floating. When sampling sea ice, 
the freeboard can be checked and compared with that expected from the thickness 
of the sea ice. A shiny wet upper surface is a sign that the sea ice may have fixed 
to the tank sides and that the surface has flooded. Super-cooling can be inferred by 
precisely measuring the ocean temperature and salinity, and comparing the in situ 
temperature to the salinity-dependant freezing point. Severe super-cooling tends to 
make the ocean salinity and temperature readings increasingly noisy. 

In some experiments, sea ice is grown from a cold plate (Wettlaufer et al. 1997; 
Eide and Martin 1975; Niederauer and Martin 1979; Middleton et al. 2016) in direct 
contact with the sea-ice surface. The position of the upper interface is defined in 
this case and the freeboard of the sea ice can only be maintained by adjusting the

Fig. 8.15 Top: Grease ice 
forming under turbulent 
growth conditions. Bottom: 
Nilas forming in quiescent 
conditions. (Pictures from 
Roland von Glasow 
Air-Sea-Ice Chamber, Centre 
for Ocean and Atmospheric 
Sciences, University of East 
Anglia) 
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ocean volume using a hydrostatic pressure release valve. In small tanks, the heating 
required to maintain free-floating sea ice may affect the sea-ice growth to such a 
degree as to be prohibitive. 

Future work involves the deployment of atmospheric measurements above the 
sea ice in order to qualify the impact of sea-ice growth on decay on atmospheric 
chemistry. The facility is already equipped with several dedicated gas analyzers. 
A Los Gatos greenhouse gas analyzer (Los Gatos 30R-EP) measures CO2, CH4, 
and H2O vapor. A T200 UP Teledyne measures NOx, a T200 U Teledyne measures 
NOy, and there is an ozone analyzer (T400 Teledyne) and generator. A lighting 
rack sits already between 1.5 m above sea-ice tank surface to allow atmospheric 
photochemical experiments. Solar spectrum LED (FluenceSolar Max), UV-Aa (Cleo 
performance 100 W), and UV-B (Phillips broadband TL100W) fluorescent bulbs are 
evenly spaced over the tank in sets of three, with 24 lights in total (Fig. 8.16). 
Currently, we can create an artificial atmosphere above the main tank by attaching 
cuboid 50 μm FEP Teflon atmosphere. FEP Teflon is transparent in the visible and UV 
spectrum, and chemically inert, making it ideal for many photochemical experiments. 
When the tank is covered with an artificial atmosphere, the temperature and the 
humidity of the contained headspace increase. The increase of temperature decreases 
drastically the ice-growing process and the increase of humidity causes ice formation 
on surfaces in the headspace inducing condensation and refreezing on the Teflon 
atmosphere. To pursue measurements in the artificial atmosphere, we should need to 
develop a system extracting the heat and humidity trap in the headspace during ice 
growth.to extract heat and moisture from the headspace. 

Fig. 8.16 Lights on above 
tank. (Picture from Roland 
von Glasow Air-Sea-Ice 
Chamber, Centre for Ocean 
and Atmospheric Sciences, 
University of East Anglia)
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Chapter 9 
Conclusions 

Jean-François Doussin 

In the 1986 edition of their famous monograph, Finlayson-Pitts and Pitts defined 
experimental atmospheric simulation as “Perhaps the most direct experimental means 
of examining the relationship between emissions and air quality”. This statement was, 
at the time, strongly supported by the enormous amount of research that had been 
conducted in the laboratory on chemical transformations of pollutants since the early 
work of Haagen-Smit et al. in the 1950s (Haagen-Smit et al. 1953; Haagen-Smit and 
Fox 1953). 

Some of the early chamber studies, focusing on the interconversion of NOx in the 
presence of VOCs and light, made a major contribution to the discovery of the role 
of the OH radical in the atmospheric photo-oxidation cycle (Heicklen et al. 1969, 
1971). They also revealed the mechanism of tropospheric ozone build-up (Weinstock 
1971; Niki et al. 1972; Westberg et al. 1971). The indefatigable work of Pitts, Winer, 
Atkinson, Niki, Becker, Moortgat, Schurath, and others led to the development of 
a huge database of kinetic reaction parameters that laid the foundations for the first 
chemical transport models. Subsequently, the use of simulation chambers has led to 
many other significant breakthroughs in atmospheric chemistry research. Simulation 
chamber experiments on the atmospheric oxidation of unsaturated hydrocarbons led 
to the identification of the essential role of biogenic VOCs in rural ozone formation 
(Abelson 1988). During the 1990s, chamber experiments contributed to the eluci-
dation of the relation between gasoline composition and secondary organic aerosol 
formation (Odum et al. 1997), and more recently they were key in characterizing the 
major oxidation routes for organic aerosol in the atmosphere (Jimenez et al. 2009). By 
revealing that oligomerization processes were occurring in organic aerosol (Kalberer 
et al. 2006), chamber experiments provided a basis for questioning one of the most 
established schemes—the assumption that the molecular carbon chains of organic
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pollutants tend to fragment until ultimately CO2 formation predominantly occurs 
during atmospheric oxidation. 

Over the past few decades, progress in our understanding of the atmospheric 
oxidation of isoprene—one of the most important biogenic VOCs—illustrates the 
need for chamber experiments and also epitomizes the synergies between laboratory 
and field studies. Following the identification of molecular tracers in field samples 
(Claeys et al. 2004), simulation chamber studies demonstrated that isoprene, C5H8, 
despite only having five carbon atoms, could be oxidized in the atmosphere to form 
SOA (Kroll et al. 2005). 

Soon after, innovative work conducted in the SAPHIR chamber, using emis-
sions from real plants as precursors (Kiendler-Scharr et al. 2009), demonstrated 
the ability of isoprene to scavenge OH from the forest atmosphere, redirecting 
the chemistry toward the formation of products less prone to participate in nucle-
ation and almost suppressing new particle formation events. Later on, focusing on 
gas-phase processes and their consequences for the tropospheric radical budget, 
Fuchs et al. (2013) detected significantly higher concentrations of hydroxyl radicals 
than expected based on model calculations, providing direct evidence for a strong 
hydroxyl radical enhancement due to additional recycling of radicals in the presence 
of isoprene. 

More recently, McFiggans et al. (2019) showed that isoprene can decrease the 
overall mass yield derived from monoterpenes in mixtures through the scavenging of 
highly oxygenated monoterpene products by isoprene-derived peroxy radicals. With 
this discovery, these authors did not only bring important pieces of observation, but 
they also questioned the additivity of aerosol yields implemented in models. They 
illustrated that modest aerosol yield compounds are not necessarily net producers 
and that their oxidation can suppress both particle number and mass for stronger 
contributors present in the same air mass. 

Around the same time as the comments from Finlayson-Pitts and Pitts in the 
late (1980), the International Union of Pure and Applied Chemistry (IUPAC) set 
about defining “Smog Chamber in atmospheric chemistry” as follows (Calvert 1990): 
“A large confined volume in which sunlight or simulated sunlight is allowed to 
irradiate air mixtures of atmospheric trace gases (hydrocarbons, nitrogen oxides, 
sulfur dioxide, etc.) which undergo oxidation. In theory these chambers allow the 
controlled study of complex reactions which occur in the atmosphere. However, 
ill-defined wall reactions which generate some molecular and radical species (e.g. 
HONO, CH2O, OH-radicals, etc.) and remove certain products (H2O2, HNO3, etc.), 
the use of reactant concentrations well above those in the atmosphere, ill-defined light 
intensities and wavelength distribution within the chamber, and other factors peculiar 
to chamber experiments require that caution be exercised in the extrapolation of 
results obtained from them to atmospheric system”. 

This statement may appear to be rather pessimistic when considering the signifi-
cant progress in atmospheric chemistry that chambers have facilitated. Nevertheless, 
each of the reservations expressed by IUPAC is not without relevance and the interna-
tional chamber community has worked hard to address these challenges. In Europe,
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a coordinated approach has been adopted through the various EUROCHAMP initia-
tives, which have further investigated way to improve the robustness of experimental 
simulation results. Even if the 1990 IUPAC definition for “Smog Chamber” was still 
in use in the last edition of the IUPAC “Gold Book” (Chalk 2019), the readers of the 
present guide to atmospheric simulation chambers would be able to recognize the 
considerable advances that have been made in the field over the last 30 years. 

9.1 Improving the Robustness of the Simulation Chamber 
Experiments 

For many years, simulation chamber studies were conducted using reactant concen-
trations several orders of magnitude larger (ppm or hundreds of ppb levels) than those 
found in the ambient atmosphere (ppb or sub-ppb). However, thanks to the develop-
ment of more and more sensitive monitoring techniques, working in the ppb range is 
now relatively standard and the ppt range is also accessible, although still challenging 
due to sensitivity limitations of measurement techniques. For decades, working with 
reactant concentrations well above those found in the atmosphere was not consid-
ered as a major problem, as long as non-atmospherically relevant radical–radical 
reactions were kept negligible. However, the highly non-linear nature of secondary 
aerosol formation and related condensation processes made it more critical to work 
at realistic concentrations. The conceptual advance brought by Pankow (1994) and 
Odum et al. (1997) has partially allowed us to take this common drawback of simu-
lation chamber experiments into account when deriving SOA yields. Nevertheless, 
it was quickly shown (Duplissy et al. 2008) that the chemical composition of the 
organic aerosol formed, and therefore its physical properties, such as hygroscopicity 
and CCN activity, depended on the initial concentration of the precursors. Fortu-
nately, demonstration of the critical need for reducing reactant concentrations in 
chamber experiments arrived around the same time as the introduction of a new 
generation of very sensitive mass spectrometry techniques such PTR-MS, API-TOF, 
TOF-CIMS,… which are providing further opportunities for simulation chamber 
studies to be performed at realistic atmospheric concentrations. 

Significant progress has also been made in the characterization of light intensity 
inside the chamber (including homogeneity) and the provision of a wider range 
of wavelengths for simulating sunlight-induced atmospheric processes (Chap. 2). 
Even though UV fluorescent tubes, or so-called “black lights”, are still—for cost 
reasons—the most common light source among the simulation chamber community, 
and even if the atmospheric relevance of their emission spectrum can be questioned, 
the recording of related actinic flux information together with chamber data has 
become a well-accepted practice, thanks to projects such as EUROCHAMP. This 
good practice is further supported by the information provided in Chap. 2 of this book, 
which provides a solid basis for homogeneous robust lighting characterization. The
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availability of this information is indeed critical for any attempt of re-using previous 
datasets, especially if a modeling approach is planned (which is generally the case). 

One of the key steps in the long journey of the scientific community toward a 
precise understanding of the chemistry at work in atmospheric simulation chambers 
is the rise of the concept of “chamber chemistry”. According to this concept, when 
the initial precursor concentration is low enough and when the light energy is atmo-
spherically relevant, the observed behavior of chemicals during chamber experiments 
would be the result of the interplay between the atmospherically relevant chemistry 
and the chamber effects. 

Refusing to consider the chambers as black boxes and hence starting to study 
the chamber-dependent processes themselves with scientific rigor has led to two 
complementary efforts. The first of these is the study of wall reactions using the 
tools of microphysics and surface chemistry. While some aspects of wall reactions 
are relevant for the understanding of atmospheric processes (see, e.g., Pitts et al. 
1984; Rohrer et al. 2005), the true motivation for characterizing them was a different 
one: the authors were already building what is now known as an “auxiliary mecha-
nism”. Thirty years ago, Jeffries et al. (1992) were already recommending that those 
chamber-dependent reaction sets should be available for each chamber dataset to be 
simulated. They were pointing out that when evaluating a reaction mechanism in a 
given chamber, the auxiliary mechanism is combined with a core mechanism which 
is asserted to be chamber independent, and that misrepresentations in the auxiliary 
mechanism could induce compensating errors in the core mechanism and so in the 
derived atmospherically relevant knowledge. This goal has never been that close to 
being attained, as not only this information has been made available for most of the 
atmospheric simulation chambers installed in Europe, but also because the present 
guide, for the first time, provides clear guidance for the building of such auxiliary 
mechanism (see Chaps. 2 and 3). 

The second aspect of chamber-dependent processes is related to the simultaneous 
exploitation of a large number of datasets arising from various chambers. Based 
on a quasi-statistic interpretation of the previous concept, it assumes that decon-
volution of chamber-dependent processes from atmospherically relevant processes 
can be significantly enhanced by the parallel analysis of comparable experiments 
carried out in different simulation chambers. This approach has been proposed as 
early as in 1999 (Jeffries 1999), but until now it has never been applicable due to the 
lack of diversity among datasets. In most of the centers developing an experimental 
atmospheric simulation activity, datasets are indeed carefully stored, forming several 
databases comprising generally hundreds to thousands of experiments. Neverthe-
less, the community was missing coherent datasets investigating the same chemical 
systems by means of very different installations. Thanks to the “multi-chamber exper-
iments” initiative developed in the framework of EUROCHAMP-2020, this approach 
for three important “standard” chemical systems (propene oxidation, toluene/xylene 
oxidation, and a-pinene oxidation) may receive its first full-scale validation. Further, 
the release of the EUROCHAMP database (https://data.eurochamp.org/) has made 
freely available around 3000 datasets of chamber experiments, generated in more

https://data.eurochamp.org/
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than 20 fully characterized chambers (including an auxiliary mechanism for 16 of 
them), which exhibit a high diversity of size, type, material, and irradiation. 

Together with the present guide, the EUROCHAMP database provides an unpar-
alleled opportunity to ascertain a deeper understanding of these experiments and 
their implications for atmospheric processes, air quality, and climate. The combined 
use of data mining and emerging artificial intelligence techniques may further help 
to stimulate movement toward a thorough reanalysis of experiments in the database. 

9.2 Simulating the Complexity of the Real Atmosphere, 
Working at the Interfaces and Considering Longer 
Timescale Exposure 

For decades, the usual way of operating chambers has been to study a well defined 
but simplistic starting mixture with the goal of understanding all the mechanistic 
details of the transformation at work. This approach is still very valuable for charac-
terizing the atmospheric processing and impact of a single compound or to study a 
well-defined chemical reaction. Leaving aside successive improvements made to the 
chamber experiments which adopt this “classical” approach to atmospheric simu-
lation, ongoing advances continue to include a resolute movement toward more 
complex mixtures and more realistic systems, some of which may include including 
several phases of matter or interactions of chemicals with various surfaces. 

From studies of the chemical evolution of emissions from real plants (Joutsensaari 
et al. 2005; Mentel et al. 2009; Faiola et al. 2018), motor vehicles (Geiger et al. 2002; 
Platt et al. 2013; Gordon et al. 2014), and wood burning devices (Nordin et al. 2015; 
Pratap et al. 2019), most of the emitting systems or practices utilize simulations 
in the attempt to characterize their impact on secondary atmospheric pollution, to 
evidence interplay between intermediate species arising from various precursors, or 
to identify tracers for their specific contamination. 

Even more challenging is the application of simulation chambers to the interfaces 
between Earth system compartments. As shown in Chaps. 7 and 8, work on interfacial 
processes that was historically focused on the gas–aerosol or gas–liquid interfaces 
is now being extended to air–urban surfaces (Monge et al. 2010), air–sea exchanges 
(Bernard et al. 2016), as well as interfaces in the cryosphere (Thomas et al. 2021). 
In this case, not only the complexity of chemical mixture has increased, but the 
involvement of new surfaces for accommodation and for reaction implies to consider 
transport to/toward new media and complex mass transfer between phases. 

Finally, a third dimension of complexity has recently emerged extending the 
timescale of simulation experiments. Most of the effects of modern air pollution on 
health, plants, or cultural heritage are related to long-term exposure: after decades 
of studies using exposition chambers in which primary pollutants are injected, simu-
lation chambers are now considered as tools of choice to investigate the effect of 
complex mixtures containing secondary pollutants. For health impact studies, even
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if very sensitive models (such as pregnant mice or bare epithelial cells) are some-
time used, it remains necessary to expose them to simulated polluted air for several 
days or weeks when the longest experiments in chambers generally last up to 2 to 
3 days. To overcome these limits, new protocols are emerging, where chambers are 
generally operated as slow flow reactors with a constant input of primary pollutants 
that are allowed to react for an average time equal to the residence time (generally a 
few hours). When a steady state is attained, such a design can be operated for days 
providing a steady system (which limits the study of photochemical processes to 
indoor chambers) and feeds exposition devices where living models are receiving 
chamber effluents. 

This area of research is ongoing and the protocols are still under development 
but they already benefit from those described in the present guide. Undoubtedly, the 
present effort in disseminating good practices and harmonizing protocols and the 
related metadata will have to be continued in the near future. It is probably one of the 
most critical networking activities that will have to be organized within the ACTRIS 
European Research Infrastructure. 

9.3 Conclusion 

The original use of smog chambers for the understanding of chemical transformations 
in the atmosphere; for the quantification of reaction rates, the extent, and the relevance 
of various possible pathways; and for the identification of secondary pollutants is still 
strongly necessary. The models—both operational and research oriented—are still far 
from an explicit thorough inclusion of all the processes that are required to represent 
and forecast the actual air quality and climate issues as well as future challenges. At 
the same time, the field of atmospheric experimental simulation has been extremely 
active during the past 15 years—and considering the number of new facilities around 
the world—there is little doubt about its vitality over the next 15 years, and beyond. 
A number of new methodologies and applications have risen and they will bring 
the operational capacity of simulation chambers to a new level. This community 
effort will enable a much broader range of scientific and societal challenges to be 
addressed, including not only the direct and indirect climate effects of atmospheric 
pollutants, but also the impact of air composition on health, cultural heritage, and 
the various compartments of Earth system. Although these applications are still in 
their early stages, they are quickly growing and are already producing data that will 
open new ways to consider the interplays between atmospheric transformations and 
impacts.
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