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Preface

Spectral flow as amathematical concept and termwas introduced by Atiyah and Lusztig
in an unpublished work on paths of self-adjoint Fredholm operators on a Hilbert space,
given explicitly as elliptic differential operators on a compact manifold. The basic idea
was then picked up and further developed in the work of Atiyah, Patodi, and Singer on
the index theory of pseudo-differential operators on a compact manifold with bound-
ary [13, 14]. The definition given in [14] is of topological nature, applying only to closed
paths (that is, loops). However, the work also contains an intuitive description of what
spectral flow is: let t ∈ [0, 1] 󳨃→ Ht be a continuous path of self-adjoint Fredholm op-
erators so that their spectrum is real and discrete close to 0, or otherwise stated, the
spectrum consists of bands depending on t and bounded away from 0, complemented
by low-lying eigenvalues, see Figure 1 for a sketch. Then the spectral flow of the path is
simply the sum of all eigenvalues crossing through 0 weighted by the orientation of the
passage.

Figure 1: Schematic representation of the spectrum of a path of bounded self-adjoint Fredholm operators.
The eigenvalues crossing through 0 give contributions to the spectral flow which are either −1 or +1, de-
pending on the orientation of the crossing. The gray region shows the essential (continuous) spectrum. The
spectral flow of t ∈ [0, 1] 󳨃→ Ht with spectrum as given in the picture is −1 + 1 + 1 = 1.

This book is about
(i) how to give a precise mathematical description of spectral flow;
(ii) what its fundamental properties are;
(iii) how to derive formulas for spectral flow;
(iv) how to connect spectral flow to index theory;
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VI � Preface

(v) how to use spectral flow to extract topological information;
(vi) how to study the spectral flow of a continuous spectrum;
(vii) how spectral flow can be put to work in applications.

If the path t ∈ [0, 1] 󳨃→ Ht is real analytic, also the eigenvalues are real analytic (even
at eigenvalue crossings by Rellich’s theorem) and it is fairly immediate to properly de-
fine the spectral flow and hence settle item (i). But within the continuous category, it is
not as obvious. For instance, defining the winding number of a continuous invertible
function typically may take a full two-hour lecture in a topology class. In a more con-
ceptual approach developed in the field of differential topology [105], one argues that
the function can be assumed to be in a so-called generic transversal position. This ap-
proach has also been applied to other intersection numbers in finite-dimensional con-
texts [105] and the intersection theory of Lagrangian subspaces developed by Bott [35],
Maslov [133], and Arnold [9]. In some wide sense, these contributions can be considered
as finite-dimensional predecessors of the spectral flow as discussed here.

It turns out that there is a relatively elementary analytical approach to the definition
of a spectral flow of arbitrary continuous paths. It is sketched in the work of Floer [87]
(see p. 230 therein) and with full details in the independent work of Phillips [147]. It pro-
vides a solid analytical framework for the study of the spectral flow. Once it is achieved,
one readily deduces the main structural properties of the spectral flow, most notably its
homotopy invariance, a concatenation property, and monotonicity. Furthermore, one
can also prove various formulas for the spectral flow, e. g., integral expressions [55, 56]
and sums of intersection numbers, using crossing forms and the reduction to relative
Morse indices [84].

In the last decades numerous variations and generalizations of the initial concept
of a spectral flow have been developed. First of all, the spectral flow has also been stud-
ied for paths of unbounded self-adjoint Fredholm operators [31, 126, 196]. Secondly, the
ℝ-valued spectral flow of paths of self-adjoint Breuer–Fredholm operators in semifinite
von Neumann algebras has been introduced [144, 148, 26, 197]. In real Hilbert spaces
or for paths having real symmetries, various ℤ2-valued variations of the spectral flow
have been studied [57, 70, 76, 75]. Another variant considered a Clifford-algebra-valued
spectral flow [37]. Spectral flows taking values in K -theory groups have been introduced
as higher spectral flows [68, 195], see also [124, 68, 109, 193]. Pairing such K -theoretic
spectral flows with cyclic cocycles one obtains a multiparameter spectral flow which is
ℤ-valued if one works with standard Fredholm operators and ℝ-valued in a semifinite
setting [171]. Other notable additions to the theory of spectral flow concern the connec-
tions to η-invariants [14, 208, 109, 56] and the spectral shift function [155, 94].

As mentioned above, already in the initial work of Atiyah, Patodi, and Singer [14],
a tight connection between spectral flow and index theory became apparent. More pre-
cisely, let t ∈ ℝ 󳨃→ Ht be a path of self-adjoint Fredholm operators with well-defined
asymptotics at t = ±∞ (as well as some additional properties), then DH = 𝜕t − Ht is a
Fredholm operatorwith index equal tominus the spectral flowof the family t ∈ ℝ 󳨃→ Ht .
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This theorem about the equality “spectral flow = Fredholm index” has been very influ-
ential, with numerous generalizations in various directions [27, 176, 160, 1, 94]. Robbin
and Salamon allowed for unbounded Ht with compact resolvent converging at t = ±∞
[160]. Moreover, Callias’ index theorem [46] can be considered as a higher-dimensional
generalization (i. e., t consists ofmore parameters) of [14] with finite-dimensional fibers.
It has also been generalized to multiparameter families of self-adjoint Fredholm oper-
ators [43, 109, 193], and finally, a semifinite and noncommutative version was proved
recently [171]. Another aspect of index theory are Kato’s Fredholm pairs of projections
and their index [112] (also called essential codimension in [42]). Furthermore, this index
can be computed as a spectral flow, as first shown by Wojciechowski [207] and in more
generality by Phillips [148], see also [70].

While initially the spectral flow was introduced as a tool for the index theory of
differential operators on manifolds with boundary, most of the results described above
were driven by the desire to get a better mathematical understanding of the spectral
flowand its basic properties. There are by nowalso quite diverse applications of spectral
flow. Many still concern the index theory on classical manifolds, but let us also mention
a few applications to other fields:
– Spectral flow has served as a starting point for semifinite index theory in noncom-

mutative geometry [51, 53, 54, 171]. Spectral flow is by now an established tool for
the proof of numerous index-theoretic statements [130, 170, 75, 171].

– Spectral flow has lead to new perspectives and new results on the Bott–Maslov and
Conley–Zehnder indices [30, 90, 113, 168, 203].

– In topological insulators (such as quantum Hall systems) and Wilson–Dirac lattice
gauge theories, the so-called Laughlin argument is a result about a certain spectral
flow [82, 153, 71]. Higher-dimensional versions of the Laughlin argument connect
nonabelian monopoles to spectral flow [58].

– Spectral flow is linked to the vortex dynamics in Fermi superfluids [186, 116] (no
rigorous results on this seem to be available).

– Spectral flow (of the unitary angles of Lagrangian subspaces) is used for the oscilla-
tion theory of Hamiltonian systems [166, 167, 173] and the spectral theory of surface
states in topological insulators [174]. This allowed extending the theory to semifinite
oscillation theory [101].

– Spectral flow leads to novel criteria in bifurcation theory [84, 85, 146, 151].

Many, but not all, of these aspects are addressed in this book.
The theory of the spectral flow is by now in a fairlymature state. This is documented

by the numerous contributions listed in the references, and the bibliography is certainly
not even exhaustive. There is a growing number of applications, see the list above. Some
parts of the theory have been reviewed [26, 201], others are covered by sections or ap-
pendices in books of a broader scope [136] ormore specialized nature [52]. Nevertheless,
to date there does not seem to exist a book fully dedicated to the subject.
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This book offers an in-depth and yet elementary treatise of spectral flow. We tried
to carry out mathematical arguments with full details. Admittedly, this makes the text at
some points pedantically precise. We hope that this makes the book accessible to mas-
ter students and newcomers, both with a background in mathematics and physics. The
experienced reader can certainly skim many pages and locate the points of interest.
The presentation is of functional-analytic nature and on purpose restricted to a Hilbert
space framework. We avoid (or circumvent) the use of K -theory, let alone KK -theory,
even though several results in the book can naturally be formulated in that language.
Hence all the reader shouldmaster iswhat is typically taught in a two-semester course in
functional analysis, apart from some familiarity with notions of topology. More specifi-
cally, we suppose that Riesz’ theory of compact operators, as well as the spectral calculus
of bounded and unbounded self-adjoint operators, is known. On the other hand, a de-
tailed treatment of the theory of Fredholm operators on Hilbert spaces is included, even
though it may already be part of many introductory lectures on functional analysis.

Let us conclude this introductionwith an overviewof the contents of the book, chap-
ter by chapter. This also allows stressing some novelties of the results, proofs, and pre-
sentation.
Chapter 1. The first introductory chapter is meant to give an intuitive understanding

of what a spectral flow is in a restricted finite-dimensional context and to present
and discuss many of the results to come later on. Hence the knowledge of linear
algebra is a sufficient basis for understanding this chapter. Nevertheless, Phillips’
construction of the spectral flow is already explained here and it is shownhow it can
be used to construct the winding number via the spectral flow through −1 ∈ 𝕊1. The
chapter also contains a section on ℤ2-valued spectral flows in a finite-dimensional
context and another section on multiparameter spectral flow. These two topics are
not further developed later in the book, and the reader is referred to [57, 76, 75, 77]
and [171], respectively, for a functional-analytic treatment for Fredholm operators.

Chapter 2. The second chapter uses the finite-dimensional spectral flow for the study of
what is in general called the Maslov index, but is here referred to as Bott–Maslov
index due to the much earlier contribution of Bott [35]. To consistently use the
identification of the Lagrangian subspaces with their unitary phase via the stere-
ographic projection makes the presentation considerably more transparent than
in parts of the literature. Moreover, this serves as a preparation for the treatment
of the infinite-dimensional Bott–Maslov index later on in Chapter 9. The same can
be said about the finite-dimensional theory of the Conley–Zehnder index which is
also spelled out in Chapter 2. Furthermore, the chapter contains a description of
oscillation theory of block Jacobi matrices and scattering systems as an application
of the Bott–Maslov and Conley–Zehnder indices. This is in spirit close to the original
work of Bott.

Chapter 3. This chapter provides a detailed description of Fredholm operators in a two-
Hilbert space setting. It provides a characterization by the essential spectrum and
specializes the results to self-adjoint and unitary Fredholm operators. All of this
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can be found in many lecture notes and textbooks, so the chapter is included for
the convenience of the less experienced readers. It allows stating well-known re-
sults that will be used later on, and it introduces some notations. Somewhat less
well-known may be the content of Section 3.5 which proves an index theorem for
the finite-dimensional spectral flow as introduced in Chapter 1. This result will be
considerably generalized later on in the book.

Chapter 4. This chapter is central to the book. The reader already well-acquainted with
Fredholm theory can jump directly to Chapter 4. Here the formal definition of the
spectral flow of a continuous path of bounded self-adjoint Fredholm operators is
given. Then the main properties are derived. Most of this follows closely the pre-
sentation of Phillips [147]. Moreover, the spectral flow is extended to the wider class
of paths of essentially hyperbolic operators and then transferred to paths of essen-
tially gapped unitary operators. Finally, Section 4.6 shows that the spectral flow of
paths of self-adjoint Fredholm operators can be deduced from the spectral flow of a
path of essentially gapped unitaries, and vice versa. This procedure is not obvious
and apparently not worked out in detail elsewhere.

Chapter 5. This chapter begins with a self-contained modern presentation of Kato’s
Fredholm pairs of projections. Many elements are taken from the influential work
of Avron, Seiler, and Simon [18], others have their roots in the literature onK -theory
of operator algebras. Then the connection between the indices of Fredholm pairs
and the spectral flow along the linear path connecting them is discussed in detail,
together with various variations on the theme. This allows deriving various further
formulas for the spectral flow of paths given by compact perturbations of the initial
point. Furthermore, one can then rewrite the spectral flow as a sum of indices of
Fredholm pairs, a formulationwhich also goes back to Phillips [148] and generalizes
to the semifinite index (Chapter 11). Moreover, another formulation of the spectral
flow in terms of relative Morse indices is presented, as put forward by Fitzpatrick,
Pejsachowicz, and Recht [84].

Chapter 6. The chapter discusses various topologies on the set of unbounded Fredholm
operators. In particular, the gap topology induced by the norm topology on the
graph projections is analyzed. It is argued that on the set of self-adjoint Fredholm
operators this is natural fromnumerous perspectives, more specifically by studying
the topologies induced by the Cayley transform, as well as the bounded transform.
Moreover, the Riesz topology is studied as it is often more readily accessible. The
chapter also contains several results on the homotopy theory of the set of self-
adjoint Fredholm operators equipped with the gap topology, for example, that it
is connected and can be retracted to the subset of self-adjoint Fredholm operators
with compact resolvent, see Section 6.4.

Chapter 7. This chapter introduces the spectral flow for paths of possibly unbounded
self-adjoint Fredholm operators, essentially following the work of Booß–Bavnbek,
Lesch, and Phillips [31]. Under certain summability assumptions, the spectral flow
of paths of self-adjoint Fredholm operatorswith compact resolvent can be related to
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the η-invariants of its endpoints. The idea for this connection goes back to the work
of Atiyah, Patodi, and Singer [14]. Section 7.2 provides a proof of this connection by
elaborating on the work of Getzler [96] and Carey and Phillips [55, 56]. For particu-
lar paths of such self-adjoint Fredholm operators with compact resolvent stemming
from families of Hamiltonian systems, the spectral flow is then connected to the
Conley–Zehner index of the system. This is due to Robbin and Salamon [160] and
is explained in Section 7.3. Finally, Section 7.4 returns to the topic “spectral flow =
Fredholm index” and proves the most general result in this direction given in this
book. We believe that the technique of proof is novel, apart from the parallel joint
work with Stoiber on the more general Callias-type operators [172]. The technique
gives a new perspective on the result itself. In fact, it is similar to Witten’s semiclas-
sical proof of the Morse inequalities [206, 67] and locally connects the eigenvalue
crossings of t ∈ ℝ 󳨃→ Ht to the low-lying spectrum of DH ,κ = κ𝜕t − Ht for a small
semiclassical parameter κ, and then simply turns up κ to 1.

Chapter 8. In this chapter it is shown that the spectral flow restricted to closed loops
actually establishes a bijection with the fundamental group of the self-adjoint Fred-
holmoperators. It is also shown that the spectral flow can be uniquely characterized
by a few of its structural properties derived in Chapter 4. Several of the results of
this chapter are considerably more general than needed for these applications to
the spectral flow. In particular, all homotopy groups for the sets of Fredholm and
self-adjoint Fredholm operators are obtained. For the unbounded self-adjoint Fred-
holm operators equipped with the gap topology, this is a somewhat surprising and
deep result due to Joachim [108]. A recent preprint by Prokhorova [154] allowed to
considerably simplify the argument presented in Section 8.6. Let us also note that
Section 8.5 computes the homotopy groups of Fredholm pairs.

Chapter 9. This chapter can be seen as an application of Chapter 4, in the same way
as Chapter 2 is an application of the spectral flow in finite dimension described in
Chapter 1. It develops the theory of the Bott–Maslov and Conley–Zehnder index in
an infinite-dimensional Krein space framework, condensing the by now numerous
contributions to the topic. Somewhat novel is the characterization of (not necessar-
ily Lagrangian) maximally isotropic subspaces in terms of the Krein signature, see
Section 9.2. The chapter also includes an application of the Bott–Maslov index in in-
finite dimension to the computation of bound states of scattering systems bymeans
of oscillation theory.

Chapter 10. This chapter is included to show the strength of spectral flow as a tool for
proving statements in index theory. In a series of recentworks [128, 129, 130, 131, 170],
it was shown that index pairings resulting from pairing an even or odd unbounded
Fredholm module with a differentiable projection or unitary, respectively, can be
computed as the half-signature of a finite-dimensional matrix called the spectral
localizer. The proof of this fact as presented here is based on a series of deformations
of paths of self-adjoint Fredholm operators so that in the end remains a path of
finite-dimensional self-adjoint matrices, for which by Chapter 1 the spectral flow
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is equal to the half-signature of the spectral localizer. The chapter contains also a
discussion of the η-invariant in this context.

Chapter 11. This chapter begins by generalizing the theory of Fredholm operators de-
scribed in Chapter 3 to semifinite von Neumann algebras and skew corners thereof.
While this Breuer–Fredholm theory is widely used, detailed proofs are not avail-
able in the literature. Hence the chapter can be seen as an addendum to Takesaki’s
monumental work [189]. Based on this theory of semifinite Fredholm operators, the
semifinite spectral flow is introduced and again its basic properties are described.
Then formulas connecting the semifinite spectral flow to the semifinite index are
presented. As an application, generalizations of the results of Chapter 10 are given.

Chapter 12. The final chapter is dedicated to yet another application of spectral flow, no-
tably to variational bifurcation theory. There is relatively vast literature on this topic
and various applications to differential equations have appeared. In the present in-
troductory presentation, particular focus is on the bifurcation of branches of peri-
odic orbits of Hamiltonian systems.

The book also contains a few technical appendices, a list of acronyms and notations, as
well as an extended bibliography. Let us point out that the list of references is definitely
not exhaustive. If there are notable contributions that do not appear here, it is due to
the ignorance of the authors rather than any form of bad intentions.

Erlangen, February 2023 Nora Doll, Hermann Schulz-Baldes
Halle, February 2023 Nils Waterstraat
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1 Spectral flow in finite dimension

This introductory chapter presents the elementary theory of spectral flow through 0 ∈ ℝ
for continuous paths of self-adjoint matrices. In this finite-dimensional setting, the spec-
tral flow only depends on the signature of the matrices at the endpoints. Nevertheless,
many of the structural properties, as well as useful formulas, for the spectral flow can
already be understood in this elementary framework. Furthermore, one can rewrite the
spectral flow in a form that is susceptible to be generalized to paths of unitary matrices
where the spectral flow is then considered through the point −1 ∈ 𝕊1. This is carried out
in detail and provides an alternative way to construct the winding number. Let us also
note that this approachwill later on (in Chapter 4) be extended to Fredholmoperators on
an infinite-dimensional Hilbert space. The chapter contains two further sections, one on
aℤ2-valued analogue of spectral flow and one on amultiparameter spectral flow, which
are included as an outlook and guide to the literature. In the rest of the book, we will
not elaborate on how these two sections extend to a Hilbert space framework.

1.1 From intuition to definition

Let us begin by recalling some basic facts from linear algebra. For an N × N matrix
H = (Hn,m)n,m=1,...,N ∈ ℂ

N×N with complex entries, the spectrum spec(H) consists of
all complex numbers λ such that λ1N − H is not an invertible matrix, namely such that
det(λ1N−H) = 0. Thematrix is self-adjoint if it is equal to its adjointH

∗ = (Hm,n)n,m=1,...,N .
Now let t ∈ [0, 1] 󳨃→ Ht ∈ ℂ

N×N be a path of self-adjoint matrices which for the moment
is assumed to be real analytic. Then the eigenvalues λ1(t), . . . , λN (t) are also real analytic
paths provided that one chooses the correct branches at level crossings [112]. Intuitively,
the spectral flow along this path counts the number of eigenvalues crossing 0 from left
to right, minus the number of those eigenvalues crossing 0 from right to left. This makes
sense as long as the endpoints H0 and H1 are invertible matrices, so that no ambiguity
remains. As the analyticity allows clearly distinguishing the eigenvalue curves, one can
also just look at the crossings of a single eigenvalue along the full path, and the sum over
all its crossings (at 0) is equal to half the difference of the signs at the endpoints of the
path. Hence the spectral flow of a real analytic path t ∈ [0, 1] 󳨃→ Ht = H

∗
t ∈ ℂ

N×N of
self-adjoint matrices with invertible endpoints H0 and H1 is defined by

Sf(t ∈ [0, 1] 󳨃→ Ht) =
N
∑
n=1

1
2
(sgn(λn(1)) − sgn(λn(0))), (1.1)

where sgn(λ) ∈ {−1, +1} is the sign of a real nonvanishing number λ. Thus the spectral
flow effectively counts the spectrum flowing from the negative to the positive spectral
semiaxis, minus the spectrum flowing from the positive to the negative semiaxis. Using
the fundamental theorem of calculus and a smooth increasing function g : ℝ → [−1, 1]
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which is equal to −1 on (−∞, −ϵ] and to 1 on [ϵ,∞), one can rewrite the spectral flow
using the derivative 𝜕sg(λn(s)) as

Sf(t ∈ [0, 1] 󳨃→ Ht) =
N
∑
n=1

1
2

1

∫
0

ds 𝜕sg(λn(s))

=
1
2

1

∫
0

ds 𝜕s Tr(g(Hs))

=
1
2

1

∫
0

ds Tr(g′(Hs)𝜕sHs), (1.2)

where Tr(A) denotes the trace of A ∈ ℂN×N , the spectral theorem was used and ϵ was
supposed to be sufficiently small so that neither H1 nor H0 has spectrum in [−ϵ, ϵ].

Next let us express the spectral flow in terms of the signature. Recall that for any in-
vertible self-adjoint matrix, the signature is defined as the difference between the num-
ber of positive and negative eigenvalues,

Sig(H) = #{λ ∈ spec(H) : λ > 0} − #{λ ∈ spec(H) : λ < 0},

where each eigenvalue is counted with its multiplicity. If now P> = χ(H > 0) as well as
P< = χ(H < 0) are the spectral projections of the positive/negative spectrum of H , then

Sig(H) = Tr(P>) − Tr(P<).

Note that Sig(H) ∈ {−N , −N + 2, −N + 4, . . . ,N − 2,N}. One other basic fact about the
signature is Sylvester’s theorem stating that for any invertible matrix A ∈ ℂN×N ,

Sig(A∗HA) = Sig(H).

Furthermore, by (1.1) the following result holds.

Proposition 1.1.1. Given a real-analytic path t ∈ [0, 1] 󳨃→ Ht of self-adjoint matrices with
invertible endpoints, its spectral flow satisfies

Sf(t ∈ [0, 1] 󳨃→ Ht) =
1
2
(Sig(H1) − Sig(H0)). (1.3)

Let us note that, as both endpoints are invertible, the difference Sig(H1) − Sig(H0)
is indeed even so that the right-hand side of (1.3) is an integer. Proposition 1.1.1 has an
immediate, important corollary.

Corollary 1.1.2. The spectral flow of a curve of self-adjoint matrices with invertible end-
points only depends on the endpoints of the path. In particular, one can homotopically
deform the path with fixed endpoints, and this does not change the spectral flow.
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Up to now we only considered real-analytic paths and actually it seems hopeless
to count the eigenvalue crossings of a merely continuous path. On the other hand, as
the spectral flow only depends on the endpoints due to Proposition 1.1.1, it is reasonable
to simply define it by the right-hand side of (1.3). Furthermore, it will be helpful and
convenient to drop the assumption that the endpoints are invertible. Then one has to
make a choice on how to count zero eigenvalues of the endpoints. Other than in many
standard works [147, 31], our choice is symmetric around 0.

Definition 1.1.3. Let I = [t0, t1] be a bounded interval. Given t ∈ I 󳨃→ Ht ∈ ℂ
N×N ,

a continuous path of self-adjoint matrices, the spectral flow is defined by

Sf(t ∈ I 󳨃→ Ht) =
1
2
(Sig(Ht1 ) − Sig(Ht0 )), (1.4)

where the signature of a self-adjoint matrix is given by the difference of the number of
its positive and its negative eigenvalues.

Let us stress that Sf(t ∈ I 󳨃→ Ht) may take half-integer values. Figure 1.1 illustrates
in which situations such half-integer values appear. A sufficient condition for having an
integer-valued spectral flow is that the endpoints are invertible. Often we will choose
the bounded interval I to be [0, 1], a case to which one can restrict after applying an
affine transformation. Let us also stress again that the definition (1.4) of the spectral
flow of finite-dimensional matrices only depends on its endpoints and not on the path
in between them so that one could also simply use themore compact notation Sf(H0,H1).
Let us, however, already point out at this point that in infinite dimensions the spectral
flow does depend on the path, and not only the endpoints. Therefore Sf(H0,H1) will
stand for the spectral flow along straight-line paths, both in finite and infinite dimen-
sion,

Sf(H0,H1) = Sf(t ∈ [0, 1] 󳨃→ (1 − t)H0 + tH1).

Figure 1.1: Schematic representation of how the kernels at the endpoints are accounted for. The spectral
flow in the three figures is − 12 , −1, and 0, respectively.

Often it will also be of relevance to have unbounded intervals I ⊂ ℝ. Then an addi-
tional assumption is necessary to define the spectral flow:
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Definition 1.1.4. Let I ⊂ ℝ be a possibly unbounded interval and t ∈ I 󳨃→ Ht ∈ ℂ
N×N

a continuous path of self-adjoint matrices such that supt∈I∩(t+ ,∞) ‖(Ht)
−1‖ < ∞ and

supt∈I∩(−∞,t−) ‖(Ht)
−1‖ < ∞ for suitable t− < t+. Then the spectral flow of the path is

defined as

Sf(t ∈ I 󳨃→ Ht) =
1
2
(Sig(Ht+ ) − Sig(Ht− )). (1.5)

1.2 Structural properties of the spectral flow

Here we collect a number of basic properties of the spectral flow. Neither of them is
difficult to prove in finite dimensions. All of these properties have generalizations to
infinite dimensions. The proof of the first two statements follow immediately from the
definition.

Proposition 1.2.1 (Path reversal). Let t ∈ [0, 1] 󳨃→ Ht be a path of self-adjoint matrices.
Then

Sf(t ∈ [0, 1] 󳨃→ H1−t) = − Sf(t ∈ [0, 1] 󳨃→ Ht).

Proposition 1.2.2 (Path reflection). Let t ∈ [0, 1] 󳨃→ Ht be a path of self-adjoint matrices.
Then

Sf(t ∈ [0, 1] 󳨃→ −Ht) = − Sf(t ∈ [0, 1] 󳨃→ Ht).

Proposition 1.2.3 (Concatenation). Let t ∈ [0, 2] 󳨃→ Ht be a path of self-adjoint matrices.
Then

Sf(t ∈ [0, 1] 󳨃→ Ht) + Sf(t ∈ [1, 2] 󳨃→ Ht) = Sf(t ∈ [0, 2] 󳨃→ Ht).

Proof. By Definition 1.1.3,

Sf(t ∈ [0, 1] 󳨃→ Ht) + Sf(t ∈ [1, 2] 󳨃→ Ht)

=
1
2
(Sig(H1) − Sig(H0)) +

1
2
(Sig(H2) − Sig(H1))

=
1
2
(Sig(H2) − Sig(H0))

= Sf(t ∈ [0, 2] 󳨃→ Ht)

showing the claim.

Proposition 1.2.4 (Homotopy invariance). For s ∈ [0, 1] let t ∈ [0, 1] 󳨃→ Ht(s) be a contin-
uous path of self-adjoint matrices such that s ∈ [0, 1] 󳨃→ H0(s) and s ∈ [0, 1] 󳨃→ H1(s) are
paths in the invertible matrices. Then
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s ∈ [0, 1] 󳨃→ Sf(t ∈ [0, 1] 󳨃→ Ht(s))

is constant.

Proof. As s ∈ [0, 1] 󳨃→ Sig(H0(s)) and s ∈ [0, 1] 󳨃→ Sig(H1(s)) are constant, the claim
follows from Definition 1.1.3.

Proposition 1.2.5 (Invariance under conjugation). Let t ∈ [0, 1] 󳨃→ Ht be a path of self-
adjoint matrices and A an invertible matrix. Then

Sf(t ∈ [0, 1] 󳨃→ A∗HtA) = Sf(t ∈ [0, 1] 󳨃→ Ht).

Proof. By Sylvester’s theorem, Sig(A∗H0A) = Sig(H0) and Sig(A
∗H1A) = Sig(H1). Defini-

tion 1.1.3 allows us to conclude the argument.

Proposition 1.2.6 (Additivity). Let t ∈ [0, 1] 󳨃→ Ht and t ∈ [0, 1] 󳨃→ H′t be paths of self-
adjoint matrices. Then

Sf(t ∈ [0, 1] 󳨃→ Ht ⊕ H
′
t ) = Sf(t ∈ [0, 1] 󳨃→ Ht) + Sf(t ∈ [0, 1] 󳨃→ H′t ).

Proof. As Sig(H0⊕H
′
0) = Sig(H0)+Sig(H

′
0) and Sig(H1⊕H

′
1) = Sig(H1)+Sig(H

′
1), the claim

holds by Definition 1.1.3.

Proposition 1.2.7 (Monotonicity). Let t ∈ [0, 1] 󳨃→ Ht be an increasing path of self-adjoint
matrices. Then

Sf(t ∈ [0, 1] 󳨃→ Ht) ≥ 0.

Proof. As the path is increasing, H1 ≥ H0. Therefore Sig(H1) ≥ Sig(H0), and Defini-
tion 1.1.3 allows us to conclude.

1.3 Alternative expressions for the spectral flow

The concatenation procedure stated in Proposition 1.2.3 can be iterated, namely if 0 =
t0 < t1 < ⋅ ⋅ ⋅ < tM−1 < tM = 1 is a finite partition of [0, 1], then

Sf(t ∈ [0, 1] 󳨃→ Ht) =
M
∑
m=1

Sf(Htm ,Htm−1 )

=
1
2

M
∑
m=1
(Sig(Htm ) − Sig(Htm−1 )).

This can be further modified to an expression that will be the starting point for the def-
inition of the spectral flow of paths of unitaries (in Section 1.5), as well as of self-adjoint
Fredholm operators on an infinite-dimensional Hilbert space, as given by Phillips [147]
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(see Chapter 4). For each interval [tm−1, tm], let us next choose an am ≥ 0 such that
am ̸∈ spec(Ht) and −am ̸∈ spec(Ht) for all t ∈ [tm−1, tm]. Then the spectral projections

Pam ,t = χ[−am ,am](Ht) (1.6)

have constant rank for all t ∈ [tm−1, tm]. Note that these spectral projections are orthog-
onal, namely self-adjoint. Furthermore, the operators

Pam ,tHtPam ,t = Pam ,tHt = HtPam ,t

are self-adjoint for all t ∈ [tm−1, tm] and, because no eigenvalues leave or enter the spec-
tral interval [−am, am], one has

Sig(Htm ) − Sig(Htm−1 ) = Sig(HtmPam ,tm ) − Sig(Htm−1Pam ,tm−1 ).

Therefore

Sf(t ∈ [0, 1] 󳨃→ Ht) =
1
2

M
∑
m=1
(Sig(HtmPam ,tm ) − Sig(Htm−1Pam ,tm−1 )). (1.7)

One can further manipulate this expression by setting

P>am ,t = χ(0,am](Ht), P<am ,t = χ[−am ,0)(Ht),

as well as

P≥am ,t = χ[0,am](Ht), P0,t = χ{0}(Ht).

Then, if a ̸∈ spec(Ht),

Sig(HtPa,t) = Tr(P
>
a,t − P

<
a,t).

Thus with the am as above,

Sf(t ∈ [0, 1] 󳨃→ Ht) =
1
2

M
∑
m=1

Tr(P>am ,tm − P
<
am ,tm − P

>
am ,tm−1 + P

<
am ,tm−1). (1.8)

Now

Tr(P<am ,t) = Tr(Pam ,t − P
≥
am ,t) = Tr(Pam ,t − P

>
am ,t − P0,t),

so that Tr(Pam ,tm ) = Tr(Pam ,tm−1 ) substituted into (1.8) implies

Sf(t ∈ [0, 1] 󳨃→ Ht) =
1
2
Tr(P0,0) +

M
∑
m=1

Tr(P≥am ,tm − P
≥
am ,tm−1) −

1
2
Tr(P0,1). (1.9)
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As already pointed out, all three expressions (1.7), (1.8), (1.9) coincide, extend to self-
adjoint Fredholm operators, and essentially directly lead to Phillips’ definition of the
spectral flow [147], the difference being the boundary terms 1

2 Tr(P0,0 − P0,1) which can
be half-integer. The present symmetric treatment of the kernels at the endpoints assures
the path reflection property. On the other hand, the map s 󳨃→ Sf(t ∈ [0, s] 󳨃→ Ht) is, due
to these terms, in general neither right nor left continuous, and furthermore the map
s 󳨃→ Sf(t ∈ [0, 1] 󳨃→ Ht + s1) is not right continuous.

Another approach to generalize the notion of spectral flow to infinite dimensions,
actually also going back to thework [14], is to still use (1.4), butwith amodified definition
of the signature. On an infinite-dimensional Hilbert space, one often has the situation
that there are an infinite number of positive eigenvalues, as well as an infinite number
of negative eigenvalues. To take the differencewith these two infinities, one can attempt
to work with a ζ -function regularization and this leads to the so-called η-invariant of an
invertible self-adjoint matrix H ,

η(H) = lim
s→0

Tr(H |H |−s−1).

Now for an invertible matrix, one readily finds that

η(H) = Sig(H). (1.10)

Moreover, due to the integral identity

|λ|−s−1 = 1
Γ( s+12 )

∞

∫
0

dt t
s−1
2 e−tλ

2
,

one can rewrite the above definition of the η-invariant as follows:

η(H) = lim
s→0

1
Γ( s+12 )

∞

∫
0

dt t
s−1
2 Tr(He−tH

2
)

=
1
√π

∞

∫
0

dt t−
1
2 Tr(He−tH

2
), (1.11)

because Γ( 12 ) = √π. In this form, the identity η(H) = Sig(H) results from

1
√π

∞

∫
0

dt t−
1
2 λe−tλ

2
= sgn(λ), λ ∈ ℝ, (1.12)

which can readily be checked by a change of variables. If nowH is a self-adjoint operator
on an infinite-dimensional Hilbert space having compact resolvent, then often e−tH

2
is

of trace class and, under suitable further properties, it may be possible to show that the
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integral in (1.11) is convergent. If this is the case, one says that the η-invariant is well-
defined. Then the spectral flow is given by 1

2 (η(H1) − η(H0)), similar as in (1.4). In this
book, the spectral flow will be defined using Phillips approach and then the connection
to the η-invariant is a consequence under particular assumptions.

1.4 Spectral flow as a sum of eigenvalue crossings

The following approximation result will allow computing the spectral flow for generic
paths by counting eigenvalue crossings, see Propositions 1.4.3 and 1.4.5 below.

Proposition 1.4.1. Let t ∈ [0, 1] 󳨃→ Ht = H
∗
t ∈ ℂ

N×N be a continuous path of self-adjoint
matrices. For any ϵ > 0, there exists a real-analytic path t ∈ [0, 1] 󳨃→ Ĥt = Ĥ

∗
t ∈ ℂ

N×N with
‖Ĥt −Ht‖ < ϵ uniformly in t such that all eigenvalue crossings are simple and transversal,
namely dim(Ker(Ĥt)) ≤ 1 and 𝜕tĤt|Ker(Ĥt)

̸= 0, and, moreover, with invertible endpoints
Ĥ0 and Ĥ1.

Proof. TheWeierstrass approximation theorem implies that there exists a real-analytic
path t ∈ [0, 1] 󳨃→ H̃t = (H̃t)

∗ ∈ ℂN×N with ‖H̃t − Ht‖ <
ϵ
2 uniformly in t. By The-

orem II.1.10 in [112], there is a real-analytic path of unitaries t ∈ [0, 1] 󳨃→ Ut such
that one has U∗t H̃tUt = diag(λ1(t), . . . , λN (t)), where t 󳨃→ λk(t) are real-analytic func-
tions representing the eigenvalues of H̃t . By Sard’s theorem, the complement of the
set of regular values (points with nonvanishing derivative) of the eigenvalues λk , with
k = 1, . . . ,N , in (− ϵ2 , +

ϵ
2 ) has measure zero. Thus there are δ1, . . . , δN ∈ (−

ϵ
2 ,

ϵ
2 ) such

that 0 is a common regular value of the functions t 󳨃→ λk(t) + δk for k = 1, . . . ,N
and such that dim(Ker(diag(λ1(t) + δ1, . . . , λN (t) + δN ))) ≤ 1 for all t ∈ [0, 1], as well
as dim(Ker(diag(λ1(t) + δ1, . . . , λN (t) + δN ))) = 0 for t = 0, 1. Then the continuous path
t ∈ [0, 1] 󳨃→ Ĥt = Ut diag(λ1(t) + δ1, . . . , λN (t) + δN )U

∗
t has the desired properties. In

particular, the crossing eigenvalues λ̂k(t) of Ĥt have derivatives λ̂
′
k(t) = 𝜕t λ̂k(t) given by

λ̂′k(t) = ⟨ϕk(t) | (𝜕tĤt)ϕk(t)⟩,

where ϕk(t) is the (only) unit eigenvector of λ̂k(t) = 0, namely Ĥtϕk(t) = 0 and
‖ϕk(t)‖ = 1.

Remark 1.4.2. Let us note the path Ĥt is not constructed by first diagonalizing Ht and
then approximating the eigenvalues and eigenfunctions by smoothened versions. In-
deed, this procedure is impossible because Example II.5.3 in [112] shows that the eigen-
vectors of Ht may even not be continuous. Instead, the above proof first approximates
the matrix elements by analytic objects. ⬦

By homotopy invariance, see Proposition 1.2.4, of the spectral flow as defined in
Definition 1.1.3, one can now compute the spectral flow by the real-analytic path,
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Sf(t ∈ [0, 1] 󳨃→ Ht) = Sf(t ∈ [0, 1] 󳨃→ Ĥt),

provided that there is a path of invertible self-adjoints connecting Ĥ0 to H0 and a path
of invertible self-adjoints connecting Ĥ1 toH1 (which, of course, requires thatH0 andH1
are invertible themselves). In particular, this is the case for ϵ < min{‖H−10 ‖

−1, ‖H−11 ‖
−1}.

By Proposition 1.1.1, the spectral flow of the path t ∈ [0, 1] 󳨃→ Ĥt can also be computed
by the alternative formulas (1.1) and (1.2). These formulas lead to yet another expression
for the spectral flow.

Proposition 1.4.3. If t ∈ [0, 1] 󳨃→ Ht is a continuously differentiable path with simple and
transversal eigenvalue crossings and invertible endpoints as given in Proposition 1.4.1,
then

Sf(t ∈ [0, 1] 󳨃→ Ht) = ∑
λj(t)=0

sgn(λ′j (t)), (1.13)

where t ∈ [0, 1] 󳨃→ λj(t) denote the eigenvalue curves of Ht that are continuously differen-
tiable at any eigenvalue crossing and the sum runs over pairs (j, t) such that λj(t) = 0.

As a preamble to the proof, let us recall the Kato continuity and selection theo-
rem. Thus consider a continuously differentiable path t ∈ [0, 1] 󳨃→ Ht ∈ ℂ

N×N with
invertible endpoints. At the endpoints 0 and 1, the derivatives are defined as the left,
resp. right, limits of the derivatives, or alternatively using only left, resp. right, differ-
ence quotients. Then by Theorem II 6.8 in [112], the eigenvalues λ1(t), . . . , λN (t) are con-
tinuously differentiable provided that one chooses the correct branches at level cross-
ings. Moreover, for t0 ∈ [0, 1] let λk1 (t), . . . , λkn (t) be the eigenvalues of Ht such that
λk1 (t0) = ⋅ ⋅ ⋅ = λkn (t0) = δ ∈ ℝ. Then (e. g., by Theorem II 5.4 in [112]) the derivatives
of these eigenvalues coincide with the spectrum of χ{δ}(Ht0 )(𝜕tH)t0χ{δ}(Ht0 ) seen as an
operator on Ran(χ{δ}(Ht0 )). More precisely,

{λ′k1 (t0), . . . , λ
′
kn (t0)} = spec(χ{δ}(Ht0 )(𝜕tH)t0χ{δ}(Ht0 )).

Proof. Let us first note that the sum on the right-hand side of (1.13) is finite by the gener-
icity assumption, which also implies that the signs sgn(λ′j (t)) at these points are well
defined. Consider t0 ∈ (0, 1) such that Ker(Ht0 ) ̸= {0} and choose a > 0 such that
spec(Ht0 )∩ [−a, a] = {0}. Then there is ϵ > 0 such that ±a ∉ spec(Ht) for t ∈ (t0 −ϵ, t0 +ϵ).
Let λ : (t0 − ϵ, t0 + ϵ) → (−a, a) be the continuously differentiable function representing
the eigenvalue of Ht in [−a, a]. Because λ

′(t0) ̸= 0 there is 0 < η <
ϵ
2 such that λ(t) ̸= 0

for t ∈ (t0 − 2η, t0 + 2η) \ {t0}. This implies

sgn(λ(t0 + η)) = − sgn(λ(t0 − η)) = sgn(λ
′(t0)),

and therefore
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sgn(λ′(t0)) = Tr(χ[0,a](Ht0+η)) − Tr(χ[0,a](Ht0−η)).

As t ∈ (t0 − 2η, t0 + 2η) 󳨃→ χ(a,∞)(Ht) is continuous and thus the integer-valued map
t ∈ (t0 − 2η, t0 + 2η) 󳨃→ Tr(χ(a,∞)(Ht)) is constant, one has

sgn(λ′(t0)) = Tr(χ[0,∞)(Ht0+η)) − Tr(χ[0,∞)(Ht0−η))

=
1
2
(Sig(Ht0+η) − Sig(Ht0−η))

= Sf(t ∈ [t0 − η, t0 + η] 󳨃→ Ht).

The concatenation property of the spectral flow, see Proposition 1.2.3, implies the
claim.

In some situations, one is confronted with paths which are not generic in the above
sense, and one would not like to deform them into a generic one as in Proposition 1.4.1.
A typical example is a pathwith certain symmetry properties. Under aweaker genericity
assumption (so-called regular crossings), it is nevertheless possible to find a generaliza-
tion of (1.13) which uses the notion of crossing form [160, 84, 200].

Definition 1.4.4. Let t ∈ [0, 1] 󳨃→ Ht = H∗t be a continuously differentiable path of
self-adjoint matrices. An instant t ∈ [0, 1] is called a crossing if Ker(Ht) ̸= {0}. Then the
crossing form at t is the quadratic form

Γt : Ker(Ht) → ℝ, Γt(ϕ) = ⟨ϕ|(𝜕tH)tϕ⟩.

A crossing is called regular if Γt is nondegenerate.

By the above, a crossing t0 is regular if and only if all derivatives λ
′
k(t0) of eigen-

values contributing to the kernel of Ht0 do not vanish at the point t = t0. In particular,
regular crossings are isolated. Moreover, ifH0,H1 are invertible, then there is ϵ > 0 such
that H0 + δ1 and H1 + δ1 are invertible for all δ ∈ (−ϵ, ϵ). Then, by Proposition 1.2.4,
Sf(t ∈ [0, 1] 󳨃→ Ht) = Sf(t ∈ [0, 1] 󳨃→ Ht + δ1). Again appealing to Sard’s theorem, the
complement of the set of common regular values of the eigenvalues λk , k = 1, . . . ,N in
(−ϵ, ϵ) has measure zero. Therefore, for the computation of the spectral flow it is suffi-
cient to consider paths t ∈ [0, 1] 󳨃→ Ht that have only regular crossings. The next result
provides the formula expressing the spectral flow in terms of all crossing forms, in par-
ticular the endpoints are not necessarily invertible. The reader is invited to check that
the boundary terms are correct by inspecting once again Figure 1.1.

Proposition 1.4.5. Let t ∈ [0, 1] 󳨃→ Ht ∈ ℂ
N×N be a continuously differentiable path of

self-adjoint matrices with only regular crossings. Then the spectral flow of this path is

Sf(t ∈ [0, 1] 󳨃→ Ht) =
1
2
Sig(Γ0) + ∑

t∈(0,1)
Sig(Γt) +

1
2
Sig(Γ1), (1.14)

where Sig(Γt) denotes the signature of the quadratic form Γt .
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Proof. Let us suppose for simplicity that H0 and H1 are invertible. As already stated, a
look at Figure 1.1 shows how to deal with nontrivial kernels at these points (details are
also given in the proof of Proposition 4.3.6 below). First note that by the above regular
crossings are isolated, thus the sum on the right-hand side of (1.14) is finite. Moreover, if
the path t ∈ [0, 1] 󳨃→ Ht consists of invertibles, both sides of (1.14) vanish. Consider one
regular crossing t0 ∈ (0, 1). Choose a > 0 such that spec(Ht0 ) ∩ [−a, a] = {0}. Then there
is ϵ > 0 such that ±a ∉ spec(Ht) for t ∈ (t0 − ϵ, t0 + ϵ). Form = dim(Ker(Ht0 )), let

λ1, . . . , λm : (t0 − ϵ, t0 + ϵ) → (−a, a)

be the continuously differentiable eigenvalues of Ht in [−a, a]. Because t0 is a regular
crossing, λ′k(t0) ̸= 0 for k = 1, . . . ,m. Therefore, there is 0 < η <

ϵ
2 such that λk(t) ̸= 0 for

k = 1, . . . ,m and t ∈ (t0 − 2η, t0 + 2η) \ {t0}. This implies

sgn(λk(t0 + η)) = − sgn(λk(t0 − η)) = sgn(λ
′
k(t0)), k = 1, . . . ,m.

Summing over all eigenvalues λk shows

Sig(Γt) = Tr((χ[0,a](Ht0+η)) − Tr(χ[0,a](Ht0−η)).

As t ∈ (t0 − 2η, t0 + 2η) 󳨃→ χ(a,∞)(Ht) is continuous and therefore the integer-valued
continuous map t ∈ (t0 − 2η, t0 + 2η) 󳨃→ Tr(χ(a,∞)(Ht)) is constant, one has

Sig(Γt) = Tr(χ[0,∞)(Ht0+η)) − Tr(χ[0,∞)(Ht0−η))

=
1
2
(Sig(Ht0+η) − Sig(Ht0−η))

= Sf(t ∈ [t0 − η, t0 + η] 󳨃→ Ht).

The concatenation property of the spectral flow, see Proposition 1.2.3, implies the
claim.

1.5 The spectral flow for paths of unitaries

Let t ∈ [0, 1] 󳨃→ Ut ∈ U(N) be a (not necessarily closed) continuous path of unitaryN ×N
matrices. For each t, the spectrum of Ut lies on the unit circle 𝕊

1. The aim of this section
is to define a spectral flow of this path through −1 ∈ 𝕊1 in the positive sense. For the
particular case of a closed path, this spectral flow is nothing but the standard winding
number. There are several ways to approach the definition of the spectral flow of a path
of unitaries. One way is to first show that the path can be approximated by a smooth
one (the so-called generic position in differential topology [105]) and then resile to a for-
mula similar to (1.2). Another approach introduces self-adjoint matrices Ht = −𝚤 log(Ut)
by choosing a suitable branch of the logarithm and then applies Definition 1.1.3 to it.
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However, suppose one chooses the branch cut on the positive real axis, then 1 is a spe-
cial point which, after all, should intuitively be irrelevant for the spectral flow through
−1 that only depends on eigenvalues close to −1 (this is avoided by the so-called homo-
topy lifting lemma). This expectation turns out to be true, see Section 4.5 which shows
that one may even allow for essential spectrum away from −1, provided the suitable
definition of spectral flow is used which is presented in this section. The basic idea of
this construction goes back to Phillips [147] and will be used later on. Hence this section
serves as an intuitive preparation for the following. Before starting out, let us point the
interested reader to a leisurely introduction of the winding number and its applications
by Roe [161].

Let us begin with a technical preparation. For a ∈ [0, π), the spectral projections are
denoted by

Pa,t = χ{e𝚤b :b∈[π−a,π+a]}(Ut), (1.15)

where χS denotes the characteristic function onto the set S ⊂ ℂ. These are the natural
counterparts of the spectral projections (1.6) in the case of paths of self-adjoint matrices.

Lemma 1.5.1. For a unitary matrix U ∈ U(N), there are a number a ∈ [0, π) and a
neighborhood N of U in U(N) such that V 󳨃→ χ{e𝚤b :b∈[π−a,π+a]}(V ) is a norm-continuous,
projection-valued map onN.

Proof. There is an a ∈ [0, π) such that e𝚤(π±a) are not in the spectrum of U . Then there
exists π − a > ϵ > 0 such that the set

Na,ϵ = {e
𝚤(π+b) : b ∈ [−a − ϵ, −a] ∪ [a, a + ϵ]}

is disjoint from spec(U). The set

N = {V ∈ U(N) : Na,ϵ ∩ spec(V ) = 0}

is open and on this set the function V 󳨃→ χ{e𝚤b :b∈[π−a,π+a]}(V ) is norm-continuous as
χ{e𝚤b :b∈[π−a,π+a]} agrees with the continuous function f : 𝕊

1 → ℂ defined by

e𝚤φ 󳨃→ χ[π−a,π+a](φ) − (φ − (π + a + ϵ))
1
ϵ
χ[π+a,π+a+ϵ](φ)

+ (φ − (π − a − ϵ)) 1
ϵ
χ[π−a−ϵ,π−a](φ).

This concludes the argument.

By compactness and the previous lemma, it is possible to choose a finite partition

0 = t0 < t1 < ⋅ ⋅ ⋅ < tM−1 < tM = 1,

of [0, 1] and am ∈ [0, π),m = 1, . . . ,M , such that



1.5 The spectral flow for paths of unitaries � 13

t ∈ [tm−1, tm] 󳨃→ Pam ,t

is continuous with constant rank. Each projection Pa,t can be decomposed into

P>a,t = χ{e𝚤b :b∈(π,π+a]}(Ut), P<a,t = χ{e𝚤b :b∈[π−a,π)}(Ut).

This is illustrated in Figure 1.2.

Figure 1.2: Schematic representation of the spectrum of a closed path of unitary matrices and the objects
used in Definition 1.5.2.

Definition 1.5.2. For a partition 0 = t0 < t1 < ⋅ ⋅ ⋅ < tM−1 < tM = 1 and am ∈ [0, π),
m = 1, . . . ,M as above, the spectral flow of the path t ∈ [0, 1] 󳨃→ Ut ∈ U(N) is defined as

Sf(t ∈ [0, 1] 󳨃→ Ut) =
1
2

M
∑
m=1

Tr(P>am ,tm − P
<
am ,tm − P

>
am ,tm−1 + P

<
am ,tm−1).

Let us first explain how this definition fits together with Definition 1.1.3. For that
purpose, let us first of all note that

Tr(P>a,t − P
<
a,t) = Sig(ℑm(U

∗
t )Pa,t),

where ℑm(A) = 1
2𝚤 (A − A

∗) is the imaginary part of a matrix A and Pa,t is the spec-
tral projection defined in (1.15) (note that this is also the spectral projection of the self-
adjoint operator ℜe(Ut) onto the interval [−1, − cos(a)]). As it is a self-adjoint matrix,
ℑm(U∗t )Pa,t = Pa,tℑm(U

∗
t )Pa,t , on the right-hand side, one hence takes the signature of a

self-adjoint matrix given by the difference of its positive and negative eigenvalues. The
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projection Pa,t restricts to the spectrum around −1 in a symmetric way, see once again
Figure 1.2. Note that the self-adjoint matrix Pa,tℑm(U

∗
t )Pa,t = ℑm(U

∗
t )Pa,t therefore has

potentially a large kernel, but this kernel does not influence its signature (which only
counts positive and negative eigenvalues). Now replacing into Definition 1.5.2 gives

Sf(t ∈ [0, 1] 󳨃→ Ut) =
1
2

M
∑
m=1
(Sig(ℑm(U∗tm)Pam ,tm) − Sig(ℑm(U

∗
tm−1)Pam ,tm−1)).

Comparing with (1.7), this clearly shows the similarities with the spectral flow of self-
adjoint matrices. The basic result about the spectral flow is that it is well defined by the
above procedure and it is homotopy invariant.

Theorem 1.5.3. The definition of Sf(t ∈ [0, 1] 󳨃→ Ut) is independent of the choice of the
partition 0 = t0 < t1 < ⋅ ⋅ ⋅ < tM−1 < tM = 1 of [0, 1] and values am ∈ [0, π) such that
t ∈ [tm−1, tm] 󳨃→ Pam ,t is continuous.

Proof. For each point t∗ ∈ [tm−1, tm] for m ∈ {1, 2, . . . ,M} added to the partition, the
number Tr(P>am ,t∗ −P

<
am ,t∗ ) is both added and subtracted, thus Sf(t ∈ [0, 1] 󳨃→ Ut) does not

change. Therefore the definition of the spectral flow is independent of the choice of the
partition.

For m ∈ {1, 2, . . . ,M}, let us compare am to a′m where t ∈ [tm−1, tm] 󳨃→ Pa′m ,t is con-
tinuous with constant rank. Without loss of generality, one may assume a′m > am. As
e𝚤(π±am) and e𝚤(π±a

′
m) are not in the spectrum of Ut for any t ∈ [tm−1, tm], it follows that

both t ∈ [tm−1, tm] 󳨃→ P>a′m ,t − P
>
am ,t and t ∈ [tm−1, tm] 󳨃→ P<a′m ,t − P

<
am ,t are continuous

projection-valued functions and hence of constant rank, say k> and k<. Thus

Tr(P>a′m ,tm − P
<
a′m ,tm
− P>a′m ,tm−1 + P

<
a′m ,tm−1
)

= Tr(P>a′m ,tm) − Tr(P
<
a′m ,tm
) − Tr(P>a′m ,tm−1) + Tr(P

<
a′m ,tm−1
)

= Tr(P>am ,tm) + k
> − Tr(P<am ,tm) − k

< − Tr(P>am ,tm−1) − k
> + Tr(P<am ,tm−1) + k

<

= Tr(P>am ,tm − P
<
am ,tm − P

>
am ,tm−1 + P

<
am ,tm−1).

Therefore the definition of the spectral flow is independent of the choice of the values
am ∈ [0, π) such that t ∈ [tm−1, tm] 󳨃→ Pam ,t is continuous.

Remark 1.5.4. Note that the spectral flow of paths of unitaries does not only depend
on the endpoints of the path. In particular there are closed paths of unitaries with non-
vanishing spectral flow. For example consider the path t ∈ [0, 1] 󳨃→ Ut = e

2π𝚤t of complex
numbers on the unit circle identified with unitary matrices acting on ℂ. This path is
closed with endpoints U0 = U1 = 1 but its spectral flow Sf(t ∈ [0, 1] 󳨃→ Ut) = 1 does not
vanish. ⬦
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Some elementary properties of the spectral floware collected in the following result.

Theorem 1.5.5. Let t ∈ [0, 1] 󳨃→ Ut ∈ U(N) be a continuous path.
(i) If −1 ∉ spec(Ut) for all t ∈ [0, 1], then Sf(t ∈ [0, 1] 󳨃→ Ut) = 0.
(ii) The spectral flow has a concatenation property, namely if t ∈ [1, 2] 󳨃→ Ut ∈ U(N) is a

second continuous path, composable to the first one in the sense that the endpoint of
the first path is the initial point of the second path, then

Sf(t ∈ [0, 2] 󳨃→ Ut) = Sf(t ∈ [0, 1] 󳨃→ Ut) + Sf(t ∈ [1, 2] 󳨃→ Ut).

(iii) Changing the orientation of the path leads to a change of the sign of the spectral flow

Sf(t ∈ [0, 1] 󳨃→ Ut) = − Sf(t ∈ [0, 1] 󳨃→ U1−t).

(iv) The spectral flow has the reflection property

Sf(t ∈ [0, 1] 󳨃→ Ut) = − Sf(t ∈ [0, 1] 󳨃→ U∗t ).

(v) The spectral flow has an additivity property under direct sums, namely if one has a
second continuous path t ∈ [0, 1] 󳨃→ Vt ∈ U(N

′), then

Sf(t ∈ [0, 1] 󳨃→ Ut ⊕ Vt) = Sf(t ∈ [0, 1] 󳨃→ Ut) + Sf(t ∈ [0, 1] 󳨃→ Vt).

(vi) The spectral flow is invariant under conjugation of the given path by another path
t ∈ [0, 1] 󳨃→ Wt ∈ U(N) of unitaries

Sf(t ∈ [0, 1] 󳨃→ Ut) = Sf(t ∈ [0, 1] 󳨃→ WtUtW
∗
t ).

Proof. All items follow directly form the definition of the spectral flow.

Theorem 1.5.6. Let t ∈ [0, 1] 󳨃→ Ut and t ∈ [0, 1] 󳨃→ U ′t be two continuous paths in U(N)
such that U0 = U

′
0 and U1 = U

′
1 and such that there exists a continuous homotopy between

the two paths leaving the endpoints fixed. Then

Sf(t ∈ [0, 1] 󳨃→ Ut) = Sf(t ∈ [0, 1] 󳨃→ U ′t ).

Proof. Let us first note that for U0,U1 ∈ U(N), both in the same neighborhood N of the
type given in Lemma 1.5.1, and any path t ∈ [0, 1] 󳨃→ Ut of unitaries from U0 to U0 lying
entirely inN, the spectral flow is

Sf(t ∈ [0, 1] 󳨃→ Ut) =
1
2
Tr(P>a,1 − P

<
a,1 − P

>
a,0 + P

<
a,0),

where a = a1 is chosen as in Lemma 1.5.1 and the partition is trivial, namely t0 = 0 and
t1 = 1. Therefore the spectral flow is independent of the path inN connecting U0 to U1.
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Let us denote the homotopy between the two paths by h : [0, 1] × [0, 1] → U(N),
more precisely, h is continuous, h(t, 0) = Ut and h(t, 1) = U

′
t for all t ∈ [0, 1], and one

has h(0, s) = U0 = U
′
0 and h(1, s) = U1 = U

′
1 for all s ∈ [0, 1]. By compactness, one can

cover the image of h by a finite set {N1, . . . ,Nk} of neighborhoods as in Lemma 1.5.1. The
preimages {h−1(N1), . . . , h

−1(Nk)} of these neighborhoods form a finite cover of the set
[0, 1] × [0, 1]. For the Lebesgue number ϵ0 > 0 of this cover, any subset of [0, 1] × [0, 1] of
diameter less than ϵ0 is contained in some element of this finite cover of [0, 1] × [0, 1].
Thus, if we partition [0, 1] × [0, 1] into a grid of squares of diameter less than ϵ0, then the
image of each square will lie entirely within some Nl for l ∈ {1, . . . , k}. By compactness,
it is sufficient to show that

Sf(t ∈ [0, 1] 󳨃→ h(t, s′)) = Sf(t ∈ [0, 1] 󳨃→ h(t, s′′))

for s′, s′′ ∈ [0, 1]with |s′ − s′′| < ϵ0
√2
. Without loss of generality, one may assume s′ < s′′.

For a partition 0 = t0 < t1 < ⋅ ⋅ ⋅ < tM−1 < tM = 1 such that |tm − tm−1| <
ϵ0
√2

for all
m ∈ {1, . . . ,M}, the image h([tm−1, tm]× [s

′, s′′]) is contained in one of the neighborhoods
Nl for l ∈ {1, . . . , k}. Therefore, by the first paragraph of this proof, one has

Sf(t ∈ [tm−1, tm] 󳨃→ h(t, s′)) + Sf(s ∈ [s′, s′′] 󳨃→ h(tm, s))
= Sf(s ∈ [s′, s′′] 󳨃→ h(tm−1, s

′)) + Sf(t ∈ [tm−1, tm] 󳨃→ h(t, s′′))

for allm ∈ {1, . . . ,M}. In conclusion,

Sf(t ∈ [0, 1] 󳨃→ h(t, s′)) =
M
∑
m=1

Sf(t ∈ [tm−1, tm] 󳨃→ h(t, s′))

=
M
∑
m=1

Sf(s ∈ [s′, s′′] 󳨃→ h(tm−1, s))

+ Sf(t ∈ [tm−1, tm] 󳨃→ h(t, s′′)) − Sf(s ∈ [s′, s′′] 󳨃→ h(tm, s))

=
M
∑
m=1

Sf(t ∈ [tm−1, tm] 󳨃→ h(t, s′′))

= Sf(t ∈ [0, 1] 󳨃→ h(t, s′′)),

where the third step follows from Sf(s ∈ [s′, s′′] 󳨃→ h(0, s)) = Sf(s ∈ [s′, s′′] 󳨃→ h(1, s)) = 0
as the considered paths are constant.

Remark 1.5.7. For a path t ∈ [0, 1] 󳨃→ At ∈ ℂ
N×N of invertible matrices, one can define

the spectral flow as the spectral flow of the unitary phase Ut = At|At|
−1,

Sf(t ∈ [0, 1] 󳨃→ At) = Sf(t ∈ [0, 1] 󳨃→ Ut).

If At is normal for all t ∈ [0, 1], it is possible to label the spectral curves λj(t) such that
each varies continuously in t. When t increases, the spectral curves t 󳨃→ λj(t) can cross
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the segment [0, 1]×(−∞, 0). One has a spectral crossing of positive signature if there is a
passage through the negative real axis from the upper half-plane to the lower half-plane
or a spectral crossing of negative signature if the passage is from the lower half-plane
to the upper half-plane. If there is a finite number of crossings and no crossings at the
boundaries t = 0 and t = 1, the sum of these signatures over all crossings is equal to
Sf(t ∈ [0, 1] 󳨃→ At). ⬦

Up to now, all paths of unitariesweremerely assumed to be continuous. In complete
analogy with Proposition 1.4.1, one can deform the path into a real-analytic one with
simple regular crossings. A detailed proof is omitted.

Proposition 1.5.8. Let t ∈ [0, 1] 󳨃→ Ut ∈ U(N) be a continuous path of unitary matrices.
For any ϵ > 0, there exists a real-analytic path t ∈ [0, 1] 󳨃→ Vt ∈ U(N) of unitary ma-
trices with ‖Vt − Ut‖ < ϵ uniformly in t such that all eigenvalue crossings are simple and
transversal, namely dim(Ker(Vt)+1N ) ≤ 1 and −𝚤V

∗
t 𝜕tVt|Ker(Vt+1) ̸= 0, and, moreover, with

endpoints V0 and V1 having no spectrum at −1.

Of course, much more can be said if the path is differentiable. First of all, there is
an integral formula related to (1.2) for the spectral flow of self-adjoint matrices.

Proposition 1.5.9. Let t ∈ [0, 1] 󳨃→ Ut ∈ U(N) be a continuously differentiable path of
unitaries such that −1 is no eigenvalue of its endpoints. Let (λj(t))j=1,...,N be the eigenvalues
of Ut with a enumeration such that each eigenvalue is differentiable in t. Then

Sf(t ∈ [0, 1] 󳨃→ Ut) =
N
∑
j=1

1
2𝚤

1

∫
0

dt g′(−𝚤(log−(λj(t)) − 𝚤π))𝜕t log−(λj(t)),

where log− : ℂ \ [0,∞) → ℂ is a branch of the logarithm such that log−(−1) = 𝚤π, and
g : ℝ → [−1, 1] is as above a smooth function which is equal to −1 on (−∞, −ϵ] and
equal to 1 on [ϵ,∞) where ϵ > 0 is such that the endpoints U0 and U1 have no spectrum
in {e𝚤b : b ∈ [π − ϵ, π + ϵ]}. Note that in the integrand on the right-hand side one has
g′(−𝚤(log−(λj(t)) − 𝚤π)) = 0 unless |λj(t) − 1| ≤ |e

𝚤ϵ − 1| and for those t and j also log−(λj(t))
is well-defined and differentiable.

Just as (1.2), this follows directly from the fundamental theorem. It is also possible
to write out formulas for the spectral flow using crossing forms. Again the proofs are
not spelled out.

Definition 1.5.10. Let t ∈ [0, 1] 󳨃→ Ut ∈ U(N) be a differentiable path of unitary matri-
ces. An instant t ∈ [0, 1] is called a crossing if Ker(Ut + 1N ) ̸= {0}. Then the crossing form
at t is the quadratic form

Γt : Ker(Ut + 1N ) → ℝ, Γt(ϕ) = −𝚤⟨ϕ|U
∗
t 𝜕tUtϕ⟩.

A crossing is called regular, if Γt is nondegenerate.
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Proposition 1.5.11. Let t ∈ [0, 1] 󳨃→ Ut ∈ U(N) be a continuously differentiable path of
unitary matrices that has only regular crossings. Then the spectral flow of this path is

Sf(t ∈ [0, 1] 󳨃→ Ut) =
1
2
Sig(Γ0) + ∑

t∈(0,1)
Sig(Γt) +

1
2
Sig(Γ1), (1.16)

where Sig(Γt) denotes the signature of the quadratic form Γt .

For a closed path, the spectral flow of a path of unitaries reduces to the winding
number which for differentiable paths has further well-known expressions.

Proposition 1.5.12. Let t ∈ [0, 1] 󳨃→ Ut be a closed path in U(N) which is piecewise con-
tinuously differentiable. Then

Sf(t ∈ [0, 1] 󳨃→ Ut) =
1
2π𝚤

1

∫
0

dt Tr(U∗t 𝜕tUt) (1.17)

=
1
2π𝚤

1

∫
0

dt 𝜕t log(det(Ut)).

Proof. The spectral flow on the left-hand side of (1.17) is a homotopy invariant by The-
orem 1.5.6. Moreover, it is also well known that the winding number integral on the
right-hand side of (1.17) is a homotopy invariant on the set of differentiable closed paths.
Indeed, consider a path s ∈ [0, 1] 󳨃→ Ut,s of piecewise continuously differentiable closed
loops (in t) of unitaries that is continuously differentiable in s for any t. Then

𝜕s

1

∫
0

dt Tr(U∗t,s𝜕tUt,s) =
1

∫
0

dt Tr(𝜕sU
∗
t,s𝜕tUt,s + U

∗
t,s𝜕t𝜕sUt,s)

=
1

∫
0

dt Tr(𝜕sU
∗
t,s𝜕tUt,s − 𝜕tU

∗
t,s𝜕sUt,s)

=
1

∫
0

dt Tr(−U∗t,s𝜕sUt,sU
∗
t,s𝜕tUt,s + U

∗
t,s𝜕tUt,sU

∗
t,s𝜕sUt,s)

= 0,

where in the first step the derivatives 𝜕s and 𝜕t were exchanged, the second step used
integration byparts, and thefinal step uses the cyclicity of the trace. Nowone candeform
t ∈ [0, 1] 󳨃→ Ut to a path t ∈ [0, 1] 󳨃→ e2π𝚤ntP + 1 − P where n is the winding number and
P ∈ ℂN×N is a one-dimensional projection. For the latter path, the equality can be readily
checked and as both sides are constant along the homotopy, the claim follows.



1.6 The spectral flow through the imaginary axis � 19

1.6 The spectral flow through the imaginary axis

Up to now, the spectral flowof paths of self-adjoint and unitarymatriceswas considered.
This section briefly discusses what can be done for more general paths t ∈ [0, 1] 󳨃→ At
of matrices. The most fruitful generalization is to look at the spectral flow through the
imaginary axis where the passage of each eigenvalue is weighted by the orientation
and the algebraic multiplicity of the eigenvalue. The algebraic multiplicity is given by
the dimension of the Riesz projection of the eigenvalue (see Appendix A.1). Therefore let
us introduce several Riesz projections of a given matrix A, namely P>(A), P≥(A), P=(A),
P<(A), and P≤(A) on all eigenvalues having positive, nonnegative, vanishing, negative,
andnonpositive real part. Then the signature of amatrixAwill be defined as the number
of eigenvalues with positive real part minus the number of eigenvalues with negative
real part, both counted with their algebraic multiplicities,

Sig(A) = Tr(P>(A)) − Tr(P<(A)).

Based on this, the spectral flow can be defined as in Definition 1.1.3 by

Sf(t ∈ [0, 1] 󳨃→ At) =
1
2
(Sig(A1) − Sig(A0)). (1.18)

It is possible to rewrite this as in (1.9), namely

Sf(t ∈ [0, 1] 󳨃→ At) =
1
2
Tr(P=(A1)) + Tr(P

>(A1)) − Tr(P
>(A0)) −

1
2
Tr(P=(A0)).

With these definitions, one can again verify the basic properties from Section 1.2, except
for the invariance under conjugation (Proposition 1.2.5) and the comparison (Proposi-
tion 1.2.7). On the other hand, one has the following invariance under a continuous path
t ∈ [0, 1] 󳨃→ Bt of invertible basis changes:

Sf(t ∈ [0, 1] 󳨃→ BtAtB
−1
t ) = Sf(t ∈ [0, 1] 󳨃→ At).

Clearly, the definition (1.18) reduces to Definition 1.1.3 if all At are self-adjoint. More-
over, if all At are normal, then by the spectral theorem the real part of an eigenvalue is
given by the eigenvalue of the self-adjoint matrixℜe(A) = 1

2 (A+A
∗), also called the real

part of A. Therefore, for a path t ∈ [0, 1] 󳨃→ At of normal matrices At , one has

Sf(t ∈ [0, 1] 󳨃→ At) = Sf(t ∈ [0, 1] 󳨃→ ℜe(At)),

where the right-hand side is a spectral flow in the sense of Definition 1.1.3. In general,
however, such a connection does not hold as is shown by the next example.
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Example 1.6.1. Consider

t ∈ [−a, a] 󳨃→ At = (
αt 1
0 αt
) , α ∈ ℝ,

which has a spectral flow ±2 depending on the sign of α for all a > 0. But

ℜe(At) = αt1 +
1
2
(
0 1
1 0
)

has spectrum {αt + 1
2 , αt −

1
2 }. Therefore, for a sufficiently small, the spectral flow of

t ∈ [−a, a] 󳨃→ ℜe(At) vanishes. ⬦

1.7 ℤ2-valued orientation flow of skew-adjoint real matrices

This section considers realmatricesA ∈ ℝN×N . They can either be considered asℝ-linear
operators on a finite-dimensional real Hilbert spaceHℝ = ℝ

N , or as ℂ-linear operators
on ℂN that commute with the componentwise complex conjugation, namely satisfying
A = A. If considered as ℂ-linear, then one can dispose the spectral theory of A and the
spectrum is invariant under complex conjugation. Furthermore, let us now suppose that
the matrix A ∈ ℝN×N is skew-adjoint, namely that it satisfies A∗ = −A. As H = 𝚤A is self-
adjoint and has real spectrum, the spectrum of A lies on the imaginary axis. Together
with the invariance of the spectrum under complex conjugation, one deduces the reflec-
tion symmetry

spec(A) = − spec(A) ⊂ 𝚤ℝ.

This implies that a skew-adjoint real matrix can only be invertible if N is even. For odd
N , the kernel is necessarily of dimension greater than or equal to 1. Moreover, given
two invertible real skew-adjoint matrices A0 and A1, the spectral flow between the as-
sociated self-adjoints H0 = 𝚤A0 and H1 = 𝚤A1 vanishes simply because both H0 and H1
have a vanishing signature due to the spectral symmetry. Nevertheless, one can extract
a ℤ2-valued flow as in [57, 75]. It was called ℤ2-valued spectral flow in [57], but here we
rather follow the terminology of [75] because there is no spectral flow involved (see the
example below).

Definition 1.7.1. Suppose given two invertible skew-adjoint matrices A0,A1 ∈ ℝ
N×N .

Theℤ2-valued orientationflow (along the straight line path) fromA0 toA1 is thendefined
by

Of(A0,A1) = sgn(pf(A0)) sgn(pf(A1)) ∈ ℤ2.
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Here ℤ2 is viewed as a multiplicative group {−1, 1} and pf(Ai) denotes the Pfaffian of Ai
for i = 0, 1.

Example 1.7.2. LetHℝ = ℝ
2 and consider two paths, one linear and a second nonana-

lytic path t ∈ [0, 1] 󳨃→ Ãt of skew-adjoint matrices:

At = (2t − 1) (
0 −1
1 0
) , Ãt = |2t − 1| (

0 −1
1 0
) . (1.19)

The spectra of At and Ãt are

spec(At) = spec(Ãt) = {(1 − 2t)𝚤, (2t − 1)𝚤}.

Thus both eigenvalues form a crossing with a double degenerate kernel at t = 1
2 , and

the associated spectral flow vanishes. Nevertheless, there is a difference between the
two paths. In fact, for Ãt , one can consider the homotopy s ∈ [0, 1] 󳨃→ Ãt(s) of paths of
skew-adjoints given by

Ãt(s) = |2ts − 1| (
0 −1
1 0
)

that leaves the endpoints fixed. Then Ãt(1) = Ãt , while Ãt(0) is a constant path with
spectrum spec(Ãt(0)) = {−𝚤, 𝚤} which is actually the straight-line path between Ã0 and
Ã1. Consequently the spectral crossing of the path Ãt can be homotopically lifted. On
the other hand, it is impossible to lift the kernel of At . This defect is encoded in the
eigenfunctions as follows. ViewingA0 andA1 as nondegenerate skew-symmetric bilinear
forms, results from linear algebra imply that there exists a real invertible matrix B such
that

A1 = B
∗A0B.

Actually, here B = (0 11 0)which exchanges the eigenvectors of the upper and lower branch
of At at t =

1
2 . This is reflected by the sign of det(B) and this sign is the ℤ2-valued orien-

tation flow Of(A0,A1) between the points A0 and A1 along the straight line path as

pf(B∗A0B) = det(B) pf(A0).

Let us stress again that due to the above, this ℤ2-valued orientation flow is not only de-
termined by the spectrum of the path, but rather depends on the eigenfunctions as well.
However, we will show further below that a path having vanishing kernel throughout
necessarily has a trivial ℤ2-valued orientation flow. Another important difference be-
tween the two cases in (1.19) is that At is analytic in t, while Ãt is not. Let us also note
that in the complex matrices one can deform At into Ãt by the homotopy
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s ∈ [0, 1] 󳨃→ At(s) = e
𝚤π(1−s)χ(t< 12 )|2t − 1| (0 −1

1 0
) .

Hence the reality restriction is necessary for the definition of theℤ2-valued orientation
flow. ⬦

Next let us analyze a few properties of the orientation flow.

Lemma 1.7.3. For invertible skew-adjoint matrices A0,A1 ∈ ℝ
N×N and any invertible ma-

trices B, C ∈ ℝN×N with det(C) > 0, one has

Of(A0,A1) = Of(A1,A0) = Of(BA0B
∗,BA1B

∗) = Of(CA0C
∗,A1).

Moreover, if A′0,A
′
1 ∈ ℝ

M×M are skew-adjoint invertibles,

Of(A0 ⊕ A
′
0,A1 ⊕ A

′
1) = Of(A0,A1)Of(A

′
0,A
′
1),

with multiplication in (ℤ2, ⋅).

Proof. By definition, Of(A0,A1) = Of(A1,A0). Moreover,

Of(BA0B
∗,BA1B

∗) = sgn(pf(BA0B
∗)) sgn(pf(BA1B

∗))

= sgn(det(B)) sgn(pf(A0)) sgn(det(B)) sgn(pf(A1))

= sgn(pf(A0)) sgn(pf(A1))

= Of(A0,A1),

and

Of(CA0C
∗,A1) = sgn(pf(CA0C

∗)) sgn(pf(A1))

= sgn(det(C)) sgn(pf(A0)) sgn(pf(A1))

= sgn(pf(A0)) sgn(pf(A1))

= Of(A0,A1).

Furthermore,

Of(A0 ⊕ A
′
0,A1 ⊕ A

′
1) = sgn(pf(A0 ⊕ A

′
0)) sgn(pf(A1 ⊕ A

′
1))

= sgn(pf(A0)) sgn(pf(A
′
0)) sgn(pf(A1)) sgn(pf(A

′
1))

= Of(A0,A1)Of(A
′
0,A
′
1),

proving the last claim.

The following proposition indicates that theℤ2-valued orientation flow can be used
as an obstruction.
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Proposition 1.7.4. Let A0,A1 ∈ ℝ
N×N be skew-adjoint invertible matrices. Let there exist

a path t ∈ [0, 1] 󳨃→ At of skew-adjoint invertibles from A0 to A1. Then

Of(A0,A1) = 1.

Proof. As t ∈ [0, 1] 󳨃→ pf(At) is continuous and pf(At) ̸= 0 for all t ∈ [0, 1], one has
sgn(pf(A0)) = sgn(pf(A1)). Therefore Of(A0,A1) = sgn(pf(A0)) sgn(pf(A1)) = 1.

Next let us discuss the concatenation property of the ℤ2-valued orientation flow.

Proposition 1.7.5. For skew-adjoint invertibles A0,A1,A2 ∈ ℝ
N×N ,

Of(A0,A2) = Of(A0,A1)Of(A1,A2). (1.20)

Proof. The claim directly follows from Definition 1.7.1.

It requires supplementary thought to introduce theℤ2-valued orientationflow if the
endpoints of the considered path are not invertible [77]. On the other hand, this issue
is not of importance for the concatenation of a subdivision of a path t ∈ [0, 2] 󳨃→ At
where A0 and A2 are invertibles. Then if A1 is not invertible, one can add a skew-adjoint
perturbation W1 on the kernel of W1 such that A1 + W1 is invertible, and then (1.20)
holds if A1 is replaced by A1 +W1. This is independent of the choice ofW1 because the
two modifications cancel out. This fact is important for the definition of the ℤ2-valued
orientation flow for arbitrary paths in infinite dimension.

However, in this book the definition of the ℤ2-valued orientation flow for skew-
adjoint real Fredholm operators is not carried out. The reader is referred to the ref-
erences [57, 75, 77]. Let us note though that it is straightforward to combine the above
description of the finite dimensional case with the Phillips approach to spectral flow de-
scribed in Chapter 4. Furthermore, let us note that it is possible to define various other
ℤ2-valued flows for paths of matrices (or Fredholm operators) having other symmetry
properties. The earliest is the parity introduced in [86] and further studied in the spirit
above in [76], another one with a symmetry in the time parameter t was introduced in
[71] and finally an exhaustive and unifying treatment of ℤ2-valued flows was given re-
cently in [75]. An alternative approach to the sameproblem is based on a Clifford algebra
valued flow [37].

1.8 Multiparameter spectral flow

Proposition 1.5.12 states that the spectral flow of a closed differentiable path in the uni-
tary group U(N) is equal to its winding number. On the other hand, it is well known that
the fundamental group of U(N) is equal to ℤ for all N and that each connected compo-
nent of the loops in U(N) is precisely labeled by the winding number (e. g., [161]). Hence
the spectral flow establishes a concrete form of the homomorphism

Sf : π1(U(N)) → ℤ, (1.21)
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where the independence of the choice of representative is guaranteed by Theorem 1.5.6.
On the other hand, recall that the higher homotopy groups πk(U(N)) for k ∈ ℕ are the
pointed homotopy equivalence classes of continuous maps z ∈ 𝕊k 󳨃→ Uz ∈ U(N) from
the k-sphere 𝕊k to the unitary matrices, with a group structure given by glueing [103].
A famous result of Bott [35] states that for N sufficiently large (in the so-called stable
range)

πk(U(N)) = {
ℤ, k odd,
0, k even.

Just as the spectral flow establishes the group homomorphism (1.21), onewould now like
an explicit map providing a group homomorphism

Sfk : πk(U(N)) → ℤ, k odd.

Similar as the winding number cocycle, this map applied to the dense set of differen-
tiable functions z ∈ 𝕊k 󳨃→ Uz ∈ U(N) will naturally involve integrals and derivatives of
all k variables on 𝕊k . It will therefore be called the k-multiparameter spectral flow and
is given by

Sfk(z ∈ 𝕊
k 󳨃→ Uz) = (

𝚤
π
)

k+1
2 1
2kk!!
∫

𝕊k

Tr((U∗dU)∧k), k odd,

where k!! = k(k − 2) ⋅ ⋅ ⋅ 3 ⋅ 1. Another term often used in the physics literature for this
object is higher winding number or an odd Chern number. Of course, the choice of the
normalization factor is crucial to guarantee that the integral is an integer, and the above
is the standard choice [63, 152, 58]. In fact, there is an index theorem showing that Sfk(z ∈
𝕊k 󳨃→ Uz) is an integer. Moreover, one can compute the integral for the generator of
πk(U(N)) which is given by

Uz = 𝚤z01 +
k
∑
j=1

zjγj .

Here z = (z0, . . . , zk) ∈ 𝕊
k ⊂ ℝk+1 and γ1, . . . , γk is an irreducible self-adjoint representa-

tion of the Clifford algebra with k generators, namely γiγj + γjγi = 2δi,j and each γj is a
matrix of size 2

k−1
2 . A lengthy, but explicit computation then shows Sfk(z ∈ 𝕊

k 󳨃→ Uz) = 1
(e. g., [58]). A similar construction can also be done in even dimensions [58], see also
[119]. Furthermore, higher-dimensional generalizations of the index theorem of [14] are
so-called Callias-type index theorems, see [171, 172]. Building on all the above, it is pos-
sible to construct a k-multiparameter spectral flow for paths of self-adjoint Fredholm
operators, anticommuting with a symmetry (see [171, 172]).
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This chapter is about the Bott–Maslov and Conley–Zehnder indices in a finite-dimen-
sional setting. Both of them can be defined as a spectral flow of unitary matrices, but
what makes these indices particularly interesting is an interpretation as an intersec-
tion number of Lagrangian subspaces. Especially simple is the situation of closed paths
for which the spectral flow reduces to the winding number, see Section 1.5. Hence
closed paths are often considered as a special example, but no further applications
of the winding number are given (see the book of [161]). On the other hand, the ap-
plication of the Bott–Maslov and Conley–Zehnder indices that we focus on considers
open paths. It is based on the intersection theory interpretation and, in particular,
addresses transversality and monotonicity aspects: the Sturm–Liouville oscillation the-
ory for the spectral theory of matrix-valued Jacobi matrices. Such Jacobi matrices are
technically less involved than their continuous analogues, namely Sturm–Liouville op-
erators and Hamiltonian systems, but nevertheless allow us to illustrate all essential
features.

This chapter is based on Chapter 1, but otherwise essentially self-contained. Later
on, it is only relevant for Chapter 9, so the reader mainly interested in spectral flow in
an infinite-dimensional setting may directly jump to Chapter 3 or even Chapter 4.

2.1 Bott–Maslov index in finite dimension

The Bott–Maslov indexwas introduced independently by Bott [35] andMaslov [133], and
consecutively studied by numerous authors [9, 11, 47, 61, 97, 127, 159, 164, 209, 166, 167,
106]. It is an intersection number associated to paths of Lagrangian planes in a finite-
dimensional Krein space. In many applications (such as classical mechanics), the Krein
space is real and thus reduces to a symplectic vector space. The classical theory of the
Maslov index is developed in this context [133, 9, 11, 159], but no real structure will be
used here. It turns out that the intersection number defining the Bott–Maslov index is
tightly linked to the spectral flow of unitary matrices as discussed in Section 1.5, via
the so-called stereographic projection. Bott’s initial motivation was to study the spectral
properties of matrix-valued Sturm–Liouville operators [35] and the discrete analogue of
this, oscillation theory for block Jacobi matrices, will be discussed as an application in
the following Sections 2.4 and 2.5. Maslov’s motivation rather came from semiclassical
analysis where the Bott–Maslov index is relevant for a correct choice of phase factors
[133]. Very influential was also the paper by Arnold analyzing the Bott–Maslov index
from the point of viewof differential topology [9]. Here the theory is developed for finite-
dimensional complex Krein spaces, following [166, 167]. In Chapter 9 it is then extended
to infinite-dimensional Krein spaces.

Let us consider the even-dimensional complex vector space ℂ2N . The euclidean
scalar product of ϕ,ψ ∈ ℂ2N is denoted by ⟨ϕ|ψ⟩ = ϕ∗ψ where the second notation
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alludes to ϕ and ψ as frames for one-dimensional subspaces spanned by these vectors
(more general frames will be introduced on the next page). On ℂ2N act the matrices

J = (1 0
0 −1
) , I = (0 −1

1 0
) , (2.1)

where all block entries are of size N × N . Both define a sesquilinear form on ℂ2N by
⟨ϕ|ψ⟩J = ϕ

∗Jψ and ⟨ϕ|ψ⟩I = ϕ
∗Iψwhich equipℂ2N with a so-calledKrein space structure

[29, 20, 100].When I is restricted toℝ2N ⊂ ℂ2N , one also speaks of a real symplectic vector
space [115]. Let us also note that J and I induce quadratic forms ϕ ∈ ℂ2N 󳨃→ ϕ∗Jϕ and
ϕ ∈ ℂ2N 󳨃→ ϕ∗Iϕ onℂ2N . Of course, these forms and the twomatrices J and I are related,
namely

𝚤I = C∗JC, (2.2)

where C is the Cayley transform given by

C =
1
√2
(
1 −𝚤1
1 𝚤1
) . (2.3)

This allows working in either representation and we choose to focus on J . All of the
concepts and results below directly transfer to results formulated with I .

The central object of this section and actually most of the chapter are J -Lagrangian
projections. First recall that a square matrix P is called an orthogonal projection pro-
vided that P = P∗ = P2. Further recall that there is a tight connection between projec-
tions and subspaces, namely associated to each projection is the subspace Ran(P) given
by its range, and inversely associated to every subspace there is an orthogonal projec-
tion. Moreover, the dimension of a projection is the dimension dim(Ran(P)).

Definition 2.1.1. An orthogonal projection P ∈ ℂ2N×2N is called J -isotropic if and only
if PJP = 0. Further, N -dimensional J -isotropic projections are called J -Lagrangian. The
set of all J -Lagrangian projections is denoted by ℙ(ℂ2N , J) and called the J -Lagrangian
Grassmannian.

Note that the dimension of any J -isotropic projection is less than or equal toN . More-
over, J -Lagrangian projections are maximally J -isotropic projections in the sense that
for any J -isotropic projection P there is a projection P′ such that P +P′ is a J -Lagrangian
projection.

Based on the equivalence between subspaces and projections, one calls a subspace
E ⊂ ℂ2N J -Lagrangian if the restriction J |E of J to E vanishes, namely if ϕ∗Jψ = 0 for
all ϕ,ψ ∈ E. For the description of P ∈ ℙ(ℂ2N , J), the concept of a J -Lagrangian frame
is useful. By definition, this is an 2N × N matrix Φ of full rank N such that Φ∗JΦ = 0.
The frame is called normalized if, moreover, Φ∗Φ = 1. Associated to a frame is then a
J -Lagrangian projection P = Φ(Φ∗Φ)−1Φ∗ and a J -Lagrangian subspaceE = Ran(Φ). Note
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that, if Φ is a J -Lagrangian frame for P, then so is ΦAwhereA ∈ GL(N , ℂ) is an invertible
matrix.

Lemma 2.1.2. An orthogonal projection P ∈ ℙ(ℂ2N ) is J-Lagrangian if and only if JPJ =
1 − P.

Proof. Let (ϕn)n=1,...,N be an orthonormal basis of Ran(P). ThenΦ = (ϕ1, . . . ,ϕN ) ∈ ℂ
2N×N

is a normalized frame for P, and (Jϕn)n=1,...,N is an orthonormal set of vectors which are
all orthogonal to Ran(P). Hence (ϕn, Jϕn)n=1,...,N are 2N orthonormal vectorswhich hence
form a basis of ℂ2N . Moreover, (Φ, JΦ) is unitary and JΦ is a frame for 1 − P, that is,
1 − P = JΦ(JΦ)∗ = JΦΦ∗J = JPJ . Conversely, multiplying JPJ = 1 − P by P from the left
and J from the right shows PJP = 0.

Let us note that JPJ = 1 − P can be rewritten as J(1 − P)J = P so that J -Lagrangian
projections always come in pairs which span orthogonal subspaces. Another comment
concerns the symmetry Q = 1 − 2P associated to the projection P. If P is J -Lagrangian, it
satisfies JQJ = −Q. Hence Q is odd with respect to J , but often the relation is also called
a chiral symmetry of Q.

For the following, one needs to specify a reference J -Lagrangian projection Pref with
associated normalized reference frame Φref which we choose to be

Pref =
1
2
(
1 1
1 1
) , Φref =

1
√2
(
1
1
) . (2.4)

Then also set Eref = Ran(Pref) = Ran(Φref), and furthermore P
⊥
ref = JPref J , Φ

⊥
ref = JΦref,

as well as E⊥ref = JEref.

Definition 2.1.3. The singular cycle ℙsing(ℂ
2N , J) in ℙ(ℂ2N , J) consists of those J -La-

grangian projections having a nontrivial intersection with E⊥ref,

ℙsing(ℂ
2N , J) = {P ∈ ℙ(ℂ2N , J) : E = Ran(P) satisfies dim(E ∩ E⊥ref) ≥ 1}.

The singular cycle has a natural stratification by dim(E ∩ E⊥ref). As will be shown
below, it is moreover two-sided in the sense that a path t ∈ [0, 1] 󳨃→ Pt ∈ ℙ(ℂ

2N , J) can
pass through ℙsing(ℂ

2N , J) from left to right or from right to left. Following [9], the Bott–
Maslov index is then defined as the weighted sum over all intersections along the path.
Here we give an equivalent definition which is based on the following fact:

Proposition 2.1.4. The J-Lagrangian Grassmannian is bijectively mapped onto the uni-
tary matrices𝕌(N) by the stereographic projection Π : ℙ(ℂ2N , J) → 𝕌(N) defined by

Π(P) = U , P = 1
2
(
1 U
U∗ 1
) , (2.5)

or alternatively by
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Π−1(U) = 1
2
(
1 U
U∗ 1
) . (2.6)

Moreover,

Π(ℙsing(ℂ
2N , J)) = {U ∈ 𝕌(N) : dim(Ker(U + 1)) ≥ 1}.

More precisely, if E = Ran(P) and U = Π(P),

dim(E ∩ E⊥ref) = dim(Ker(U + 1)). (2.7)

Proof. Let us consider the symmetry Q = 1 − 2P. The relation JQJ = −Q then implies
that Q = ( 0 −U−U∗ 0 ) is off-diagonal in the grading of J , and Q

2 = 1 then shows that the off-
diagonal entry U ∈ ℂN×N is indeed unitary, as the notation suggests. Thus P = 1

2 (1 − Q)
is of the form given in (2.5). Note that a normalized form for P is then given by

Φ = 1
√2
(
U
1
). (2.8)

Let us now verify (2.7). First of all, let E = Ran(Φ) and E⊥ref = Ran(Φ
⊥
ref). One readily

checks U + 1 = 2(Φ⊥ref)
∗JΦ. Hence the claim is

dim(Ran(Φ) ∩ Ran(Φ⊥ref)) = dim(Ker((Φ
⊥
ref)
∗JΦ)),

as the kernel on the right-hand side is clearly independent of the choice of the frame Φ
representing E. Let us begin with the inequality ≤. Suppose there are N ×k matrices c, d
of rank k such that Φc = Φ⊥refd. Then (Φ

⊥
ref)
∗JΦc = (Φ⊥ref)

∗JΦ⊥refd = 0, showing that indeed
(Φ⊥ref)
∗JΦ has at least a kernel of dimension k. Conversely, if c is an N × k matrix of rank

k such that 0 = (Φ⊥ref)
∗JΦc = (Φref)

∗(Φc), then a k-dimensional subspace of Ran(Φ) is
orthogonal to Ran(Φref) (with respect to the euclidean scalar product) and thus lies in
the orthogonal complement Ran(Φ⊥ref).

For a J -Lagrangian plane E given by the range of a J -Lagrangian projection PE, its
stereographic projection is defined by

Π(E) = Π(PE). (2.9)

Remark 2.1.5. Let us spell out the algebraic relations that Proposition 2.1.4 provides for
a J -Lagrangian frame Φ for P ∈ ℙ(ℂ2N , J), namely P = Φ(Φ∗Φ)−1Φ∗. Let a, b ∈ ℂN×N

denote the matrix entries of Φ = (ab). Then J -unitary is equivalent to a
∗a − b∗b = 0. As Φ

is of rank N , one can hence conclude that 0 < Φ∗Φ = a∗a + b∗b = 2a∗a = 2b∗b, which in
turn implies that a and b are both invertible. Moreover, one has U = Π(P) = ab−1. ⬦

Based on Proposition 2.1.4, Arnold’s two-sidedness of ℙsing(ℂ
2N , J) is easily ex-

plained: All elements of a small neighborhood of Pref are such that Π(P) has an eigen-
value close to −1 and it is to the left if its imaginary part is positive and to its right if
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its imaginary part is negative (of course, the choice of left and right is arbitrary here).
A path through Pref now either passes from left to right, or vice versa, depending on the
direction in which the eigenvalue passes through −1. All this supposes that the inter-
section is simple and transversal, namely in a so-called generic position (which can be
assured by differential topological arguments). On the other hand, these issues become
irrelevant if the Bott–Maslov index is directly defined as a spectral flow:

Definition 2.1.6. Let t ∈ [0, 1] 󳨃→ Pt be a path in the J -Lagrangian Grassmannian
ℙ(ℂ2N , J). Its Bott–Maslov index is defined by

BM(t ∈ [0, 1] 󳨃→ Pt) = Sf(t ∈ [0, 1] 󳨃→ Π(Pt)).

Let us stress that Definition 2.1.6 does not require the path to be closed, which differs
from part of the literature and is needed for several applications in which one naturally
has to deal with open paths. Of course, closed paths lead to stronger stability results
which will hence be stated separately. From its definition, the Bott–Maslov index never-
theless inherits all the properties of the spectral flow stated in Section 1.5: path reversal,
concatenation, homotopy invariance, additivity, etc. No further detail will be given here.
Also the Bott–Maslov index of paths of I-Lagrangian planes and its properties are not
spelled out explicitly.

Another important point is that the Bott–Maslov index depends on the choice of the
reference J -Lagrangian subspace Eref. The choice (2.4) leads to Π(Pref) = 1. If one is in-
terested in a general situation of intersections through an arbitrary given J -Lagrangian
subspace F, then the following statement is of interest. Its proof is essentially identical
to that of Proposition 2.1.4.

Proposition 2.1.7. Let E and F be J-Lagrangian subspaces with associated J-Lagrangian
projections PE, PF ∈ ℙ(ℂ

2N , J). Then

dim(E ∩ F⊥) = dim(Ker(Π(PF)
∗Π(PE) + 1)). (2.10)

Therefore the following is a straightforward generalization of Definition 2.1.6.

Definition 2.1.8. Let t ∈ [0, 1] 󳨃→ Pt be a path in the J -Lagrangian Grassmannian
ℙ(ℂ2N , J) and let F be a J -Lagrangian subspace with associated J -Lagrangian projection
PF ∈ ℙ(ℂ

2N , J). Its Bott–Maslov index through F is defined by

BM(t ∈ [0, 1] 󳨃→ (PF , Pt)) = Sf(t ∈ [0, 1] 󳨃→ Π(PF)
∗Π(Pt)).

We will later on see that the transitive Möbius action of J -unitaries always allows
choosing F = Eref so that then PF = Pref, see Corollary 2.2.11.

Let t ∈ [0, 1] 󳨃→ Et be a path of J -Lagrangian subspaces and let PEt
denote the

J -Lagrangian projection onto Et . If the path t ∈ [0, 1] 󳨃→ PEt
is continuous the Bott–

Maslov index of the path t ∈ [0, 1] 󳨃→ Et through a J -Lagrangian subspace F is given by
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BM(t ∈ [0, 1] 󳨃→ (F,Et)) = BM(t ∈ [0, 1] 󳨃→ (PF , PEt
)). (2.11)

From this formula it is clear that another straightforward generalization is to con-
sider the Bott–Maslov index also for paths t ∈ [0, 1] 󳨃→ (Ft ,Et) of pairs of Lagrangian
subspace. Also this case can be reduced to Definition 2.1.6, see also Chapter 9.

Let us now consider the special case of a differentiable path of J -Lagrangian sub-
spaces. Then one can use the following formulas. The first is useful to analyze the
transversality of the path, the second for the computation of the winding number inte-
gral.

Lemma 2.1.9. Let t ∈ [0, 1] 󳨃→ Φt = (
at
bt
) be a differentiable path of (not necessarily

normalized) J-Lagrangian frames with associated projections Pt = Φt(Φ
∗
t Φt)
−1Φ∗t . Then

Ut = Π(Pt) satisfies

U∗t 𝜕tUt = (b
−1
t )
∗
(Φ∗t J𝜕tΦt)(b

−1
t )

and

Tr(U∗t 𝜕tUt) = Tr((at)
−1𝜕tat − (bt)

−1𝜕tbt).

Proof. As Ut = atb
−1
t by Remark 2.1.5, one has

U∗t 𝜕tUt = (b
−1
t )
∗a∗t ((𝜕tat) − atb

−1
t (𝜕tbt))b

−1
t .

As

a∗t atb
−1
t = a

∗
t Ut = a

∗
t (U
∗
t )
−1
= a∗t (a

∗
t )
−1b∗t = b

∗
t ,

this concludes the proof of the first identity. As to the second one,

Tr(U∗t 𝜕tUt) = Tr(bt(at)
−1((𝜕tat)(bt)

−1 − at(bt)
−1(𝜕tbt)(bt)

−1))

= Tr((at)
−1𝜕tat − (𝜕tbt)(bt)

−1).

Alternatively, one can take the trace of the first formula and use the cyclicity together
with the identity b−1t (b

−1
t )
∗a∗t = a

−1
t .

Combined with Proposition 1.5.12, one deduces the following:

Corollary 2.1.10. Let t ∈ [0, 1] 󳨃→ Φt = (
at
bt
) be a closed path of J-Lagrangian frames which

is piecewise continuously differentiable. Then Pt = Φt(Φ
∗
t Φt)
−1Φ∗t satisfies

BM(t ∈ [0, 1] 󳨃→ Pt) =
1
2π𝚤

1

∫
0

dt Tr((at)
−1𝜕tat − (bt)

−1𝜕tbt).
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2.2 J-unitary matrices

For the application of the Bott–Maslov index in the next section, it will be necessary to
introduce invertible linear maps that preserve the Krein space structures. These are the
so-called J -unitary and I-unitary 2N × 2N matrices T andM which satisfy T∗JT = J and
M∗IM = I , respectively. Note that these relations imply that T andM are invertible. The
set of all matrices satisfying these relations form two subgroups of the general linear
group GL(ℂ, 2N):

𝕌(ℂ2N , J) = {T ∈ GL(2N , ℂ) : T∗JT = J},

𝕌(ℂ2N , I) = {M ∈ GL(2N , ℂ) : M∗IM = I}.

The group𝕌(ℂ2N , J) is also called the generalized Lorentz group of signature (N ,N) and
often denoted by U(N ,N). It follows from (2.2) that the Cayley transform connects these
two groups via

C
∗𝕌(ℂ2N , J)C = 𝕌(ℂ2N , I). (2.12)

The group𝕌(ℂ2N , I) contains the symplectic group as the following real subgroup:

SP(2N , ℝ) = 𝕌(ℂ2N , I) ∩ GL(2N , ℝ).

This section is only about the complex theory so that this reality constraint will not play
any role. Furthermore, everything will be spelled out for the Lorentz group 𝕌(ℂ2N , J).
Based on (2.12), it can readily translated into claims on𝕌(ℂ2N , I).

Let us note thatwhen T ∈ 𝕌(ℂ2N , J), then also the inverse T−1 is in𝕌(ℂ2N , J). Taking
the inverse of the relation T∗JT = J also shows that T∗ is in𝕌(ℂ2N , J) so that this group
is ∗-invariant. The group can be written out more explicitly using N × N matrices A, B,
C, D. More precisely,

(
A B
C D
) ∈ 𝕌(ℂ2N , J) (2.13)

if and only if

A∗A − C∗C = 1, D∗D − B∗B = 1, A∗B = C∗D. (2.14)

One reads off that D∗D = 1 + B∗B ≥ 1 and thus D is invertible, Moreover,

󵄩󵄩󵄩󵄩D
−1󵄩󵄩󵄩󵄩 ≤ 1,

󵄩󵄩󵄩󵄩BD
−1󵄩󵄩󵄩󵄩 < 1.

Due to∗-invariance, one further hasDD∗ = 1+CC∗ so thatD−1C(D−1C)∗ = 1−D−1(D−1)∗ <
1. In particular, ‖D−1C‖ < 1. Similarly, A is invertible. Let us also note that𝕌(ℂ2N , J) has
a subgroup
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𝕌(ℂ2N , J) ∩ 𝕌(2N) = 𝕌(N) ⊕ 𝕌(N), (2.15)

explicitly given by the diagonal J -unitaries diag(U0,U1) where U0,U1 ∈ 𝕌(N).

Remark 2.2.1. In the above and also in the following, the focus is on the Lie group of
J -unitarymatrices and their spectral and geometric properties. The group𝕌(ℂ2N , J) has
the Lie algebra 𝔹sa(ℂ

2N , J) formed by the J -self-adjoint 2N × 2N matrices H satisfying
JH∗J = H . Note that 𝔹sa(ℂ

2N , J) is a real vector space and for all H ∈ 𝔹sa(ℂ
2N , J) with

‖H‖ < 1 one has

e𝚤H ∈ 𝕌(ℂ2N , J)

and

C(H) = (H − 𝚤1)(H + 𝚤1)−1 ∈ 𝕌(ℂ2N , J),

namely exponential and Cayley transform of J -self-adjoints are J -unitary. ⬦

In the following, some elements of the spectral theory of J -unitaries will be used.
Even though this can be found in the monographs [29, 20, 100], we include the basic
properties needed here. The spectrum spec(T) of a J -unitary T has the reflection prop-
erty

spec(T) = (spec(T))−1, (2.16)

which follows directly from the identity

T − z1 = J((T∗)−1 − z1)J = −zJ(T∗)−1(T − z−11)∗J .

Also some facts about spectral projections of a J -unitary T will be relevant. Let hence
Δ ⊂ spec(T) be a (separated) spectral subset and recall that the Riesz projection of T on
Δ is

RΔ = ∮
Γ

dz
2π𝚤
(z1 − T)−1, (2.17)

where Γ is a curve in ℂ \ spec(T) with winding number 1 around each point of Δ and
0 around all points of spec(T) \ Δ. Let us stress that RΔ is (in general) not self-adjoint.
Standard facts about Riesz projections are recalled in Appendix A.1.

Proposition 2.2.2. Let T be a J-unitary, Δ ⊂ ℂ a spectral subset and its 𝕊1-reflected set
given by (Δ)−1 = {z ∈ ℂ : z−1 ∈ Δ}. Then

(RΔ)
∗ = JR(Δ)−1 J

and
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Ker(RΔ)
⊥ = J Ran(R(Δ)−1 ),

where the orthogonal complement is with respect to the euclidean scalar product. In par-
ticular,

dim(Ran(RΔ)) = dim(Ran(R(Δ)−1 )). (2.18)

Proof. First of all, let us note that indeed (Δ)−1 is in the spectrum of T , and thus by the
spectral mapping theorem one also knows that Δ is in the spectrum of T−1. Let us take
the adjoint of formula (2.17),

(RΔ)
∗ = ∮

Γ

dz
2π𝚤
(z1 − T∗)−1,

where Γ is the complex conjugate of Γ, hence encircling Δ instead of Δ. It is also positively
oriented even though the complex conjugated of the path Γ would have inverse orien-
tation, but the imaginary factor compensates this. Thus RΔ(T)

∗ = RΔ(T
∗) if one adds the

initial operator as an argument to the Riesz projection. As T∗ = JT−1J ,

(RΔ)
∗ = J∮

Γ

dz
2π𝚤
(z1 − T−1)−1J ,

concluding the proof of the first identity. As to the second,

Ker(RΔ)
⊥ = Ran(R∗Δ) = Ran(JR(Δ)−1 J) = J Ran(R(Δ)−1 ),

so that the proof is complete.

The following result now shows how one can construct two J -Lagrangian subspaces
from a hyperbolic J -unitary (one which has no eigenvalues of unit modulus).

Proposition 2.2.3. Let T be a J-unitary with spec(T) ∩ 𝕊1 = 0. For Δ = spec(T) ∩ B1(0),
let E< = Ran(RΔ) and E> = Ran(Rℂ\Δ) be the subspaces of contracting and expanding
directions for T. Then E< and E> are J-Lagrangian subspaces.

Proof. By hypothesis and (2.18), both E< and E> are half-dimensional. Moreover, Propo-
sition 2.2.2 shows that they are J -isotropic.

Let us note that the orthogonal projections on E< and E> can be constructed from
the Riesz projections. More generally, from a Riesz projection RΔ, one can now construct
a (self-adjoint) projection PΔ onto Ran(RΔ) by setting

PΔ = RΔ(R
∗
ΔRΔ)
−1R∗Δ .
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Remark 2.2.4. All the spectral properties of J -unitaries have a counterpart for the J -self-
adjoint operators, the essential difference being that the reflection on the unit circle
becomes reflection on the real axis. ⬦

Next let us turn to the polar decomposition in𝕌(ℂ2N , J) and an important corollary
of it.

Proposition 2.2.5. Let T ∈ 𝕌(ℂ2N , J) have the polar decomposition T = W |T | where
|T | = (T∗T)

1
2 and W is unitary. Then |T | ∈ 𝕌(ℂ2N , J) and W ∈ 𝕌(ℂ2N , J) ∩ 𝕌(2N).

Proof. As 𝕌(ℂ2N , J) is a ∗-invariant group, also T∗ ∈ 𝕌(ℂ2N , J) and therefore one has
T∗T ∈ 𝕌(ℂ2N , J). By Lemma 2.2.6 below, one also has |T | ∈ 𝕌(ℂ2N , J). Finally, it follows
thatW = T |T |−1 ∈ 𝕌(ℂ2N , J) as a product of two J -unitaries.

Lemma 2.2.6. Let T = T∗ ∈ 𝕌(ℂ2N , J) be a self-adjoint J-unitary and f : ℝ → ℂ
a function that is continuous on a neighborhood of spec(T) ∪ spec(T−1). Then one has
Jf (T)∗J = f (T−1). In particular, if T > 0 and s ∈ ℝ, then T s is also a self-adjoint J-unitary.

Proof. Let g : ℝ → ℂ, g(x) = ∑Mm=0 amx
m be a polynomial that agrees with f on the set

spec(T) ∪ spec(T−1), namely such that f |spec(T)∪spec(T−1) = g|spec(T)∪spec(T−1). Then, as T is
J -unitary, one obtains

Jf (T)∗J = Jg(T)∗J =
M
∑
m=0

am(JT
∗J)m =

M
∑
m=0

am(T
−1)

m
= g(T−1) = f (T−1).

This is then applied to f (z) = zs as function on the half-spaceℜe(z) > 0 which is real on
the real axis, so that J(T s)∗J = T−s = (T s)−1.

Corollary 2.2.7. The group𝕌(ℂ2N , J) is path connected.

Proof. The path s ∈ [0, 1] 󳨃→ W s|T |s connects a J -unitary T = W |T | to the identity.
HereW s is defined using any branch cut, e. g., on the negative real axis. Due to Proposi-
tion 2.2.5 and Lemma 2.2.6, one has |T |s ∈ 𝕌(ℂ2N , J). As toW s, one can argue similarly,
or use thatW ∈ 𝕌(ℂ2N , J) is equivalent toW = JWJ = diag(W+,W−)withW± ∈ U(N) so
that alsoW s = diag(W s

+,W
s
−) ∈ 𝕌(ℂ

2N , J). In conclusion, the path lies in𝕌(ℂ2N , J).

The group𝕌(ℂ2N , J) of J -unitaries naturally acts on the J -Lagrangian Grassmannian
ℙ(ℂ2N , J). On J -Lagrangian subspaces E, the action is easy to write out:

(T ,E) 󳨃→ TE.

If Φ is a normalized frame for E, then the action becomes

(T ,Φ) 󳨃→ TΦ|TΦ|−1,
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where the positive factor |TΦ|−1 ∈ ℂN×N assures that the right-hand side is again a nor-
malized frame. On projections, the formula looks a little more involved, which is why
the notation T ⋅ P is introduced by

(T , P) ∈ 𝕌(ℂ2N , J) × ℙ(ℂ2N , J) 󳨃→ T ⋅ P = TPT∗|TPT∗|−2TPT∗ ∈ ℙ(ℂ2N , J).

Note here that |TPT∗| is not an invertible matrix, but it is bijective on the range of
TPT∗. Let us also comment that one can check that this is indeed a group action, namely
S ⋅ (T ⋅ P) = (ST) ⋅ P for S, T ∈ 𝕌(ℂ2N , J). Under the stereographic projection Π, this
action becomes the action of the group 𝕌(ℂ2N , J) via operator Möbius transformation
(also called canonical transformation or fractional transformation) on the unitary group
which is defined by the following equation and also denoted by a dot:

(
A B
C D
) ⋅ U = (AU + B)(CU + D)−1.

Note that indeed CU + D = D(D−1CU + 1) is invertible because ‖D−1C‖ < 1 and the right-
hand side (AU + B)(CU + D)−1 is unitary.

Proposition 2.2.8. The Möbius action implements the group action of 𝕌(ℂ2N , J) on
ℙ(ℂ2N , J) under the stereographic projection

Π(T ⋅ P) = T ⋅ Π(P). (2.19)

Proof. One way to check this is to realize that the action on frames in the form (2.8) can
be read off the identity

TΦ = 1
√2
(
AU + B
CU + D
) =

1
√2
(
T ⋅ U
1
)(CU + D).

This directly implies the claim.

Proposition 2.2.9. The action of 𝕌(ℂ2N , J) on ℙ(ℂ2N , J) is transitive. More precisely, for
each pair P0 and P1 of J-Lagrangian projections there is a T ∈ 𝕌(ℂ

2N , J) ∩ 𝕌(2N) such
that T ⋅ P0 = P1. The J-Lagrangian Grassmannian ℙ(ℂ

2N , J) is path connected.

Proof. Let U0 = Π(P0) and U1 = Π(P1). Then T = diag(U1,U0) is J -unitary and satisfies
T ⋅ U0 = U1. The second claim now follows from Corollary 2.2.7.

Now let us come to a first application of the above action. Suppose given a path
t 󳨃→ Pt ∈ ℙ(ℂ

2N , J) and a J -unitary T ∈ 𝕌(ℂ2N , J), one naturally obtains another path
t 󳨃→ T ⋅Pt ∈ ℙ(ℂ

2N , J). Its Bott–Maslov index can be computed in terms of that of t 󳨃→ Pt ,
albeit with respect to a different reference Lagrangian plane.

Proposition 2.2.10. Let t ∈ [0, 1] 󳨃→ Pt ∈ ℙ(ℂ
2N , J),F a J-Lagrangian reference plane and

T ∈ 𝕌(ℂ2N , J) ∩ 𝕌(2N). Then
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BM(t ∈ [0, 1] 󳨃→ (PF , T ⋅ Pt)) = BM(t ∈ [0, 1] 󳨃→ (PT∗F , Pt)). (2.20)

Proof. Set V = Π(PF). Furthermore, let Et = Ran(Pt) and Ut = Π(Pt). According to (2.10),
BM(t ∈ [0, 1] 󳨃→ (PF , T ⋅ Pt)) is given by counting the intersections TEt ∩ F

⊥. Now

(T∗F)⊥ = {ϕ ∈ ℂ2N : ϕ∗T∗ψ = 0 ∀ψ ∈ F}

= {ϕ ∈ ℂ2N : (Tϕ)∗ψ = 0 ∀ψ ∈ F}

= T−1F⊥,

so that F⊥ = T(T∗F)⊥ and

TEt ∩ F
⊥ = T(Et ∩ (T

∗
F)
⊥
).

As T is bijective,

dim(TEt ∩ F
⊥) = dim(Et ∩ (T

∗
F)
⊥
),

showing that the intersections of the two sides of (2.20) are of the same dimension. It
remains to show that they also have the same orientation. For this purpose, let us first
note that Proposition 1.4.1 allows approximating the path by a differentiable one (even
only with simple transversal eigenvalue crossings; strictly speaking, Proposition 1.4.1
addresses paths of self-adjoints, but it readily transposes to paths of unitaries). For the
computation of the two spectral flows as given by Definition 2.1.8, one can then invoke
Lemma 2.1.9 to analyze the orientation of the eigenvalue crossings of the two paths in
(2.20). For that purpose, let T = diag(W+,W−) with W± ∈ 𝕌(N). For the path on the
left-hand side, the crossing form (without factor 𝚤) is

(V∗T ⋅ Ut)
∗
𝜕t(V
∗T ⋅ Ut)
󵄨󵄨󵄨󵄨Ker(V∗T ⋅Ut+1)

= (V∗W+UtW
∗
− )
∗
𝜕t(V
∗W+UtW

∗
− )
󵄨󵄨󵄨󵄨Ker(V∗W+UtW∗−+1)

= W−(U
∗
t 𝜕tUt)W

∗
−
󵄨󵄨󵄨󵄨W− Ker(V∗W+Ut+W−),

while for the right-hand side it is

((T∗ ⋅ V)∗Ut)
∗
𝜕t((T
∗ ⋅ V)∗Ut)

󵄨󵄨󵄨󵄨Ker((T∗ ⋅V )∗Ut+1) = U∗t 𝜕tUt󵄨󵄨󵄨󵄨Ker(W∗−V∗W+Ut+1)
= U∗t 𝜕tUt

󵄨󵄨󵄨󵄨Ker(V∗W+Ut+W−).
Hence the eigenvalue crossings are also in the same direction.

Corollary 2.2.11. Let t ∈ [0, 1] 󳨃→ Pt ∈ ℙ(ℂ
2N , J) and F be a reference J-Lagrangian

subspace. Then there exists a T ∈ 𝕌(ℂ2N , J) ∩ 𝕌(2N) such that

BM(t ∈ [0, 1] 󳨃→ (PF , Pt)) = BM(t ∈ [0, 1] 󳨃→ T ⋅ Pt).
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Proof. Due to Proposition 2.2.9, (T−1)∗F = Eref for a suitable T ∈ 𝕌(ℂ
2N , J) ∩ 𝕌(2N).

Thus applying Proposition 2.2.10 concludes the proof.

For closed paths, the following can now be said.

Proposition 2.2.12. Let t ∈ [0, 1] 󳨃→ Pt ∈ ℙ(ℂ
2N , J) be a closed path. Then for any

J-Lagrangian reference subspace F and any T ∈ 𝕌(ℂ2N , J), one has

BM(t ∈ [0, 1] 󳨃→ (PF , T ⋅ Pt)) = BM(t ∈ [0, 1] 󳨃→ Pt).

Proof. By Corollary 2.2.11, one can choose T ′ ∈ 𝕌(ℂ2N , J) ∩ 𝕌(2N) such that

BM(t ∈ [0, 1] 󳨃→ (PF , T ⋅ Pt)) = BM(t ∈ [0, 1] 󳨃→ (T
′T) ⋅ Pt).

By Definition 2.1.6 and the hypothesis, the Bott–Maslov index is given by the winding
number of a closed path. As𝕌(ℂ2N , J)∩𝕌(ℂ2N ) is path connected by Corollary 2.2.7, T ′T
can be homotopically deformed into the identity. Hence the homotopy invariance of the
spectral flow implies the claim.

Another scenario to obtain a path of J -Lagrangians (and thus an associated Bott–
Maslov index) is to have a path of J -unitaries

t 󳨃→ Tt = (
At Bt
Ct Dt
) , (2.21)

and then, given a fixed J -Lagrangian projection P ∈ ℙ(ℂ2N , J), to consider t 󳨃→ Tt ⋅P. After
applying the stereographic projection, this provides a path t 󳨃→ Ut = Π(Tt ⋅P) = Tt ⋅Π(P)
of unitaries. For the analysis of transversality of this path and an explicit computation of
its winding number (and thus the associated Bott–Maslov index as in Corollary 2.1.10),
the following result is then useful.

Lemma 2.2.13. Let t 󳨃→ Tt be a differentiable path in 𝕌(ℂ
2N , J) and P ∈ ℙ(ℂ2N , J). Then

Ut = Π(Tt ⋅ P) ∈ 𝕌(N) satisfies

U∗t 𝜕tUt = (
Ut
−1
)
∗

(𝜕tTtJT
∗
t ) (

Ut
−1
) ,

and

Tr(U∗t 𝜕tUt) = 2 Tr((1 − Pt)(𝜕tTtJT
∗
t )),

where Pt = Tt ⋅ P.

Proof. Let Φ = (ab) be a frame for P so that V = Π(P) = ab
−1. Lemma 2.1.9 applied to the

(not normalized) frame Φt = TtΦ implies
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U∗t 𝜕tUt = ((Cta + Dtb)
−1)
∗Φ∗(T∗t J𝜕tTt)Φ(Cta + Dtb)

−1. (2.22)

Using the identity

Φ(Cta + Dtb)
−1 = (

V
1
) (CtV + Dt)

−1 = T−1t (
Ut
1
) ,

together with

(T−1t )
∗
(T∗t J𝜕tTt)T

−1
t = J(𝜕tTtJT

∗
t )J ,

implies the first claim. This immediately implies the second claim. An alternative proof
is given in Proposition 9.5.11 below.

For closed paths of the type t 󳨃→ Tt ⋅ P, it is again particularly simple to compute
the Bott–Maslov index. It will be shown in Section 2.3 that the outcome is in fact the
Conley–Zehnder index.

Proposition 2.2.14. Let t ∈ [0, 1] 󳨃→ Tt ∈ 𝕌(ℂ
2N , J) be a closed differentiable path. Then

BM(t ∈ [0, 1] 󳨃→ Tt ⋅ P)

=
1
2π𝚤

1

∫
0

dt Tr((At + Bt)
−1𝜕t(At + Bt) − (Ct + Dt)

−1𝜕t(Ct + Dt)),

where thematrix entries of Tt are denoted as in (2.21). In particular, the Bott–Maslov index
BM(t ∈ [0, 1] 󳨃→ Tt ⋅ P) is independent of P ∈ ℙ(ℂ

2N , J), a fact that also holds without the
differentiability assumption.

Proof. Because the path is closed, the Bott–Maslov index is given by a winding num-
ber and thus is homotopy invariant. Therefore, one may deform P to Pref for which
Ut = Π(Tt ⋅ Pref) = (At + Bt)(Ct + Dt)

−1 as TtΦref = 2
− 12 (At+BtCt+Dt
). Replacing in the expres-

sion for the winding number leads to the claimed formula (alternatively, one can use
Corollary 2.1.10). As to the very last claim on the independence of P for only continuous
paths, one can use the homotopy invariance of the winding number under a homotopy
s ∈ [0, 1] = (T)s ⋅ Pref from P to a fixed reference Lagrangian projection Pref, where
T ∈ 𝕌(ℂ2N , J) ∩ 𝕌(2N) is such that P = T ⋅ Pref.

One can further combine Lemma 2.2.13 with Lemma 2.1.9 and consider paths in
ℙ(ℂ2N , J) of the type t 󳨃→ Tt ⋅ Pt . This leads to a formula that allows to analyze their
transversality. Closed paths of this type are considered below.

Lemma 2.2.15. Let t ∈ [0, 1] 󳨃→ Φt be a differentiable path of (not necessarily normalized)
J-Lagrangian frames with associated Pt = Φt(Φ

∗
t Φt)
−1Φ∗t . Further let t 󳨃→ Tt ∈ 𝕌(ℂ

2N , J)
be differentiable and consider the path t 󳨃→ Tt ⋅Pt ∈ ℙ(ℂ

2N , J). Then Ut = Π(Tt ⋅Pt) satisfies
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U∗t 𝜕tUt = (
Ut
−1
)
∗

(𝜕tTtJT
∗
t ) (

Ut
−1
) + (b−1t )

∗
(Φ∗t J𝜕tΦt)b

−1
t ,

where now bt is the entry of TtΦt = (
at
bt
).

Proof. Again using the first identity of Lemma 2.1.9, one finds

U∗t 𝜕tUt = (b
−1
t )
∗
((TtΦt)

∗J𝜕t(TtΦt))b
−1
t .

Using the Leibniz rule and the arguments of the proofs of Lemmas 2.1.9 and 2.2.13 allows
to conclude the computation.

Proposition 2.2.16. Let t ∈ [0, 1] 󳨃→ Pt ∈ ℙ(ℂ
2N , J) and t ∈ [0, 1] 󳨃→ Tt ∈ 𝕌(ℂ

2N , J) be
closed paths. Then for any fixed P ∈ ℙ(ℂ2N , J), one has

BM(t ∈ [0, 1] 󳨃→ Tt ⋅ Pt) = BM(t ∈ [0, 1] 󳨃→ Tt ⋅ P) + BM(t ∈ [0, 1] 󳨃→ Pt).

Proof. Because the path is closed and the Bott–Maslov index is given by a winding num-
ber, one can deform the path homotopically to

P̂t = {
T0 ⋅ P2t , t ∈ [0, 12 ],
T2t−1 ⋅ P1, t ∈ [ 12 , 1],

without changing thewinding number. The concatenation property of thewinding num-
ber combined with Propositions 2.2.12 and 2.2.14 then allows to conclude the proof.

2.3 Conley–Zehnder index in finite dimension

It is a well-known fact that the graph of a symplectic matrix is a Lagrangian subspace
with respect to a suitable quadratic form. This algebraic fact transposes to Krein spaces
(ℂ2N , J). The graph of a J -unitary is then a subspace of ℂ4N on which one has to choose
a suitable sesquilinear form Ĵ such that the graph is a Ĵ -Lagrangian subspace. Then the
theory of Section 2.1 readily transfers. In particular (and similar as in Proposition 2.1.4),
there is a stereographic projection of the graph providing a unitarymatrix onℂ2N which
allows studying the intersection with a suitable reference Ĵ -Lagrangian subspace Φ̂ref
in a convenient manner. Given a path of J -unitaries, its Conley–Zehnder index is then
nothing but a Bott–Maslov index of the path of the Ĵ -Lagrangian subspaces given by
graphs of J -unitaries.

Let T be a J -unitary matrix. Then its graph

GT = Ran((1 ⊕ T)(
1
1
)) = Ran((1

T
)) ⊂ ℂ4N
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is Lagrangian with respect to the Krein form (−J) ⊕ J on ℂ4N . Moreover, the diagonal
Ran((11)) ⊂ ℂ

4N is another (−J) ⊕ J -Lagrangian subspace and therefore

Ran((1
T
)) ∩ Ran(( 1

±1
)) = {(

ϕ
Tϕ
) : ϕ ∈ Ker(T ∓ 1)} (2.23)

and, in particular,

dim(Ker(T ∓ 1)) = dim(Ran((1
T
)) ∩ Ran(( 1

±1
)))

can be computed as the dimension of the intersection of two (−J) ⊕ J -Lagrangian sub-
spaces in ℂ4N . In order to apply the intersection theory developed in Section 2.1, let us
use the basis change to the canonical Krein form Ĵ = diag(1, −1) on ℂ4N :

F̂((−J) ⊕ J)F̂ = Ĵ , F̂ = (

0 0 1 0
0 1 0 0
1 0 0 0
0 0 0 1

). (2.24)

Then it is natural to associate to T ∈ 𝕌(ℂ2N , J) the operator

T̂ = F̂(1 ⊕ T)F̂ ∈ 𝕌(ℂ4N , Ĵ).

Its range Ran(T̂) is then equal to the transformed graph ĜT = F̂GT .
Let Π̂ denote the associated stereographic projection in the Krein space (ℂ4N , Ĵ). As a

reference projection and reference frame, we will then use the F̂-transformed diagonal
F̂(11) = (

1
1):

P̂ref =
1
2
(
1 1
1 1
) , Φ̂ref =

1
√2
(
1
1
) . (2.25)

Note that while this looks the same as in (2.4), the entries are of double size here. One
has Π̂(P̂ref) = 1 and F̂P̂refF̂ = P̂ref, as well as ĜT = Ran(T̂Φ̂ref), so that T̂ ⋅P̂ref ∈ ℙ(ℂ

4N , Ĵ) is
the orthogonal projection on ĜT . Moreover, the reference plane Êref = Ran(P̂ref) satisfies

dim(Ker(T − 1)) = dim(ĜT ∩ Êref), dim(Ker(T + 1)) = dim(ĜT ∩ ĴÊref). (2.26)

Now it is natural to look at the stereographic projection of the graph which is denoted
S(T) because of its connections to scattering theory explained further down.

Theorem 2.3.1. To a given T ∈ 𝕌(ℂ2N , J) let us associate a unitary S(T) by

S(T) = Π̂(ĜT ) = Π̂(P̂ref)
∗Π̂(T̂ ⋅ P̂ref) ∈ 𝕌(2N). (2.27)
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If T = (A B
C D), then

S(T) = (A − BD
−1C BD−1

−D−1C D−1
) = (
(A∗)−1 BD−1

−D−1C D−1
) .

The nonlinear map T ∈ 𝕌(ℂ2N , J) 󳨃→ S(T) ∈ 𝕌(2N) is a continuous dense embedding with
image

{(
α β
γ δ
) ∈ 𝕌(2N) : α, δ ∈ ℂN×N invertible} . (2.28)

Proof. Asnoted after (2.13), onehasD∗D ≥ 1 andDD∗ ≥ 1 so thatD is invertible (similarly
A is invertible). Now as

F̂(1
T
) = (

A B
0 1
1 0
C D

), (2.29)

the lower 2 × 2 block is invertible. Hence one can normalize F̂(1T) to a frame by multi-
plying by its inverse. According to Remark 2.1.5, the upper 2 × 2 entry is the associated
stereographic projection, namely

S(T) = Π̂(Ran(F̂(1
T
)))

= (
A B
0 1
)(

1 0
C D
)
−1

= (
A B
0 1
)(

1 0
−D−1C D−1

) .

From this the first formula for S(T) follows, and the second results from the relations in
𝕌(ℂ2N , J). Clearly, its upper left and lower right entries, the matrices denoted by α and
δ in (2.28), are invertible.

Finally let us show that the map T ∈ 𝕌(ℂ2N , J) 󳨃→ S(T) ∈ 𝕌(2N) is surjective onto
the set (2.28). Indeed, given an element of this set, it is natural to set D = δ−1, B = βδ−1,
C = −δ−1γ, andA = α−βδ−1γ.With some care one then checks that the defining equations
stated after (2.13) indeed hold.

To show that the set given in (2.28) is dense in𝕌(2N) let us consider a unitarymatrix

U = (α β
γ δ
) ∈ 𝕌(2N),

where α is not invertible. Because U is unitary, α∗α + γ∗γ = 1 and therefore γ maps
Ker(α) bijectively onto γKer(α). Thus there is μ : ℂN → ℂN mapping γKer(α) onto
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Ker(α∗) and such that μγ : ℂN → ℂN is a partial isometry with Ker(μγ) = Ker(α)⊥ and
Ran(μγ) = Ker(α∗). Clearly,

Vt = exp(𝚤t (
0 μ
μ∗ 0
))

is unitary for all t ∈ ℝ and

VtU = (
α + 𝚤tμγ β + 𝚤tμδ
γ + 𝚤tμ∗α δ + 𝚤tμ∗β

) + o(t).

As α maps Ker(α)⊥ bijectively onto Ran(α) = Ker(α∗)⊥ and μδ maps Ker(α) = Ker(μδ)⊥

isometrically onto Ran(μδ) = Ker(α∗), the map α+𝚤tμγ : ℂN → ℂN is invertible for t ̸= 0
and its inverse is bounded by ‖(α + 𝚤tμγ)−1‖ ≤ C|t|−1 for some constant C > 0 and |t| ≤ 1.
Therefore the upper left entry of VtU is invertible for t ̸= 0 sufficiently small. A similar
argument shows that for t ̸= 0 sufficiently small and ϵ > 0 there is a unitaryW such that
‖1 −W‖ < ϵ and such that the diagonal entries ofWVtU are invertible. This implies the
last claim.

Proposition 2.3.2. Given T ∈ 𝕌(ℂ2N , J), one has

S(−T) = −JS(T)J

and

S(T)∗ = S(T)−1 = S(T−1) = JS(T∗)J .

Proof. The first claim follows directly from the definition. The first equality of the sec-
ond set of identities holds as S(T) is unitary. The second can directly be checked using
the defining equations of𝕌(ℂ2N , J). Using T−1 = JT∗J , one next finds

S(T∗) = ( A−1 C∗(D∗)−1

−(D∗)−1B∗ (D∗)−1
) = (

A−1 A−1B
−CA−1 (D∗)−1

)

and

S(T−1) = ( A
−1 −A−1B

CA−1 (D∗)−1
) = (

A−1 −C∗(D∗)−1

(D∗)−1B∗ (D∗)−1
) . (2.30)

This shows the last claim.

The following result states that there is a tight connection between the eigenvalues
1 and −1 of T and S(T).

Theorem 2.3.3. Let T and S(T) be as in Theorem 2.3.1. Then

Ker(T − 1) = Ker(S(T) − 1), Ker(T + 1) = J Ker(S(T) + 1).
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Proof. While this follows from (2.23) and the results of Section 2.1, let us provide a direct
proof. One has for all vectors ϕ,ϕ′,ψ,ψ′ ∈ H,

S(T)(ψ
ψ′
) = (

ϕ′

ϕ
) ⇐⇒ T(ψ

ϕ
) = (

ϕ′

ψ′
), (2.31)

as can readily be seen by writing everything out:

(
A − BD−1C BD−1

−D−1C D−1
)(

ψ
ψ′
) = (

ϕ′

ϕ
) ⇐⇒ (

A B
C D
)(

ψ
ϕ
) = (

ϕ′

ψ′
).

In particular, studying an eigenvalue λ of T , one has

S(T)( ψ
λϕ
) = (

λψ
ϕ
) ⇐⇒ T(ψ

ϕ
) = λ(ψ

ϕ
), (2.32)

or similarly for eigenvalues λ of S(T):

S(T)(ψ
ψ′
) = λ(ψ

ψ′
) ⇐⇒ T( ψ

λψ′
) = (

λψ
ψ′
). (2.33)

Both equations are particularly interesting in the case λ = ±1:

S(T)( ψ
±ϕ
) = ±(

ψ
±ϕ
) ⇐⇒ T(ψ

ϕ
) = ±(

ψ
ϕ
). (2.34)

This equivalence proves the theorem.

Remark 2.3.4. The transformation (2.31) from T to S(T) can be visualized as follows:

?

?

?

?ψ

ϕ

ϕ′

ψ′

In a quantum-mechanical setup, the box in the middle is referred to as the sample. The
(transfer) matrix T transfers left states to right states, while the (scattering) matrix S(T)
maps incoming states to outgoing states. Having this picture in mind, the eigenvalue 1
of T appearing in Theorem 2.3.3 allows constructing periodic solutions of a periodized
system in which the same sample is repeated periodically. Similarly, the eigenvalue −1
of T corresponds to antiperiodic solutions (having a double period). Let us note that the
conventions are different than in [21] where a formulation closer to scattering theory
was chosen. This implies that the off-diagonal entries in S(T) eachhave an extra sign. ⬦

Remark 2.3.5. If (ψϕ) is an eigenvector of T ∈ 𝕌(ℂ2N , J) with eigenvalue λ off the unit
circle, then ‖ψ‖ = ‖ϕ‖. Indeed, by (2.32) and the fact that S(T) is unitary and therefore
isometric, it follows that
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‖ψ‖2 + |λ|2‖ϕ‖2 = |λ|2‖ψ‖2 + ‖ϕ‖2.

As |λ| ̸= 1, the claim follows. ⬦

Theorem 2.3.3, as well as the connection between eigenvectors, can easily be
adapted to study other eigenvalues on the unit circle. Indeed, if Tϕ = zϕ for z ∈ 𝕊1,
then also (zT)ϕ = ϕ. But the operator zT is also J -unitary so that one can apply the
above again to construct an associated unitary. This shows the following:

Proposition 2.3.6. Let T = (A B
C D) be a J-unitary so that, for z ∈ 𝕊

1,

S(zT) = (z(A
∗)−1 BD−1

−D−1C zD−1
) . (2.35)

Then

Ker(T − z1) = Ker(S(zT) − 1).

Therefore, the unitaries S(zT) are a tool to study the eigenvalues of T which lie
on the unit circle. Let us focus again on z = ±1. Theorem 2.3.3 concerns the kernel of
S(T) ∓ 1. It is natural to analyze howmuch more spectrum S(T) has close to ±1, or, what
is equivalent, how much spectrum the self-adjoint operator

ℜe(S(T)) = 1
2
(S(T) + S(T)∗)

has close to ±1. For this purpose it is useful to have an explicit expression for ℜe(S(T)).

Proposition 2.3.7. Let T be a J-unitary and S(T) as above. Then

ℜe(S(T)) = (1 + T)(1 + T∗T)−1(1 + T)∗ − 1.

Proof. Let us begin by calculating

ℜe(S(T)) = 1
2
(S(T) + S(T)∗) = 1

2
(S(T) + 1)(S(T) + 1)∗ − 1.

Next let us rewrite (2.29) as

F̂(1
T
) = (

S(T)
1
)(

1 0
C D
) .

Hence

S(T) + 1 = (1
1
)
∗
F̂(1

T
)(

1 0
C D
)
−1

= (1 + T) (1 0
C D
)
−1

,

so that
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ℜe(S(T)) = 1
2
(1 + T) (1 0

C D
)
−1

(
1 C∗

0 D∗
)
−1

(1 + T)∗ − 1.

But using the identities (2.14), one finds

(
1 0
C D
)
∗

(
1 0
C D
) =

1
2
(1 + T∗T).

Replacing shows the claim.

Now we can define the Conley–Zehnder index of a path of t 󳨃→ Tt of J -unitaries [62]
(which, strictly speaking, also goes back to the work of Bott [35]). There are two possible
choices, namely one can either choose to focus on the eigenvalues +1 or −1 of Tt . Due
to (2.26), this corresponds to the intersections of the graph ĜTt with Êref or with ĴÊref,
respectively, or yet otherwise stated, the spectral flow of t 󳨃→ S(Tt) through 1 or −1,
respectively. Herewewill choose the second possibility, which then fits with the spectral
flow of unitaries as defined in Section 1.5. Let us stress that this is merely a choice in the
present finite-dimensional setup, but in the infinite-dimensional setting of Chapter 9 the
Fredholm condition is chosen such that one has to consider the spectral flow through −1
(as is done here).

Definition 2.3.8. Given a path t ∈ [0, 1] 󳨃→ Tt ∈ 𝕌(ℂ
2N , J), the Conley–Zehnder index is

defined as

CZ(t ∈ [0, 1] 󳨃→ Tt) = BM(t ∈ [0, 1] 󳨃→ ( ĴÊref, ĜTt )). (2.36)

The Bott–Maslov index on the right-hand side of (2.36) is taken in the Krein space
(ℂ4N , Ĵ). Of course, one can also come back to the Krein space (ℂ4N , (−J) ⊕ J) by multi-
plying by F̂ and then

CZ(t ∈ [0, 1] 󳨃→ Tt) = BM(t ∈ [0, 1] 󳨃→ (F−,GTt )),

whereF± = Ran(( 1±1)), inwhich theminus sign results from the choice of counting eigen-
value passages of Tt through −1. Alternatively, if one is interested in counting the eigen-
value passages through 1 (often corresponding to periodic solutions), then

CZ(t ∈ [0, 1] 󳨃→ −Tt) = BM(t ∈ [0, 1] 󳨃→ (F+,GTt )).

Furthermore, applying the stereographic projection Π̂, one then immediately deduces
that

CZ(t ∈ [0, 1] 󳨃→ Tt) = Sf(t ∈ [0, 1] 󳨃→ S(Tt)),
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where the spectral flow of unitaries on the right-hand side is the spectral flow through
−1, see Section 1.5. The following formula allows to analyze transversality issues of a
given differentiable path of J -unitaries.

Lemma 2.3.9. Let t 󳨃→ Tt = (At BtCt Dt
) be a differentiable path in𝕌(ℂ2N , J). Then

S(Tt)
∗𝜕tS(Tt) = (

1 0
−D−1t Ct D−1t

)
∗

(T∗t J𝜕tTt) (
1 0
−D−1t Ct D−1t

) .

For a vector ϕt ∈ ℂ
2N satisfying Ttϕt = ϕt , one has S(Tt)ϕt = ϕt by (2.34) and

ϕ∗t S(Tt)
∗𝜕tS(Tt)ϕt = ϕ

∗
t T
∗
t J𝜕tTtϕt .

For a vector ϕt ∈ ℂ
2N satisfying Ttϕt = −ϕt , one has S(Tt)Jϕt = −Jϕt by (2.34) and

ϕ∗t JS(Tt)
∗𝜕tS(Tt)Jϕt = ϕ

∗
t T
∗
t J𝜕tTtϕt .

Proof. First of all,

S(Tt)
∗𝜕tS(Tt) = Π̂(T̂t ⋅ P̂ref)

∗
𝜕tΠ̂(T̂t ⋅ P̂ref).

Now one can apply (2.22) to get

S(Tt)
∗𝜕tS(Tt) = (b

−1
t )
∗Φ̂∗ref(T̂

∗
t Ĵ𝜕tT̂t)Φ̂refb

−1
t ,

where bt is the lower component of T̂tΦref, namely

b−1t = √2(
1 0
−D−1t Ct D−1t

) .

Next

T̂∗t Ĵ𝜕tT̂t = F(1 ⊕ T
∗
t )FF(J ⊕ J)FF(0 ⊕ 𝜕tTt)F = F(0 ⊕ T

∗
t J𝜕tTt)F ,

and the formula for S(Tt)
∗𝜕tS(Tt) now follows from the identity

Φ̂∗ref F(0 ⊕ A)FΦ̂ref =
1
2
A,

substituted into the above. Finally, if Ttϕt = ϕt , then

(
1 0
−D−1t Ct D−1t

)ϕt = ϕt ,

as one checks directly by decomposingϕt in upper and lower components. The last claim
is verified in a similar manner.
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For the computation of the Conley–Zehnder index of a closed path it is again use-
ful to have an explicit formula for the winding number cocycle at one’s disposal, see
Proposition 2.3.11 below.

Lemma 2.3.10. Let t 󳨃→ Tt be a differentiable path of J-unitaries with diagonal entries At
and Dt . Then

Tr(S(Tt)
∗𝜕tS(Tt)) = Tr((At)

−1𝜕tAt − (Dt)
−1𝜕tDt).

Proof. It is possible to derive this result from Lemma 2.3.9, but we provide a direct proof
(as in [21]) because it is not any longer. Let us drop the index t and also simply write
𝜕 = 𝜕t . The J -unitarity of T and T∗ is equivalent to the following identities:

A∗A = 1 + C∗C, D∗D = 1 + B∗B, A∗B = C∗D,

AA∗ = 1 + BB∗, DD∗ = 1 + CC∗, AC∗ = BD∗.

As already noted, A and D are thus invertible. Now

Tr(S(T)∗𝜕S(T)) = Tr(( A−1 −A−1B
(D∗)−1B∗ (D∗)−1

) 𝜕(
(A∗)−1 BD−1

−B∗(A∗)−1 D−1
))

= Tr(A−1𝜕(A∗)−1 + A−1B𝜕B∗(A∗)−1 + A−1BB∗𝜕(A∗)−1

+ (D∗)−1B∗𝜕BD−1 + (D∗)−1B∗B𝜕D−1 + (D∗)−1𝜕D−1).

Now let us replace BB∗ and B∗B by the above expressions in the third and fifth sum-
mands:

Tr(S(T)∗𝜕S(T))

= Tr(A∗𝜕(A∗)−1 + A−1B𝜕B∗(A∗)−1 + (D∗)−1B∗𝜕BD−1 + D𝜕D−1)

= Tr(A∗𝜕(A∗)−1 + (A∗)−1A−1B𝜕B∗ + D−1(D∗)−1B∗𝜕B + D𝜕D−1)

= Tr(A∗𝜕(A∗)−1 + (AA∗)−1B𝜕B∗ + (D∗D)−1B∗𝜕B + D𝜕D−1).

Now replace AA∗ and D∗D in terms of B and use (1 + B∗B)−1B∗ = B∗(1 + BB∗)−1. Again
using the cyclicity, one finds

Tr(S(T)∗𝜕S(T)) = Tr(A∗𝜕(A∗)−1 + (1 + BB∗)−1𝜕(BB∗) + D𝜕D−1)

= Tr(A∗𝜕(A∗)−1 + (AA∗)−1𝜕(AA∗) + D𝜕D−1)

= Tr(−(A∗)−1𝜕A∗ + (AA∗)−1(𝜕AA∗ + A𝜕A∗) − D−1𝜕D),

which implies the result.
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Proposition 2.3.11. Let t ∈ [0, 1] 󳨃→ Tt be a closed path of J-unitaries with diagonal en-
tries At and Dt which are piecewise continuously differentiable. Then

CZ(t ∈ [0, 1] 󳨃→ Tt) =
1
2π𝚤

1

∫
0

dt Tr((At)
−1𝜕tAt − (Dt)

−1𝜕tDt). (2.37)

Proof. Proposition 1.5.12 combined with Lemma 2.3.10 implies the claim.

Corollary 2.3.12. Let t 󳨃→ Tt = (At BtCt Dt
) be a closed path in𝕌(ℂ2N , J). Then for P ∈ ℙ(K, J),

CZ(t ∈ [0, 1] 󳨃→ Tt) = BM(t ∈ [0, 1] 󳨃→ Tt ⋅ P).

Proof. By an approximation argument, one can assume the path to be continuously dif-
ferentiable. Let us deform the path t 󳨃→ Tt via the homotopy hs(Tt) = Tt|Tt|

−s for s ∈
[0, 1]. This homotopy is indeed inside the J -unitary matrices (see Proposition 2.2.5). Then
h0(Tt) = Tt and h1(Tt) = Tt|Tt|

−1 ∈ 𝕌(ℂ2N , J) ∩ 𝕌(ℂ2N ). Matrices in𝕌(ℂ2N , J) ∩ 𝕌(ℂ2N )
are diagonal, so that one has a path of diagonal matrices. For such diagonal matrices in
𝕌(ℂ2N , J) ∩ 𝕌(ℂ2N ), the formula in Proposition 2.2.14 coincides with (2.37). Therefore,
using the homotopy invariance of the winding numbers defining the Conley–Zehnder
and Bott–Maslov indices, one deduces

CZ(t ∈ [0, 1] 󳨃→ Tt) = CZ(t ∈ [0, 1] 󳨃→ h1(Tt))
= BM(t ∈ [0, 1] 󳨃→ h1(Tt) ⋅ Pref)
= BM(t ∈ [0, 1] 󳨃→ Tt ⋅ Pref)
= BM(t ∈ [0, 1] 󳨃→ Tt ⋅ P),

concluding the proof.

Finally, let us combine Corollary 2.3.12 with Proposition 2.2.16.

Corollary 2.3.13. Let t ∈ [0, 1] 󳨃→ Pt ∈ ℙ(ℂ
2N , J) and t ∈ [0, 1] 󳨃→ Tt ∈ 𝕌(ℂ

2N , J) be closed
paths. Then

BM(t ∈ [0, 1] 󳨃→ Tt ⋅ Pt) = CZ(t ∈ [0, 1] 󳨃→ Tt) + BM(t ∈ [0, 1] 󳨃→ Pt).

2.4 Oscillation theory for finite Jacobi matrices

Classical Sturm–Liouville oscillation theory [16, 8] shows that the number of zeros of a
formal solution to a Sturm–Liouville equation at a given energy (a second-order ordi-
nary differential equation of a particular type) is equal to the number of bound states
below that energy. This number of zeros can also be understood as the spectral flow
of the Prüfer phase associated to the solution which in turn is the Bott–Maslov index of
the solution if the equation is understood as a first order Hamiltonian system. This point
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also allows us to deal with matrix-valued Sturm–Liouville equations [35, 10] which is of
importance for many applications. For example, linearizing the geodesic equation leads
to the Jacobi equation which is a matrix-valued Sturm–Liouville equation [35]. Instead
of analyzing the oscillations of one solution in the space variable, it is also of great in-
terest to study the oscillation of the solution on the energy variable. This provides an
effective approach to the spectral theory of the Sturm–Liouville operator. Both types of
oscillation are linked and provide complementary insight [173].

It is well-known that tridiagonal Jacobi operators are the discrete analogues of
Sturm–Liouville operators. In particular, their spectral theory can be understood via
oscillation theory in the energy variable [166, 167, 78]. As an application of the Bott–
Maslov index and hence spectral flow, this will be explained in detail in this section.
A matrix Jacobi operator of finite length L ≥ 3 is a matrix of the form

HL =

((((((

(

V1 A2
A∗2 V2 A3

A∗3 V3
. . .

. . . . . . . . .
. . . VL−1 AL

A∗L VL

))))))

)

, (2.38)

where (Vn)n=1,...,L are self-adjoint complex N × N matrices and (An)n=2,...,L are invertible
complex N ×N matrices. The scalar case corresponds to N = 1. The aim in the following
is to compute the spectrum of HL, namely to find those E ∈ ℝ for which there exists a
nonvanishing state ψE ∈ ℂLN such that the Schrödinger equation holds:

HLψ
E = EψE . (2.39)

Remark 2.4.1. It is always possible to consider the particular setup where the An are
positive. Indeed, one can attain this by a gauge transformation, namely a strictly local
unitary G = diag(G1, . . . ,GL) with N × N unitary matrices Gn, n = 1, . . . , L. Then

GHLG
∗ =

((((((

(

G1V1G
∗
1 G1A2G

∗
2

(G1A2G
∗
2 )
∗ G2V2G

∗
2 G2A3G

∗
3

(G2A3G
∗
3 )
∗ G3V3G

∗
3

. . .
. . . . . . . . .

. . . GL−1VL−1G
∗
L−1 GL−1ALG

∗
L

(GL−1ALG
∗
L )
∗ GLVLG

∗
L

))))))

)

.

Now one can iteratively choose the Gn. Start out with G1 = 1. Then choose G2 to be the
(unitary) phase in the polar decomposition of A2 = G2|A2|, next let G3 be the phase of
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G2A3 = G3|G2A3|, and so on. One concludes that GHLG
∗ is again of the form of HL given

in (2.38), but with positive off-diagonal terms. From now on, one may thus suppose that
An > 0 for all n = 2, . . . , L. For periodic Jacobi matrices as considered in Section 2.5,
it is not possible to construct such a gauge transformation G. In fact, a periodic Jacobi
matrix models a ring through which there can be a magnetic flux. In order to directly
use the formalism also in Section 2.5, we will therefore keep the An as general invertible
self-adjoint matrices. ⬦

Next let us introduce the 2N × 2N transfer matricesME
n by

ME
n = (
(E1 − Vn)A

−1
n −A

∗
n

A−1n 0
) , n = 1, . . . , L, (2.40)

with A1 = 1. Of crucial importance is that, for a real energy E ∈ ℝ, the transfer matrices
are in the group𝕌(ℂ2N , I),

(ME
n )
∗IME

n = I ,

with I as in (2.1). Also their products

ME(n,m) = ME
n ⋅ ⋅ ⋅M

E
m+1, n > m,

are I-unitary. It is also useful to setME(n, n) = 1 andME(n,m) = ME(m,m)−1 for n < m.
The transfer matrixME(n, 0) is the equivalent of the fundamental solution of a Sturm–
Liouville operator (rewritten as a first order system).

The eigenvalue problem (2.39) at energy E ∈ ℝ will now be considered as an equa-
tion for vectors ψE = (ψEn)n=1,...,L ∈ ℂ

NL composed of vectors ψEn ∈ ℂ
N . The tridiagonal

form of HL then leads to

An+1ψ
E
n+1 + Vnψ

E
n + A
∗
nψ

E
n−1 = Eψ

E
n , (2.41)

for n = 2, . . . , L − 1, together with the (Dirichlet) boundary conditions

A2ψ
E
2 + V1ψ

E
1 = Eψ

E
1 , VLψ

E
L + A
∗
Lψ

E
L−1 = Eψ

E
L . (2.42)

Equation (2.41) is also called the three-term recurrence relation because ψEn+1 can be
computed from ψEn and ψ

E
n−1. In particular, if two neighboring values are known, then

all others can be computed. This produces a vector which, however, typically does not
satisfy both boundary conditions (it can only do so if E happens to be an eigenvalue
of HL). Regrouping two neighboring vectors into

ΨE
n = (

An+1ψ
E
n+1

ψEn
) ,

one can then rewrite (2.41) using the above I-unitary transfer matricesME
n as

ΨE
n = M

E
nΨ

E
n−1. (2.43)
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This equationwill also be used for 2N×Nmatrix-valuedΨE
n , which are then I-Lagrangian

frames (if the initial condition ΨE
0 is I-Lagrangian). Furthermore, (2.43) can be iterated

ΨE
n = M

E
nΨ

E
n−1, n = 1, . . . , L. (2.44)

This forces one to fix the initial condition ΨE
0 . In order to satisfy the first boundary con-

dition in (2.42) automatically, let us therefore choose

ΨE
0 = (

1
0
) ∈ ℂ2N×N , (2.45)

which is a left Dirichlet boundary condition. Clearly, the rank of ΨE
0 is N and it satisfies

(ΨE
0 )
∗IΨE

0 = 0, so that it is an I-Lagrangian frame. Hence its range spans an I-Lagrangian
subspace of ℂ2N . As the transfer matrices are I-unitary, it follows that also the range of
ΨE
n spans an I-Lagrangian subspace. In particular, Ψ

E
L is an I-Lagrangian frame. Now the

dimension of the intersection of the associated I-Lagrangian subspace Ran(ΨE
L)with the

right boundary condition

Ψbd = (
0
1
),

which is also an I-Lagrangian subspace, is equal to the multiplicitymE of E as the eigen-
value of HL,

mE = dim(Ran(ΨE
L) ∩ Ran(Ψbd)). (2.46)

Indeed, any vector in the intersection yields a solution of the Schrödinger equation (2.39)
also satisfying the right boundary condition in (2.42), and vice versa. This establishes the
connection between the eigenvalue problem of matrix Jacobi operators and the inter-
section theory of Lagrangian subspaces.

In order to apply the theory of the Bott–Maslov index developed in Section 2.1 di-
rectly, let us apply the Cayley transform C to pass to J -unitary transfer matrices lying in
the generalized Lorentz group𝕌(ℂ2N , J)

TEn = CM
E
nC
∗, TE(n,m) = CME(n,m)C∗,

as well as to J -unitary frames and projections

ΦE
n = CΨ

E
n , PEn = Φ

E
n((Φ

E
n)
∗ΦE

n)
−1
(ΦE

n)
∗
.

Explicitly, one finds

TEn =
1
2
(
(E − Vn)A

−1
n − 𝚤(A

∗
n + A
−1
n ) (E − Vn)A

−1
n + 𝚤(A

∗
n − A
−1
n )

(E − Vn)A
−1
n − 𝚤(A

∗
n − A
−1
n ) (E − Vn)A

−1
n + 𝚤(A

∗
n + A
−1
n )
) .
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The right boundary condition then becomes

Φbd = CΨbd,

namely Φbd = 𝚤(−11 ) = −𝚤Φ
⊥
ref, so that comparing with (2.46) gives

mE = dim(Ran(ΦE
L) ∩ Ran(Φ

⊥
ref))

= dim(Ker(Π(PEL)) + 1),

where the second equality follows from (2.7). It is hence natural to set

UE
n = Π(P

E
n ) ∈ 𝕌(N).

This unitary is called thematrix Prüfer phase. By the above, the matrix UE
L has an eigen-

value −1 if and only if the matrix HL has an eigenvalue E. To count all eigenvalues be-
low some E ∈ ℝ, one hence has to count the number of intersections of the path of
J -Lagrangian planes e ∈ (−∞, E] 󳨃→ PeL with P

⊥
ref, or equivalently the number of passages

of eigenvalues of e ∈ (−∞, E] 󳨃→ Ue
L by −1. This is not automatically the Bott–Maslov in-

dex though which takes into account the orientations of the passages. However, the fol-
lowing result, a core fact of oscillation theory, is that all these passages are in the same
direction and that they are transversal.

Theorem 2.4.2. The multiplicity of E as eigenvalues HL is equal to the multiplicity of −1
as eigenvalue of UE

L . Moreover,

1
𝚤
(UE

L )
∗
𝜕EU

E
L > 0.

As a function of the energy E, the eigenvalues of UE
L rotate around the unit circle in the

positive sense and with nonvanishing speed. Furthermore, for E ∈ ℝ \ spec(HL)

#{eigenvalues of HL ≤ E} = BM(e ∈ (−∞, E] 󳨃→ PeL)
= Sf(e ∈ (−∞, E] 󳨃→ Ue

L through −1).

Proof. The first claim was already proved above. For the proof of the positivity, let us
introduce N × N matrices aE and bE by

ΦE
L = (

aE

bE
).

They are invertible and UE
L = a

E(bE)−1 = ((aE)−1)∗(bE)∗. Now

(UE
L )
∗
𝜕EU

E
L = ((b

E)
−1
)
∗
[(aE)∗𝜕Ea

E − (bE)∗𝜕Eb
E](bE)−1.

Thus it is sufficient to verify positive definiteness of
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1
𝚤
[(aE)∗𝜕Ea

E − (bE)∗𝜕Eb
E] =

1
𝚤
(ΦE

L)
∗J𝜕EΦ

E
L = (Ψ

E
L)
∗I𝜕EΨ

E
L ,

where (2.2) was used. From the product rule, it follows that

𝜕EΨ
E
L =

L
∑
n=1

ME
L ⋅ ⋅ ⋅M

E
n+1(𝜕EM

E
n )M

E
n−1 ⋅ ⋅ ⋅M

E
1 Ψ

E
0 .

This implies

(ΨE
L)
∗I𝜕EΨ

E
L =

L
∑
n=1
(ΨE

0)
∗
(ME

n−1 ⋅ ⋅ ⋅M
E
1 )
∗
(ME

n )
∗I(𝜕EM

E
n )(M

E
n−1 ⋅ ⋅ ⋅M

E
1 )Ψ

E
0 .

One checks that

(ME
n )
∗I(𝜕EM

E
n ) = (
(AnA
∗
n )
−1 0

0 0
) ,

and thus

(ΨE
L)
∗I𝜕EΨ

E
L =

L
∑
n=1
(ΨE

0)
∗
(ME

n−1 ⋅ ⋅ ⋅M
E
1 )
∗
(
(AnA
∗
n )
−1 0

0 0
) (ME

n−1 ⋅ ⋅ ⋅M
E
1 )Ψ

E
0 .

Clearly, each of the summands is positive semidefinite. In order to prove a strict lower
bound, it is sufficient that the first two terms n = 1, 2 give a strictly positive contribution.
Hence let us verify that

(
(A1A
∗
1 )
−1 0

0 0
) + (ME

1 )
∗
(
(A2A
∗
2 )
−1 0

0 0
)ME

1 > 0.

As A1 and A2 are invertible, this positivity is equivalent to

(
1 0
0 0
) + (ME

1 )
∗
(
1 0
0 0
)ME

1 > 0.

Using the notation BE = (E − V1)A
−1
1 , one thus just has to note the invertibility

(
1 + (BE)∗BE −(A1B

E)∗

−A1B
E A1A

∗
1
) = (

1 −(BE)∗

0 A1
)(

1 0
−BE A∗1

) .

This proves the claimed positivity. All other claims now follow from the discussion
above.

In view of Theorem 2.4.2, it is of interest to study the whole path E ∈ ℝ 󳨃→ UE
L . AsHL

has NL eigenvalues, the spectral flow of this path has to be equal to NL. The following
proposition shows that this path is actually closed so that the spectral flow of the path
E ∈ ℝ 󳨃→ UE

L reduces to a winding number.
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Proposition 2.4.3. The matrix Prüfer phases satisfy, for n ≥ 1,

lim
E→±∞

UE
n = 1.

Hence the paths E ∈ ℝ 󳨃→ UE
n and E ∈ ℝ 󳨃→ PEn are closed and the Bott–Maslov index of

the latter is

BM(E ∈ ℝ 󳨃→ PEn ) = nN .

Proof. We will freely use the notations of the proof of Theorem 2.4.2 with n = L. The
crucial observation is that all objects ΨE

n , Φ
E
n , a

E , and bE are polynomials in E. Hence
UE
n is a rational function in E. As UE

n is unitary for all E ∈ ℝ, it is clear that the limits
limE→±∞ U

E
n exist. Now

ΦE
n = CM

E(n, 0)ΨE
0

=
1
√2
(
1 𝚤1
1 −𝚤1
)(

EnA−1n ⋅ ⋅ ⋅A
−1
1 0

0 0
)(

1
0
) + O(En−1)

=
1
√2

En ((A1 ⋅ ⋅ ⋅An)
−1

(A1 ⋅ ⋅ ⋅An)
−1) + O(E

n−1).

Thus aE = 1
√2
En(A1 ⋅ ⋅ ⋅An)

−1 + O(En−1) and bE = 1
√2
En(A1 ⋅ ⋅ ⋅An)

−1 + O(En−1) so that
UE
n = a

E(bE)−1 = 1 + O(E−1). As already indicated above, the last claim follows from
Theorem 2.4.2, but it is also possible to carry out an explicit computation.

Let us stress once again that this section only considered the oscillation theory of
Jacobi operators in the energy variable. For (renormalized) space oscillation theory, the
reader is referred to [8, 78, 190, 173].

2.5 Oscillation theory for periodic Jacobi matrices

In this section, the spectral theory of a periodic Jacobi matrix of the form

Hper
L =

((((((

(

V1 A2 A∗1
A∗2 V2 A3

A∗3 V3
. . .

. . . . . . . . .
. . . VL−1 AL

A1 A∗L VL

))))))

)

(2.47)

will be analyzed. Just as in (2.38), (Vn)n=1,...,L are self-adjoint complexN ×N matrices and
(An)1=2,...,L are invertible complex N × N matrices, the only difference is the additional
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entries in the upper right and lower left corner. They periodize the system which can
thus be thought of as a ring. Other than for HL given by (2.38), the gauge transforma-
tion as in Remark 2.4.1 only allows rendering An, n = 2, . . . , L, positive. Hence all phases
(corresponding to magnetic fields) are concentrated in A1. The periodic Jacobi matrix
is the discrete analogue of a periodic Sturm–Liouville operator. Bott’s work [35] consid-
ered precisely such operators because they appear naturally as the Jacobi equation for
a closed geodesic. For the study of their spectral theory, Bott developed the intersection
theory as described in Sections 2.1 and 2.3.

Again the aim here will be to find eigenvalues E ∈ ℝ of Hper
L for which there exists

a nonvanishing state ψE ∈ ℂLN such that the following Schrödinger equation holds:

Hper
L ψE = EψE . (2.48)

Again these eigenfunctions can be constructed using the transfer matrices ME
n , with

n = 1, . . . , L, defined in (2.40), but now A1 being as in (2.47). The Schrödinger equation is
equivalent to

ΨE
0 = (M

E
L ⋅ ⋅ ⋅M

E
1 )Ψ

E
0 ,

for a nonvanishing vector ΨE
0 = (

A1ψ
E
1

ψE0
). Therefore one is lead to study the eigenvalue 1 of

the full transfer matrix

ME = ME
L ⋅ ⋅ ⋅M

E
1 .

Then set

TE = CME
C
∗.

According to Theorem 2.3.3, this can be achieved by studying the eigenvalue 1 of the
unitary S(TE) ∈ 𝕌(2N), namely

dim(Ker(Hper
L − E1)) = dim(Ker(S(T

E) − 1)).

This implies the first statement of the following result:

Theorem 2.5.1. The multiplicity of E as eigenvalues Hper
L is equal to the multiplicity of 1

as eigenvalue of S(TE). Moreover,

1
𝚤
S(TE)∗𝜕ES(T

E) > 0.

As a function of the energy E, the eigenvalues of S(TE) rotate around the unit circle in the
positive sense and with nonvanishing speed. Then for E ∈ ℝ \ spec(Hper

L ),

#{eigenvalues of Hper
L ≤ E} = Sf(e ∈ (−∞, E] 󳨃→ S(Te) through 1).
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Proof. Based on Lemma 2.3.9, the claimed positivity follows from the positivity of
1
𝚤 (T

E)∗J𝜕ET
E . This was already checked in the proof of Theorem 2.4.2. All other claims

follow immediately from the setup.

2.6 Bound states for scattering systems

There are numerous extensions of the basic energy oscillation theory presented in Sec-
tion 2.4 to block Jacobi operators on infinite-dimensional Hilbert spaces. Here block Ja-
cobi operatorsH on the infinite discrete line are considered which are perturbations of
a given periodic block Jacobi operatorHper. The perturbationH −Hper is supposed to be
of finite rank. This is the most elementary setup of quantum scattering theory, already
considered in [21]. It is known that the perturbation leads to bound states and it is the ob-
ject of this section to access these bound states by oscillation theorywhich again uses the
theory of the Bott–Maslov index and the spectral flow. The result is also in the spirit of
relative oscillation theory [7, 81] where one compares two Jacobi operators, here given
byH andHper. As part of the preparations for themain result (Theorem2.6.5), also bound
states of half-space restrictions of Jacobi operators will be considered. This section also
serves as a preparation for Section 9.7 where bound states of higher-dimensional scat-
tering systems are analyzed which then requires the Bott–Maslov index in an infinite-
dimensional setting.

Let us begin by describing the matrix Jacobi operatorH . Formally, it is a (two-sided)
infinite matrix of the form (2.38) associated to two sequences (An)n∈ℤ and (Vn)n∈ℤ of
respectively positive and self-adjoint N × N matrices. It will be considered as a self-
adjoint operator on the Hilbert space ℓ2(ℤ,ℂN ). The Schrödinger equation HψE = EψE

will be considered for all sequences ψE = (ψEn)n∈ℤ of vectors ψ
E
n ∈ ℂ

N , and not only
square-integrable states from ℓ2(ℤ,ℂN ). Explicitly written out, it becomes

An+1ψ
E
n+1 + Vnψ

E
n + Anψ

E
n−1 = Eψ

E
n . (2.49)

This is also called the three-term recurrence relation because ψEn+1 can be computed
from ψEn and ψ

E
n−1, so that the solution ψ

E is fixed by two neighboring values (which are
often chosen to be ψE0 and ψ

E
1 ). Regrouping two neighboring vectors into

ΨE
n = (

An+1ψ
E
n+1

ψEn
) ,

one can then rewrite (2.49) as in (2.44) using the I-unitary transfer matricesME
n :

ΨE
n = M

E
nΨ

E
n−1, ME

n = (
(E1 − Vn)A

−1
n −An

A−1n 0
) . (2.50)
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This equation will also be used for 2N ×N matrix-valued ΨE
n , which just as in Section 2.4

are then I-Lagrangian frames (if some initial condition is I-Lagrangian).
Let us now state the hypothesis specifying the scattering situation: there are N × N

matrices A > 0 and V = V∗ such that for all n ̸∈ {1, . . . , L},

An = A, Vn = V .

ThusH only has varyingmatrix elements on L sites. If also thematrix entries on thoseN
sites are equal toA andV , one obtains a periodic Jacobi operatorHper. It can be analyzed
using the transfer matrix

ME = (
(E1 − V )A−1 −A

A−1 0
) .

It is well known that the spectrum spec(Hper) of Hper is purely absolutely continuous
spectrum and consists of at most N intervals, e. g., Appendix A in [17]. Furthermore, H
has the same absolutely continuous spectrum, but may, moreover, have a finite number
of further eigenvalues not lying in spec(Hper). Each such eigenvalue, also called bound
state, corresponds to a square-integrable solution of (2.49) and it is the aim of this section
to show how these eigenvalues can be accessed by oscillation theory.

The operator Hper is specified only by A and V and hence it is not surprising that its
spectrum can be read off the transfer matrix.

Proposition 2.6.1. E ∈ spec(Hper) ⇐⇒ spec(ME) ∩ 𝕊1 ̸= 0.

Proof. We only prove the implication “⇐󳨐” because the other is essentially obtained
by the reverse procedure combined with Bloch–Floquet theory. Let e𝚤θ belong to the
spectrum spec(ME). Let w = (w0,w1) ∈ ℂ

N ⊕ ℂN be the corresponding eigenvector, that
is,

MEw = e𝚤θw.

The second line of this equation is A−1w0 = e
𝚤θw1. As A

−1 has trivial kernel, this shows
that neither w0 nor w1 is vanishing. The first line then becomes

Ew1 = e
𝚤θAw1 + Vw1 + e

−𝚤θAw1.

Therefore ψ ∈ ℓ∞(ℤ)⊗ℂN defined by ψ(n1) = e
𝚤θnw1 satisfiesHperψ = Eψ. From this one

can now readily construct a Weyl sequence for Hper at energy E. Let χL ∈ ℓ
2(ℤ) ⊗ ℂN be

the indicator function to [−L, L]. Then ‖χLψ‖ = O(L
1
2 ) and set ψL = χLψ/‖χLψ‖. It follows

that ‖(Hper − E)ψL‖ = O(L−
1
2 ), and we conclude that E ∈ spec(Hper). Let us note that

by translating the ψL one can also obtain an orthonormal Weyl sequence so that E is
actually in the essential spectrum of Hper.
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Proposition 2.6.2. For E ̸∈ spec(Hper), the subspaces EE,< and EE,> spanned by all
eigenspaces of ME with eigenvalues of modulus less than 1 or larger than 1 respectively
are I-Lagrangian.

Proof. Let RE,< and RE,> be the corresponding Riesz projections. If

Δ = {z ∈ spec(ME) : |z| < 1},

then in the notations of Proposition 2.2.2 one has RE,< = RΔ and R
E,> = R

Δ
−1 . Proposi-

tion 2.2.2 holds for an I-unitary just as for a J -unitary, so that one concludes (RE,<)∗ =
I∗RE,>I . Thus

(RE,<)∗IRE,< = (RE,<)∗(RE,>)∗I = (RE,>RE,<)∗I = 0,

implying the claim.

Let us now introduce the two unitaries

WE,< = Π(CEE,<), WE,> = Π(CEE,>),

where here the subspaces are identified with their orthogonal range projections (in or-
der to avoid yet another notation). For their analysis, it is helpful to provide another ex-
pression and this also leads to another useful interpretation of these unitaries. Let H+per
andH−per be the (Dirichlet) restrictions ofHper to ℓ

2(ℕ,ℂN ) and ℓ2(ℕ−, ℂN ), respectively,
whereℕ = {1, 2, . . .} andℕ− = {. . . , −1, 0}. Clearly, one has spec(H+per) ⊃ spec(Hper) and
spec(H−per) ⊃ spec(Hper), by a standard Weyl sequence argument. All new points of the
spectrum are called bound states ofH+per andH

−
per, respectively. Such a bound state with

energy E ∈ spec(H+per) \ spec(Hper) is always given when the Dirichlet boundary condi-
tion leads to a square integrable solution (which in this casewill be exponentially decay-
ing at+∞). The Dirichlet boundary condition at sites 0 and 1 is given by the I-Lagrangian
frame (10). Therefore the

m+,Eper = multiplicity of E as eigenvalue of H
+
per

is given by

m+,Eper = dim(E
E,< ∩ Ran(1

0
)).

This is an intersection of two I-Lagrangian subspaces. Applying the Cayley transform C

and using C(10) = Φref with Φref as in (2.4), this can be rewritten as

m+,Eper = dim(CE
E,< ∩ Ran(Φref)) = dim(JCE

E,< ∩ E⊥ref),

and hence, due to Proposition 2.1.4 and Π(JCEE,<) = −Π(CEE,<) = −WE,<, one concludes

m+,Eper = dim(Ker(W
E,< − 1)).
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Similarly, the multiplicitym−,Eper of E as eigenvalue of H
−
per is given by the intersection of

the Dirichlet boundary condition (01) with EE,> so that

m−,Eper = dim(CE
E,> ∩ E⊥ref) = dim(Ker(W

E,> + 1)).

Further let πn : ℂ
N → ℓ2(ℤ,ℂN ) be the partial isometry onto the nth site, and similarly

for ℓ2(ℕ,ℂN ) and ℓ2(ℕ−, ℂN ) (in later chapters, πn also denotes homotopy groups, but
we believe that no confusion can arise). For E ∈ ℂ not in the spectrum of H+per and H

−
per,

respectively, the N × N Green matrices of H+per and H
−
per are defined by

G+,E = π∗1 (H
+
per − E)

−1π1, G−,E = π∗0 (H
−
per − E)

−1π0.

Note that for real E, these matrices are self-adjoint. On the other hand, for ℑm(E) > 0,
one has ℑm(G±,E) = 1

2𝚤 (G
±,E − (G±,E)∗) > 0, while for ℑm(E) < 0, one has ℑm(G±,E) < 0.

Proposition 2.6.3. For real E ̸∈ spec(H+per) and E ̸∈ spec(H
−
per), the I-Lagrangian frames

ΨE,< = (
AG+,E

−A−1
), ΨE,> = (

−1
G−,E
),

span the I-Lagrangian subspaces EE,< and EE,>, respectively. For all real E ̸∈ spec(Hper),
one has

WE,< = (AG+,EA + 𝚤1)(AG+,EA − 𝚤1)−1,

WE,> = −(G−,E − 𝚤1)(G−,E + 𝚤1)−1,

where the right-hand sides of these equations are understood as analytic extensions into
E ∈ spec(H+per) \ spec(Hper) and E ∈ spec(H

−
per) \ spec(Hper), respectively. One has for

E ∈ ℝ \ spec(Hper),

1
𝚤
(WE,<)

∗
𝜕EW

E,< < 0, 1
𝚤
(WE,>)

∗
𝜕EW

E,> > 0. (2.51)

Proof. Let us consider

ψEn = π
∗
n (H
+
per − E)

−1π1 ∈ ℂ
N×N .

As E ̸∈ spec(H+per), the sequences ψ
E = (ψEn)n≥1 are square-integrable. More precisely, for

any w ∈ ℂN one has ψEw ∈ ℓ2(ℕ,ℂN ). Now for n ≥ 2,

π∗n (H
+
per − E)ψ

E = π∗n (H
+
per − E)(H

+
per − E)

−1π1 = π
∗
nπ1 = 0.

As π∗nHperπm ̸= 0 only for |m − n| ≤ 1, one gets
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AψEn−1 + (V − E)ψ
E
n + Aψ

E
n+1 = 0,

which is equivalent to

(
AψEn+1
ψEn
) = (
(E − V )A−1 −A

A−1 0
)(

AψEn
ψEn−1
) = ME(

AψEn
ψEn−1
).

Furthermore,

π∗1 (H
+
per − E)ψ

E = π∗1 (H
+
per − E)(H

+
per − E)

−1π1 = π
∗
1 π1 = 1,

where the 1 on the right-hand side is theN ×N identity matrix. Writing out the left-hand
side with the three-term recurrence relation, one gets

(V − E)ψE1 + Aψ
E
2 = 1.

This can be rewritten as

(
AψE2
ψE1
) = (
(E − V )A−1 −A

A−1 0
)(

AψE1
−A−1
) = ME(

AψE1
−A−1
).

Successively applying ME leads to decaying solutions so that the frame on the right-
hand side has to span the contracting directions EE,< ofME . As ψE1 = G

+,E , the first claim
follows for all E not being a bound state of H+per. For the second, let E ̸∈ spec(H

−
per) and

set

ϕEn = π
∗
n (H
−
per − E)

−1π0, n ≤ 0.

Then one finds as above (V − E)ϕE0 + Aϕ
E
−1 = 1 so that

(
−1
ϕE0
) = ME(

AϕE0
ϕE−1
) ⇐⇒ (

AϕE0
ϕE−1
) = (ME)

−1
(
−1
ϕE0
).

Now ϕE = (ϕEn)n≤0 is square integrable (at −∞). As the expanding subspace E
E,> of ME

is the contracting subspace of (ME)−1, this implies the claim for E>,E .
Next the expressions for the unitariesWE,< = Π(CEE,<) andWE,> = Π(CEE,>) can

readily read off for all real energies not being bound states. Let E∗ be a bound state of
H+per. Then E 󳨃→ WE,< is analytic on a pointed neighborhood of Bϵ(E∗) \ {E∗} ⊂ ℂ. To
prove that one can apply the Riemann theorem on removable singularities (following
the argument in [169]), one needs to prove a uniform bound on theWE,<. For real E, this
follows from the unitarity; for ℑm(E) > 0, one readily checks that ℑm(G+,E) > 0 that
(WE,<)∗WE,< < 1 (notably the Cayley transform maps the matrix upper half-plane of
matrices with ℑm(G) > 0 bijectively onto the Siegel disc of matrices with W∗W < 1).
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For ℑm(E) < 0, let us use the identityWE,< = ((WE,<)−1)∗. Now the inverse can be com-
puted by the quotient of subdeterminants ofWE,< by det(WE,<). This latter determinant
det(WE,<) takes values in 𝕊1 for real E and is continuous, therefore bounded away from
0 on the pointed neighborhood. Hence alsoWE,< is bounded for ℑm(E) < 0. This shows
that the singularity is indeed removable. ForWE,>, one proceeds in the same manner.
Let us also note that the singularities ofG+,E andG−,E lead to an eigenvalue 1 inWE,< and
−1 inWE,> of the same multiplicity, respectively, which agrees with the above formulas
form+,E andm−,E .

Proceeding as in the proof of Theorem 2.4.2 (with ΨE
L replaced by Ψ

E,<), one finds

1
𝚤
(WE,<)

∗
𝜕EW

E,< = (AG+,EA + 𝚤1)−1(ΨE,<)
∗I𝜕EΨ

E,<(AG+,EA − 𝚤1)−1. (2.52)

It is thus sufficient to show the negativity of

(ΨE,<)
∗I𝜕EΨ

E,< = (
AG+,E

−A−1
)
∗

(
0 −1
1 0
)(

A𝜕EG
+,E

0
)

= −𝜕EG
+,E

= −π∗1 (H
+
per − E)

−2π1,

which indeedholds forE ̸∈ spec(H+per). Substituting into (2.52), this proves thefirst bound
(2.51) for all but a finite set of energies in spec(H+per) \ spec(Hper). By continuity in E, one
obtains that the first bound (2.51) holds with an ≤ instead of <. To obtain a strict bound
at a bound state energy E∗ ∈ spec(H

+
per) \ spec(Hper), one needs again a supplementary

argument. Let P∗ = χ{E∗}(H+per) be the spectral projection on the bound state and set
Pc∗ = 1 − P∗. Then π

∗
1 P∗π1 is nonnegative, but typically with nontrivial kernel. Then set

ϵ = E − E∗ and B = A
1
2 , as well as

Cϵ = B
1
ϵ
(AG+,EA − 𝚤1)−1B

= (−Bπ∗1 P∗π1B + ϵBπ
∗
1 P

c
∗(H
+
per − E)

−1Pc∗π1B − 𝚤ϵA
−1)
−1
,

where the second equality follows from H+perP∗ = E∗P∗ so that (H
+
per − E)

−1P∗ = −
1
ϵP∗.

By (2.52), one then has

B 1
2𝚤
(WE,<)

∗
𝜕EW

E,<B

= −C∗ϵ [B
−1π∗1 P∗π1B

−1 + ϵ2B−1π∗1 P
c
∗(H
+
per − E)

−2Pc∗π1B
−1]Cϵ .

Now on the range of B−1π∗1 P∗π1B
−1 and ϵ sufficiently small, the right-hand side is given

by (B−1π∗1 P∗π1B
−1)−1 + O(ϵ) and thus clearly negative. On the orthogonal complement,

namely the kernel of B−1π∗1 P∗π1B
−1, one can again redistribute the ϵ’s as before to check
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that also on this subspace the right-hand side is negative. For the second inequality in
(2.51), one proceeds similarly using

(ΨE,>)
∗I𝜕EΨ

E,> = (
−1
G−,E
)
∗
(
0 −1
1 0
)(

0
𝜕EG−,E
)

= 𝜕EG
−,E

= π∗0 (H
−
per − E)

−2π0,

which is positive.

Similar as in Theorem 2.4.2 and based on the above formulas for m±,E , one now
concludes the following:

Corollary 2.6.4. As a function of the energy E, the eigenvalues of WE,< and WE,> rotate
around the unit circle in the negative and positive sense, respectively. For an interval
[E0, E1] ⊂ ℝ\spec(Hper) such that E0, E1 are not bound states ofH

+
per andH

−
per, respectively,

one has

#{eigenvalues of H+per ∈ [E0, E1]} = − Sf(E ∈ [E0, E1] 󳨃→ WE,< through 1)

and

#{eigenvalues of H−per ∈ [E0, E1]} = Sf(E ∈ [E0, E1] 󳨃→ WE,> through −1).

Now let us come back to the scattering situation described at the beginning of the
section and set

mE = multiplicity of E as eigenvalue of H .

Each eigenstate ψE ∈ ℓ2(ℤ,ℂN ) decays both at −∞ and +∞. Outside of the interval
[1, L] ∩ ℤ, the decaying solution satisfies (2.50) withME

n = M
E . Hence neighboring sites

must produce vectors lying in EE,> on (−∞, 0] ∩ ℤ and lying in EE,< on [L + 1,∞) ∩ ℤ.
In-between the solutions must match. Therefore

mE = dim(ME(L, 1)EE,> ∩ EE,<).

Note that this is again the intersection of two I-Lagrangian subspaces because of Propo-
sition 2.6.2 and because ME(L, 1) is I-unitary. One can therefore directly apply Proposi-
tion 2.1.7 (after transforming I-Lagrangian subspaces into J -Lagrangian subspaces with
the Cayley transform) to deduce

mE = dim(Ker(Π(CEE,<)∗Π(CME(L, 1)EE,>) − 1)). (2.53)

Therefore let us set
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UE = −Π(CEE,<)∗Π(CME(L, 1)EE,>). (2.54)

The special case A = 1 and V = 0 of the following result is contained in Section 7 of [21].

Theorem 2.6.5. One has

1
𝚤
(UE)
∗
𝜕EU

E > 0. (2.55)

Suppose that [E0, E1] ∩ spec(Hper) = 0 and that E0 and E1 are not eigenvalues of H. Then
the number of bound states of H in [E0, E1] is given by

#{eigenvalues of H in [E0, E1]} = Sf(E ∈ [E0, E1] 󳨃→ UE through −1).

Proof. Once (2.55) is verified, the second claim follows from (2.53) (just as in the proof
of Theorem 2.4.2). Let us first note that, due to Proposition 2.6.3, the definition (2.54) can
be rewritten as

UE = −(WE,<)
∗Π(CME(L, 1)ΨE,>).

When deriving the definition (2.54) ofUE , one readily realizes that it is sufficient to show
the positivity of

1
𝚤
(WE,<)𝜕E(W

E,<)
∗
= (WE,<)(−

1
𝚤
(WE,<)

∗
𝜕EW

E,<)(WE,<)
∗ (2.56)

and

1
𝚤
Π(CME(L, 1)ΨE,>)

∗
𝜕EΠ(CM

E(L, 1)ΨE,>). (2.57)

The first expression is indeed positive by Proposition 2.6.3. For the expression (2.57), one
can proceed as in the proof of Theorem 2.4.2 (with ΨE

L replaced by M
E(L, 1)ΨE,>), and

conclude that it is sufficient to show the positivity of

(ME(L, 1)ΨE,>)
∗I𝜕E(M

E(L, 1)ΨE,>)

= (ΨE,>)
∗
(ME(L, 1)∗I𝜕EM

E(L, 1))ΨE,> + (ΨE,>)
∗I𝜕EΨ

E,>.

The positivity ofME(L, 1)∗I𝜕EM
E(L, 1)was already checked in the proof of Theorem2.4.2,

and the positivity of (ΨE,>)∗I𝜕EΨ
E,> in Proposition 2.6.3.



3 Bounded Fredholm operators

Spectral flow on infinite-dimensional Hilbert spaces cannot be understood without ba-
sic knowledge of compact and Fredholm operators. This chapter covers these essentials
which are typically taught in a class on linear functional analysis. There is, of course,
an exhaustive literature on the subject. Let us mention the excellent standard books
[162, 157, 123] which cover most of the material of this chapter. A more detailed account
of Fredholm operators is contained in [80]. We decided to include this chapter for sev-
eral reasons. First of all, a detailed account of notations is needed anyway. Secondly, it
is convenient to have clear statements of what is needed later in the book readily avail-
able. And last but not least, we hope the chapter helps newcomers to rapidly enter the
heart of the matter. On the other hand, we did not include detailed proofs of standard
facts which can be found in the above mentioned text books. Merely Section 3.5, which
shows an index theorem for the finite-dimensional spectral flow, is not standard text-
book material.

3.1 Compact operators and their spectral theory

Let us begin by fixing somenotations. LetH andH′ be separable complexHilbert spaces
of infinite dimension. The scalar product of two vectors ϕ,ψ ∈ H or H′ is denoted by
⟨ϕ|ψ⟩H ∈ ℂ or ⟨ϕ|ψ⟩H′ ∈ ℂ, respectively, and is chosen to be linear in the second argu-
ment, and antilinear in the first. The associated norm is ‖ψ‖H = ⟨ψ|ψ⟩

1
2
H
or respectively

‖ψ‖H′ = ⟨ψ|ψ⟩ 12H′ . Given a linear operator T : H → H′, its operator norm is defined by

‖T‖ = sup
ψ ̸=0 ‖Tψ‖H′‖ψ‖H

= sup‖ψ‖H=1 ‖Tψ‖H′ .
The operator T is called bounded if ‖T‖ < ∞ and the set of all bounded linear operators
fromH toH′ is denoted by 𝔹(H,H′). ForH′ = H, the set

𝔹(H) = 𝔹(H,H)

of bounded operators is a Banach ∗-algebra with involution given by the adjoint op-
erator. In particular, it is complete and the operator norm satisfies ‖TS‖ ≤ ‖T‖‖S‖ for
T , S ∈ 𝔹(H). It is also a C∗-algebra because the C∗-equation ‖T‖2 = ‖T∗T‖ holds. Next
let us introduce the closed unit ball inH by

BH = {ψ ∈ H : ‖ψ‖ ≤ 1},

wherehere andbelow the subscriptH on thenorm is dropped. Note that in the following
also the subscript on the scalar product is dropped. It is well known thatBH is a compact
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set if and only ifH is finite dimensional. The compact operators can now be introduced
as the set of those bounded linear operators which map BH into a precompact set.

Definition 3.1.1. An operator K ∈ 𝔹(H,H′) is called compact if and only if its image of
the unit ball K(BH) has a compact closure. The set of all compact operators fromH to
H′ is denoted by𝕂(H,H′). ForH′ = H, we set𝕂(H) = 𝕂(H,H).

A property equivalent to compactness of K is the following: for every bounded se-
quence (ψn)n≥1 in H, the sequence (Kψn)n≥1 in H′ has a convergent subsequence. The
following results are basic.

Theorem 3.1.2. For K ∈ 𝕂(H,H′), A ∈ 𝔹(H′,H′′) and B ∈ 𝔹(H′′,H), where H′′ is
another separable Hilbert space, AK ∈ 𝔹(H,H′′) and KB ∈ 𝔹(H′′,H′) are compact.
Moreover, the adjoint operator K∗ ∈ 𝔹(H′,H) is compact.
Theorem 3.1.3. The set𝕂(H) is a closed two-sided ∗-ideal in𝔹(H). Let i : 𝕂(H) → 𝔹(H)
denote the embedding. Then the quotient ℚ(H) = 𝔹(H)/𝕂(H) is a C∗-algebra called the
Calkin algebra. Together with 𝕂(H) and 𝔹(H), it forms a short exact sequence of C∗-
algebras

0 ? 𝕂(H)
i? 𝔹(H) π? ℚ(H) ? 0,

which is called the Calkin exact sequence. The projection π onto the quotient ℚ(H) is
called the Calkin projection.

Proofs of Theorems 3.1.2, 3.1.3 and the following results can be found in the above
mentioned textbooks. The next theorem shows that eigenspaces and Jordan blocks of
compact operators are always finite dimensional.

Theorem 3.1.4. For K ∈ 𝕂(H), let us set T = 1 − K. The following statements hold:
(i) There exists n ∈ ℕ such that Ker(Tk) = Ker(Tn) for all k ≥ n.
(ii) Ran(T) = T(H) is a closed subspace.
(iii) dim(Ker(T)) = dim(Ker(T∗)) < ∞.
Definition 3.1.5. The spectrum spec(T) of a bounded operator consists of all points
λ ∈ ℂ for which λ1 − T is not invertible. The point spectrum specp(T) of T consists of all
eigenvalues of T , namely all λ ∈ ℂ for which Ker(λ1 − T) is nontrivial.

Theorem 3.1.6 (Riesz’ spectral theory of compact operators). The spectrum spec(K) of ev-
ery compact operator K ∈ 𝕂(H) is a countable set {λj : j ≥ 1} ∪ {0} where all λj ̸= 0 are
eigenvalues of finite multiplicity which can only accumulate at 0. Moreover, 0 can be an
eigenvalue of either infinite or finite multiplicity, and in the latter case 0 is an accumula-
tion point of the sequence (λj)j≥1.
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3.2 Basic properties of bounded Fredholm operators

Definition 3.2.1. An operator T ∈ 𝔹(H,H′) is Fredholm if and only if
(i) dim(Ker(T)) < ∞,
(ii) dim(Ker(T∗)) < ∞,
(iii) Ran(T) is closed inH′.
The set of Fredholm operators is denoted by 𝔽𝔹(H,H′).
Theorem 3.2.2. For T ∈ 𝔹(H,H′), the following are equivalent:
(i) T is a Fredholm operator.
(ii) dim(Ker(T)) < ∞ and dim(H′/Ran(T)) < ∞.
(iii) There exists a unique S0 ∈ 𝔹(H

′,H) with
Ker(S0) = Ker(T

∗), Ker(S∗0 ) = Ker(T),
such that S0T and TS0 are orthogonal projections onto Ker(T)

⊥ and Ker(T∗)⊥ and
dim(Ran(1 − S0T)) < ∞, dim(Ran(1 − TS0)) < ∞.

(iv) There exists a pseudoinverse for T, namely S ∈ 𝔹(H′,H), such that TS − 1 ∈ 𝕂(H′)
and ST − 1 ∈ 𝕂(H).

Proof. (i) 󳨐⇒ (ii). This is obvious as Ker(T∗) = Ran(T)⊥ is finite dimensional and Ran(T)
is closed.

(ii) 󳨐⇒ (i). As Ker(T∗) = Ran(T)⊥, it remains to show that dim(H′/Ran(T)) < ∞
already implies that Ran(T) is closed. For that purpose, let us consider the restriction
T̃ = T |Ker(T)⊥ : Ker(T)⊥ → H′. It is continuous, injective, and has the same image
Ran(T̃) = Ran(T). Hence it is sufficient to prove the claim for an injective map with
a finite-dimensional cokernel, and we denote this map again by T . Let now {ϕ1, . . . ,ϕN }
be a basis ofH′/Ran(T). Then we define a linear map T̂ : ℂN ⊕H → H′ by

T̂(λ1, . . . , λN ,ψ) =
N
∑
n=1 λnϕn + Tψ.

This map T̂ is bijective and continuous. Thus the inverse mapping theorem implies that
also T̂−1 is continuous. Hence Ran(T) = T̂((0,H)) = (T̂−1)−1((0,H)) is closed.

(i) 󳨐⇒ (iii). As T |Ker(T)⊥ : Ker(T)⊥ → Ran(T) is by assumption a bijective continuous
linear map between Hilbert spaces, the inverse mapping theorem implies the existence
of a continuous inverse S0 : Ran(T) → Ker(T)⊥. It can be extended to all ofH′ by S0ψ = 0
for ψ ∈ Ran(T)⊥. Then

TS0 = orthogonal projection inH′ onto Ran(T) = Ran(T) = Ker(T∗)⊥,
S0T = orthogonal projection inH onto Ker(T)⊥ = Ran(T∗).
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This implies all the stated properties. Uniqueness is obvious.
(iii) 󳨐⇒ (iv). This is obvious as every bounded operator with a finite-dimensional

range is compact.
(iv) 󳨐⇒ (i). Suppose that (ψn)n≥1 is an infinite orthonormal basis of Ker(T). As these

vectors are all eigenvectors of the compact operator K = ST −1 to the eigenvalue −1, this
is a contradiction to Theorem 3.1.6. For Ker(T∗), one can argue in the same manner by
using the compact operator K̃ = (TS − 1)∗. It remains to show that Ran(T) is closed. Let
K = ST − 1 as above. Choose L ∈ 𝕂(H) with a finite-dimensional range and such that

‖K − L‖ ≤ 1
2
.

Then for all ϕ ∈ Ker(L),

‖S‖‖Tϕ‖ ≥ ‖STϕ‖ = 󵄩󵄩󵄩󵄩(1 + K)ϕ
󵄩󵄩󵄩󵄩

≥ ‖ϕ‖ − ‖Kϕ‖ ≥ ‖ϕ‖ − 󵄩󵄩󵄩󵄩(K − L)ϕ
󵄩󵄩󵄩󵄩 − ‖Lϕ‖

≥
1
2
‖ϕ‖.

Thus ‖ϕ‖ ≤ 2‖S‖‖Tϕ‖ for all ϕ ∈ Ker(L). This, first of all, implies that T(Ker(L)) is closed.
Indeed, if (Tϕn)n≥1 is a sequence with ϕn ∈ Ker(L) and ψ = limn Tϕn, then

‖ϕn − ϕm‖ ≤ 2‖S‖‖Tϕn − Tϕm‖.

Thus (ϕn)n≥1 is a Cauchy sequence and hence has a limit point ϕ = limϕn ∈ Ker(L),
where it is used that Ker(L) = Ker(L). As T is continuous, it follows that ψ = Tϕ ∈
T(Ker(L)). On the other hand,

T(Ker(L)⊥) = T(Ran(L∗)),
where it is used that Ran(L∗) is of finite dimension and hence closed. Consequently,
T(Ker(L)⊥) is finite dimensional. Hence Ran(T) = T(Ker(L)) + T(Ker(L)⊥) is closed as
the sum of a closed and a finite-dimensional subspace is closed.

Corollary 3.2.3. If T ∈ 𝔹(H,H′) is a Fredholm operator and K ∈ 𝕂(H,H′) is compact,
then T + K is a Fredholm operator.

Proof. Indeed, any pseudoinverse of T is also a pseudo-inverse of T + K .

Theorem 3.2.4. An operator T ∈ 𝔹(H) is Fredholm if and only if the image π(T) of T in
the Calkin algebra is invertible.

Proof. Let T be a Fredholm operator. By item (iv) in Theorem 3.2.2, there is an operator
S ∈ 𝔹(H) such that TS−1, ST−1 ∈ 𝕂(H). As π is an algebra homomorphismand π(K) = 0
for all K ∈ 𝕂(H),
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0 = π(T)π(S) − π(1) = π(T)π(S) − 1,
0 = π(S)π(T) − π(1) = π(S)π(T) − 1.

Hence π(T) is invertible with inverse π(S).
Conversely, let T̂ = π(T) ∈ ℚ(H) be invertible with inverse Ŝ, namely

T̂ Ŝ − 1 = 0 = ŜT̂ − 1.

As π is surjective, there exists S ∈ 𝔹(H) such that π(S) = Ŝ. Since π is a homomorphism,
it follows that

π(TS − 1) = 0 = π(ST − 1).

Consequently, TS − 1, ST − 1 ∈ 𝕂(H) and thus T is a Fredholm operator by item (iv) of
Theorem 3.2.2.

Remark 3.2.5. In Definition 3.2.1, it is not possible to drop the condition of closedness
on the range, as item (ii) in Theorem 3.2.2 might erroneously suggest. Indeed, consider
the example of the self-adjoint operator

T = ∑
n≥1 1n |n⟩⟨n|,

on ℓ2(ℕ), where |n⟩ is the state localized at n ≥ 1 and the Dirac ket-bra notation is used.
The kernel of T and (the equal) kernel of T∗ are finite dimensional, but T is compact and
hence not Fredholm. ⬦

There are two widely used criteria for a bounded operator to be a Fredholm opera-
tor. One will be given in Theorem 3.4.1 further down, the other is stated in the following
proposition.

Proposition 3.2.6. Let T ∈ 𝔹(H,H′) be a bounded linear operator. If there are a com-
pact linear operator K ∈ 𝕂(H,H′′), whereH′′ is another separable Hilbert space, and a
constant c > 0 such that

‖ϕ‖ ≤ c(‖Tϕ‖ + ‖Kϕ‖)

for all ϕ ∈ H, then T has a closed range and a finite-dimensional kernel.

Proof. Let (ϕn)n∈ℕ be a bounded sequence in H such that Tϕn is convergent, namely
there is a ψ ∈ H′ such that limn→∞ Tϕn = ψ. As K is compact, there is a subsequence
(ϕnk )k∈ℕ such that Kϕnk is convergent. Then (Kϕnk )k∈ℕ is a Cauchy sequence and as
limk→∞ Tϕnk = ψ, also (Tϕnk )k∈ℕ is a Cauchy sequence. Therefore for all ϵ > 0 there
is an N ∈ ℕ such that max{‖Tϕnk − Tϕnm‖, ‖Kϕnk − Kϕnm‖} <

ϵ
2c for all k,m > N . There-

fore
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‖ϕnk − ϕnm‖ ≤ c(‖Tϕnk − Tϕnm‖ + ‖Kϕnk − Kϕnm‖) < ϵ

or all k,m > N . Thus (ϕnk )k∈ℕ is a Cauchy sequence and therefore convergent.
Suppose that the kernel of T is infinite dimensional and that {ϕn : n ∈ ℕ} is an

orthonormal basis of it. Then (ϕn)n∈ℕ is a bounded sequence inH such that Tϕn is con-
stant (equal to 0) and therefore convergent. As there is no convergent subsequence of
(ϕn)n∈ℕ this is a contradiction to the above. Thus Ker(T) is finite dimensional. More-
over, there is a constant c1 > 0 such that ‖ψ‖ ≤ c1‖Tψ‖ for all ψ ∈ Ker(T)

⊥, because
otherwise there is a sequence (ψn)n∈ℕ in Ker(T)⊥ such that ‖ψn‖ = 1 for all n ∈ ℕ and
‖Tψn‖ ≤

1
n for all n ∈ ℕ. As (Tψn)n∈ℕ is convergent, by the above there is a subsequence

(ψnk )k∈ℕ converging to some vector ψ ∈ Ker(T)⊥ with ‖ψ‖ = 1. This is a contradiction
to Tψ = limk→∞ Tψnk = 0. Finally, let (θn)n≥1 be a sequence in Ran(T) converging to
some θ. Then there are ϕn ∈ Ker(T)

⊥ with Tϕn = θn. By the previous argument, one
has ‖ϕn − ϕm‖ ≤ c1‖θn − θm‖ so that (ϕn)n≥1 is Cauchy and thus converges to some ϕ.
Consequently, Tϕ = θ so that θ ∈ Ran(T) and hence Ran(T) is closed.

3.3 The index of a Fredholm operator

Definition 3.3.1. The index of a Fredholm operator T ∈ 𝔽𝔹(H,H′) is
Ind(T) = dim(Ker(T)) − dim(Ker(T∗)).

AsKer(T∗) = Ran(T)⊥ andRan(T) is closed for a Fredholmoperator, one can rewrite
the index as

Ind(T) = dim(Ker(T)) − dim(H′/Ran(T)).
Let us add a word of justification on the terminology. Most textbooks speak of the
Fredholm index, and not an index, a notable exception being the book of Lax [123].
Indeed, Fredholm believed that the index always vanishes as it does for square matri-
ces. Fritz Noether showed in a 1921 paper [140] that this is not true. In the same work
he also proved the first index theorem connecting the winding number of an invert-
ible complex function to an index. In the Russian literature, these contributions are
honored by speaking of Noether operators. To us it seems more adequate to attribute
the index to Noether, and thus speak of a Noether index, but we refrain from doing so
here.

The following elementary properties of Fredholm operators and the index are im-
mediate consequences of Theorem 3.2.2 and Definition 3.3.1.

Corollary 3.3.2. (i) For T ∈ 𝔽𝔹(H,H′), T ′ ∈ 𝔽𝔹(H′′,H), also TT ′ ∈ 𝔽𝔹(H′′,H′).
(ii) If T ∈ 𝔽𝔹(H,H′), then T∗ ∈ 𝔽𝔹(H′,H) and Ind(T∗) = − Ind(T).
(iii) If A ∈ 𝔹(H,H′) is invertible, then A ∈ 𝔽𝔹(H,H′) and Ind(A) = 0.
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(iv) For T ∈ 𝔽𝔹(H,H′) and invertible operators A ∈ 𝔹(H′,H′′) and B ∈ 𝔹(H′′,H), one
has Ind(AT) = Ind(TB) = Ind(T).

(v) For T ∈ 𝔽𝔹(H,H′),
Ind(T) = dim(Ker(T∗T)) − dim(Ker(TT∗)).

(vi) For T ∈ 𝔽𝔹(H,H′) and T ′ ∈ 𝔽𝔹(H′′,H′′′), one has T ⊕ T ′ ∈ 𝔽𝔹(H ⊕H′′,H′ ⊕H′′′)
and

Ind(T ⊕ T ′) = Ind(T) + Ind(T ′).
Example 3.3.3. The standard example of a Fredholm operator with nonvanishing in-
dex is the unilateral shift S on ℓ2(ℕ) defined by S|k⟩ = δk≥2|k − 1⟩ which has a one-
dimensional kernel spanned by |1⟩ and trivial cokernel. Hence Ind(S) = 1. Similarly, it
follows that Ind(S∗) = −1 and Ind(Sn) = n for n ≥ 1. ⬦

The following theorem proves the key property of the index, namely its homotopy
invariance. As a prelude, let us show that this already is a nontrivial fact in finite di-
mension. Hence let T ∈ ℂN×M be a matrix which is not necessarily square. By the rank
theorem,

M = dim(Ker(T)) + dim(Ran(T))

= dim(Ker(T)) + dim(Ker(T∗)⊥)
= dim(Ker(T)) + (N − dim(Ker(T∗))).

Thus

Ind(T) = dim(Ker(T)) − dim(Ker(T∗)) = M − N ,
which, in particular, shows the homotopy invariance of Ind(T). This will now be gener-
alized to infinite-dimensional Hilbert spaces.

Theorem 3.3.4. Let T ∈ 𝔽𝔹(H,H′), T ′ ∈ 𝔽𝔹(H′′,H) be Fredholm, K ∈ 𝕂(H,H′) com-
pact, and t 󳨃→ Tt ∈ 𝔽𝔹(H,H

′) a norm-continuous path of Fredholm operators. Then:
(i) Ind(T + K) = Ind(T), namely Ind is compactly stable.
(ii) t 󳨃→ Ind(Tt) is constant, namely Ind is homotopy invariant.
(iii) Ind(TT ′) = Ind(T) + Ind(T ′).
(iv) Ind : (𝔽𝔹(H), ∘) → (ℤ, +) is a homomorphism between semigroups.

For the proof, but also later use, let us introduce the notation

𝔽n𝔹(H,H
′) = {T ∈ 𝔽𝔹(H,H′) : Ind(T) = n}, n ∈ ℤ,

and 𝔽n𝔹(H) = 𝔽n𝔹(H,H) = Ind
−1({n}).
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Proof.

Claim 1. For T ∈ 𝔽0𝔹(H,H
′), there exists a partial isometry V ∈ 𝔹(H,H′) of finite rank

such that T + V is invertible.

Indeed, as dim(Ker(T)) = dim(Ker(T∗)) = N < ∞, there are two orthonormal bases
(ϕn)n=1,...,N and (ψn)n=1,...,N of Ker(T) and Ker(T∗), respectively. Setting

V =
N
∑
n=1 |ψn⟩⟨ϕn|

gives V (Ker(T)) = Ker(T∗). Furthermore, V∗V is the orthogonal projection onto Ker(T)
andVV∗ is the orthogonal projection onto Ker(T∗). Now T+V is injective as (T+V )ψ = 0
implies Tψ = −Vψ ∈ Ran(T) ∩ Ran(V ) and

Ran(T) ∩ Ran(V ) = Ran(T) ∩ Ker(T∗) = Ran(T) ∩ Ran(T)⊥ = {0},
so that Tψ = 0 and V∗Vψ = 0. That implies

ψ ∈ Ker(T) ∩ Ker(V∗V) = Ker(T) ∩ Ker(T)⊥ = {0}.
Furthermore T + V is surjective, as

(T + V )(H) = (T + V )(Ker(T)⊥ ⊕ Ker(T)) = Ran(T) ⊕ Ker(T∗) = H′.
Hence T + V is bijective and thus invertible.

Claim 2. For T ∈ 𝔽0𝔹(H,H
′) and K ∈ 𝕂(H,H′), one has T + K ∈ 𝔽0𝔹(H,H′).

Indeed, with V as in Claim 1, it follows that

Ind(T + K) = Ind((T + V )(1 + (T + V )−1(K − V )))
= Ind(1 + (T + V )−1(K − V ))
= 0,

where in the second equality the invertibility of T + V was exploited, and in the last the
compactness of (T + V )−1(K − V ) combined with Theorem 3.1.4.

Now let us consider T ∈ 𝔽−n𝔹(H,H′) for n > 0. Then by Corollary 3.3.2(vi) one
has T ⊕ Sn ∈ 𝔽0𝔹(H ⊕ ℓ

2(ℕ),H′ ⊕ ℓ2(ℕ)), where S is the unilateral shift on ℓ2(ℕ) as
introduced in Example 3.3.3. Hence due to Claim 2,

(T + K) ⊕ Sn = T ⊕ Sn + K ⊕ 0 ∈ 𝔽0𝔹(H ⊕ ℓ
2(ℕ),H′ ⊕ ℓ2(ℕ)),

as K ⊕ 0 is compact. Thus Ind(T + K) + n = 0 again by Corollary 3.3.2(vi) and therefore
T + K ∈ 𝔽−n𝔹(H′,H). Finally, for T ∈ 𝔽n𝔹(H,H′) one has T∗ ∈ 𝔽−n𝔹(H′,H) by Corol-
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lary 3.3.2(ii). Thus, by the above, T∗ + K∗ ∈ 𝔽−n𝔹(H′,H). Again by Corollary 3.3.2(ii),
T + K ∈ 𝔽n𝔹(H,H

′) follows.
For the proof of (ii), let us first show that 𝔽0𝔹(H,H

′) is open with respect to the
operator norm. Let A ∈ 𝔹(H,H′) and V as in Claim 1. Then

A + V = T + V + A − T = (T + V )(1 + (T + V )−1(A − T)),
is invertible for ‖T − A‖ sufficiently small by an obvious Neumann series argument.
Thus, by Claim 2, A ∈ 𝔽𝔹(H,H′) and Ind(A) = 0, namely A ∈ 𝔽0𝔹(H,H

′). To show
that 𝔽−n𝔹(H,H′) is open for n > 0, one can repeat the argument for T ⊕ Sn and A ⊕ Sn.
Then taking adjoints and exchanging H and H′ shows that 𝔽n𝔹(H,H′) is open. Thus
t 󳨃→ Ind(Tt) is continuous and therefore constant.

Next let us address (iii), first for T ∈ 𝔽0𝔹(H) so that V as in Claim 1 exists. Due to
Corollary 3.3.2(iv),

Ind(T ′) = Ind((T + V )T ′) = Ind(TT ′ + VT ′) = Ind(TT ′),
where the last equality follows from item (i) as VT ′ is compact. For Ind(T) = −n < 0, one
has again Ind(T ⊕ Sn) = 0 and thus from the above

Ind(TT ′ ⊕ Sn) = Ind((T ⊕ Sn)(T ′ ⊕ 1)) = Ind(T ′ ⊕ 1) = Ind(T ′).
On the other hand,

Ind(TT ′ ⊕ Sn) = Ind(TT ′) + Ind(Sn) = Ind(TT ′) + n = Ind(TT ′) − Ind(T),
what concludes the proof if Ind(T) < 0. For Ind(T) = n > 0, one has Ind(T ⊕ (S∗)n) = 0
by Corollary 3.3.2(ii). Thus, we can argue as above where S is replaced by S∗. Finally, it
is clear that (iii) implies (iv).

Theorem 3.3.5. The set 𝔽n𝔹(H,H
′) is open and connected with respect to the operator

norm. Moreover, the space 𝔽n𝔹(H,H
′) is homotopy equivalent to 𝔽0𝔹(H,H′).

Proof. That 𝔽n𝔹(H,H
′) is open with respect to the operator norm was already shown

in the proof of item (ii) of Theorem 3.3.4.
To show that 𝔽n𝔹(H,H

′) is connected, let us first consider the case n = 0 and
H = H′. For T ∈ 𝔽0𝔹(H), let V be as in Claim 1 of the proof of Theorem 3.3.4. Then
t ∈ [0, 1] 󳨃→ T + tV is a continuous path in 𝔽0𝔹(H) from T to some invertible opera-
tor T1. Using its polar decomposition T1 = U |T1| with a unitary operator U , the path can
be continued by t ∈ [1, 2] 󳨃→ Tt = U |T1|

2−t to T2 = U . Finally, choose some branch of the
logarithm and set H = −𝚤 log(U) by spectral calculus. Then t ∈ [2, 3] 󳨃→ Tt = e

𝚤(3−t)H is a
continuous path from U to the identity. In summary, any T ∈ 𝔽0𝔹(H) is homotopic to 1
within 𝔽0𝔹(H), a fact that we henceforth denote by T ∼ 1.
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Now let n be arbitrary. For T , T ′ ∈ 𝔽n𝔹(H,H′) by Theorem 3.2.2, there is a pseudoin-
verse S ∈ 𝔹(H′,H) such that ST ′ = 1 + K for K ∈ 𝕂(H). Moreover, as S ∈ 𝔽−n𝔹(H′,H)
by construction, TS ∈ 𝔽0𝔹(H

′) by Theorem 3.3.4. As shown in the previous paragraph,
there is a continuous path t ∈ [0, 1] 󳨃→ At ∈ 𝔽0𝔹(H

′) connecting A0 = TS to A1 = 1. The
path

t ∈ [0, 1] 󳨃→ Bt = AtT
′ − (1 − t)T(ST ′ − 1)

is in 𝔽n𝔹(H,H
′) as AtT ′ ∈ 𝔽n𝔹(H,H′) by Theorem 3.3.4 and ST ′ − 1 is compact. It

connects B0 = T to B1 = T
′. Consequently, T ∼ T ′.

It remains to show that 𝔽n𝔹(H,H
′) is homotopy equivalent to 𝔽0𝔹(H,H′). Con-

sider a fixed operator Tn ∈ 𝔽n𝔹(H
′) (the existence of such an operator is guaranteed by

Example 3.3.3 above), and define the continuous map

f : 𝔽0𝔹(H,H
′) → 𝔽n𝔹(H,H′), T 󳨃→ TnT .

Let Sn ∈ 𝔽−n𝔹(H′) be a pseudoinverse of Tn. Then
g : 𝔽n𝔹(H,H

′) → 𝔽0𝔹(H,H′), S 󳨃→ SnS

is continuous and

(g ∘ f )(T) = SnTnT = (1 + K1)T , (f ∘ g)(S) = TnSnS = (1 + K2)S

for compact operators K1,K2 ∈ 𝕂(H
′). The map

h1 : 𝔽0𝔹(H,H
′) × [0, 1] → 𝔽0𝔹(H,H′), h1(T , t) = (1 + tK1)T

is a homotopy connecting g ∘ f to the identity map on 𝔽0𝔹(H,H
′). Analogously,

h2 : 𝔽n𝔹(H,H
′) × [0, 1] → 𝔽n𝔹(H,H′), h2(S, t) = (1 + tK2)S

defines a homotopy connecting f ∘g to the identitymap on𝔽n𝔹(H,H
′), which completes

the proof.

Corollary 3.3.6. The index map Ind : 𝔽𝔹(H,H′) → ℤ is a bijection between the path-
connected components of 𝔽𝔹(H,H′) = ⋃n∈ℤ 𝔽n𝔹(H,H′) and ℤ.

Theorem 3.2.2(iii) exhibited a special pseudoinverse S0 for a given T ∈ 𝔽𝔹(H,H
′).

In terms of S0, the index can readily be calculated by

Ind(T) = dim(Ker(T)) − dim(Ker(T∗))
= dim(Ran(1 − S0T)) − dim(Ran(1 − TS0))
= Tr(1 − S0T) − Tr(1 − TS0)
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= Tr((1 − S0T)
p) − Tr((1 − TS0)

p),

for any p > 0 as 1 − S0T and 1 − TS0 are finite-dimensional orthogonal projections.
Often the special inverse S0 is not known, but one may find other pseudoinverses S for
which 1 − ST and 1 − TS have trace class properties, namely are in one of the Schatten
ideals Lp(H) of compact operators K ∈ 𝕂(H) such that Tr((K∗K) p2 ) < ∞, or Lp(H′) of
compact operators K ′ ∈ 𝕂(H′) such that Tr(((K ′)∗K ′) p2 ) < ∞, respectively. Then one
has the following formula in which neither of the summands on the right-hand side is
necessarily integer-valued.

Theorem 3.3.7 (Calderon–Fedosov formula [46, 83]). Let T ∈ 𝔹(H,H′), S ∈ 𝔹(H′,H),
and n ∈ ℕ be such that

1 − ST ∈ Ln(H), 1 − TS ∈ Ln(H′).
Then T is a Fredholm operator and for all m ≥ n,

Ind(T) = Tr((1 − ST)m) − Tr((1 − TS)m).

Proof. The Fredholm property clearly follows from Theorem 3.2.2. Let us now first con-
sider the case m = n = 1. Note that T |Ker(T)⊥ : Ker(T)⊥ → Ran(T) is bijective. Let P
denote the orthogonal projection onto Ker(T)⊥. Then

TP(1 − ST) = T(1 − ST) = (1 − TS)T .

Therefore (1 − TS)maps Ran(T) to Ran(T) and

Tr((1 − TS)|Ran(T)) = Tr((T |Ker(T)⊥ )−1(1 − TS)T |Ker(T)⊥)
= Tr(P(1 − ST)|Ker(T)⊥). (3.1)

As (1 − ST)|Ker(T) = 1Ker(T),
Tr(1 − ST) = Tr((1 − ST)|Ker(T)) + Tr(P(1 − ST)|Ker(T)⊥)

= dim(Ker(T)) + Tr(P(1 − ST)|Ker(T)⊥).
Analogously, as (1 − TS)|Ran(T)⊥ = 1Ran(T)⊥ ,

Tr(1 − TS) = Tr((1 − TS)|Ran(T)⊥) + Tr((1 − TS)|Ran(T))
= dim(Ran(T)⊥) + Tr((1 − TS)|Ran(T)).

By (3.1), this implies

Tr(1 − ST) − Tr(1 − TS) = dim(Ker(T)) + Tr((1 − TS)|Ran(T))
− dim(Ran(T)⊥) − Tr((1 − TS)|Ran(T))
= Ind(T).
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Hence, the formula is proved in the casem = 1. Form > 1, we set K = 1 − ST , L = 1 − TS
and replace S by Sm = (∑

m−1
j=0 K j)S. Then

SmT = (
m−1
∑
j=0 K j)ST = (

m−1
∑
j=0 K j)(1 − K) = 1 − Km.

Furthermore, Km = (1 − ST)m ∈ L1(H) by hypothesis. Together with TK = LT , one also
has

TSm = T(
m−1
∑
j=0 K j)S = (

m−1
∑
j=0 Lj)TS = (m−1∑j=1 Lj)(1 − L) = 1 − Lm.

As Lm ∈ L1(H′), it follows that
Ind(T) = Tr(Km) − Tr(Lm) = Tr((1 − ST)m) − Tr((1 − TS)m),

and this finishes the proof.

3.4 The notion of essential spectrum

There is another characterization of Fredholm operators using the notion of essential
spectrum of a normal operator. For a normal operator T ∈ 𝔹(H), the essential spectrum
is by definition specess(T) = spec(T) \ specdis(T), where the discrete spectrum specdis(T)
consists of all isolated eigenvalues of finite multiplicity. Further below in Corollary 3.4.5,
it will be shown that this coincides with another standard definition of the essential
spectrum.

Theorem 3.4.1. An operator T ∈ 𝔹(H,H′) is Fredholm if and only if 0 ̸∈ specess(T
∗T)

and 0 ̸∈ specess(TT
∗).

Let us note that Corollary 3.3.2(v) then gives the index in terms of the nullities of
T∗T and TT∗. For the proof of Theorem 3.4.1, let us use the following lemma (as in [18]).

Lemma 3.4.2. For T ∈ 𝔹(H,H′), the following are equivalent:
(i) Ran(T) is closed.
(ii) There is a constant c > 0 such that ‖Tϕ‖ ≥ c‖ϕ‖ for all ϕ ∈ Ker(T)⊥.
(iii) 0 is either not in spec(T∗T) or an isolated point of spec(T∗T).
Proof. (i) 󳨐⇒ (ii). The map T : Ker(T)⊥ → Ran(T) is a bijection. If Ran(T) is closed, it is
a bijection between two Hilbert spaces. By the inverse mapping theorem, the inverse is
a bounded operator. This is restated in (ii).

(ii) 󳨐⇒ (i). Let (ϕn)n≥1 be a sequence in Ran(T) converging to ϕ ∈ H′. Then there are
ψn ∈ Ker(T)

⊥ with Tψn = ϕn. By (ii), one has ‖ψn − ψm‖ ≤ 1
c ‖ϕn − ϕm‖ so that (ψn)n≥1 is
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Cauchy and thus converges to some ψ. One has Tψ = ϕ so that ϕ ∈ Ran(T) and Ran(T) is
closed.

(ii) ⇐⇒ (iii). Item (iii) is equivalent to ⟨ϕ|T∗Tϕ⟩ ≥ c2‖ϕ‖2 for some c > 0 and all
ϕ ∈ Ker(T)⊥, which is indeed equivalent to (ii).
Proof of Theorem 3.4.1. By definition, if T is Fredholm, then Ran(T) is closed and
Ker(T) = Ker(T∗T) is finite dimensional and thus 0 ̸∈ specess(T

∗T) by Lemma 3.4.2.
As spec(TT∗) \ {0} = spec(T∗T) \ {0}, the point 0 is also isolated in spec(TT∗) or not
in spec(TT∗). Since also Ker(T∗) = Ker(TT∗) is finite dimensional, one concludes that
0 ̸∈ specess(TT

∗). The inverse implication follows in the same manner from Lem-
ma 3.4.2.

Theorem 3.4.1 suggests to consider the self-adjoint operator

L = (0 T∗
T 0
) .

Then

L2 = (T
∗T 0
0 TT∗)

shows that T is a Fredholm operator if and only if specess(L
2) ⊂ (0,∞). Moreover,

Ker(L) = Ker(L2) = Ker(T) ⊕ Ker(T∗).
Now L has a symmetry

JLJ = −L, J = (1 0
0 −1
) .

This shows that the spectrum of L is symmetric around 0. Of most interest is the ker-
nel Ker(L) itself. It is invariant under J so that J |Ker(L) is also a symmetry (self-adjoint
unitary) squaring to 1Ker(L). In particular, it has a well-defined signature which actually
is equal to the index of T by the above expression of Ker(L). This leads to the so-called
supersymmetric formulation of the index (this terminology is used, e. g., in [67]):

Corollary 3.4.3. An operator T ∈ 𝔹(H,H′) is Fredholm if and only if 0 ̸∈ specess(L). If
this holds,

Ind(T) = Sig(J |Ker(L)).
Now follow some further corollaries of Theorem 3.4.1.

Corollary 3.4.4. A normal operator T ∈ 𝔹(H) is Fredholm if and only if 0 ̸∈ specess(T).
The index of a normal Fredholm operator vanishes.
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Proof. Note that λ ∈ ℂ is a point in the spectrumofT if and only if itsmodulus square |λ|2

lies in spec(TT∗) = spec(T∗T). Therefore 0 ∈ specess(T) is equivalent to 0 ∈ specess(TT∗).
The first claim then follows from Theorem 3.4.1 as T∗T = TT∗. Obviously, the Fredholm
index then vanishes.

The following result shows that the above notion of essential spectrum (namely
Weyl’s notion of essential spectrum) coincides with another standard definition of the
essential spectrum as the spectrum in the Calkin algebra. There are several other inter-
mediate versions of essential spectra, see [80].

Corollary 3.4.5. For a normal operator T ∈ 𝔹(H), one has specess(T) = spec(π(T))where
the latter is the spectrum in the Calkin algebra.

Proof. By adding a constant multiple of the identity, it is sufficient to analyze the essen-
tial spectrum at 0. But for 0, Corollary 3.4.4 implies the claim because by Theorem 3.2.4
the Fredholm property is equivalent to being invertible in the Calkin algebra.

This immediately implies the compact stability of the essential spectrum. (Another
proof of this stability can be given using the Weyl criterion below.)

Corollary 3.4.6. For a normal operator T ∈ 𝔹(H) and a compact operator K such that
T + K is normal, one has specess(T + K) = specess(T).

Due to Theorem 3.2.2 and Corollary 3.4.4, the following criterion is often helpful.

Proposition 3.4.7 (Weyl criterion for essential spectrum). A point λ ∈ ℝ is in the essential
spectrum of H = H∗ ∈ 𝔹(H) if and only if there exists a singular Weyl sequence for λ,
namely a sequence (ϕn)n≥1 of unit vectors inH that converges weakly to 0 and such that
(H − λ1)ϕn → 0.

Proof. “󳨐⇒” If λ is an eigenvalue of infinite multiplicity, then any orthonormal basis
(ϕn)n≥1 of the eigenspace is a Weyl sequence. If λ is an accumulation point of the spec-
trum, then there exists a sequence (λn)n≥1 of disjoint points in the spectrum spec(H)
converging to λ. Now choose disjoint open intervals In centered at λn and of length |In|
converging to 0. The orthogonal projections Pn = χIn (H) are nontrivial and pairwise or-
thogonal. Therefore there exist unit vectorsϕn ∈ Ran(Pn)which are pairwise orthogonal
and satisfy

󵄩󵄩󵄩󵄩(H − λ1)ϕn
󵄩󵄩󵄩󵄩 ≤
󵄩󵄩󵄩󵄩(H − λn1)ϕn

󵄩󵄩󵄩󵄩 + |λn − λ| ≤ |In| + |λn − λ|.

As this converges to 0, (ϕn)n≥1 is a singular Weyl sequence.
“⇐󳨐” For the converse, it is sufficient to show that for every ϵ > 0 the spectral projec-

tion Pϵ = χ(|H−λ| < ϵ) has an infinite-dimensional range. Let us suppose to the contrary.
Then Pϵ is compact for some ϵ > 0 and hence Pϵϕn → 0 for any sequence (ϕn)n≥1 weakly
converging to 0. By spectral calculus, ‖(H − λ1)ϕn‖ ≥ ϵ(‖ϕn‖ − 2‖Pϵϕn‖) and there could
not exist a singular Weyl sequence.
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3.5 Spectral flow in finite dimension as index

This section provides a first example of a concrete Fredholm operator and shows that
its index contains topological information given by a spectral flow. Hence it establishes
a first connection between Fredholm operators and spectral flow, using only its finite-
dimensional version described in the introductory Chapter 1, however. The result goes
back at least to the work of Atiyah, Patodi, and Singer [14] who considered particular
classes of paths of self-adjoint operators. The finite-dimensional case is dealt explicitly in
the works of Ben-Artzi and Gohberg [27], Schwarz [176], as well as Robbin and Salamon
[160]. It is also covered by the Callias index theorem [45] as the one-dimensional special
case.

More concretely, let t ∈ ℝ 󳨃→ Ht = H
∗
t ∈ ℂ

N×N be a continuous path of self-adjoint
matrices with invertible limits

H±∞ = lim
t→±∞Ht . (3.2)

Such a path has a well-defined spectral flow by Definition 1.1.4. In order to construct an
associated Fredholm operator, let us consider the Sobolev spaceW 1,2(ℝ,ℂN )with norm
‖ϕ‖W 1,2 = (∫ℝ ‖ϕ(t)‖2dt) 12 + (∫ℝ ‖ϕ′(t)‖2dt) 12 = ‖ϕ‖L2 + ‖ϕ′‖L2 . The main object of study in
this section is the operator

DH : W
1,2(ℝ,ℂN ) → L2(ℝ,ℂN )

given by

(DHϕ)(t) = ϕ
′(t) − Htϕ(t). (3.3)

Theorem 3.5.1. Let t ∈ ℝ 󳨃→ Ht = H
∗
t ∈ ℂ

N×N be a continuous path such that the limits
in (3.2) are invertible. Then DH is a Fredholm operator of index

Ind(DH ) = − Sf(t ∈ ℝ 󳨃→ Ht).

The proof below essentially follows the work of Robbin and Salamon [160]. Later
on in Section 7.4, an alternative proof based on semiclassical ideas will be given. Before
going into the proof of Theorem 3.5.1 let us note that if (3.3) is autonomous, namely H
does not depend on t, then Ind(DH ) = 0. As Ker(DH ) is then trivial by classical ODE
theory, it follows that DH is surjective in this case. Also let us comment that the modulus
of Ind(DH ) is bounded above by N and any k ∈ [−N ,N] ∩ ℤ is the index of some DH .
Indeed, this follows from the additivity of the index and the spectral flow as well as the
following examples forN = 1: the functionHt = ∓ arctan(t) leads to Ind(DH ) = ±1, while
Ht = 1 gives Ind(DH ) = 0.
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Proof of Theorem 3.5.1. We first show that there are constants a, c > 0 such that

‖ϕ‖W 1,2 ≤ c(‖ϕχ[−a,a]‖L2([−a,a]) + ‖DHϕ‖L2) (3.4)

for all ϕ ∈ W 1,2(ℝ,ℂN ). This estimate is shown in three steps. First note that
‖ϕ‖W 1,2 = ‖ϕ‖L2 + ‖ϕ′‖L2
= ‖ϕ‖L2 +

󵄩󵄩󵄩󵄩(DH + Ht)ϕ
󵄩󵄩󵄩󵄩L2

≤ c1(‖ϕ‖L2 + ‖DHϕ‖L2), (3.5)

for some constant c1 > 0. Second, assume that Ht = H0 is constant, where H0 ∈ ℂ
N×N is

self-adjoint and invertible. Decomposing

ℂN = Ran(χ(H0 > 0)) ⊕ Ran(χ(H0 < 0)),

one can assumewithout loss of generality that all eigenvalues ofH0 are of the same sign.
If they are negative, then for η ∈ L2(ℝ,ℂN ) the unique solution of DH0

ϕ = ϕ′ − H0ϕ = η
with ϕ ∈ W 1,2(ℝ,ℂN ) is

ϕ(t) =
t

∫−∞ eH0(t−s)η(s)ds = (ψ ∗ η)(t),
where ψ(t) = eH0tχ(t ≥ 0) is integrable (due to the negative spectrum of H0). By Young’s
inequality,

‖ϕ‖L2 ≤ ‖ψ‖L1‖η‖L2 ,

so that

‖ϕ′‖L2 = ‖H0ϕ + η‖L2 ≤ (‖H0‖‖ψ‖L1 + 1)‖η‖L2 .

As η = DH0
ϕ, this implies that there is a constant c2(H0) > 0 such that

‖ϕ‖W 1,2 ≤ c2(H0)‖DH0
ϕ‖L2 . (3.6)

If all eigenvalues ofH0 are positive, the argument is similar, namely the unique solution
ϕ ∈ W 1,2(ℝ,ℂN ) of DH0

ϕ = ϕ′ − H0ϕ = η for η ∈ L
2(ℝ,ℂN ) is

ϕ(t) =
∞
∫
t

eH0(t−s)η(s)ds = (ψ̃ ∗ η)(t)
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where ψ̃(t) = ψ(−t). It follows that (3.6) holds for all H0 so that DH0
is, in particular,

injective. Let us note that by the above argument it is also surjective. Hence the operator
DH0

is bijective.
For a nonconstant path t ∈ ℝ 󳨃→ Ht , there is a constant ã such that

‖Ht − H±∞‖ ≤ 1
2c2

for ±t ≥ ã,

where c2 = max{c2(H+∞), c2(H−∞)}. For ϕ ∈ W 1,2(ℝ,ℂN ) such that ϕ(t) = 0 for all
t ∈ [−ã, ã], we define ϕ+(t) = ϕ(t)χ(t > 0) and ϕ−(t) = ϕ(t)χ(t < 0). Then by (3.6),

‖ϕ+‖W 1,2 ≤ c2‖DH+∞ϕ+‖L2
≤ c2(
󵄩󵄩󵄩󵄩(DH+∞ − DH )ϕ+󵄩󵄩󵄩󵄩L2 + ‖DHϕ+‖L2)

= c2(
󵄩󵄩󵄩󵄩(H+∞ − Ht)ϕ+󵄩󵄩󵄩󵄩L2 + ‖DHϕ+‖L2)

≤
1
2
‖ϕ+‖L2 + c2‖DHϕ+‖L2
≤
1
2
‖ϕ+‖W 1,2 + c2‖DHϕ+‖L2 .

Therefore

‖ϕ+‖W 1,2 ≤ 2c2‖DHϕ+‖L2
and similarly

‖ϕ−‖W 1,2 ≤ 2c2‖DHϕ−‖L2 .
In conclusion,

‖ϕ‖W 1,2 ≤ 4c2‖DHϕ‖L2 (3.7)

for all ϕ ∈ W 1,2(ℝ,ℂN ) such that ϕ(t) = 0 for t ∈ [−ã, ã]. Now choose a smooth cutoff
function β : ℝ → [0, 1] such that β(t) = 0 for |t| > ã + 1 and β(t) = 1 for t ∈ [−ã, ã]. For
ϕ ∈ W 1,2(ℝ,ℂN ), using (3.5) for βϕ and (3.7) for (1 − β)ϕ, one obtains

‖ϕ‖W 1,2 ≤ ‖βϕ‖W 1,2 + 󵄩󵄩󵄩󵄩(1 − β)ϕ󵄩󵄩󵄩󵄩W 1,2
≤ c1(‖βϕ‖L2 +

󵄩󵄩󵄩󵄩DH (βϕ)
󵄩󵄩󵄩󵄩L2) + 4c2

󵄩󵄩󵄩󵄩DH((1 − β)ϕ)
󵄩󵄩󵄩󵄩L2

≤ c1(‖χ[−a,a]ϕ‖L2([−a,a]) + 󵄩󵄩󵄩󵄩DH (βϕ)󵄩󵄩󵄩󵄩L2) + 4c2󵄩󵄩󵄩󵄩DH((1 − β)ϕ)󵄩󵄩󵄩󵄩L2
≤ c3(‖χ[−a,a]ϕ‖L2([−a,a]) + ‖DHϕ‖L2),

where a = ã + 1 and in the last step the inequality

max{󵄩󵄩󵄩󵄩DH (βϕ)
󵄩󵄩󵄩󵄩L2 ,
󵄩󵄩󵄩󵄩DH((1 − β)ϕ)

󵄩󵄩󵄩󵄩L2} ≤ c4‖χ[−a,a]ϕ‖L2([−a,a]) + ‖DHϕ‖L2
was used (which follows by an explicit computation). Thus (3.4) is shown.
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Since the restriction ϕ 󳨃→ χ[−a,a]ϕ is known to be a compact operator from
W 1,2(ℝ,ℂN ) into L2([−a, a]) by the Rellich embedding theorem, DH has a closed range
and a finite-dimensional kernel by Proposition 3.2.6.

The kernel of DH consists of those solutions of the differential equation ϕ′ = Hϕ
that converge to zero for t → ±∞. The solutions of this nonautonomous system with
asymptotics (3.2) and invertible limits H± are described by the exponential dichotomy
theory. A detailed treatment can be found in [65, Section 3.3] for a differentiable t 󳨃→ Ht
(this can be assumed here because both index and spectral flow do not change if a con-
tinuous t 󳨃→ Ht is approximated by a differentiable one) and for continuous paths in
[59]. We hope that the main results of dichotomy theory described next are intuitively
clear to the reader. Consider the fundamental solution Φ(t, s) ∈ ℂN×N , namely

𝜕tΦ(t, s) = HtΦ(t, s), Φ(s, s) = 1,

which satisfies Φ(t, s) = Φ(t, r)Φ(r, s) for r, s, t ∈ ℝ. The stable and unstable subspaces
are

E
s(t0) = {ϕ0 ∈ ℂ

N : lim
t→∞Φ(t, t0)ϕ0 = 0},

E
u(t0) = {ϕ0 ∈ ℂ

N : lim
t→−∞Φ(t, t0)ϕ0 = 0}.

Note that Es(t) = Φ(t, s)Es(s) and Eu(t) = Φ(t, s)Eu(s) for all s, t ∈ ℝ and therefore
t ∈ ℝ 󳨃→ dim(Es(t) ∩ Eu(t)) is constant. Moreover, ‖ϕ(t)‖ converges to 0 exponentially
for t → +∞wheneverϕ(t) ∈ Es(t), and ‖ϕ(t)‖ converges to∞ exponentially for t → +∞
whenever ϕ(t) ∉ Es(t). Similarly, ‖ϕ(t)‖ converges to 0 exponentially for t → −∞when-
ever ϕ(t) ∈ Eu(t), and ‖ϕ(t)‖ converges to ∞ exponentially for t → −∞ whenever
ϕ(t) ∉ Eu(t). Therefore,

Ker(DH ) = {ϕ : ℝ → ℂ
N : ϕ′ = Hϕ, ϕ(t) ∈ Es(t) ∩ Eu(t)}

and dim(Ker(DH )) = dim(E
s(t) ∩Eu(t)) for all t ∈ ℝ. Next let us examine the cokernel of

DH . Assume that ψ ∈ L
2(ℝ,ℂN ) is orthogonal to the range of DH . Then

0 = ⟨ψ|DHϕ⟩ = ∫
ℝ

⟨ψ(t)󵄨󵄨󵄨󵄨ϕ
′(t) − Htϕ(t)⟩dt

for all ϕ ∈ W 1,2(ℝ,ℂN ). If there is an a > 0 such that ϕ(t) = 0 for |t| ≥ a, this implies
0 =

a

∫−a⟨ψ(t)󵄨󵄨󵄨󵄨ϕ′(t)⟩dt −
a

∫−a⟨H∗t ψ(t)󵄨󵄨󵄨󵄨ϕ(t)⟩dt.
On the other hand, integration by parts shows that
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0 =
a

∫−a⟨ψ̃(t)󵄨󵄨󵄨󵄨ϕ(t)⟩dt +
a

∫−a⟨
t

∫−a ψ̃(s)ds
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
ϕ′(t)⟩dt.

Using this for ψ̃ = H∗ψ implies

0 =
a

∫−a⟨ψ(t)󵄨󵄨󵄨󵄨ϕ′(t)⟩dt +
a

∫−a⟨
t

∫−a ψ̃(s)ds
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
ϕ′(t)⟩dt,

for all ϕ ∈ W 1,2(ℝ,ℂN ) with support in (−a, a). Therefore
ψ(t) +

t

∫−∞ H∗s ψ(s)ds = 0.
Hence ψ′(t) = −H∗t ψ(t). The fundamental solution of the latter equation is given by
Φ̃(t, s) = Φ(s, t)∗ and the associated stable and unstable subspaces are therefore given
by Ẽs(t) = Es(t)⊥ and Ẽu(t) = Eu(t)⊥. Hence

Ran(DH )
⊥ = {ψ : ℝ → ℂN : ψ′ = −H∗ψ, ψ(t) ∈ (Es(t) + Eu(t))⊥}.

In particular, the cokernel of DH is finite dimensional. For S = S∗ ∈ ℂN×N , define
E
s(S) = {v ∈ ℂN : lim

t→∞ eStv = 0} = Ran(χ(S < 0))
and

E
u(S) = {v ∈ ℂN : lim

t→−∞ eStv = 0} = Ran(χ(S > 0)).
Moreover, limt→∞ Es(t) = Es(H+∞) and limt→−∞ Eu(t) = Eu(H−∞) in the standard sense
of convergence in the Grassmannian. Therefore,

dim(Es(t)) = dim(Es(H+∞)), dim(Eu(t)) = dim(Eu(H−∞)),
and thus

Ind(DH ) = dim(E
s(t) ∩ Eu(t)) − dim((Es(t) + Eu(t))⊥)

= dim(Es(t) ∩ Eu(t)) + dim(Es(t) + Eu(t)) − N
= dim(Es(t)) + dim(Eu(t)) − N
= dim(Eu(H−∞)) + dim(Es(H+∞)) − N
= dim(Eu(H−∞)) − dim(Eu(H+∞)).

As dim(Eu(H−∞))−dim(Eu(H+∞)) = 1
2 (Sig(H−∞)−Sig(H+∞)), this implies the claim.
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3.6 Bounded self-adjoint Fredholm operators

This section introduces the set of bounded self-adjoint Fredholm operators

𝔽𝔹sa(H) = {H ∈ 𝔽𝔹(H) : H = H
∗},

and collects a few of its basic properties. It is precisely for paths in𝔽𝔹sa(H) that the next
Chapter 4 then considers the associated spectral flow. First note that by Corollary 3.4.4,
one has

𝔽𝔹sa(H) = {H ∈ 𝔹(H) : H = H
∗ and 0 ̸∈ specess(H)},

where specess(H) ⊂ ℝ denotes the essential spectrum. Hence it is natural to introduce
the following three subsets of 𝔽𝔹sa(H):

𝔽𝔹±sa(H) = {H ∈ 𝔽𝔹sa(H) : specess(H) ⊂ ℝ±}
and

𝔽𝔹∗sa(H) = {H ∈ 𝔽𝔹sa(H) : specess(H) ∩ ℝ± ̸= 0},
where ℝ± = {x ∈ ℝ : ±x > 0}. The following result goes back to Atiyah and Singer [15]:
Proposition 3.6.1. With respect to the norm topology,𝔽𝔹sa(H) has three connected com-
ponents given by 𝔽𝔹+sa(H), 𝔽𝔹−sa(H), and 𝔽𝔹∗sa(H). The components 𝔽𝔹±sa(H) are con-
tractible.

Proof. Clearly, 𝔽𝔹sa(H) = 𝔽𝔹
+
sa(H) ∪ 𝔽𝔹

−
sa(H) ∪ 𝔽𝔹

∗
sa(H) is a disjoint decomposition.

Moreover, the continuity of the essential spectrum implies that 𝔽𝔹+sa(H), 𝔽𝔹−sa(H), and
𝔽𝔹∗sa(H) are open, and hence, due to the above decomposition, also closed. It remains
to show that the three sets are (path) connected.

For H ,H′ ∈ 𝔽𝔹∗sa(H), the linear paths connecting H to Q = −χ(H < 0) + χ(H ≥ 0)
and H′ to Q′ = −χ(H′ < 0) + χ(H′ ≥ 0) lie entirely in 𝔽𝔹∗sa(H). Therefore it is sufficient
to show that there is a path in 𝔽𝔹∗sa(H) connecting Q to Q′. As the projections χ(H < 0),
χ(H ≥ 0), χ(H′ < 0), and χ(H′ ≥ 0) are infinite-dimensional, there is a unitaryU ∈ 𝕌(H)
mapping Ran(χ(H′ ≥ 0)) onto Ran(χ(H ≥ 0)). Then Q = UQ′U∗. By Kuiper’s theorem
[120], there is a path t ∈ [0, 1] 󳨃→ Ut ∈ 𝕌(H) of unitaries connecting U0 = U to U1 = 1.
Then the path t ∈ [0, 1] 󳨃→ UtQ

′U∗t lies in 𝔽𝔹∗sa(H) and connects Q to Q′.
Next let us show the claimed contractibility which also implies that 𝔽𝔹±sa(H) are

connected. For (H , t) ∈ 𝔽𝔹+sa(H) × [0, 1], let us define h(H , t) = (1 − t)H + t1. Then,
π(h(H , t)) = (1 − t)π(H) + t1 > 0 and, due to specess(h(H , t)) = spec(π(h(H , t))),
by Corollary 3.4.5 one therefore concludes h(H , t) ∈ 𝔽𝔹+sa(H). Clearly, h(H , 0) = H
and h(H , 1) = 1. Thus 𝔽𝔹+sa(H) is contractible to 1. Similarly, 𝔽𝔹−sa(H) is contractible
to −1.
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Proposition 3.6.1 determines π0(𝔽𝔹sa(H)) and shows that the homotopy groups
πk(𝔽𝔹

±
sa(H)) are trivial for k ≥ 1. The remaining homotopy groups πk(𝔽𝔹

∗
sa(H))will be

determined in Section 8.3. It will be shown that some of these groups πk(𝔽𝔹
∗
sa(H)) are

nontrivial.
In the remainder of this section, let us prove two elementary results that show that

the self-adjoint Fredholm operators can be retracted to particularly simple subsets of
Fredholm operators without changing the homotopy type. Let us introduce the subsets

𝔽𝔹1,sa(H) = 𝔽𝔹sa(H) ∩ 𝔹1(H), 𝔽𝔹∗1,sa(H) = 𝔽𝔹∗sa(H) ∩ 𝔹1(H),
of Fredholm operators lying in the unit ball of bounded operators,

𝔹1(H) = {T ∈ 𝔹(H) : ‖T‖ ≤ 1}.

Henceforth we denote by ON the norm topology on 𝔹(H).

Proposition 3.6.2. Space (𝔽𝔹1,sa(H),ON ) is a deformation retract of (𝔽𝔹sa(H),ON ).
Moreover, (𝔽𝔹∗1,sa(H),ON ) is a deformation retract of (𝔽𝔹

∗
sa(H),ON ).

Proof. A deformation retraction is given by

h : 𝔽𝔹sa(H) × [0, 1] → 𝔽𝔹sa(H), h(H , s) = ((1 − s) + s
max{1, ‖H‖}

)H .

Indeed, one has h(H , 0) = H , h(H , 1) ∈ 𝔽𝔹1,sa(H) for all H ∈ 𝔽𝔹sa(H), and h(H , 1) = H
forH ∈ 𝔽𝔹1,sa(H), and the continuity can readily be checked. This shows the first claim.
Because h(H , s) ∈ 𝔽𝔹∗sa(H) for H ∈ 𝔽𝔹∗sa(H) and s ∈ [0, 1], the same argument shows
that (𝔽𝔹∗1,sa(H),ON ) is a deformation retract of (𝔽𝔹

∗
sa(H),ON ). (Note that the same proof

shows that 𝔹(H) can be retracted to 𝔹1(H) in the norm topology.)

The next result, strengthening Proposition 3.6.2, shows that one can even retract
𝔽𝔹sa(H) to a set of operators that are symmetries, up to compact perturbations:

𝔽𝔹C1,sa(H) = {H ∈ 𝔽𝔹sa(H) : ‖H‖ = 1, specess(H) ⊂ {−1, 1}}.
This set of operators appears naturally in the study of unbounded self-adjoint Fredholm
operators, namely it contains the image under the bounded transform of the set of un-
bounded self-adjoint Fredholm operators with compact resolvent, see Proposition 6.4.4
below. Furthermore, 𝔽𝔹∗sa(H) can be retracted to

𝔽𝔹∗,C1,sa(H) = {H ∈ 𝔽𝔹∗sa(H) : ‖H‖ = 1, specess(H) = {−1, 1}}.
Proposition 3.6.3. Space (𝔽𝔹C1,sa(H),ON ) is a deformation retract of (𝔽𝔹sa(H),ON ).
Moreover, (𝔽𝔹∗,C1,sa(H),ON ) is a deformation retract of (𝔽𝔹

∗
sa(H),ON ).
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Proof. ForH ∈ 𝔽𝔹sa(H), let us define δ(H) = min{1,min(specess(H
2))

1
2 } > 0. Then by the

spectral radius theorem in the Calkin algebra, it follows that H 󳨃→ δ(H) is continuous.
For δ > 0, let fδ : ℝ → ℝ be the monotone continuous function defined by

fδ(x) = χ[δ,∞)(x) − χ(−∞,−δ](x) + xδ χ(−δ,δ)(x).
Then ̃f : 𝔽𝔹sa(H) → 𝔽𝔹

C
1,sa(H) given by ̃f (H) = fδ(H)(H) is norm-continuous. Note that

δ(H) = 1 for H ∈ 𝔽𝔹C1,sa(H) and thus ̃f (H) = H . Hence the linear homotopy
h : 𝔽𝔹sa(H) × [0, 1] → 𝔽𝔹,sa(H), h(H , t) = (1 − t)H + t ̃f (H),

is a deformation retraction of the space (𝔽𝔹sa(H),ON ) onto (𝔽𝔹
C
1,sa(H),ON ). As ̃f maps

𝔽𝔹∗sa(H) onto 𝔽𝔹∗,C1,sa(H), the last claim follows by restricting h to 𝔽𝔹∗sa(H) × [0, 1].
Remark 3.6.4. For later use, let us note that the proof of Proposition 3.6.3 also
implies that (𝔽𝔹C1,sa(H),ON ) is a deformation retract of (𝔽𝔹1,sa(H),ON ). Moreover,
(𝔽𝔹∗,C1,sa(H),ON ) is a deformation retract of (𝔽𝔹

∗
1,sa(H),ON ). ⬦

A class of natural elements lying in 𝔽𝔹C1,sa(H) are the symmetries (self-adjoint uni-
taries) for which we use the notation

𝕌sa(H) = 𝕌(H) ∩ 𝔹sa(H).

Symmetries lying in 𝔽𝔹∗,C1,sa(H) are called proper and the set of proper symmetries is
denoted by 𝕌∗sa(H). The next result states that operators from the set 𝔽𝔹C1,sa(H) are
compact perturbations of symmetries which can be represented in a particular form.
Let us stress that this representation does not imply that any H ∈ 𝔽𝔹C1,sa(H) has ±1 as
eigenvalues.

Proposition 3.6.5. Any H ∈ 𝔽𝔹C1,sa(H) has a unique representation as
H = Q − K+ + K−,

with Q ∈ 𝕌sa(H) and K± ∈ 𝕂(H) satisfying
0 ≤ K+ ≤ 1, 0 ≤ K− < 1, K+K− = 0, [K±,Q] = 0.

In this representation,

Ker(H − 1) = Ker(Q − 1) ∩ Ker(K+), Ker(H + 1) = Ker(Q + 1) ∩ Ker(K−).
Proof. Given H ∈ 𝔽𝔹C1,sa(H), let P± denote the spectral projections onto the eigenspaces
of ±1, and let (λ±n )n≥1 be the possibly finite sequences of nonnegative and negative eigen-
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values of modulus smaller than 1, ordered such that 0 ≤ λ+n ≤ λ+n+1 and 0 > λ−n ≥ λ−n+1. If
ϕ±n denote corresponding normalized eigenvectors, then

H = P+ + ∑
n≥1 λ+n 󵄨󵄨󵄨󵄨ϕ+n⟩⟨ϕ+n 󵄨󵄨󵄨󵄨 + ∑n≥1 λ−n 󵄨󵄨󵄨󵄨ϕ−n⟩⟨ϕ−n 󵄨󵄨󵄨󵄨 − P−.

Then set

K± = ∑
n≥1(1 ∓ λ±n)󵄨󵄨󵄨󵄨ϕ±n⟩⟨ϕ±n 󵄨󵄨󵄨󵄨,

and Q = H + K+ − K−. These operators satisfy all the listed properties.
It remains to prove the uniqueness of the representation. For that purpose, let us

set H+ = χ(H ≥ 0) and H− = χ(H < 0). Then [K±,Q] = 0 implies that [H ,Q] = 0, and
therefore the restrictions Q± of Q to H± are symmetries (on H±, respectively). In fact,
Q+ is the identity onH+ and Q− is minus the identity onH−. Indeed, let us assume that
−1 is an eigenvalue of Q+, then there is a unit vector ϕ ∈ H+ such that Q+ϕ = −ϕ. This
implies

0 ≤ ⟨ϕ|Hϕ⟩ = ⟨ϕ󵄨󵄨󵄨󵄨(Q+ − K+ + K−)ϕ⟩ = −1 − ⟨ϕ|K+ϕ⟩ + ⟨ϕ|K−ϕ⟩
and therefore

1 ≤ 1 + ⟨ϕ|K+ϕ⟩ ≤ ⟨ϕ|K−ϕ⟩,
in contradiction to K− < 1. This shows thatQ+ is the identity onH+. Further assume that
1 is an eigenvalue of Q−, then there is a unit vector ψ ∈ H− such that Q−ψ = ψ. Then

1 − ⟨ψ|K+ψ⟩ + ⟨ψ|K−ψ⟩ = ⟨ψ|Hψ⟩ < 0,
and hence

1 ≤ 1 + ⟨ψ|K−ψ⟩ < ⟨ψ|K+ψ⟩,
now in contradiction to K+ ≤ 1. Thus Q− is minus the identity on H− and hence the
symmetry Q = χ(H ≥ 0) − χ(H < 0) is uniquely determined. Then −K+ + K− = H − Q is
uniquely determined. As one, moreover, has 0 ≤ K± and K+K− = 0, it can be concluded
that ∓K± = (−K+ + K−)χ(∓(−K+ + K−) ≥ 0).
Remark 3.6.6. If one is given a path t ∈ [0, 1] 󳨃→ Ht ∈ 𝔽𝔹

C
1,sa(H), then Proposition 3.6.5

provides a family t ∈ [0, 1] 󳨃→ Qt and t ∈ [0, 1] 󳨃→ Kt such that Ht = Qt + Kt . In general,
though, these families are not continuous. If, however, t ∈ [0, 1] 󳨃→ Ht is invertible,
then Pt =

1
2 (Qt − 1) is given as a Riesz projection via a contour integral and is hence

continuous, so that also Qt and Kt are continuous. ⬦
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3.7 Essentially gapped unitary operators

Chapter 4 not only studies the spectral flow along paths of bounded self-adjoint Fred-
holm operators, but also the spectral flow for paths lying in the following set of unitary
operators:

𝔽𝕌(H) = {U ∈ 𝕌(H) : U + 1 ∈ 𝔽𝔹(H)}.

This section therefore presents some elementary facts about this set. First of all, due to
Corollary 3.4.4, U + 1 ∈ 𝔽𝔹(H) is equivalent to 0 ̸∈ specess(U + 1) so that

𝔽𝕌(H) = {U ∈ 𝕌(H) : −1 ̸∈ specess(U)}.

Due to this rewriting, unitary operators from 𝔽𝕌(H) will also be called essentially
gapped.

Proposition 3.7.1. The space (𝔽𝕌(H),ON ) is connected.

Proof. We show that for U ∈ 𝔽𝕌(H) there is a path in 𝔽𝕌(H) connecting U to 1. For
t ∈ [0, 1], let us define the function ft : 𝕊

1 → 𝕊1 by

ft(e
𝚤φ) = {e𝚤φ(1−t), for φ ∈ [0, π],

e𝚤(φ−2π)(1−t), for φ ∈ (π, 2π).

For U ∈ 𝔽𝕌(H), the continuous path t ∈ [0, 1] 󳨃→ ft(U) lies entirely in 𝔽𝕌(H) and
connects U to 1.

The set 𝔽𝕌(H) can be retracted to a particularly simple set of unitary operators,
namely

𝕌C(H) = {U ∈ 𝕌(H) : U − 1 ∈ 𝕂(H)},

which can be rewritten as

𝕌C(H) = {1 + K : K ∈ 𝕂(H) with K + K∗ + K∗K = K + K∗ + KK∗ = 0}. (3.8)

Proposition 3.7.2. The space (𝕌C(H),ON ) is a deformation retract of (𝔽𝕌(H),ON ).

Proof. For U ∈ 𝔽𝕌(H), let us define

δ(U) = min{λ ∈ [0, π) : specess(U) ∩ {e
𝚤φ : φ ∈ (λ, 2π − λ)} = 0}.

Then U 󳨃→ δ(U) is continuous by a similar argument as in the proof of Proposition 3.6.3.
Moreover, for U ∈ 𝕌C(H) one has δ(U) = 0. For δ ≥ 0, let fδ : 𝕊

1 × [0, 1] → 𝕊1 be the
continuous function defined by
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fδ(e
𝚤φ, t) = {{{{{{{{{{{{
{

e𝚤φ(1−t), for φ ∈ [0, δ),
e𝚤(φ(1−t)+t π

π−δ (φ−δ)), for φ ∈ [δ, π),
e𝚤((φ−2π)(1−t)+t π

π−δ (φ−2π+δ)), for φ ∈ [π, 2π − δ),
e𝚤(φ−2π)(1−t), for φ ∈ [2π − δ, 2π).

It can now readily be seen that the homotopy h : 𝔽𝕌(H) × [0, 1] → 𝔽𝕌(H) defined
by h(U , t) = fδ(U)(U , t) is the desired deformation retraction of the space 𝔽𝕌(H) onto
𝕌C(H).

As explained in Section 8.1, Proposition 3.7.2 readily allows deducing the homotopy
type of 𝔽𝕌(H).



4 Spectral flow for bounded self-adjoint Fredholm
operators

In this chapter the spectral flow of paths of self-adjoint bounded Fredholm operators is
analyzed. In Section 4.1, the spectral flow is defined, essentially as in Phillips’ influential
work [147], with a minor modification discussed in Remark 4.1.5 below. It is essentially
an infinite-dimensional version of the approach already presented in Chapter 1. Then
Section 4.2 collects basic properties of the spectral flow such as concatenation, additivity,
and homotopy invariance. In Section 4.3, several formulas for the computation of the
spectral flow are presented. In the brief Section 4.4, it is sketched how to extend the
notion of spectral flow to paths of essentially hyperbolic operators (see [91] for a Banach
space generalization). Section 4.5 introduces and studies the spectral flow for paths of
unitaries which all do not have −1 in the essential spectrum. Finally, Section 4.6 shows
how the spectral flows of paths of bounded self-adjoint Fredholm operators and paths
of essentially gapped unitaries are connected.

4.1 The definition of the spectral flow

Let t ∈ [0, 1] 󳨃→ Ht ∈ 𝔽𝔹sa(H) be a norm-continuous path, not necessarily closed. For
a ≥ 0, the spectral projections are denoted by

Pa,t = χ[−a,a](Ht). (4.1)

The following lemma plays a key role for the definition of the spectral flow.

Lemma 4.1.1. For H ∈ 𝔽𝔹sa(H), there are a number a ≥ 0 and a neighborhood N of H
in 𝔽𝔹sa(H) such that S 󳨃→ χ[−a,a](S) is a norm-continuous, finite-rank projection-valued
function onN.

Proof. Since H is a self-adjoint Fredholm operator, by Corollary 3.4.4 there is an a ≥ 0
such that ±a are not in the spectrum of H and χ[−a,a](H) is a finite-rank orthogonal
projection. Because ±a are not in the spectrum of H , there exists an ϵ > 0 such that
[−a − ϵ, −a] ∪ [a, a + ϵ] is disjoint from spec(H). The set

Ñ = {S ∈ 𝔽𝔹sa(H) : ([−a − ϵ, −a] ∪ [a, a + ϵ]) ∩ spec(S) = 0}

is open and on this set the function S 󳨃→ χ[−a,a](S) is norm-continuous as χ[−a,a] agrees
on spec(S) with the continuous function f : ℝ → ℝ defined by

x 󳨃→ χ[−a,a](x) − (x − (a + ϵ))
1
ϵ
χ[a,a+ϵ](x) + (x + (a + ϵ))

1
ϵ
χ[−a−ϵ,−a](x).

Thus
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N = {S ∈ Ñ : 󵄩󵄩󵄩󵄩χ[−a,a](S) − χ[−a,a](H)
󵄩󵄩󵄩󵄩 < 1}

has the desired properties, as for all S ∈ N the dimension of the range of χ[−a,a](S) is
equal to the dimension of the range of χ[−a,a](H), which is finite.

By compactness and the previous lemma, it is possible to choose a finite partition

0 = t0 < t1 < ⋅ ⋅ ⋅ < tM−1 < tM = 1, (4.2)

of [0, 1] and am ≥ 0,m = 1, . . . ,M , such that

t ∈ [tm−1, tm] 󳨃→ Pam ,t (4.3)

is norm-continuouswith constant finite rank. Furthermore, let us introduce the spectral
projections

P>a,t = χ(0,a](Ht), P<a,t = χ[−a,0)(Ht).

Figure 4.1 shows how a permitted partition looks like. The crucial fact is that the eigen-
values leave the boxes only to the right and left, and never on the top or bottom which
would lead to a discontinuity of the dimension of Pam ,t .

Figure 4.1: Schematic representation of the objects used in Definition 4.1.2 of the spectral flow, as well as in
the proof of Theorem 4.1.3. Away from the crossings, it is possible to set a = 0.

Definition 4.1.2. For a partition 0 = t0 < t1 < ⋅ ⋅ ⋅ < tM−1 < tM = 1 and am ≥ 0, m =
1, . . . ,M as above, the spectral flow of the path t ∈ [0, 1] 󳨃→ Ht ∈ 𝔽𝔹sa(H) is defined as
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Sf(t ∈ [0, 1] 󳨃→ Ht) =
1
2

M
∑
m=1

Tr(P>am ,tm − P
<
am ,tm − P

>
am ,tm−1 + P

<
am ,tm−1). (4.4)

Note that all projections involved are finite dimensional so that the trace is finite.

The first basic result about the spectral flow is that it is well defined by the above
procedure.

Theorem 4.1.3. The definition of Sf(t ∈ [0, 1] 󳨃→ Ht) is independent of the choice of the
partition 0 = t0 < t1 < ⋅ ⋅ ⋅ < tM−1 < tM = 1 of [0, 1] and values am ≥ 0 such that
t ∈ [tm−1, tm] 󳨃→ Pam ,t is norm-continuous and of constant finite rank.

Proof. If a point t∗ ∈ [tm−1, tm] form ∈ {1, 2, . . . ,M} is added to the partition, the number
Tr(P>am ,t∗ −P

<
am ,t∗ ) is both added and subtracted, thus Sf(t ∈ [0, 1] 󳨃→ Ht) does not change.

Therefore the definition of the spectral flow is independent of the choice of the partition.
For m ∈ {1, 2, . . . ,M}, let us compare am to a′m where t ∈ [tm−1, tm] 󳨃→ Pa′m ,t is norm-

continuous with constant finite rank. Without loss of generality, one may assume that
a′m > am holds. As am and a′m are not in the spectrum of Ht for any t ∈ [tm−1, tm], it
follows that both t ∈ [tm−1, tm] 󳨃→ P>a′m ,t −P

>
am ,t and t ∈ [tm−1, tm] 󳨃→ P<a′m ,t −P

<
am ,t are norm-

continuous projection-valued functions and hence of constant rank, say k> and k<. Thus

Tr(P>a′m ,tm − P
<
a′m ,tm
− P>a′m ,tm−1 + P

<
a′m ,tm−1
)

= Tr(P>a′m ,tm) − Tr(P
<
a′m ,tm
) − Tr(P>a′m ,tm−1) + Tr(P

<
a′m ,tm−1
)

= Tr(P>am ,tm) + k
> − Tr(P<am ,tm) − k

< − Tr(P>am ,tm−1) − k
> + Tr(P<am ,tm−1) + k

<

= Tr(P>am ,tm − P
<
am ,tm − P

>
am ,tm−1 − P

<
am ,tm−1).

Therefore the definition of the spectral flow is independent of the choice of the values
am > 0 such that t ∈ [tm−1, tm] 󳨃→ Pam ,t is norm-continuous.

Remark 4.1.4. Let us note that Definition 4.1.2 is still compatible with the intuitive
notion of spectral flow as described in Chapter 1, which also furnishes many exam-
ples of paths of finite-dimensional matrices having nontrivial spectral flow. It is also
straightforward to provide examples of open paths for infinite-dimensional H; see,
e. g., Example 5.7.4. It is more challenging to provide closed paths which have nonva-
nishing spectral flow. A very explicit construction of such a nontrivial loop is given in
Example 8.3.4. ⬦

Remark 4.1.5. Let us note that Definition 4.1.2 slightly deviates from Phillips’ original
definition Sf∼ [147]. Indeed, the latter is always integer-valued and the map ϵ 󳨃→ Sf∼(t ∈
[0, 1] 󳨃→ Ht + ϵ) is right continuous at 0, while here the spectral flow also takes half-
integer values and ϵ 󳨃→ Sf(t ∈ [0, 1] 󳨃→ Ht + ϵ) is neither left- nor right-continuous. One
advantage of this modification is the antisymmetry of Sf under reflection, see item (iv)
in Theorem 4.2.1 below. ⬦
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4.2 Fundamental properties of the spectral flow

In this section some elementary properties of the spectral flow, as well as its homotopy
invariance, are collected. All of themare simple generalizations of properties of the spec-
tral flow of paths of self-adjoint matrices shown in Section 1.2. Therefore most of the
proofs are omitted.

Theorem 4.2.1. Let t ∈ [0, 1] 󳨃→ Ht ∈ 𝔽𝔹sa(H) be a norm-continuous path.
(i) If t ∈ [0, 1] 󳨃→ dim(Ker(Ht)) is constant, then Sf(t ∈ [0, 1] 󳨃→ Ht) = 0.
(ii) The spectral flow has a concatenation property, namely if t ∈ [1, 2] 󳨃→ Ht ∈ 𝔽𝔹sa(H)

is a second norm-continuous path, composable to the first one in the sense that the
endpoint of the first path is the initial point of the second path, then

Sf(t ∈ [0, 2] 󳨃→ Ht) = Sf(t ∈ [0, 1] 󳨃→ Ht) + Sf(t ∈ [1, 2] 󳨃→ Ht).

(iii) Changing the orientation of the path leads to a change of the sign of the spectral flow

Sf(t ∈ [0, 1] 󳨃→ Ht) = − Sf(t ∈ [0, 1] 󳨃→ H1−t).

(iv) The spectral flow has a reflection property, namely

Sf(t ∈ [0, 1] 󳨃→ Ht) = − Sf(t ∈ [0, 1] 󳨃→ −Ht).

(v) The spectral flow has an additivity property under direct sums, in the sense that if
t ∈ [0, 1] 󳨃→ St ∈ 𝔽𝔹sa(H

′) is a second norm-continuous path, then

Sf(t ∈ [0, 1] 󳨃→ Ht ⊕ St) = Sf(t ∈ [0, 1] 󳨃→ Ht) + Sf(t ∈ [0, 1] 󳨃→ St).

(vi) The spectral flow is invariant under conjugation of the path by a norm-continuous
path t ∈ [0, 1] 󳨃→ Ut ∈ 𝕌(H) of unitaries

Sf(t ∈ [0, 1] 󳨃→ Ht) = Sf(t ∈ [0, 1] 󳨃→ U∗t HtUt).

Proof. All items directly follow from the definition of the spectral flow.

Let us next show that the spectral flow is homotopy invariant.

Theorem 4.2.2. Let t ∈ [0, 1] 󳨃→ Ht and t ∈ [0, 1] 󳨃→ H′t be two norm-continuous paths
in 𝔽𝔹sa(H) such that H0 = H

′
0, H1 = H

′
1 , and such that there exists a norm-continuous

homotopy between the two paths leaving the endpoints fixed. Then

Sf(t ∈ [0, 1] 󳨃→ Ht) = Sf(t ∈ [0, 1] 󳨃→ H′t ).

Proof. Let us first note that for H0,H1 ∈ 𝔽𝔹sa(H) both in the same neighborhood N

of the type given in Lemma 4.1.1 and any path t ∈ [0, 1] 󳨃→ Ht lying entirely in N, the
spectral flow is
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Sf(t ∈ [0, 1] 󳨃→ Ht) =
1
2
Tr(P>a,1 − P

<
a,1 − P

>
a,0 + P

<
a,0),

where a = a1 is chosen as in Lemma 4.1.1 and the partition is trivial, namely t0 = 0 and
t1 = 1. Therefore the spectral flow is independent of the path inN connecting H0 to H1.

Let us denote the homotopy between the two paths by h : [0, 1] × [0, 1] → 𝔽𝔹sa(H).
Thus h is norm-continuous, h(t, 0) = Ht and H(t, 1) = H

′
t for all t ∈ [0, 1], as well as

h(0, s) = H0 = H
′
0 and h(1, s) = H1 = H

′
1 for all s ∈ [0, 1]. By compactness, one can

cover the image of h by a finite set {N1, . . . ,Nk} of neighborhoods as in Lemma 4.1.1. The
preimages of these neighborhoods {h−1(N1), . . . , h

−1(Nk)} form a finite cover of the set
[0, 1] × [0, 1]. For its Lebesgue number ϵ0 > 0, any subset of [0, 1] × [0, 1] of diameter
less than ϵ0 is contained in some element of this finite cover of [0, 1] × [0, 1]. Thus, if
we partition [0, 1] × [0, 1] into a grid of squares of diameter less than ϵ0, then the image
of each square will lie entirely within some Nl for l ∈ {1, . . . , k}. By compactness, it is
sufficient to show that

Sf(t ∈ [0, 1] 󳨃→ h(t, s′)) = Sf(t ∈ [0, 1] 󳨃→ h(t, s′′))

for s′, s′′ ∈ [0, 1]with |s′ − s′′| < ϵ0
√2
. Without loss of generality, one may assume s′ < s′′.

For a partition 0 = t0 < t1 < ⋅ ⋅ ⋅ < tM−1 < tM = 1 such that |tm − tm−1| <
ϵ0
√2

for all
m ∈ {1, . . . ,M}, the image h([tm−1, tm]× [s

′, s′′]) is contained in one of the neighborhoods
Nl for l ∈ {1, . . . , k}. Therefore, by the first paragraph of this proof,

Sf(t ∈ [tm−1, tm] 󳨃→ h(t, s′)) + Sf(s ∈ [s′, s′′] 󳨃→ h(tm, s))
= Sf(s ∈ [s′, s′′] 󳨃→ h(tm−1, s)) + Sf(t ∈ [tm−1, tm] 󳨃→ h(t, s′′))

for allm ∈ {1, . . . ,M}. In conclusion,

Sf(t ∈ [0, 1] 󳨃→ h(t, s′))

=
M
∑
m=1

Sf(t ∈ [tm−1, tm] 󳨃→ h(t, s′))

=
M
∑
m=1
(Sf(s ∈ [s′, s′′] 󳨃→ h(tm−1, s))

+ Sf(t ∈ [tm−1, tm] 󳨃→ h(t, s′′)) − Sf(s ∈ [s′, s′′] 󳨃→ h(tm, s)))

=
M
∑
m=1

Sf(t ∈ [tm−1, tm] 󳨃→ h(t, s′′))

= Sf(t ∈ [0, 1] 󳨃→ h(t, s′′)),

where the third step follows from

Sf(s ∈ [s′, s′′] 󳨃→ h(0, s)) = Sf(s ∈ [s′, s′′] 󳨃→ h(1, s)) = 0 (4.5)

as the considered paths are constant.
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Remark 4.2.3. When Theorem 4.2.2 is applied to closed paths, it shows that

Sf : π1(𝔽𝔹
∗
sa(H)) → ℤ

is a well-defined group homomorphism of the fundamental group of 𝔽𝔹∗sa(H) with ℤ.
In Section 8.3, it will be proved that this is actually an isomorphism. ⬦

One can also consider homotopies with varying endpoints, as long as they lie in the
invertibles.

Theorem 4.2.4. Let t ∈ [0, 1] 󳨃→ Ht and t ∈ [0, 1] 󳨃→ H′t be two norm-continuous paths in
𝔽𝔹sa(H) such that there exists a norm-continuous homotopy (t, s) ∈ [0, 1]×[0, 1] 󳨃→ h(t, s)
between the two paths with the property that the paths of endpoints s ∈ [0, 1] 󳨃→ h(0, s)
and s ∈ [0, 1] 󳨃→ h(1, s) both lie in the invertible operators𝔾(H). Then

Sf(t ∈ [0, 1] 󳨃→ Ht) = Sf(t ∈ [0, 1] 󳨃→ H′t ).

Proof. The proof is a modification of the proof of Theorem 4.2.2. One merely notes that
(4.5) remains valid because the appearing paths lie in the invertibles.

Corollary 4.2.5. Let t ∈ [0, 1] 󳨃→ Ht be a norm-continuous path in𝔽𝔹sa(H)with invertible
endpoints and let t ∈ [0, 1] 󳨃→ Mt be a norm-continuous path in the invertibles𝔾(H). Then

Sf(t ∈ [0, 1] 󳨃→ M∗t HtMt) = Sf(t ∈ [0, 1] 󳨃→ Ht).

Proof. Using the polar decomposition Mt = Ut|Mt|, one can apply Theorem 4.2.4 to the
homotopy h(t, s) = (Ut|Mt|

s)∗HtUt|Mt|
s to conclude that

Sf(t ∈ [0, 1] 󳨃→ M∗t HtMt) = Sf(t ∈ [0, 1] 󳨃→ U∗t HtUt).

The claim then follows from Theorem 4.2.1(vi).

Finally, let us prove the monotonicity property of the spectral flow. Often this is
proved via crossing forms (e. g., Theorem 7.1 in [146] or Theorem 3.9 in [184]), but here
a direct argument based on Loewner’s theorem is provided.

Theorem 4.2.6. Let t ∈ [0, 1] 󳨃→ Ht ∈ 𝔽𝔹sa(H) be a norm-continuous and increasing
path, namely Ht ≥ Ht′ for t ≥ t

′, then

Sf(t ∈ [0, 1] 󳨃→ Ht) ≥ 0.

Proof. The strategy is to construct an operator monotonic function f : ℝ → ℝ map-
ping the eigenvalues of Ht close to 0 to the bottom of the spectrum of f (Ht), and then
apply the minimax principle to f (Ht). After possibly dividing [0, 1] into subintervals,
one can assume that there is some λc < 0 such that λc ̸∈ spec(Ht) for all t ∈ [0, 1] and



4.3 Formulas for the spectral flow � 95

specess(Ht) ∩ [λc , 0] = 0 for all t ∈ [0, 1]. Then the function f is simply given by a Möbius
transformation of the form

f (x) = x
x − λc
.

This function satisfies f (0) = 0 and f (specess(Ht)) ⊂ (0,∞) for all t ∈ [0, 1]. As f is the
Möbius transformation with the real matrix (1 0

1 −λc)which has positive determinant −λc ,
it is a Herglotz function, namely ℑm(f (z)) > 0 for ℑm(z) > 0, and by Loewner’s theorem
(e. g., [182]) f is therefore operator monotone so that, in particular, f (Ht) ≥ f (Ht′ ) for
t ≥ t′. Now by the spectral mapping theorem,

Sf(t ∈ [0, 1] 󳨃→ Ht) = Sf(t ∈ [0, 1] 󳨃→ f (Ht)).

By the monotonicity principle (directly following from theminmax principle), the latter
spectral flow is nonnegative.

4.3 Formulas for the spectral flow

This section is about formulas for the spectral flow that generalize the expressions avail-
able in the finite-dimensional setting to the infinite-dimensional cases. The first result,
Proposition 4.3.1, concerns paths which have only either positive or negative essential
spectrum and then the spectral flow only depends on the endpoints, just as in the finite-
dimensional setting. Then generalizations of the crossing formcomputation and integral
representation for the spectral flow are proved in Propositions 4.3.6 and 4.3.12, respec-
tively.

The Morse indices ι±(H) of a self-adjoint Fredholm operator H are defined as

ι±(H) = Tr( χ(±H > 0)) ∈ ℕ0 ∪ {∞}. (4.6)

The terminology slightly deviates from the literature where merely ι−(H) is called the
Morse index, and ι+(H) is called the coindex [86]. If H ∈ 𝔽𝔹

±
sa(H) is a Fredholm opera-

tor with only positive/negative essential spectrum, then the Morse index ι∓(H) is finite.
The spectral flow of a path of self-adjoint Fredholm operators with only positive/nega-
tive essential spectrum can be computed as the difference of the Morse indices of the
endpoints of the path.

Proposition 4.3.1. Let t ∈ [0, 1] 󳨃→ Ht ∈ 𝔽𝔹
+
sa(H) be a norm-continuous path of self-

adjoint Fredholm operators with only positive essential spectrum. The spectral flow of
this path is

Sf(t ∈ [0, 1] 󳨃→ Ht) =
1
2
dim(Ker(H0)) + ι−(H0) − ι−(H1) −

1
2
dim(Ker(H1)).
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Analogously, for a norm-continuous path t ∈ [0, 1] 󳨃→ Ht ∈ 𝔽𝔹
−
sa(H) of self-adjoint Fred-

holm operators with only negative essential spectrum, the spectral flow is

Sf(t ∈ [0, 1] 󳨃→ Ht) =
1
2
dim(Ker(H1)) + ι+(H1) − ι+(H0) −

1
2
dim(Ker(H0)).

In particular, the spectral flow of a path in 𝔽𝔹±sa(H) only depends on its endpoints.

Proof. Let us first focus on a path t ∈ [0, 1] 󳨃→ Ht ∈ 𝔽𝔹
+
sa(H) with positive essential

spectrum. For a partition 0 = t0 < t1 < ⋅ ⋅ ⋅ < tM−1 < tM = 1 as in (4.2) and am ≥ 0 fulfilling
(4.3) for allm = 1, . . . ,M as above, by Definition 4.1.2 the spectral flow is

Sf(t ∈ [0, 1] 󳨃→ Ht) =
M
∑
m=1

Sf(t ∈ [tm−1, tm] 󳨃→ Ht),

where

Sf(t ∈ [tm−1, tm] 󳨃→ Ht) =
1
2
Tr(P>am ,tm − P

<
am ,tm − P

>
am ,tm−1 + P

<
am ,tm−1). (4.7)

By assumption t ∈ [tm−1, tm] 󳨃→ Tr( χ[−am ,am](Ht)) is constant and therefore

Tr(P<am ,tm) + Tr(P
>
am ,tm) + dim(Ker(Htm ))

= Tr(P<am ,tm−1) + Tr(P
>
am ,tm−1) + dim(Ker(Htm−1 ))

or equivalently,

Tr(P>am ,tm) − Tr(P
>
am ,tm−1)

= Tr(P<am ,tm−1) + dim(Ker(Htm−1 )) − Tr(P
<
am ,tm) − dim(Ker(Htm )).

Inserting this into equation (4.7) leads to

Sf(t ∈ [tm−1, tm] 󳨃→ Ht)

= Tr(P<am ,tm−1) − Tr(P
<
am ,tm) +

1
2
dim(Ker(Htm−1 )) −

1
2
dim(Ker(Htm )).

As the essential spectrum ofHt is positive, χ(−∞,−am)(Ht) is traceclass for all t ∈ [0, 1] and,
because −am ∉ spec(Ht) for t ∈ [tm−1, tm], the map t ∈ [tm−1, tm] 󳨃→ Tr( χ(−∞,−am)(Ht)) is
constant. Therefore

Tr(P<am ,tm−1) − Tr(P
<
am ,tm) = Tr(P

<
am ,tm−1) + Tr( χ(−∞,−am)(Htm−1 ))

− Tr(P<am ,tm) − Tr( χ(−∞,−am)(Htm ))

= ι−(Htm−1 ) − ι−(Htm ).

This implies
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Sf(t ∈ [tm−1, tm] 󳨃→ Ht)

= ι−(Htm−1 ) − ι−(Htm ) +
1
2
dim(Ker(Htm−1 )) −

1
2
dim(Ker(Htm )).

Consequently,

Sf(t ∈ [0, 1] 󳨃→ Ht)

=
M
∑
m=1
(ι−(Htm−1 ) − ι−(Htm ) +

1
2
dim(Ker(Htm−1 )) −

1
2
dim(Ker(Htm )))

=
1
2
dim(Ker(H0)) + ι−(H0) − ι−(H1) −

1
2
dim(Ker(H1)),

completing the argument for the case of a family of essentially positive operators. The
other case follows by applying this case to the path t ∈ [0, 1] 󳨃→ −Ht .

Let us stress again that Proposition 4.3.1 implies that the spectral flow of paths in
𝔽𝔹±sa(H) only depends on the difference of the contribution at the endpoints. In partic-
ular, for a closed path in 𝔽𝔹±sa(H) the spectral flow vanishes. This is not true for paths in
𝔽𝔹∗sa(H). An explicit example of a closed path in 𝔽𝔹

∗
sa(H) with nonvanishing spectral

flow is given in Example 8.3.4.
From now on, we will also consider paths that do not lie in𝔽𝔹+sa(H) or𝔽𝔹

−
sa(H). On

the other hand, the paths are supposed to have some regularity which can be assured
by a small perturbation.

Proposition 4.3.2. Let t ∈ [0, 1] 󳨃→ Ht ∈ 𝔽𝔹sa(H) be a norm-continuous path. For any
ϵ > 0 exists a norm-continuous andpiecewise real-analytic path t ∈ [0, 1] 󳨃→ St ∈ 𝔽𝔹sa(H)
with ‖St−Ht‖ < ϵ uniformly in t such that all eigenvalue crossings are simple and transver-
sal, namely dim(Ker(St)) ≤ 1 for all t ∈ [0, 1] and Ker(St) = {0} except for a discrete set
of crossings. For any crossing t0, there is δ > 0 such that t ∈ (t0 − δ, t0 + δ) 󳨃→ St is real
analytic and S′t |Ker(St) ̸= 0.

Proof. After a constant shift t ∈ [0, 1] 󳨃→ Ht + c1 for a small constant c > 0, one can
assume that the endpoints are invertible. As t ∈ [0, 1] 󳨃→ Ht is uniformly continuous,
there is δ′ > 0 such that ‖Ht′ −Ht′′‖ <

ϵ
8 for all t

′, t′′ ∈ [0, 1] such that |t′ − t′′| < δ′. For a
partition 0 = t1 < ⋅ ⋅ ⋅ < tM = 1 such that |tm − tm−1| < δ

′ form = 1, . . . ,M , one can replace
t ∈ [tm−1, tm] 󳨃→ Ht by the path t ∈ [tm−1, tm] 󳨃→ Ŝt =

t−tm
tm−1−tm

Htm−1 +
t−tm−1
tm−tm−1

Htm . Then the
path t ∈ [0, 1] 󳨃→ Ŝt is continuous, piecewise real-analytic, and ‖Ŝt − Ht‖ <

ϵ
4 uniformly

in t. Moreover, ϵ will be chosen sufficiently small such that the path t ∈ [0, 1] 󳨃→ Ŝt
remains in 𝔽𝔹sa(H). If [−a, a] ∩ specess(Ŝt) = 0 for a > 0 and t ∈ [tm−1, tm], by Theorem
VII.1.8 in [112], one can cover the set {(t, λ) ∈ [tm−1, tm] × [−a, a] : λ ∈ spec(Ŝt)} by finitely
many graphs of real-analytic functions λj , each possibly defined on some subinterval of
[tm−1, tm] if the eigenvalue leaves [−a, a]. In particular, Ker(Ŝt) = {0} except for finitely
many crossings t ∈ [tm−1, tm], or Ker(Ŝt) ̸= {0} for all t ∈ [tm−1, tm]. In the latter case, we
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replace Ŝt by S̃t = Ŝt+ ϵ̃(t−tm−1)(t−tm)1where 0 < ϵ̃ <
ϵ
4 is chosen such that Ker(S̃t) = {0}

except for finitely many crossings t ∈ [tm−1, tm]. Therefore there is a piecewise real-
analytic path t ∈ [0, 1] 󳨃→ S̃t such that S̃t is invertible except for a discrete set of points
and such that ‖S̃t − Ht‖ <

ϵ
2 uniformly in t. As t ∈ [0, 1] 󳨃→ S̃t is uniformly continuous,

there is δ′′ > 0 such that ‖S̃t′ − S̃t′′‖ <
ϵ
8 for all t

′, t′′ ∈ [0, 1] such that |t′ − t′′| < δ′′. If
t0 ∈ [0, 1] is such that t 󳨃→ S̃t is not analytic in t0 and such that Ker(S̃t0 ) ̸= {0}, there is
a δ′0 ∈ (0, δ

′′) such that S̃t0±δ′0 is invertible. We then replace S̃t for t ∈ [t0 − δ
′
0, t0 + δ

′
0]

by t0+δ
′
0−t

2δ′0
S̃t0−δ′0 +

t−t0+δ
′
0

2δ′0
S̃t0+δ′0 . Therefore, one can assume that Ker(S̃t) = {0} except for

a discrete set of crossings, and there is δ0 > 0 such that for each crossing t0 the path
t ∈ (t0 − δ0, t0 + δ0) 󳨃→ S̃t is real analytic and such that ‖S̃t − Ht‖ <

3ϵ
4 holds uniformly

in t.
For t0 ∈ [0, 1] such that Ker(S̃t0 ) ̸= {0}, there are a > 0 and 0 < δ < δ0 such that

±a ∉ spec(S̃t) for t ∈ (t0 − δ, t0 + δ) and such that [−a, a] ∩ spec(S̃t) consists of finitely
many eigenvalues of finite multiplicity for t ∈ (t0 −δ, t0 +δ) and such that S̃t0±δ is invert-
ible. For δ sufficiently small, again by Theorem VII.1.8 in [112], there is a real-analytic
path t ∈ (t0 − δ, t0 + δ) 󳨃→ Ut ∈ 𝕌(H) of unitaries such that one has Ut Ran( χ[−a,a](S̃t)) =
Ran( χ[−a,a](S̃t0 )). Then t ∈ (t0 − δ, t0 + δ) 󳨃→ Ut S̃tU

∗
t |Ran( χ[−a,a](S̃t0 ))

is a real-analytic path
of finite-dimensional operators and, by Theorem II.1.10 and Section II.6.2 in [112], there
is a real-analytic path of unitaries t ∈ (t0 − δ, t0 + δ) 󳨃→ Vt ∈ 𝔹(Ran( χ[−a,a](S̃t0 )), ℂ

M )
such that VtUt S̃tU

∗
t V
∗
t = diag(λ1(t), . . . , λM (t)) where t 󳨃→ λk(t) are real-analytic func-

tions representing the eigenvalues of S̃t . By Sard’s theorem, the complement of the set
of regular values of the eigenvalues t ∈ (t0 − δ, t0 + δ) 󳨃→ λk(t), k = 1, . . . ,M has mea-
sure zero. Therefore there are ϵ1, . . . , ϵM ∈ (−min{

ϵ
16 , ‖S̃
−1
t0±δ‖
−1},min{ ϵ16 , ‖S̃

−1
t0±δ‖
−1}) such

that 0 is a common regular value of the functions t 󳨃→ λk(t) + ϵk for k = 1, . . . ,M and
such that dim(Ker(diag(λ1(t) + ϵ1, . . . , λM (t) + ϵM ))) ≤ 1 for all t ∈ (t0 − δ, t0 + δ). Then
t ∈ (t0 − δ, t0 + δ) 󳨃→ St = U

∗
t V
∗
t diag(λ1(t) + ϵ1, . . . , λN (t) + ϵN )VtUt + S̃t(1− χ[−a,a](S̃t)) is a

real-analytic path such that eigenvalue crossings are simple and transversal. Moreover,
there is δ̂ > 0 such that ‖S̃t − St0−δ‖ <

ϵ
8 for all t ∈ (t0 − δ − δ̂, t0 − δ) and such that

‖S̃t − St0+δ‖ <
ϵ
8 for all t ∈ (t0 + δ, t0 + δ + δ̂). We then replace t ∈ (t0 − δ − δ̂, t0 − δ) 󳨃→ S̃t

by the linear path t 󳨃→ St connecting S̃t0−δ−δ̂ to St0−δ and similar for t ∈ (t0 + δ, t0 + δ + ϵ̂).
As𝔾(H) is open, this linear path lies in the invertibles for δ̂ sufficiently small. Then set-
ting St = S̃t for t not in (t0 − δ − δ̂, t0 + δ + δ̂) for any eigenvalue crossing t0, the path
t ∈ [0, 1] 󳨃→ St has the desired properties.

By homotopy invariance, see Theorem 4.2.4, of the spectral flow, one can now com-
pute the spectral flow by the piecewise real-analytic path

Sf(t ∈ [0, 1] 󳨃→ Ht) = Sf(t ∈ [0, 1] 󳨃→ St),

provided that the linear path connecting S0 toH0 and the linear path connecting S1 toH1
arewithin the invertibles and that sHt+(1−s)St is Fredholm for all (s, t) ∈ [0, 1]×[0, 1]. In
particular, this is the case for ϵ < mint∈[0,1]{‖H

−1
0 ‖
−1, ‖H−11 ‖

−1, ‖π(Ht)
−1‖−1ℚ }. By the above,
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for any crossing t0 ∈ (0, 1) there is a real-analytic function t ∈ (t0 − δ, t0 + δ) 󳨃→ λ(t) ∈ ℝ
with λ(t0) = 0 representing an eigenvalue of St . Moreover, by Theorem II.5.4 in [112],
which can be applied to the path t ∈ (t0 − δ

′, t0 + δ
′) 󳨃→ Stχ[−a,a](St) where a, δ

′ > 0 are
chosen such that t ∈ (t0 − δ

′, t0 + δ
′) 󳨃→ χ[−a,a](St) is of constant finite rank,

λ′(t0) = S
′
t0
󵄨󵄨󵄨󵄨Ker(St0 )
= ⟨ϕ󵄨󵄨󵄨󵄨S

′
t0ϕ⟩

for a unit vector ϕ ∈ Ker(St0 ). This leads to another expression for the spectral flow,
similar as Proposition 1.4.3 in the finite-dimensional case.

Proposition 4.3.3. If t ∈ [0, 1] 󳨃→ St is a norm-continuous and piecewise real-analytic
path with simple and transversal eigenvalue crossings as given in Proposition 4.3.2, then

Sf(t ∈ [0, 1] 󳨃→ St) = ∑
λj(t)=0
(1 − 1

2
δt,0 −

1
2
δt,1) sgn(λ

′
j (t)), (4.8)

where δt,s denotes the Kronecker delta equal to 1 for t = s and 0 otherwise, and the sum
runs over pairs (j, t) such that λj(t) = 0.

Proof. Let us first note that the sum on the right-hand side of (4.8) is finite by the gener-
icity assumption, which also implies that the signs sgn(λ′j (t)) at these points are well
defined. Consider t0 ∈ (0, 1) such that Ker(St0 ) ̸= {0}. Then choose a > 0 such that
spec(St0 ) ∩ [−a, a] = {0}. There is 0 < ϵ such that ±a ∉ spec(St) for t ∈ (t0 − ϵ, t0 + ϵ)
and such that t ∈ (t0 − ϵ, t0 + ϵ) 󳨃→ St is real analytic. Let λ : (t0 − ϵ, t0 + ϵ) → (−a, a)
be the continuously differentiable function representing the eigenvalue of St in [−a, a].
Because λ′(t0) ̸= 0, there is 0 < η <

ϵ
2 such that λ(t) ̸= 0 for t ∈ (t0 − 2η, t0 + 2η) \ {t0}. This

implies

sgn(λ(t0 + η)) = − sgn(λ(t0 − η)) = sgn(λ
′(t0)),

and therefore

sgn(λ′(t0))

=
1
2
Tr( χ(0,a](St0+η) − χ[−a,0)(St0+η) − χ(0,a](St0−η) + χ[−a,0)(St0−η))

= Sf(t ∈ [t0 − η, t0 + η] 󳨃→ St).

The concatenation property of the spectral flow, see item (ii) of Proposition 4.2.1, implies
the claim.

In some situations, one is confronted with paths which are not generic in the above
sense, and one would not like to deform them into a generic one as in Proposition 4.3.2.
As in Section 1.4 for paths of matrices, under the weaker assumption of so-called regu-
lar crossings, it is nevertheless possible to find a generalization of (4.8) which uses the
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notion of crossing form [160, 200, 84]. Thus we consider a continuously differentiable
path t ∈ [0, 1] 󳨃→ Ht ∈ 𝔽𝔹sa(H) and establish a connection between the spectral flow of
this path and the sum of the signatures of the crossing forms of this path, similar as in
Proposition 1.4.5 for a path of matrices. The crossing form for a continuously differen-
tiable path of self-adjoint Fredholm operators is defined as follows.

Definition 4.3.4. Let t′ ∈ [0, 1] 󳨃→ Ht′ ∈ 𝔽𝔹sa(H) be a continuously differentiable path.
An instant t ∈ [0, 1] is called a crossing for this path if Ker(Ht) ̸= {0}. Then the crossing
form at t is the quadratic form

Γt : Ker(Ht) → ℝ, Γt(ϕ) = ⟨ϕ|(𝜕tH)tϕ⟩.

A crossing is called regular, if Γt is nondegenerate.

We will freely identify the quadratic form Γt with the self-adjoint matrix represent-
ing it, hence denoting it also by Γt . More precisely, note that by choosing an orthonor-
mal basis, one can identify Ker(Ht0 ) with ℝ

M , where M = dim(Ker(Ht0 )), namely there
is a unitary U : Ker(Ht0 ) → ℝ

M . Then there is a self-adjoint matrix, again denoted by
Γt ∈ ℂ

M×M such that ⟨ϕ|(𝜕tH)t0ϕ⟩ = ⟨ϕ|U
∗ΓtUϕ⟩. As already stressed, this isomorphism

will be suppressed. As in the finite-dimensional case, one has the following results.

Proposition 4.3.5. For a continuously differentiable path t ∈ [0, 1] 󳨃→ Ht ∈ 𝔽𝔹sa(H),
there is ϵ > 0 such that
(i) t ∈ [0, 1] 󳨃→ Ht + δ1 is a path in 𝔽𝔹sa(H) for all δ ∈ (−ϵ, ϵ),
(ii) t ∈ [0, 1] 󳨃→ Ht + δ1 has only regular crossings for almost every δ ∈ (−ϵ, ϵ).

Hence one can always assure to be in a situation where the following result applies:

Proposition 4.3.6. For a continuously differentiable path t ∈ [0, 1] 󳨃→ Ht ∈ 𝔽𝔹sa(H)
having only regular crossings

Sf(t ∈ [0, 1] 󳨃→ Ht) =
1
2
Sig(Γ0) + ∑

t∈(0,1)
Sig(Γt) +

1
2
Sig(Γ1). (4.9)

Remark 4.3.7. It is worth to point out that these theorems provide the followingmethod
for computing the spectral flow of a differentiable path t ∈ [0, 1] 󳨃→ Ht having invertible
endpoints. Since the set of invertible operators on H is open, there exists δ1 > 0 such
that H0 + δ1 and H1 + δ1 are invertible for all −δ1 < δ < δ1. If we assume that δ1 is less
than ϵ in Proposition 4.3.5, then we conclude by the homotopy invariance of the spectral
flow that t ∈ [0, 1] 󳨃→ Hδ,t = Ht + δ1 and t ∈ [0, 1] 󳨃→ Ht have the same spectral flow
for all these δ. By Proposition 4.3.5, there exists 0 < δ < δ1 such that t ∈ [0, 1] 󳨃→ Hδ,t
has only regular crossings, thus we can use (4.9) for computing the spectral flow of the
original path t ∈ [0, 1] 󳨃→ Ht . Note that in this case the two boundary terms

1
2 Sig(Γ0) and

1
2 Sig(Γ1) vanish. ⬦
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The proof of Proposition 4.3.5 and Proposition 4.3.6 is based on the following lem-
mas.

Lemma 4.3.8. As above let t ∈ [0, 1] 󳨃→ Ht ∈ 𝔽𝔹sa(H) be a continuously differentiable
path. Let t∗ ∈ (0, 1) and a > 0 be such that ±a ∉ spec(Ht∗ ) and spec(Ht∗ ) ∩ [−a, a] consists
of finitely many eigenvalues of finite multiplicity. Then there exist ϵ > 0 and continuously
differentiable functions

f1, . . . , fN : (t∗ − ϵ, t∗ + ϵ) → H

such that {f1(t), . . . , fN (t)} is a basis of Ran( χ[−a,a](Ht)) for all t ∈ (t∗ − ϵ, t∗ + ϵ).

Proof. We first recall that there is ϵ0 > 0 such that ±a ∉ spec(Ht) and spec(Ht) ∩ [−a, a]
consists of finitely many eigenvalues of finite multiplicity for t ∈ (t∗ − ϵ0, t∗ + ϵ0). In
particular, χ[−a,a](Ht) is defined and finite-dimensional for all t ∈ (t∗ − ϵ0, t∗ + ϵ0), and
t ∈ (t∗ − ϵ0, t∗ + ϵ0) 󳨃→ χ[−a,a](Ht) is continuous. Actually, this path is continuously
differentiable. Indeed, for an open subset O ⊂ ℂ such that O ∩ spec(Ht) = 0 for all
t ∈ (t∗ − ϵ0, t∗ + ϵ0),

(λ, t) ∈ O × (t∗ − ϵ0, t∗ + ϵ0) 󳨃→ (Ht − λ)
−1

is continuously differentiable. The spectral projections are χ[−a,a](Ht) =
1
2π𝚤 ∫γ(Ht−λ)

−1dλ
for γ = {z ∈ ℂ : |z| = a}. Differentiation under the integral sign shows

𝜕tχ[−a,a](Ht) =
1
2π𝚤
∫
γ

𝜕t(Ht − λ)
−1dλ

which is continuous. To construct the functions f1, . . . , fN , we use the operator

Bt = (1 − χ[−a,a](Ht∗ )) + χ[−a,a](Ht) ∈ 𝔹(H).

Note that t ∈ (t∗ − ϵ0, t∗ + ϵ0) 󳨃→ Bt is continuously differentiable and Bt∗ = 1. Therefore
there is ϵ0 > ϵ > 0 such that Bt is bijective for t ∈ (t∗ − ϵ, t∗ + ϵ). Moreover, Bt maps
Ran( χ[−a,a](Ht∗ )) onto Ran( χ[−a,a](Ht)). Then for a basis {ϕ1, . . . ,ϕN } of Ran( χ[−a,a](Ht∗ ))
we define fn(t) = Btϕn for n = 1, . . . ,N . By construction, t ∈ (t∗ − ϵ, t∗ + ϵ) 󳨃→ fn(t) are
continuously differentiable functions and {f1(t), . . . , fN (t)} is a basis of Ran( χ[−a,a](Ht))
for all (t∗ − ϵ, t∗ + ϵ).

In order to allow the reader to appreciate the difficulties (leading to the techni-
cal proofs above and further down), let us note that there are continuously differen-
tiable paths t ∈ [0, 1] 󳨃→ Ht ∈ 𝔽𝔹sa(H) such that the eigenvectors of Ht cannot be
chosen differentiable in t. More precisely, let t∗ ∈ (0, 1) and a > 0 be such that one has
±a ∉ spec(Ht∗ ) and spec(Ht∗ )∩[−a, a] consists of finitelymany eigenvalues of finitemul-
tiplicity. Then by Theorem II.5.4 in [112], there are continuously differentiable functions
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λk : (t∗ − ϵ, t∗ + ϵ) → (−a, a) for k = 1, . . . , dim(Ran( χ[−a,a](Ht∗ ))) representing the eigen-
values of Ht in the interval [−a, a]. By Example II.5.3 in [112], it may not be possible to
chose differentiable functionsϕk : (t∗−ϵ, t∗+ϵ) → H\{0} of eigenvectors ofHt such that
Htϕk(t) = λk(t)ϕk(t) holds for all t ∈ (t∗ − ϵ, t∗ + ϵ) and k = 1, . . . , dim(Ran( χ[−a,a](Ht∗ ))).

Lemma 4.3.9. As above let t ∈ [0, 1] 󳨃→ Ht ∈ 𝔽𝔹sa(H) be a continuously differentiable
path. Let t∗ ∈ (0, 1) and a > 0 be such that ±a ∉ spec(Ht∗ ) and that the intersection
spec(Ht∗ ) ∩ [−a, a] consists only of finitely many eigenvalues of finite multiplicity. Fur-
thermore let N = Tr( χ[−a,a](Ht∗ )). Then there is ϵ > 0 and a continuously differentiable
function t ∈ (t∗ − ϵ, t∗ + ϵ) 󳨃→ St ∈ ℂ

N×N of self-adjoint matrices and a continuously
differentiable path of unitaries Ut : Ran( χ[−a,a](Ht)) → ℂ

N mapping Ker(Ht − δ) onto
Ker(St − δ) such that

Γt(S − δ1)(ϕ) = Γt(H − δ1)(U
∗
t ϕ)

for all ϕ ∈ Ker(St − δ1), t ∈ (t∗ − ϵ, t∗ + ϵ) and δ ∈ [−a, a].

Proof. By Lemma 4.3.8, there exists ϵ > 0 and continuously differentiable functions
f1, . . . , fN : (t∗ − ϵ, t∗ + ϵ) → H such that {f1(t), . . . , fN (t)} is a basis of Ran( χ[−a,a](Ht)) for
all (t∗ − ϵ, t∗ + ϵ). By using a Gram–Schmidt process, we may assume that these bases
are orthonormal. Then define Ut : Ran( χ[−a,a](Ht)) → ℂ

N by

U∗t ϕ =
N
∑
n=1

ϕn fn(t), ϕ = (
ϕ1
...
ϕN

).

By construction, t ∈ (t∗−ϵ, t∗+ϵ) 󳨃→ Ut is a continuously differentiable path of unitaries.
Therefore the path t ∈ (t∗ − ϵ, t∗ + ϵ) 󳨃→ St = UtHtU

∗
t is continuously differentiable.

Moreover, Ut maps Ker(Ht −δ1) onto Ker(St −δ1) for all δ ∈ [−a, a]. For ϕ ∈ Ker(St −δ1),
one has

Γt(S − δ1)(ϕ) = ⟨ϕ
󵄨󵄨󵄨󵄨(𝜕tS)tϕ⟩

= ⟨ϕ󵄨󵄨󵄨󵄨Ut(𝜕t(H − δ1))tU
∗
t ϕ⟩ + ⟨ϕ

󵄨󵄨󵄨󵄨(𝜕tU)t(Ht − δ1)U
∗
t ϕ⟩

+ ⟨ϕ󵄨󵄨󵄨󵄨Ut(Ht − δ1)(𝜕tU
∗)tϕ⟩

= ⟨U∗t ϕ
󵄨󵄨󵄨󵄨(𝜕t(H − δ1))tU

∗
t ϕ⟩ + ⟨ϕ

󵄨󵄨󵄨󵄨(𝜕tU)t(Ht − δ1)U
∗
t ϕ⟩

+ ⟨(Ht − δ1)U
∗
t ϕ
󵄨󵄨󵄨󵄨(𝜕tU
∗)tϕ⟩

= ⟨U∗t ϕ
󵄨󵄨󵄨󵄨(𝜕t(H − δ1))tU

∗
t ϕ⟩

= Γt(H − δ1)(U
∗
t ϕ),

where the fourth step follows because (Ht − δ1)U
∗
t ϕ = 0.
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Remark 4.3.10. Let us note that the eigenvalues λj(t) of St are the eigenvalues of Ht
between −a and a. Moreover, by Theorem II.5.4 in [112], the derivatives λ′j (t) for those λj
with λj(t) = δ are the eigenvalues of the crossing operator Γt(S − δ1). ⬦

Proof of Proposition 4.3.5. We choose as in the definition of the spectral flow a partition
0 = t0 < t1 < ⋅ ⋅ ⋅ < tM−1 < tM = 1 of [0, 1] and a1, . . . , aM > 0 such that spec(Ht)∩[−am, am]
consists of eigenvalues of finite multiplicity and ±am ∉ spec(Ht) for all t ∈ [tm, tm−1],
m = 1, . . . ,M . Moreover, we assume that [tm, tm−1] ⊂ (t∗ − ϵ, t∗ + ϵ) where ϵ > 0 is
chosen as in Lemma 4.3.9 for some t∗ ∈ [tm, tm−1] and a = am. By Lemma 4.3.9 and as,
by Theorem II.6.8 in [112], the eigenvalues of a continuously differentiable path of self-
adjoint matrices are continuously differentiable provided that one chooses the correct
branches at level crossings, we can cover the set

M
⋃
m=1
{(t, λ) ∈ [tm−1, tm] × [−am, am] : λ ∈ spec(Ht)}

by finitely many graphs of continuously differentiable functions λnm, each defined on
some interval [tm−1, tm]. Because the set of Fredholm operators is open, there exists a
positive ϵ < minm=1,...,M am such that Ht + δ1 is Fredholm for all t ∈ [0, 1] and δ ∈ (−ϵ, ϵ).
By Sard’s theorem, the complement of the set of common regular values of the functions
λnm in (−ϵ, ϵ) has measure zero. By Lemma 4.3.9 and Remark 4.3.10, δ ∈ (−ϵ, ϵ) is a com-
mon regular value of the functions λnm if andonly ifHt−δ1has only regular crossings.

Proof of Proposition 4.3.6. Let us first note that the sum on the right-hand side of (4.9)
is finite because the crossings are regular. Consider t∗ ∈ (0, 1) such that Ker(Ht∗ ) ̸= {0}.
Choose a > 0 such that spec(Ht∗ ) ∩ [−a, a] = {0}. Then, for ϵ > 0 as in Lemma 4.3.9 and
N = dim(Ker(Ht∗ )), let

λ1, . . . , λN : (t∗ − ϵ, t∗ + ϵ) → (−a, a)

be the continuously differentiable functions representing the eigenvalues ofHt in [−a, a]
for t ∈ (t∗ − ϵ, t∗ + ϵ). Because t∗ is a regular crossing, λ

′
n(t∗) ̸= 0 for n = 1, . . . ,N . Thus,

there is 0 < η < ϵ
2 such that λn(t) ̸= 0 for n = 1, . . . ,N and t ∈ (t∗ − 2η, t∗ + 2η) \ {t∗}. This

implies

sgn(λn(t∗ + η)) = − sgn(λn(t∗ − η)) = sgn(λ
′
n(t∗)), n = 1, . . . ,N .

Taking the sum over all eigenvalues λk shows

Sig(Γt∗ ) = Tr( χ(0,a](Ht∗+η)) − Tr( χ(0,a](Ht∗−η)),

where again Theorem II.5.4 in [112] was used, see also Remark 4.3.10. Because the path
t ∈ (t∗ − 2η, t∗ + 2η) 󳨃→ χ[−a,a](Ht) is continuous and therefore one can conclude that the
path t ∈ (t∗ − 2η, t∗ + 2η) 󳨃→ Tr( χ[−a,a](Ht)) is constant, one has
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Tr( χ(0,a](Ht∗+η)) − Tr( χ(0,a](Ht∗−η)) = Tr( χ[−a,0)(Ht∗−η)) − Tr( χ[−a,0)(Ht∗+η))

and hence

Sig(Γt) =
1
2
(Tr( χ(0,a](Ht∗+η)) − Tr( χ[−a,0)(Ht∗+η))

− Tr( χ(0,a](Ht∗−η)) + Tr( χ[−a,0)(Ht∗−η)))

= Sf(t ∈ [t∗ − η, t∗ + η] 󳨃→ Ht).

Similarly, for t∗ = 0 and a, η as above, one has

sgn(λn(η)) = sgn(λ
′
n(t∗)), n = 1, . . . ,N .

Taking the sum over all eigenvalues λk shows

Sig(Γ0) = Tr( χ(0,a](Hη)) − Tr( χ[−a,0)(Hη)).

As Tr( χ(0,a](H0)) = Tr( χ[−a,0)(H0)) = 0, one can conclude

1
2
Sig(Γ0) =

1
2
(Tr( χ(0,a](Hη)) − Tr( χ[−a,0)(Hη))

− Tr( χ(0,a](H0)) + Tr( χ[−a,0)(H0)))

= Sf(t ∈ [0, η] 󳨃→ Ht).

Analogously, one can show

1
2
Sig(Γ0) = Sf(t ∈ [1 − η, 1] 󳨃→ Ht).

The concatenation property of the spectral flow, see item (ii) of Theorem 4.2.1, implies
the claim.

As a first application of the crossing form, let us show how the index of an arbitrary
Fredholm operator can be computed as a spectral flow of a suitable path of self-adjoint
Fredholm operators. This path is given by a supersymmetric operator constructed from
the Fredholm operator and the parameter is then a mass term.

Corollary 4.3.11. Let T ∈ 𝔹(H) be a Fredholm operator and set

Lm = (
m1 T∗

T −m1
) , m ∈ ℝ.

Then for all M > 0,

Ind(T) = Sf(m ∈ [−M ,M] 󳨃→ Lm).
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Proof. Note first that the path is clearly differentiable and

(Lm)
2 = (

m21 + T∗T 0
0 TT∗ +m21

) ≥ m212.

Hence there can only be an eigenvalue crossing atm = 0 and the crossing form at 0 is

Γ0 = (
1 0
0 −1
) .

Moreover,

Ker(L0) = Ker(T
∗T) ⊕ Ker(TT∗) = Ker(T) ⊕ Ker(T∗).

Hence Proposition 4.3.6 implies the claim.

The next result provides an integral formula akin to (1.2) in the finite-dimensional
case. Proofs of such results can be found in several places, e. g., [55, 194]. For the sake of
simplicity, we will assume to be in the generic case where the endpoints are invertible.

Proposition 4.3.12. Let t ∈ [0, 1] 󳨃→ Ht ∈ 𝔽𝔹sa(H) be a continuously differentiable
path with invertible endpoints. Moreover, let 0 < ϵ < min{‖H−10 ‖

−1, ‖H−11 ‖
−1} be such that

[−ϵ, ϵ] ∩ specess(Ht) = 0 and let g : ℝ → [−1, 1] be a smooth increasing function which is
equal to −1 on (−∞, −ϵ] and equal to 1 on [ϵ,∞). Then

Sf(t ∈ [0, 1] 󳨃→ Ht) =
1
2

1

∫
0

dt Tr(g′(Ht)𝜕tHt). (4.10)

Let us note that there are generalizations of (4.10) to functions g for which supp(g′)
touches the essential spectrum of Ht (see Theorem 1.9 in [55]), provided that g is suffi-
ciently regular at these points so that trace class properties can be assured.

Proof. By Lemma 4.3.9 and, as by Theorem II.6.8 in [112], the eigenvalues of a continu-
ously differentiable path of self-adjoint matrices are continuously differentiable pro-
vided that one chooses the correct branches at level crossings, we can cover the set
{(t, λ) ∈ [0, 1] × [−ϵ, ϵ] : λ ∈ spec(Ht)} by finitely many graphs of continuously differ-
entiable functions λn : [tn,0, tn,1] → ℝ, n = 1, . . . ,N , each defined on some subinter-
val [tn,0, tn,1] of [0, 1]. Moreover, λn(tn,0) ∈ {±ϵ} and λn(tn,1) ∈ {±ϵ} due to the assump-
tion on ϵ. For t0 ∈ [0, 1], let {λ1(t0), . . . , λNt0

(t0)} be the eigenvalues of Ht0 in the interval
[−ϵ, ϵ]. Then, by the remark after Lemma 4.3.9, there is an orthonormal basis of eigen-
vectors ϕ1, . . . ,ϕNt0

of Ht0 corresponding to the eigenvalues λ1(t0), . . . , λNt0
(t0) such that

⟨ϕn|(𝜕tH)t0ϕn⟩ = λ
′
n(t0). As Ran(g

′(Ht0 )) = Ran( χ[−ϵ,ϵ](Ht0 )) is spanned by these eigen-
vectors,
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Tr(g′(Ht0 )(𝜕tH)t0) =
Nt0

∑
n=1
⟨ϕn
󵄨󵄨󵄨󵄨g
′(Ht0 )(𝜕tH)t0ϕn⟩

=
Nt0

∑
n=1

g′(λn(t0))⟨ϕn
󵄨󵄨󵄨󵄨(𝜕tH)t0ϕn⟩ =

Nt0

∑
n=1

g′(λn(t0))λ
′
n(t0).

Hence,

1
2

1

∫
0

dt Tr(g′(Ht)(𝜕tH)t) =
1
2

N
∑
n=1

tn,1

∫
tn,0

dtg′(λn(t))λ
′
n(t)

=
1
2

N
∑
n=1
(g(λn(tn,1)) − g(λn(tn,0))).

Moreover,

g(λn(tn,1)) − g(λn(tn,0)) =
{{{
{{{
{

2 if λn(tn,1) = ϵ and λn(tn,0) = −ϵ,
−2 if λn(tn,1) = −ϵ and λn(tn,0) = ϵ,
0 if λn(tn,1) = λn(tn,0).

(4.11)

Therefore,

1
2

1

∫
0

dt Tr(g′(Ht)(𝜕tH)t) = #{n ∈ {1, . . . ,N} : λn(tn,1) = ϵ and λn(tn,0) = −ϵ}

− #{n ∈ {1, . . . ,N} : λn(tn,1) = −ϵ and λn(tn,0) = ϵ}.

For a partition 0 = t0 < t1 < ⋅ ⋅ ⋅ < tM−1 < tM = 1 and ϵ > am > 0 such that ±am ∉ spec(Ht)
for t ∈ [tm−1, tm] and such that t ∈ [tm−1, tm] 󳨃→ χ[−am ,am](Ht) is norm-continuous with
constant finite rank for allm = 1, . . . ,M , the spectral flow is

Sf(t ∈ [0, 1] 󳨃→ Ht) =
1
2

M
∑
m=1

Tr(P>am ,tm − P
<
am ,tm − P

>
am ,tm−1 + P

<
am ,tm−1)

=
1
2

M
∑
m=1

Tr( χ(0,am](Htm ) − χ[−am ,0)(Htm )

− χ(0,am](Htm−1 ) + χ[−am ,0)(Htm−1 ))

=
1
2

M
∑
m=1
(#{n ∈ {1, . . . ,N} : λn(tm) ∈ (0, am]}

− #{n ∈ {1, . . . ,N} : λn(tm) ∈ [−am, 0)}
− #{n ∈ {1, . . . ,N} : λn(tm−1) ∈ (0, am]}
+ #{n ∈ {1, . . . ,N} : λn(tm−1) ∈ [−am, 0)})
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=
1
2

N
∑
n=1
(#{m ∈ {1, . . . ,M} : λn(tm) ∈ (0, am]}

− #{m ∈ {1, . . . ,M} : λn(tm) ∈ [−am, 0)}
− #{m ∈ {1, . . . ,M} : λn(tm−1) ∈ (0, am]}
+ #{m ∈ {1, . . . ,M} : λn(tm−1) ∈ [−am, 0)}).

As t ∈ [tm−1, tm] 󳨃→ λn(t) is continuous for all N and λn(t) ∉ {±am} for t ∈ [tm−1, tm],

#{m ∈ {1, . . . ,M} : λn(tm) ∈ (0, am]}
− #{m ∈ {1, . . . ,M} : λn(tm) ∈ [−am, 0)}
− #{m ∈ {1, . . . ,M} : λn(tm−1) ∈ (0, am]}
+ #{m ∈ {1, . . . ,M} : λn(tm−1) ∈ [−am, 0)}

=
{{{
{{{
{

2 if λn(tn,1) = ϵ and λn(tn,0) = −ϵ,
−2 if λn(tn,1) = −ϵ and λn(tn,0) = ϵ,
0 if λn(tn,1) = λn(tn,0).

(4.12)

Comparing (4.11) and (4.12) and summing over n = 1, . . . ,N implies the claim.

One can now also rewrite the spectral flow as a winding number of a suitable uni-
tary operator, a fact that goes back at least to [194]. The unitary can be interpreted as the
image of the path under the K -theoretic exponential map of a suitable exact sequence
[171].

Corollary 4.3.13. Under the same assumptions as in Proposition 4.3.12, one has

Sf(t ∈ [0, 1] 󳨃→ Ht) =
1
2π𝚤

1

∫
0

dt Tr(e−𝚤πg(Ht)𝜕te
𝚤πg(Ht)). (4.13)

Proof. Let us start from DuHamel’s formula

𝜕te
𝚤πg(Ht) = 𝚤π

1

∫
0

ds e(1−s)𝚤πg(Ht)𝜕tg(Ht)e
s𝚤πg(Ht).

Replacing this in the right-hand side of (4.13) and using the cyclicity of the trace, one
deduces the claim from the formula in Proposition 4.3.12.

4.4 Spectral flow for essentially hyperbolic operators

This brief section elaborates on Section 1.6, namely shows how the spectral flow through
the imaginary axis can be defined. The suitable Fredholm condition is natural, namely to
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assume that there is merely discrete spectrum on the imaginary axis. The discrete spec-
trum consists of isolated eigenvalues of finite algebraic multiplicity where the algebraic
multiplicity is the dimension of the Riesz projection of the eigenvalue, see Appendix A.1.
Note that for normal operators this coincideswith the definition of the discrete spectrum
from Section 3.4.

Definition 4.4.1. A bounded operator A ∈ 𝔹(H) is called essentially hyperbolic if and
only if it has only discrete spectrum on the imaginary axis.

Note that a self-adjoint operator is essentially hyperbolic if and only if it is Fredholm.
By Theorem IV.5.28 in [112], an operator A is essentially hyperbolic if and only if A + 𝚤y1
is Fredholm for all y ∈ ℝ. This implies that if A ∈ 𝔹(H) is essentially hyperbolic and
K ∈ 𝕂(H) compact, then A + K is also essentially hyperbolic. Moreover, let us stress
that an essentially hyperbolic operator has only a finite number of purely imaginary
eigenvalues (because it is bounded).

Let now t ∈ [0, 1] 󳨃→ At be a norm-continuous path of essentially hyperbolic opera-
tors. Then for a > 0 let

Pa,t = R{x+𝚤y:x∈[−a,a],y∈ℝ}(At)

denote the Riesz projection of At on the spectrum with real part in the interval [−a, a].
Furthermore, let

P>a,t = R{x+𝚤y:x∈(0,a],y∈ℝ}(At), P<a,t = R{x+𝚤y:x∈[−a,0),y∈ℝ}(At)

be the Riesz projections of At on the spectrum with real part in the interval (0, a] and
[−a, 0), respectively. Note that in general neither of these projections are orthogonal.
By adapting the proof of Lemma 4.1.1 and the compactness argument following it, it is
possible to choose a finite partition 0 = t0 < t1 < ⋅ ⋅ ⋅ < tM−1 < tM = 1 and values am > 0
form = 1, . . . ,M such that t ∈ [tm−1, tm] 󳨃→ Pam ,t is continuous and of constant finite rank
for all m = 1, . . . ,M . Using this partition, the spectral flow of the path t ∈ [0, 1] 󳨃→ At is
defined as follows:

Definition 4.4.2. For a partition 0 = t0 < t1 < ⋅ ⋅ ⋅ < tM−1 < tM = 1 and values am > 0
with m = 1, . . . ,M as above, the spectral flow of the path t ∈ [0, 1] 󳨃→ At of essentially
hyperbolic operators is defined as

Sf(t ∈ [0, 1] 󳨃→ At) =
1
2

M
∑
m=1

Tr(P>am ,tm − P
<
am ,tm − P

>
am ,tm−1 + P

<
am ,tm−1).

Note that all projections involved are finite dimensional so that the trace is finite.

The first task is to verify that this definition is independent of the choice of the par-
tition and the values am. This can be shown by following the argument of Theorem 4.1.3.
In a similar manner, one can then verify most of the other natural properties of spectral
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flow, such as homotopy invariance, concatenation, and additivity. Details are not spelled
out. Let us note that for a path of self-adjoint Fredholmoperators this coincideswith Def-
inition 4.1.2. Moreover, if At is normal, then by the spectral theorem the real part of an
eigenvalue of At is given by the eigenvalue of the real part ℜe(At) =

1
2 (At + A

∗
t ) of At .

Therefore, for a path t ∈ [0, 1] 󳨃→ At of normal operators, one has

Sf(t ∈ [0, 1] 󳨃→ At) = Sf(t ∈ [0, 1] 󳨃→ ℜe(At)), (4.14)

where the right-hand side is the spectral flow in the sense of Definition 4.1.2. A particular
case is that of a path of unitaries t ∈ [0, 1] 󳨃→ Ut having no essential spectrum at 𝚤
and −𝚤. Let us stress that the spectral flow (4.14) then does not distinguish whether the
eigenvalue travels on the upper or lower half of the unit circle, in contradistinction to
the spectral flow of essentially gapped unitaries considered in the next section.

4.5 Spectral flow for paths of essentially gapped unitaries

In this section the spectral flow of paths of unitaries not having −1 in the essential spec-
trum is introduced. By choice of convention, a counterclockwise passage through −1 will
be counted as a positive spectral flow, while clockwise passage as a negative spectral
flow. Up to extra technical details resulting, the constructions, as well as the properties
and proofs, are very similar to those of the spectral flow for paths of unitary matrices as
described in Section 1.5. This leads to some repetitions, but as the results are crucial also
for the construction of the spectral flow for paths of unbounded Fredholm operators in
Section 7.1, we decided to keep full details nevertheless.

If t ∈ [0, 1] 󳨃→ Ut ∈ 𝔽𝕌(H) is a norm-continuous path, not necessarily closed,
then one can define its spectral flow through −1 as follows: For a ∈ [0, π), the spectral
projections are denoted by

Pa,t = χ{e𝚤b :b∈[π−a,π+a]}(Ut). (4.15)

The following lemma is the counterpart to Lemma 4.1.1 for paths of self-adjoint Fred-
holm operators.

Lemma 4.5.1. For U ∈ 𝔽𝕌(H), there are a number a ∈ [0, π) and a neighborhoodN of U
in 𝔽𝕌(H) such that V 󳨃→ χ{e𝚤b :b∈[π−a,π+a]}(V ) is a norm-continuous, finite-rank projection-
valued function onN.

Proof. Since −1 is not in the essential spectrum of U , there is an a ∈ [0, π) such that
e𝚤(π±a) are not in the spectrum of U and χ{e𝚤b :b∈[π−a,π+a]}(U) is a finite-rank orthogonal
projection. Because e𝚤(π±a) are not in the spectrum of U , there exists π − a > ϵ > 0 such
that {e𝚤(π+b) : b ∈ [−a − ϵ, −a] ∪ [a, a + ϵ]} is disjoint from spec(U). The set

Ñ = {V ∈ 𝔽𝕌(H) : {e𝚤(π+b) : b ∈ [−a − ϵ, −a] ∪ [a, a + ϵ]} ∩ spec(V ) = 0}
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is open and on this set the function V 󳨃→ χ{e𝚤b :b∈[π−a,π+a]}(V ) is norm-continuous as
χ{e𝚤b :b∈[π−a,π+a]} agrees on spec(V ) with the continuous function f : 𝕊

1 → ℂ defined by

e𝚤φ 󳨃→ χ[π−a,π+a](φ) − (φ − (π + a + ϵ))
1
ϵ
χ[π+a,π+a+ϵ](φ)

+ (φ − (π − a − ϵ)) 1
ϵ
χ[π−a−ϵ,π−a](φ).

Then the subset

N = {V ∈ Ñ : 󵄩󵄩󵄩󵄩χ{e𝚤b :b∈[π−a,π+a]}(V ) − χ{e𝚤b :b∈[π−a,π+a]}(U)
󵄩󵄩󵄩󵄩 < 1}

of Ñ has the desired properties, as for all unitaries V ∈ N the dimension of
Ran( χ{e𝚤b :b∈[π−a,π+a]}(V )) equals dim(Ran( χ{e𝚤b :b∈[π−a,π+a]}(U))), which is finite because of
the choice of a.

By compactness and the previous lemma, it is possible to choose a finite partition

0 = t0 < t1 < ⋅ ⋅ ⋅ < tM−1 < tM = 1, (4.16)

of [0, 1] and π > am > 0,m = 1, . . . ,M , such that

t ∈ [tm−1, tm] 󳨃→ Pam ,t (4.17)

is norm-continuouswith constant finite rank. To define the spectral flow, let us introduce
the spectral projections

P>a,t = χ{e𝚤b :b∈(π,π+a]}(Ut), P<a,t = χ{e𝚤b :b∈[π−a,π)}(Ut).

Definition 4.5.2. For a partition 0 = t0 < t1 < ⋅ ⋅ ⋅ < tM−1 < tM = 1 and am ∈ [0, π),
m = 1, . . . ,M as above, the spectral flow through −1 of the path t ∈ [0, 1] 󳨃→ Ut ∈ 𝔽𝕌(H)
is defined as

Sf(t ∈ [0, 1] 󳨃→ Ut) =
1
2

M
∑
m=1

Tr(P>am ,tm − P
<
am ,tm − P

>
am ,tm−1 + P

<
am ,tm−1). (4.18)

Note that all appearing spectral projections are finite dimensional so that the trace is
finite.

The basic result about the spectral flow is that it is well defined by the above proce-
dure and it is homotopy invariant.

Theorem 4.5.3. The definition of Sf(t ∈ [0, 1] 󳨃→ Ut) is independent of the choice of the
partition 0 = t0 < t1 < ⋅ ⋅ ⋅ < tM−1 < tM = 1 of [0, 1] and values am ∈ [0, π) such that
t ∈ [tm−1, tm] 󳨃→ Pam ,t is norm-continuous.
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Proof. For each point t∗ ∈ [tm−1, tm] for m ∈ {1, 2, . . . ,M} added to the partition, the
number Tr(P>am ,t∗ − P

<
am ,t∗ ) is both added and subtracted. Thus Sf(t ∈ [0, 1] 󳨃→ Ut) does

not change, and therefore the definition of the spectral flow is independent of the choice
of the partition.

For m ∈ {1, 2, . . . ,M}, let us compare am to a′m where t ∈ [tm−1, tm] 󳨃→ Pa′m ,t is
norm-continuous with constant finite rank. Without loss of generality, one may assume
a′m > am. As e

𝚤(π±am) and e𝚤(π±a
′
m) are not in the spectrum of Ut for any t ∈ [tm−1, tm], it

follows that both t ∈ [tm−1, tm] 󳨃→ P>a′m ,t −P
>
am ,t and t ∈ [tm−1, tm] 󳨃→ P<a′m ,t −P

<
am ,t are norm-

continuous projection-valued functions and hence of constant rank, say k> and k<. Thus

Tr(P>a′m ,tm − P
<
a′m ,tm
− P>a′m ,tm−1 + P

<
a′m ,tm−1
)

= Tr(P>a′m ,tm) − Tr(P
<
a′m ,tm
) − Tr(P>a′m ,tm−1) + Tr(P

<
a′m ,tm−1
)

= Tr(P>am ,tm) + k
> − Tr(P<am ,tm) − k

< − Tr(P>am ,tm−1) − k
> + Tr(P<am ,tm−1) + k

<

= Tr(P>am ,tm − P
<
am ,tm − P

>
am ,tm−1 + P

<
am ,tm−1).

Therefore the definition of the spectral flow is independent of the choice of the values
am ∈ [0, π) such that t ∈ [tm−1, tm] 󳨃→ Pam ,t is norm-continuous.

The following provides two particularly simple examples of paths of unitaries with
nontrivial spectral flow.

Example 4.5.4. Let H = ℓ2(ℤ) with orthonormal basis |n⟩, n ∈ ℤ. For k ∈ ℤ, let us
consider the norm-continuous path of unitaries

t ∈ [0, 1] 󳨃→ Uk,t = ∑
n ̸=0
|n⟩⟨n| + e2π𝚤kt|0⟩⟨0|.

Clearly, Sf(t ∈ [0, 1] 󳨃→ Uk,t) = k. For the next example, let k ≥ 1 and set

t ∈ [0, 1] 󳨃→ U ′k,t = ∑
n ̸∈{1,...,k}
|n⟩⟨n| + ∑

n∈{1,...,k}
e2π𝚤t|n⟩⟨n|.

Then also here Sf(t ∈ [0, 1] 󳨃→ U ′k,t) = k. ⬦

Some elementary properties of the spectral floware collected in the following result.

Theorem 4.5.5. Let t ∈ [0, 1] 󳨃→ Ut ∈ 𝔽𝕌(H) be a norm-continuous path.
(i) If −1 ∉ spec(Ut) for all t ∈ [0, 1], then Sf(t ∈ [0, 1] 󳨃→ Ut) = 0.
(ii) The spectral flow has a concatenation property, namely if t ∈ [1, 2] 󳨃→ Ut ∈ 𝔽𝕌(H)

is a second norm-continuous path, composable to the first one in the sense that the
endpoint of the first path is the initial point of the second path, then

Sf(t ∈ [0, 2] 󳨃→ Ut) = Sf(t ∈ [0, 1] 󳨃→ Ut) + Sf(t ∈ [1, 2] 󳨃→ Ut).
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(iii) Changing the orientation of the path leads to a change of the sign of the spectral flow

Sf(t ∈ [0, 1] 󳨃→ Ut) = − Sf(t ∈ [0, 1] 󳨃→ U1−t).

(iv) The spectral flow has a reflection property, namely

Sf(t ∈ [0, 1] 󳨃→ Ut) = − Sf(t ∈ [0, 1] 󳨃→ U∗t ).

(v) The spectral flow has an additivity property under direct sums, namely given a second
norm-continuous path t ∈ [0, 1] 󳨃→ Vt ∈ 𝔽𝕌(H

′),

Sf(t ∈ [0, 1] 󳨃→ Ut ⊕ Vt) = Sf(t ∈ [0, 1] 󳨃→ Ut) + Sf(t ∈ [0, 1] 󳨃→ Vt).

(vi) The spectral flow is invariant under conjugation of the path by another norm-
continuous path t ∈ [0, 1] 󳨃→ Wt ∈ 𝕌(H) of unitaries

Sf(t ∈ [0, 1] 󳨃→ Ut) = Sf(t ∈ [0, 1] 󳨃→ WtUtW
∗
t ).

Proof. All items follow directly form the definition of the spectral flow.

The homotopy invariance of the spectral flow of paths in 𝔽𝕌(H) can be proved in
the samemanner as the homotopy invariance of the spectral flow of paths of self-adjoint
Fredholm operators, see Theorem 4.2.2.

Theorem 4.5.6. Let t ∈ [0, 1] 󳨃→ Ut and t ∈ [0, 1] 󳨃→ U ′t be two norm-continuous paths
in 𝔽𝕌(H) such that U0 = U ′0, U1 = U ′1 and such that there exists a norm-continuous
homotopy between the two paths leaving the endpoints fixed. Then

Sf(t ∈ [0, 1] 󳨃→ Ut) = Sf(s ∈ [0, 1] 󳨃→ U ′t ).

Proof. Let us first note that for U0,U1 ∈ 𝔽𝕌(H) both in the same neighborhoodN of the
type given in Lemma 4.5.1 and any path t ∈ [0, 1] 󳨃→ Ut of unitaries from U0 to U1 lying
entirely inN, the spectral flow is

Sf(t ∈ [0, 1] 󳨃→ Ut) =
1
2
Tr(P>a,1 − P

<
a,1 − P

>
a,0 + P

<
a,0),

where a = a1 is chosen as in Lemma 4.5.1 and the partition is trivial, namely t0 = 0 and
t1 = 1. Therefore the spectral flow is independent of the path inN connecting U0 to U1.

Let us denote the homotopy between the two paths by h : [0, 1] × [0, 1] → 𝔽𝕌(H),
more precisely h is norm-continuous, h(t, 0) = Ut , h(t, 1) = U

′
t for all t ∈ [0, 1], as well

as h(0, s) = U0 = U
′
0 and h(1, s) = U1 = U

′
1 for all s ∈ [0, 1]. By compactness, one can

cover the image of h by a finite set {N1, . . . ,Nk} of neighborhoods as in Lemma 4.5.1.
Then the preimages of these neighborhoods {h−1(N1), . . . , h

−1(Nk)} form a finite cover
of [0, 1] × [0, 1]. Let ϵ0 > 0 be its Lebesgue number. Then any subset of [0, 1] × [0, 1] of
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diameter less than ϵ0 is contained in some element of this finite cover of [0, 1] × [0, 1].
Thus, if we partition [0, 1] × [0, 1] into a grid of squares of diameter less than ϵ0, then the
image of each square will lie entirely within someNl . By compactness, it is sufficient to
show that

Sf(t ∈ [0, 1] 󳨃→ h(t, s′)) = Sf(t ∈ [0, 1] 󳨃→ h(t, s′′))

for s′, s′′ ∈ [0, 1]with |s′ − s′′| < ϵ0
√2
. Without loss of generality, one may assume s′ < s′′.

For a partition 0 = t0 < t1 < ⋅ ⋅ ⋅ < tM−1 < tM = 1 such that |tm − tm−1| <
ϵ0
√2

for all
m ∈ {1, . . . ,M}, the image h([tm−1, tm]× [s

′, s′′]) is contained in one of the neighborhoods
Nl for l ∈ {1, . . . , k}. Therefore, by the first paragraph of this proof, one has

Sf(t ∈ [tm−1, tm] 󳨃→ h(t, s′)) + Sf(s ∈ [s′, s′′] 󳨃→ h(tm, s))

= Sf(s ∈ [s′, s′′] 󳨃→ h(tm−1, s)) + Sf(t ∈ [tm−1, tm] 󳨃→ h(t, s′′))

for allm ∈ {1, . . . ,M}. In conclusion,

Sf(t ∈ [0, 1] 󳨃→ h(t, s′)) =
M
∑
m=1

Sf(t ∈ [tm−1, tm] 󳨃→ h(t, s′))

=
M
∑
m=1
(Sf(s ∈ [s′, s′′] 󳨃→ h(tm−1, s))

+ Sf(t ∈ [tm−1, tm] 󳨃→ h(t, s′′))

− Sf(s ∈ [s′, s′′] 󳨃→ h(tm, s)))

=
M
∑
m=1

Sf(t ∈ [tm−1, tm] 󳨃→ h(t, s′′))

= Sf(t ∈ [0, 1] 󳨃→ h(t, s′′)),

where the third step follows from Sf(s ∈ [s′, s′′] 󳨃→ h(0, s)) = Sf(s ∈ [s′, s′′] 󳨃→ h(1, s)) = 0
as the considered paths are constant.

It is also possible to naturally carry over the concept of crossing form to differen-
tiable paths of essentially unitary operators. This transposes Definition 4.3.4 and Propo-
sitions 4.3.5 and 4.3.6 in a suitable manner.

Definition 4.5.7. Let t′ ∈ [0, 1] 󳨃→ Ut′ ∈ 𝔽𝕌(H) be a continuously differentiable path.
An instant t ∈ [0, 1] is called a crossing for this path if Ker(Ut+1) ̸= {0}. Then the crossing
form at t is the quadratic form

Γt : Ker(Ut + 1) → ℝ, Γt(ϕ) = −𝚤⟨ϕ|U
∗
t 𝜕tUtϕ⟩.

A crossing is called regular, if Γt is nondegenerate.
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Note that indeed (−𝚤)U∗t 𝜕tUt is self-adjoint and that the sign is chosen such that coun-
terclockwise passages lead to a positive Γt . Again the quadratic form Γt will be freely
identified with the self-adjoint matrix representing it.

Proposition 4.5.8. For a continuously differentiable path t ∈ [0, 1] 󳨃→ Ut ∈ 𝔽𝕌(H), there
is ϵ > 0 such that
(i) t ∈ [0, 1] 󳨃→ e𝚤δUt is a path in 𝔽𝕌(H) for all δ ∈ (−ϵ, ϵ),
(ii) t ∈ [0, 1] 󳨃→ e𝚤δUt has only regular crossings for almost every δ ∈ (−ϵ, ϵ).

Proposition 4.5.9. For a continuously differentiable path t ∈ [0, 1] 󳨃→ Ut ∈ 𝔽𝕌(H) hav-
ing only regular crossings,

Sf(t ∈ [0, 1] 󳨃→ Ut) =
1
2
Sig(Γ0) + ∑

t∈(0,1)
Sig(Γt) +

1
2
Sig(Γ1). (4.19)

The proofs of Propositions 4.5.8 and 4.5.9 are completely analogous to the proofs of
Propositions 4.3.5 and 4.3.6 and are therefore not spelled out.

There is also a winding number formula for the spectral flow of loops of essentially
gapped unitaries, similar to Corollary 4.3.13.

Proposition 4.5.10. Let t ∈ [0, 1] 󳨃→ Ut ∈ 𝔽𝕌(H) be a closed and continuously
differentiable path. Let Σ be an open neighborhood of the joint essential spectrum
⋃t∈[0,1] specess(Ut) and f : 𝕊

1 → 𝕊1 a smooth function homotopic to the identity and
such that f |Σ = 1, as well as f (−1) = −1 and 𝚤f

′(−1) > 0. Then Vt = f (Ut) satisfies

Sf(t ∈ [0, 1] 󳨃→ Ut) =
1
2π𝚤

1

∫
0

dt Tr(V∗t 𝜕tVt). (4.20)

Proof. By Theorem 4.5.6, Sf(t ∈ [0, 1] 󳨃→ Ut) is a homotopy invariant on the set of closed
paths in𝔽𝕌(H). By Proposition 4.5.8, one can deform the path to onewith regular cross-
ings so that the spectral flow can be computed by Proposition 4.5.9. These contributions
can in turn be obtained as in (the proof of) Proposition 4.3.12 and this leads to the stated
formula. Note that by constructionVt−1 = f (Ut)−1 is of finite rank so that the expression
is actually thewinding number of a finite rankmatrixwhich is homotopy invariant (e. g.,
Proposition 1.5.12) so that one can deform back from the path with regular crossings to
the original one.

An alternative proof can be given by transforming the spectral flow of essentially
gapped unitaries to one of self-adjoint Fredholm operators (by Proposition 4.6.16 below)
and then applying Corollary 4.3.13.

Proposition 4.5.11. Let t ∈ [0, 1] 󳨃→ Ut ∈ 𝔽𝕌(H) be a closed and continuously differen-
tiable path such that 𝜕tUt is trace class. Then
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Sf(t ∈ [0, 1] 󳨃→ Ut) =
1
2π𝚤

1

∫
0

dt Tr(U∗t 𝜕tUt). (4.21)

Proof. One can start out with Proposition 4.5.10 and then deform f into the identity by
a differentiable homotopy s ∈ [0, 1] 󳨃→ fs which is chosen to be

fs(λ) = exp((1 − s) Log(f (λ)) + s Log(λ)), λ ∈ 𝕊1,

where Log is the principle branch of the logarithm (with cut on (−∞, 0]). Note that
f (−1) = −1 so that in spite of the discontinuity of Log the map λ ∈ 𝕊1 󳨃→ fs(λ) ∈ 𝕊

1 is
continuous. Then define the unitaries Ut,s = fs(Ut) which are continuous (and actually
even differentiable) in s and t. Moreover, by functional calculus Ut,s ∈ 𝔽𝕌(H). There-
fore the spectral flow on the left-hand side of (4.21) is constant along this homotopy by
Theorem 4.5.6. To show that also the right-hand side does not change, let us first verify
that the derivatives 𝜕tUt,s are trace class. By DuHamel’s formula,

𝜕tUt,s =
1

∫
0

dτ(Ut,s)
1−τ((1 − s)𝜕t Log(f (Ut)) + s𝜕t Log(Ut))(Ut,s)

τ ,

which holds as long as Ut has no eigenvalue −1. In case there is such an eigenvalue
−1, the associated finite dimensional eigenspace of Ut is separated and only leads to a
trace class contribution. From now on, let us hence assume thatUt has no eigenvalue −1.
By construction of f , 𝜕t Log(f (Ut)) is finite dimensional. Moreover, one can prove that
𝜕t Log(Ut) is trace class due to the assumption that 𝜕tUt is trace class, by an argument
that is now merely sketched: as −1 is not an eigenvalue, one can write Log(Ut) = g(Ut)
for some smooth function g; the smooth function can then be approximated in norm
by trigonometric polynomials p(Ut) for which the trace class property of 𝜕tp(Ut) is ob-
vious and can be checked to extend to 𝜕tg(Ut). A more elegant approach carries out the
functional calculus for g(Ut) by a Dynkin–Helffer–Sjorstrand formula for unitaries, e. g.,
[178]. It states that there is a quasianalytic extension f̂s : ℂ → ℂ, namely f̂s|𝕊1 = fs and
(𝜕x + 𝚤𝜕y)f̂s(x + 𝚤y)|𝕊1 = 0, such that

Ut,s =
1
2π𝚤
∫

ℝ2

dx dy(𝜕x + 𝚤𝜕y)f̂s(x + 𝚤y)(x + 𝚤y − U)
−1,

which then readily allows deducing that 𝜕tg(Ut) is trace class. Deriving the above for-
mula with respect to s shows that also 𝜕s𝜕tUt,s is trace class and therefore the algebraic
computation in the proof of Proposition 1.5.12 shows that also the right-hand side of (4.21)
does not change. As both sides are constant along the homotopy, the claim follows from
Proposition 4.5.10.
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4.6 Connecting spectral flows of self-adjoints and unitaries

Comparing Sections 4.1 and 4.5, one realizes that the constructions of the spectral flow
of paths of bounded self-adjoint Fredholm operators and of paths of essentially gapped
unitaries are almost identical. This section shows that, indeed, one can deduce either
one from the other, by mapping the bounded self-adjoint Fredholm operators (from
𝔽𝔹sa(H)) essentially bijectively onto the essentially gapped unitaries. Many maps with
this property might come to mind, e. g.,H ∈ 𝔽𝔹sa(H) 󳨃→ (−1)e

𝚤π‖H‖−1H ∈ 𝔽𝕌(H), but one
also realizes that there must be some difficulty involved because U ∈ 𝔽𝕌(H) has one
gap in the essential spectrum, while H ∈ 𝔽𝔹sa(H) has two of them (one at 0 and one at
±∞). However, the second of the latter gaps (that at ±∞) is irrelevant for the spectral
flow and should therefore be discarded by a suitable choice of topology. It turns out that
this can be achieved in combination with a suitable choice of the map from 𝔽𝔹sa(H) to
𝔽𝕌(H) (which is not the one above). Let us note that some of the results of this section
also prepare the ground for a definition of the spectral flow of unbounded self-adjoint
Fredholm operators (Chapter 7) and, beyond that, for results on the homotopy theory of
the set of unbounded self-adjoint operators (Chapter 8).

Let us begin with a preparatory result which normalizes the norm along a given
path. Define the map

N : 𝔹(H) \ {0} → 𝔹1(H), N(T) = 1
‖T‖

T ,

where for a > 0 the closed unit ball of bounded operators is defined by

𝔹a(H) = {T ∈ 𝔹(H) : ‖T‖ ≤ a}.

Note that 𝔽𝔹sa(H) ⊂ 𝔹(H) \ {0} and that, along a given path t ∈ [0, 1] 󳨃→ Ht ∈ 𝔽𝔹sa(H),
the norm ‖Ht‖ is uniformly bounded from below by compactness of the interval. Fur-
thermore, one clearly has

Sf(t ∈ [0, 1] 󳨃→ N(Ht)) = Sf(t ∈ [0, 1] 󳨃→ Ht).

Therefore from now on we only consider paths in

𝔽𝔹1,sa(H) = 𝔽𝔹sa(H) ∩ 𝔹1(H),

which is a subset of

𝔹1,sa(H) = 𝔹sa(H) ∩ 𝔹1(H).

Let us define a map

G : [−1, 1] → 𝕊1,
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by

G(λ) = (2λ2 − 1) − 2𝚤λ(1 − λ2)
1
2 .

Alternative expressions are given by

G(λ) = λ − 𝚤(1 − λ
2)

1
2

λ + 𝚤(1 − λ2)
1
2

.

The map G is one-to-one except at the boundaries where one has G(−1) = G(1) = 1. It
extends to a continuous map

G : (𝔹1,sa(H),ON ) → (𝕌(H),ON )

by

G(H) = 2H2 − 1 − 2𝚤H(1 − H2)
1
2 . (4.22)

Note that G(H) can also be written as

G(H) = (H − 𝚤(1 − H2)
1
2 )(H + 𝚤(1 − H2)

1
2 )
−1
, (4.23)

and both factors are unitary so that G(H) is indeed in𝕌(H). Also let us point out that if
H has both −1 and 1 as eigenvalues, they are both mapped to 1. In particular, for every
symmetry Q (namely, Q∗ = Q and Q2 = 1) one has G(Q) = 1. Hence G is not a bijection.

Remark 4.6.1. From (4.23) one can readily check that G is the continuous extension of
the map C ∘ F−1 where C is the Cayley transform defined in (6.14) and F the bounded
transform which is shown to be invertible in Theorem 6.1.4, see Chapter 6. More pre-
cisely, C ∘ F−1(H) is defined if neither −1 nor 1 is an eigenvalue of H , and in this case
F−1(H) = H(1 − H2)−

1
2 , which is a (possibly unbounded) self-adjoint operator. ⬦

Next note that G(0) = −1, so that Gmaps any eigenvalue at 0 to −1. Therefore

G(𝔽𝔹1,sa(H)) ⊂ 𝔽𝕌(H). (4.24)

Restricting to the subset of essential symmetries, one has

G(𝔽𝔹C1,sa(H)) ⊂ 𝕌
C(H). (4.25)

Now for a norm-continuous path t ∈ [0, 1] 󳨃→ Ht ∈ 𝔹sa(H), also the associated path
t ∈ [0, 1] 󳨃→ (G ∘N)(Ht) ∈ 𝕌(H) is norm-continuous. The following result is thus obvious
by the spectral mapping theorem.
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Proposition 4.6.2. For a norm-continuous path t ∈ [0, 1] 󳨃→ Ht ∈ 𝔽𝔹sa(H), one has

Sf(t ∈ [0, 1] 󳨃→ Ht) = Sf(t ∈ [0, 1] 󳨃→ (G ∘N)(Ht)),

where the right-hand side is the spectral flow of essentially gapped unitaries.

The same statement also holds if one replaces G by other maps, for example the
map H ∈ 𝔽𝔹1,sa(H) 󳨃→ (−1)e

𝚤πH ∈ 𝔽𝕌(H) already mentioned above. Hence one can
easily reduce the spectral flow of a path of self-adjoint Fredholm operators to a spectral
flow of essentially gapped unitary operators.

In the following, we will show that the converse is also true, even though this is a
more delicate issue because – as noted above – one has to create an extra gap. One of
the main tools will be a pseudometric on the set 𝔹1,sa(H) that will be introduced in the
next lemma. It will be compared with the standard operator norm topologyON induced
by the operator norm metric on the bounded operators 𝔹(H) which we denote by

dN (T0, T1) = ‖T0 − T1‖, T0, T1 ∈ 𝔹(H).

Henceforth we use both notations (𝔹(H), dN ) and (𝔹(H),ON ) depending on whether
we want to stress the metric structure when discussing the continuity of maps on𝔹(H).
Similarly, we will proceed with other spaces below.

Lemma 4.6.3. On 𝔹1,sa(H) the formula

dE(H0,H1) = max{
󵄩󵄩󵄩󵄩H

2
0 − H

2
1
󵄩󵄩󵄩󵄩,
󵄩󵄩󵄩󵄩H0(1 − H

2
0)

1
2 − H1(1 − H

2
1 )

1
2 󵄩󵄩󵄩󵄩}

defines a pseudometric. The induced topology OE is weaker than the norm topology ON .
More precisely,

dE(H0,H1) ≤ 2√2dN (H0,H1)
1
2 , H0,H1 ∈ 𝔹1,sa(H). (4.26)

Finally, for a < 1 one has

dN (H0,H1) ≤
1 + √2
1 − a2

dE(H0,H1)
1
2 , H0,H1 ∈ 𝔹a,sa(H), (4.27)

where

𝔹a,sa(H) = 𝔹a(H) ∩ 𝔹sa(H).

Hence dN and dG induce the same topology on𝔹a,sa(H) for all a < 1, so that (𝔹a,sa(H),ON )
and (𝔹a,sa(H),OE) are the same topological spaces.

Let us note that dE(Q0,Q1) = 0 for all symmetries Q0 and Q1, so that dE is indeed
degenerate on 𝔹1,sa(H) and hence only defines a pseudometric. The topology induced
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by this pseudometric dE was introduced by Joachim in [108] who called it the extended
gap topology, for reasons that will become apparent in Proposition 6.1.7 of Section 6.1.
We will follow this terminology.

Proof of Lemma 4.6.3. First of all, let us note that the triangle inequality and the symme-
try are indeed satisfied.

Next let us prove (4.26). For the second term in dE , let us start with

󵄩󵄩󵄩󵄩H0(1 − H
2
0)

1
2 − H1(1 − H

2
1 )

1
2 󵄩󵄩󵄩󵄩

≤ 󵄩󵄩󵄩󵄩H0(1 − H
2
0)

1
2 − H0(1 − H

2
1 )

1
2 󵄩󵄩󵄩󵄩 +
󵄩󵄩󵄩󵄩H0(1 − H

2
1 )

1
2 − H1(1 − H

2
1 )

1
2 󵄩󵄩󵄩󵄩

≤ 󵄩󵄩󵄩󵄩(1 − H
2
0)

1
2 − (1 − H2

1 )
1
2 󵄩󵄩󵄩󵄩 + ‖H0 − H1‖.

For the first summand, recall the fact (Proposition A.2.2) that for two nonnegative oper-
ators A ≥ 0, B ≥ 0 and α ∈ (0, 1), one has ‖Aα − Bα‖ ≤ ‖A − B‖α. Hence

󵄩󵄩󵄩󵄩H0(1 − H
2
0)

1
2 − H1(1 − H

2
1 )

1
2 󵄩󵄩󵄩󵄩 ≤
󵄩󵄩󵄩󵄩H

2
0 − H

2
1
󵄩󵄩󵄩󵄩
1
2 + ‖H0 − H1‖.

As 0 ≤ H2
0 ≤ 1 and 0 ≤ H

2
1 ≤ 1, one also has −1 ≤ H

2
0 − H

2
1 ≤ 1 so that ‖H

2
0 − H

2
1 ‖ ≤ 1 and

thus ‖H2
0 − H

2
1 ‖ ≤ ‖H

2
0 − H

2
1 ‖

1
2 . Therefore

dE(H0,H1) ≤
󵄩󵄩󵄩󵄩H

2
0 − H

2
1
󵄩󵄩󵄩󵄩
1
2 + ‖H0 − H1‖.

Finally,

󵄩󵄩󵄩󵄩H
2
0 − H

2
1
󵄩󵄩󵄩󵄩 ≤
󵄩󵄩󵄩󵄩H0(H0 − H1)

󵄩󵄩󵄩󵄩 +
󵄩󵄩󵄩󵄩(H0 − H1)H1

󵄩󵄩󵄩󵄩 ≤ 2‖H0 − H1‖,

so that

dE(H0,H1) ≤ √2‖H0 − H1‖
1
2 + ‖H0 − H1‖ ≤ 2√2dN (H0,H1)

1
2 ,

because dN (H0,H1) = ‖H0 − H1‖ ≤ 2 for H0,H1 ∈ 𝔹1,sa(H).
Finally, as to the last inequality, let us use ‖(1 −H2)−1‖ ≤ (1 − a2)−1 for H ∈ 𝔹a,sa(H).

Then

dN (H0,H1) ≤
󵄩󵄩󵄩󵄩(H0(1 − H

2
0)

1
2 − H1(1 − H

2
1 )

1
2 )(1 − H2

0)
− 12 󵄩󵄩󵄩󵄩

+ 󵄩󵄩󵄩󵄩H1(1 − H
2
1 )

1
2 ((1 − H2

0)
− 12 − (1 − H2

1 )
− 12 )󵄩󵄩󵄩󵄩

≤ dE(H0,H1)(1 − a
2)
− 12 + 󵄩󵄩󵄩󵄩(1 − H

2
0)
− 12 − (1 − H2

1 )
− 12 󵄩󵄩󵄩󵄩

≤ dE(H0,H1)(1 − a
2)
− 12 + 󵄩󵄩󵄩󵄩(1 − H

2
0)
−1
− (1 − H2

1 )
−1󵄩󵄩󵄩󵄩

1
2

≤ dE(H0,H1)(1 − a
2)
− 12 + (1 − a2)−1󵄩󵄩󵄩󵄩H

2
0 − H

2
1
󵄩󵄩󵄩󵄩
1
2
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≤ (√2(1 − a2)−
1
2 + (1 − a2)−1)dE(H0,H1)

1
2 ,

implying the claim.

As already pointed out, dE has vanishing distance between symmetries and hence
does not distinguish the eigenspaces of eigenvalues −1 and 1. On the other hand, it will
follow from Lemma 4.6.6 below (or alternatively from Proposition 6.1.7 which provides
an extension to not necessarily self-adjoint operators) that dE restricted to the subset

𝔹01,sa(H) = {H ∈ 𝔹1,sa(H) : Ker(H
2 − 1) = {0}} (4.28)

is indeed a metric. Let us note that the set 𝔹01,sa(H) later on in Chapter 6 will play a
prominent role because it is the image of theunbounded self-adjoint operators under the
bounded transform. The upper index 0 indicates that neither 1 nor −1 is an eigenvalue
ofH ∈ 𝔹01,sa(H). It is, however, also possible to obtain ametric on a larger set of operator
classes, namely it is natural to introduce the following equivalence relation.

Definition 4.6.4. Let H0,H1 ∈ 𝔹1,sa(H). Then H0 ∼ H1 if and only if

H0χ(−1,1)(H0) = H1χ(−1,1)(H1) and χ(−1,1)(H0) = χ(−1,1)(H1). (4.29)

The quotient 𝔹1,sa(H)/∼ will be denoted by 𝔹
∼
1,sa(H).

Let us stress that ∼ is indeed an equivalence relation so that the quotient is well
defined. Furthermore, H0 ∼ H1 is equivalent to

Ker(H0 + 1) ⊕ Ker(H0 − 1) = Ker(H1 + 1) ⊕ Ker(H1 − 1)

and that the operators H0 and H1 coincide on the orthogonal complement of this sub-
space. Using spectral calculus, one can immediately reformulate the equivalence rela-
tion as follows:

Lemma 4.6.5. For any H ∈ 𝔹1,sa(H), there exists a unique orthogonal projection P, as
well as unique H0 ∈ 𝔹01,sa(PH) and Q ∈ 𝕌sa((1 − P)H), such that

H = PH0 ⊕ (1 − P)Q.

Then H0 = P0H
0
0 ⊕ (1 − P0)Q0 and H1 = P1H

0
1 ⊕ (1 − P1)Q1 satisfy H0 ∼ H1 if and only if

P0 = P1 and H
0
0 = H

0
1 .

It is always possible to choose a representative for a class [H]∼ from the set

{H ∈ 𝔹1,sa(H) : Ker(H + 1) = {0}}. (4.30)

While this provides a concrete representation of 𝔹∼1,sa(H), it is not helpful when deal-
ing with topological issues. Let us now analyze how the relation ∼ is connected to the
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extended gap metric. By the next lemma, d∼E : 𝔹
∼
1,sa(H) × 𝔹

∼
1,sa(H) → ℝ can be defined

by

d∼E ([H0]∼, [H1]∼) = dE(H0,H1),

and d∼E is actually a metric on 𝔹∼1,sa(H). The corresponding (quotient) topology on
𝔹∼1,sa(H) will be denoted by O

∼
E . The tilde on d

∼
E and O∼E will be dropped whenever it is

clear from the context.

Lemma 4.6.6. The relation ∼ is the equivalence relation induced by the extended gapmet-
ric dE , namely for H0,H1 ∈ 𝔹1,sa(H) one has H0 ∼ H1 if and only if dE(H0,H1) = 0. Hence
d∼E is a metric on 𝔹

∼
1,sa(H). Furthermore, if h : 𝔹1,sa(H) → 𝔹1,sa(H) is a class map with

respect to ∼, namely there exists h̃ : 𝔹∼1,sa(H) → 𝔹
∼
1,sa(H) such that [h(H)]∼ = h̃([H]∼),

then h is continuous with respect to OE if and only if h̃ is such with respect to O
∼
E .

Proof. Let us first assume that H0 ∼ H1. Then H
2
0 = H

2
1 and as

Ran((1 − H2
0)

1
2 ) = Ran( χ(−1,1)(H0)) = Ran( χ(−1,1)(H1)) = Ran((1 − H2

1 )
1
2 )

and H0 and H1 coincide on this subspace by assumption

H0(1 − H
2
0)

1
2 = H1(1 − H

2
1 )

1
2 .

Therefore dE(H0,H1) = 0. Conversely, assume that dE(H0,H1) = 0. Then H
2
0 = H

2
1 and

therefore χ{−1,1}(H0) = χ{1}(H
2
0) = χ{1}(H

2
1 ) = χ{−1,1}(H1) so that also the complements

satisfy χ(−1,1)(H0) = χ(−1,1)(H1). Moreover,

0 = H0(1 − H
2
0)

1
2 − H1(1 − H

2
1 )

1
2

= H0(1 − H
2
0)

1
2 − H1(1 − H

2
0)

1
2

= (H0 − H1)(1 − H
2
0)

1
2

and therefore H0 and H1 coincide on Ran( χ(−1,1)(H0)) = Ran((1 − H2
0)

1
2 ). This shows

H0 ∼ H1. Clearly, this implies that d
∼
E is a metric on 𝔹

∼
1,sa(H). The last claim is a general

fact from topology that is merely noted for later use.

One can also consider the relation ∼ on the subset 𝔽𝔹C1,sa(H) ⊂ 𝔽𝔹1,sa(H). Clearly,
Lemma 4.6.5 applies to this case. One can, moreover, analyze ∼ in the representation
formula given in Proposition 3.6.5:

Lemma 4.6.7. Consider H0,H1 ∈ 𝔽𝔹
C
1,sa(H) given by their representations as in Proposi-

tion 3.6.5:

H0 = Q0 − K0,+ + K0,−, H1 = Q1 − K1,+ + K1,−.
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Then H0 ∼ H1 if and only if K0,± = K1,± and Q0 and Q1 differ only on the orthogonal
complement of Ran(−K0,+ + K0,−).

Proof. Let us first assume that H0 ∼ H1. Then Ran( χ(−1,1)(H0)) = Ran( χ(−1,1)(H1)) and, as
Q0 = sgn(H0) + χ(H0 = 0) and Q1 = sgn(H1) + χ(H1 = 0) by construction (see the proof of
Proposition 3.6.5), Q0 and Q1 coincide on Ran( χ(−1,1)(H1)). Because

Ran(−K0,+ + K0,−) = Ran( χ(−1,1)(H0))

= Ran( χ(−1,1)(H1)) = Ran(−K1,+ + K1,−),

where the first and last equalities hold by construction of −Kj,+ + Kj,− (see the proof of
Proposition 3.6.5), Q0 and Q1 differ only on (Ran(−K0,+ + K0,−))

⊥. By assumption, H0 and
H1 coincide on

Ran( χ(−1,1)(H0)) = Ker(−K0,+ + K0,−)
⊥ = Ker(−K1,+ + K1,−)

⊥.

Therefore −K0,+ + K0,− = −K1,+ + K1,− and

−K0,+ = (−K0,+ + K0,−)χ(−K0,+ + K0,− ≤ 0)
= (−K1,+ + K1,−)χ(−K1,+ + K1,− ≤ 0) = −K1,+.

Analogously, K0,− = K1,−. Conversely, if K0,+ = K1,+, K0,− = K1,−, and Q0 and Q1 differ
only on the orthogonal complement of Ran(−K0,+ + K0,−), then H0 and H1 differ only on
Ker(H0 + 1) ⊕ Ker(H0 − 1) = Ker(H1 + 1) ⊕ Ker(H1 − 1) and therefore H0 ∼ H1.

Next let us consider the map G : 𝔹1,sa(H) → 𝕌(H) defined by (4.22). As both
eigenspaces of −1 and 1 are mapped to 1, it is a class map and therefore descends to
G∼ : 𝔹∼1,sa(H) → 𝕌(H) defined by

G
∼([H]∼) = G(H).

Theorem 4.6.8. The map G∼ is a bi-Lipshitz-continuous homeomorphism between the
metric spaces (𝔹∼1,sa(H), d

∼
E ) and (𝕌(H), dN ).

Proof. Let us first give an explicit expression for the inverse of G∼. For this purpose, a
root R : 𝕌(H) → 𝕌(H) of a unitary is needed. It can be obtained by spectral calculus
using the function r(e𝚤φ) = e𝚤

φ
2 where φ ∈ (0, 2π] so that r(1) = −1. Then R(U) = r(U).

Clearly, the map U 󳨃→ R(U) is not continuous on (𝕌(H),ON ). Nevertheless, let us set

(G∼)
−1
(U) = [− 1

2
(R(U) + R(U)∗)].

Hence on the spectral parameters, G−1(e𝚤φ) = − cos(φ2 ) and 1 − G
−1(e𝚤φ)2 = sin(φ2 )

2. Thus
2G−1(e𝚤φ)2 − 1 = cos(φ) and G−1(e𝚤φ)(1 − G−1(e𝚤φ)2)

1
2 = − 12 sin(φ), and one deduces
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(G∼ ∘ (G∼)
−1
)(U) = 2(G∼)−1(U)2 − 1 − 2𝚤(G∼)−1(U)(1 − (G∼)−1(U)2)

1
2

=
1
2
(U + U∗) − 2𝚤(−1) 1

4𝚤
(U − U∗) = U ,

so indeed G∼ ∘(G∼)−1 = id. This implies that G∼ is surjective. As d∼G is ametric on𝔹
∼
1,sa(H),

one directly checks that G∼ is injective and therefore (G∼)−1 ∘ G∼ = id.
To check the Lipshitz-continuity of (G∼)−1 : (𝕌(H), dN ) → (𝔹

∼
1,sa(H), d

∼
E ), it will

be used that d∼E ([H0], [H1]) = dE(H0,H1) and thus one can focus on bounding the two
contributions in dE :

󵄩󵄩󵄩󵄩G
−1(U0)

2 − G−1(U1)
2󵄩󵄩󵄩󵄩 =

1
4
󵄩󵄩󵄩󵄩(21 + U0 + U

∗
0 ) − (21 + U1 + U

∗
1 )
󵄩󵄩󵄩󵄩

≤
1
2
dN (U0,U1),

and

󵄩󵄩󵄩󵄩G
−1(U0)(1 − G

−1(U0)
2)

1
2 − G−1(U1)(1 − G

−1(U1)
2)

1
2 󵄩󵄩󵄩󵄩

=
1
4
󵄩󵄩󵄩󵄩(U0 − U

∗
0 ) − (U1 − U

∗
1 )
󵄩󵄩󵄩󵄩 ≤

1
2
dN (U0,U1).

Therefore dE(G
−1(U0),G

−1(U1)) ≤
1
2dN (U0,U1) and the Lipshitz constant is

1
2 . Moreover,

dN (G(H0),G(H1))

= 󵄩󵄩󵄩󵄩2H
2
0 − 1 − 2𝚤H0(1 − H

2
0)

1
2 − (2H2

1 − 1 − 2𝚤H1(1 − H
2
1 )

1
2 )󵄩󵄩󵄩󵄩

≤ 2󵄩󵄩󵄩󵄩H
2
0 − H

2
1
󵄩󵄩󵄩󵄩 + 2
󵄩󵄩󵄩󵄩H0(1 − H

2
0)

1
2 − H1(1 − H

2
1 )

1
2 󵄩󵄩󵄩󵄩

≤ 4dE(H0,H1),

showing the Lipshitz-continuity of G∼ : (𝔹∼1,sa(H), d
∼
E ) → (𝕌(H), dN ).

Remark 4.6.9. The above proof gives an explicit construction of the inverse map
(G∼)−1 : 𝕌(H) → 𝔹∼1,sa(H). Let us here provide another formula for (G

∼)−1(U) for a
unitary U ∈ 𝕌(H). Recall that ℜe(U) = 1

2 (U + U
∗) and ℑm(U) = 1

2𝚤 (U − U
∗) are the real

and imaginary part ofU . Let P denote the projection onto Ker(U−1)⊥ = Ker(ℜe(U)−1)⊥.
Then

(G∼)
−1
(U) = [−2−

1
2ℑm(U)(1 − ℜe(U))−

1
2 P + Q(1 − P)], (4.31)

where Q ∈ 𝕌sa((1−P)H) is an arbitrary symmetry on Ran(1−P), see the representation
in Lemma 4.6.5. Note that (4.31) is well defined because by construction 1 − ℜe(U) is
invertible on the range of P. To verify this formula, simply note that ℜe(U) = 2H2 − 1 if
H = G−1(U) so that 1−ℜe(U) = 2(1−H2) and thus (1−H2)

1
2 = 2−

1
2 (1−ℜe(U))

1
2 . Replacing

this in ℑm(U) = −2H(1−H2)
1
2 shows ℑm(U) = −2

1
2H(1−ℜe(U))

1
2 which in turn specifies
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H on the range of P to be HP = −2−
1
2ℑm(U)(1 − ℜe(U))−

1
2 P. The complement Ker(U − 1)

is mapped to the eigenspace of H with eigenvalues ±1, leading to Q. ⬦

Let us note several immediate corollaries of Theorem 4.6.8. The first concerns the
set

𝕌0(H) = {U ∈ 𝕌(H) : Ker(U − 1) = {0}}.

It appears in Section 6.3 as the image of the unbounded self-adjoint operators under the
Cayley transform. Furthermore, recall the definition (4.28) of the set 𝔹01,sa(H). For each
of its elementsH ∈ 𝔹01,sa(H), the equivalence class [H] contains only one point and thus
one can naturally identify G∼ with G on this set.

Corollary 4.6.10. ThemapG defined by (4.22) is a bi-Lipshitz-continuous homeomorphism
between the metric spaces (𝔹01,sa(H), dE) and (𝕌

0(H), dN ).

It is also possible to restrict the homeomorphism G∼ to the subset

𝔽𝔹∼1,sa(H) = 𝔽𝔹1,sa(H)/∼.

As in (4.30), one can concretely identify 𝔽𝔹∼1,sa(H) with the set

{H ∈ 𝔽𝔹1,sa(H) : Ker(H + 1) = {0}}.

Due to (4.24), one then deduces a result that will be of relevance in Chapter 6.

Corollary 4.6.11. The map G∼ is a bi-Lipshitz-continuous homeomorphism between the
metric spaces (𝔽𝔹∼1,sa(H), d

∼
E ) and (𝔽𝕌(H), dN ).

Just as Theorem 4.6.8 implies Corollary 4.6.10, one deduces the following fact from
Corollary 4.6.11 upon restriction to the subset

𝔽𝕌0(H) = {U ∈ 𝔽𝕌(H) : Ker(U − 1) = {0}} = 𝔽𝕌(H) ∩ 𝕌0(H).

Corollary 4.6.12. ThemapG defined by (4.22) is a bi-Lipshitz-continuous homeomorphism
between the metric spaces (𝔽𝔹01,sa(H), dE) and (𝔽𝕌

0(H), dN ).

Also the following subset of 𝔽𝔹∼1,sa(H) will be of relevance:

𝔽𝔹C,∼1,sa(H) = 𝔽𝔹
C
1,sa(H)/∼.

Corollary 4.6.13. The map G∼ is a bi-Lipshitz-continuous homeomorphism between the
metric spaces (𝔽𝔹C,∼1,sa(H), d

∼
E ) and (𝕌

C(H), dN ).

Remark 4.6.14. The formula (4.31) for the inverse of G∼ can be further rewritten in the
case of Corollary 4.6.13. If U = 1 + K ∈ 𝕌C(H) in the representation (3.8), then
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(G∼)
−1
(1 + K) = [−ℑm(K |K |−1)P + (1 − P)Q], (4.32)

where as above P is the projection onto Ker(U−1)⊥ = Ker(K∗K)⊥ andQ ∈ 𝕌sa((1−P)H).
This follows from (4.31) by a direct computation using the relations in (3.8). ⬦

Now let us consider

𝔽𝔹C,01,sa(H) = 𝔽𝔹
C
1,sa(H) ∩ 𝔽𝔹

0
1,sa(H),

𝕌C,0(H) = 𝕌C(H) ∩ 𝕌0(H).

The set 𝔽𝔹C,01,sa(H) can be seen as a subset of 𝔽𝔹C,∼1,sa(H) because the classes of [H]∼ of
H ∈ 𝔽𝔹C,01,sa(H) only contain one element. Hence again one can identify G

∼ with G.

Corollary 4.6.15. The map G is a bi-Lipshitz-continuous homeomorphism between the
metric spaces (𝔽𝔹C,01,sa(H), dE) and (𝕌

C,0(H), dN ).

Corollary 4.6.11 allows proving a counterpart of Proposition 4.6.2. For a norm-
continuous path t ∈ [0, 1] 󳨃→ Ut ∈ 𝔽𝕌(H), the path t ∈ [0, 1] 󳨃→ (G

∼)−1(Ut) is continuous
in (𝔽𝔹∼1,sa(H),OE). One can choose representatives t ∈ [0, 1] 󳨃→ Ht ∈ 𝔽𝔹1,sa(H), namely
[Ht] = (G

∼)−1(Ut), but the map t ∈ [0, 1] 󳨃→ Ht need not to be norm-continuous. Nev-
ertheless, the low-lying spectrum of Ht is continuous and this is sufficient to define the
spectral flow.

Proposition 4.6.16. For a norm-continuous path t ∈ [0, 1] 󳨃→ Ut ∈ 𝔽𝕌(H), one has

Sf(t ∈ [0, 1] 󳨃→ Ut) = Sf(t ∈ [0, 1] 󳨃→ Ht),

where [Ht] = (G
∼)−1(Ut) and the spectral flow on the right-hand side is independent of the

choice of representative of (G∼)−1(Ut).

Proof. The path t ∈ [0, 1] 󳨃→ G−1(Ut) is continuous with respect toO
∼
E by Corollary 4.6.11.

Next let us note that the operator H2
t ∈ 𝔽𝔹1,sa(H) is independent of the choice of the

representativeHt . By definition of dE , its square t ∈ [0, 1] 󳨃→ H2
t is then norm continuous.

Therefore, for t0 ∈ [0, 1] and a ≥ 0 sufficiently small and such that a2 ∉ spec(H2
t0 ), the

finite-dimensional projections χ[0,a2](H
2
t ) are norm-continuous in t and of constant finite

rank on an open subinterval of [0, 1] containing t0. Hence also the path t 󳨃→ Htχ[0,a2](H
2
t )

is independent of the representativeHt and continuouswith respect to dE . Therefore, by
Lemma4.6.3, it is also norm-continuous on this subinterval and thus also the eigenvalues
are continuous. This allows constructing the spectral flowas in Section 4.1.1, even though
there may not exist a norm-continuous path t ∈ [0, 1] 󳨃→ Ht of representatives. That
this spectral flow coincides with Sf(t ∈ [0, 1] 󳨃→ Ut) directly follows from the spectral
mapping theorem.



5 Fredholm pairs and their index

This chapter is about Fredholm pairs of projections and their index, a concept intro-
duced by Kato [112], and independently also by Brown, Douglas, and Fillmore [42] where
the index is called essential codimension. Section 5.2 gives different characterizations of
Fredholm pairs of projections and collects basic facts about them, to a large extend fol-
lowing the influential work by Avron, Seiler, and Simon [18]. It avoids to use the orthog-
onality of the projections, and supplementary aspects linked to self-adjointness are then
regrouped in Section 5.3. Section 5.4 then accesses the same Fredholm concept from the
point of view of symmetry operators which provides yet another formula for the index
which readily allows connecting it to the spectral flow later on. Section 5.5 focusses on
a special type of Fredholm pairs where one projection is unitary conjugate to the other.
Sections 5.6, 5.7, and 5.8 provide several formulas connecting the spectral flow to the
index of a Fredholm pair of projections. In particular, the spectral flow of a path of self-
adjoint Fredholm operators is expressed as the sum of indices of pairs of projections.
The chapter concludes by introducing the relative Morse index in Section 5.9 and giv-
ing a formula for the spectral flow as sum of relative Morse indices, as in the work of
Fitzpatrick, Pejsachowicz, and Recht [84].

5.1 Projections and orthogonal projections

This short section merely reviews some well-known basic definitions and facts about
projections, frames, and the action of invertible operators thereon.

Definition 5.1.1. Let P ∈ 𝔹(H).
(i) P is called a projection if P2 = P.
(ii) A projection P is called orthogonal if, moreover, P = P∗.
(iii) A projection P is called finite or finite dimensional if dim(Ran(P)) < ∞.
(iv) A projection P is called proper if dim(Ker(P)) = dim(Ran(P)) = ∞.
(v) The complementary projection of a projectionP is 1−P and it is denotedbyP⊥ = 1−P.

The set of all proper orthogonal projections onH is denoted by ℙ(H).

In a large part but not nearly all of the literature, projections are called idempotent
(as all powers are the same) and orthogonal projections are called projections. We hope
that the reader can get accustomed to Definition 5.1.1. From P = P2 one gets ‖P‖ ≤ ‖P‖2 so
that ‖P‖ ≥ 1 for every projection P ̸= 0. However, nonvanishing orthogonal projections
always have norm 1.

There is a tight connection between closed subspaces E ⊂ H ofH and orthogonal
projections. In fact, for any P ∈ ℙ(H) the range Ran(P) = Ker(1−P) is a closed subspace,
and given a closed subspace, there is always an associated orthogonal projection. For
this reason, ℙ(H) is also called the (closed proper) Grassmannian of H. Furthermore,
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given aprojectionP (not necessarily orthogonal), one can always construct twonaturally
associated orthogonal projections: the range projection PR onto Ran(P) = Ker(1−P) and
the kernel projection PK onto Ker(P) = Ran(1 − P).

Proposition 5.1.2. The range and kernel projection associated to a projection P satisfy

Ran(PK) ∩ Ran(PR) = {0}, Ran(PK) + Ran(PR) = H, (5.1)

and are given by

PR = P(P
∗P)−1P∗, PK = P

⊥((P⊥)∗P⊥)−1(P⊥)∗. (5.2)

Then one has

P = PR(P
⊥
KPR)
−1P⊥K . (5.3)

Inversely, given two orthogonal projections PR and PK satisfying (5.1), formula (5.3) defines
a projection with range projection PR and kernel projection PK.

Proof. Both claims in (5.1) follow from the well-known fact that each vector ϕ ∈ H can
be uniquely decomposed intoϕ = ϕR+ϕKwithPϕR = ϕR andPϕK = 0. In the first formula
of (5.2), note that P∗P is not an invertible operator, however, it maps Ker(P)⊥ = Ran(P∗)
bijectively onto Ran(P∗). Hence P∗P : Ran(P∗) → Ran(P∗) is an invertible operator by
the inverse mapping theorem. Thus P(P∗P)−1P∗ is well defined, and one readily sees
that it is indeed an orthogonal projection, with range given by Ran(P). The formula for
PK can be verified in the same manner. To check (5.3), one notes that

P⊥KPR : Ker(PR)
⊥ = Ran(PR) → Ran(P⊥K ) = Ker(PK)

is a bijection. Indeed, if ϕ ∈ Ran(PR), then PRϕ = ϕ so that 0 = P⊥KPRϕ = P
⊥
Kϕ implies

ϕ ∈ Ker(P⊥K ) = Ran(PK), and hence ϕ = 0 by (5.1); moreover, if ψ = P
⊥
Kψ ∈ Ran(P

⊥
K ), then

by (5.1) one can decompose uniquely ψ = ψ⊥ + PRϕ with ψ⊥ ∈ Ran(PK) = Ker(P
⊥
K ) and

some ϕ = PRϕ ∈ Ran(PR), so that ψ = P
⊥
K (ψ
⊥ +PRϕ) = P

⊥
KPRϕ. Again the inverse mapping

theorem implies that (P⊥KPR)
−1 : Ran(P⊥K ) → Ran(PR) is well defined, and then one can

check that (5.3) holds. The last claim follows from the above argument.

Remark 5.1.3. There is an alternative way to write out the range projection, namely it
will be checked that

PR = P(1 − (P − P
∗)

2
)
−1P∗.

Note that −(P − P∗)2 = (P − P∗)∗(P − P∗) ≥ 0, which implies that the inverse exists.
Moreover, an explicit computation shows that P commutes with 1 − (P − P∗)2 and thus
so does P∗. Furthermore, PP∗P = P(1− (P −P∗)2). Now let P′K denote the right-hand side
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P(1 − (P − P∗)2)−1P∗. Combining the above facts allows to check (P′R)
2 = P′R and, clearly,

also (P′R)
∗ = P′R. As Ran(P

′
R) = Ran(P), this implies that P

′
R = PR. Similarly,

PK = (1 − P)(1 − (P − P
∗)

2
)
−1
(1 − P)∗,

which follows from the above applied to 1−P, or can be checked in the samemanner. ⬦

Corollary 5.1.4. Every projection can be connected to its range projection within the set
of projections.

Proof. Note that PR = P(P
∗P)−1P∗ satisfies PRP = P and PPR = PR. Therefore one readily

checks that

t ∈ [0, 1] 󳨃→ Pt = (1 − t)P + tPR

is indeed a path of projections connecting P to PR.

Next let us introduce the concept of a frame. While this was already used in Chap-
ter 2, let us here give a precise definition for the case of infinite-dimensional Hilbert
spaces.

Definition 5.1.5. A frame is a bounded injective linear map Φ : h → H with closed
range, from an auxiliary Hilbert space h into H. The frame is called normalized if
Φ∗Φ = 1h. Furthermore, Φ

⊥ : h′ → H denotes a frame with Ran(Φ⊥) = Ran(Φ)⊥.

Given a frame Φ, one can always associate an orthogonal projection onto its range
by

P = Φ(Φ∗Φ)−1Φ∗. (5.4)

Note that this is well defined because Φ∗Φ : h→ h is invertible. Let us then also say that
Φ is a frame for P. If, moreover, Φ is normalized, the formula reduces to P = ΦΦ∗. One
particular frame for P is always given by choosing h = Ran(P) and Φ the embedding.
Another standard way to construct normalized frames, say for an infinite-dimensional
projection P, is to choose an orthonormal basis (ϕn)n≥1 of Ran(P) and then set h = ℓ

2(ℕ)
and

Φ = ∑
n≥1
|ϕn⟩⟨n|.

Note, however, that there are many frames for a given P. Indeed, given a frame Φ for
P and any invertible map a ∈ 𝔹(h), also Φa is a frame for P. Furthermore, if Φ is nor-
malized and u ∈ 𝔹(h) is unitary, also Φu is normalized. Let us also note that, clearly,
Φ∗Φ⊥ = 0. Finally, (Φ,Φ⊥) : h ⊕ h′ → H is an isomorphism which is unitary if both Φ
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and Φ⊥ are normalized. Now one can also use frames to write out an arbitrary (not nec-
essarily orthogonal) projection, analogous to Proposition 5.1.2. The proof is essentially
the same and therefore skipped.

Proposition 5.1.6. Let P be a projection and ΦR and ΦK be frames for PR and PK. Then

P = ΦR((Φ
⊥
K)
∗ΦR)
−1
(Φ⊥K)
∗
. (5.5)

Inversely, given two frames ΦR and ΦK satisfying

Ran(ΦK) ∩ Ran(ΦR) = {0}, Ran(ΦK) + Ran(ΦR) = H, (5.6)

formula (5.5) defines a projection with range and kernel projection given as in (5.4).

To illustrate the use of frames, let us prove a result that will be used several times
later on.

Proposition 5.1.7. If P0 and P1 are proper orthogonal projections, then there exists a uni-
tary U such that P1 = U

∗P0U.

Proof. Let Φ0 and Φ1 be normalized frames for P0 and P1, respectively. Then

V = Φ1Φ
∗
0

is a partial isometry from Ran(P0) to Ran(P1), namely V
∗V = P0 and VV

∗ = P1. Similarly,
letW be a partial isometry satisfying W∗W = 1 − P0 and WW∗ = 1 − P1. Multiplying
two of these identities shows VV∗WW∗ = 0 so that V∗W = 0 and V∗VW∗W = 0 so that
VW∗ = 0. Hence U = V∗ +W∗ is a unitary because UU∗ = V∗V +W∗W = P0 + 1−P0 = 1
and U∗U = 1. By construction, P1 = U

∗P0U .

In the remainder of this section, the action of an invertible operator T ∈ 𝔾(H)
on projections will be introduced and studied. Let us first begin with the action on an
orthogonal projection P. Then the formula

T ⋅ P = (TPT∗)(TPT∗)−2(TPT∗) (5.7)

is well defined because TPT∗ : Ran(TP) → Ran(TP) is invertible (even though TPT∗ is
not invertible as an operator on allH). Clearly, T ⋅ P is the orthogonal projection onto

T Ran(P) = Ran(T ⋅ P),

and one has

Ker(T ⋅ P) = {ϕ ∈ H : PT∗ϕ = 0}

= (T∗)−1{T∗ϕ ∈ H : PT∗ϕ = 0}
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= (T∗)−1 Ker(P).

Moreover, (5.7) defines a group action of the group𝔾(H) on the set of orthogonal projec-
tions, namely one has S ⋅(T ⋅P) = (ST)⋅P for S, T ∈ 𝔾(H). Let us also note that for the sub-
group𝕌(H) ⊂ 𝔾(H) of unitary operators, the action reduces to U ⋅ P = UPU∗ = UPU−1.
Another property worth mentioning is that

(T ⋅ P)⊥ = (T∗)−1 ⋅ P⊥. (5.8)

Indeed, both sides are orthogonal projections, and one has

Ran((T ⋅ P)⊥) = Ker(T ⋅ P) = (T∗)−1 Ker(P) = (T∗)−1 Ran(P⊥).

Furthermore, if P = Φ(Φ∗Φ)−1Φ∗ is given in terms of a frame as in (5.4), then TΦ is a
frame for T ⋅ P and therefore

T ⋅ P = TΦ(Φ∗T∗TΦ)−1Φ∗T∗. (5.9)

Based on this, there is an alternativeway to verify (5.8) by checking thatT ⋅P is orthogonal
to (T∗)−1 ⋅ P⊥.

While it is not possible to extend the action (5.7) to projections that are not orthogo-
nal, one can define another group action of𝔾(H) by (T , P) 󳨃→ TPT−1. One readily checks
that this is indeed well defined and is a group action on all projections. When restricted
to the unitary group𝕌(H) ⊂ 𝔾(H), this action coincides with (5.7). In general, however,
it does not conserve the orthogonality of projections. This second action will be used at
several instances below, e. g., Proposition 5.2.9.

5.2 Characterization of Fredholm pairs of projections

The definition of Fredholm pairs of projections and many of the results of this section
and the next sections are due to Kato [112, Chapter IV.4] and Avron, Seiler, and Simon
[18], see also [3].

Definition 5.2.1. Let (P0, P1) be a pair of projections and consider the operator

A : Ran(P0) → Ran(P1)

defined by

Aϕ = P1P0ϕ, ϕ ∈ Ran(P0).

Then (P0, P1) is a Fredholm pair of projections if and only if A is a Fredholm operator.
The index of a Fredholm pair (P0, P1) of projections is defined by

Ind(P0, P1) = Ind(A).
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For the case of two orthogonal projections, it will be shown in Proposition 5.3.2 be-
low that for a Fredholmpair the projections P0 and 1−P1 are complementary up to finite-
dimensional defects, in the sense that Ran(P0) + Ran(1 − P1) has finite codimension and
Ran(P0) ∩ Ran(1 − P1) is finite dimensional. Of course, in interesting cases both Ran(P0)
and Ran(P1) are infinite dimensional. If they are both finite dimensional, then the index
is simply given by the difference of the dimensions of the ranges, as shown next.

Proposition 5.2.2. Let P0 and P1 be two finite-dimensional projections onH. Then (P0, P1)
is a Fredholm pair of projections with index

Ind(P0, P1) = dim(Ran(P0)) − dim(Ran(P1)).

Proof. Consider the linear operatorA = P1P0 : Ran(P0) → Ran(P1). By the rank theorem,

dim(Ran(P0)) = dim(Ker(A)) + dim(Ran(A)).

Moreover,

dim(Ran(A)) + dim(Ran(A)⊥) = dim(Ran(P1)),

where the orthogonal complement is taken in the Hilbert space Ran(P1). Hence from the
definition of the index,

Ind(A) = dim(Ker(A)) − dim(Ker(A∗))

= dim(Ker(A)) − dim(Ran(A)⊥)

= dim(Ker(A)) + dim(Ran(A)) − (dim(Ran(A)⊥) + dim(Ran(A)))

= dim(Ker(A)) − (dim(Ran(P1)) − dim(Ran(A)))

= dim(Ran(P0)) − dim(Ran(P1)),

concluding the proof.

Remark 5.2.3. Let us suppose, just for this remark, that H = ℂ2N is finite dimen-
sional with Krein quadratic form J = diag(1N , −1N ) and that P0 and P1 project on two
J -Lagrangian subspaces, as defined in Chapter 2. Then

dim(Ran(P0)) = N = dim(Ran(P1))

and hence Ind(P0, P1) = 0 by Proposition 5.2.2. This remains true in the infinite-
dimensional setting, see Proposition 9.4.7. ⬦

The most elementary example of a Fredholm pair arises as follows:

Proposition 5.2.4. Let P0 and P1 be two projections such that P1 −P0 ∈ 𝕂(H) is compact.
Then (P0, P1) and (P1, P0) are both Fredholm pairs of projections.
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Proof. Set A0 = P0P1P0 : Ran(P0) → Ran(P0) and A1 = P1P0P1 : Ran(P1) → Ran(P1).
Then

A0 = P0 + P0(P1 − P0)P0 = 1Ran(P0) + P0(P1 − P0)P0

is a compact perturbation of the identity on Ran(P0) and hence a Fredholm operator
(with vanishing index). Hence Ker(A) ⊂ Ker(A0) is finite dimensional. Similarly, A1 is a
Fredholm operator so that also Ran(A) ⊃ Ran(A1) has finite codimension. Hence (P0, P1)
is a Fredholm pair. For (P1, P0), one argues in the same way, namely exchanges P0 and
P1 in the above.

Remark 5.2.5. In general, it is not true that the Fredholm property of (P0, P1) implies
that also (P1, P0) is a Fredholm pair. Let us illustrate this with an example on an infinite-
dimensional Hilbert space of the formH ⊕H. Two projections are given by

P0 = (
0 1
0 1
) , P1 = (

1 0
0 0
) .

Then

A = (0 1
0 0
)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨Ran(P0)

is surjective, namely Ran(A) = Ran(P1). As Ker(A) = {0}, A is Fredholm and therefore
(P0, P1) is a Fredholm pair (with vanishing index). On the other hand, P0P1 = 0 and
therefore (P1, P0) is not a Fredholm pair. ⬦

Next let us come to some basic properties of Fredholm pairs of projections. First
of all, Fredholm pairs have a natural transformation property under invertible linear
maps, namely if (P0, P1) is a Fredholm pair of projections and T ∈ 𝔾(H) an invertible
operator, then (TP0T

−1, TP1T
−1) is a Fredholm pair of projections and

Ind(TP0T
−1, TP1T

−1) = Ind(P0, P1). (5.10)

Secondly, one has the following concatenation formula for the index of Fredholm pairs.

Proposition 5.2.6. Suppose given three projections P0, P1 and P2 such that (P0, P1) is a
Fredholm pair and P2 − P1 ∈ 𝕂(H) is compact (or vice versa). Then also (P1, P2) and
(P0, P2) are Fredholm pairs and

Ind(P0, P2) = Ind(P0, P1) + Ind(P1, P2). (5.11)

Proof. By Proposition 5.2.4, (P1, P2) is a Fredholm pair. Now consider the equality

P2P0 = (P2)
2P0 = P2P1P0 + P2(P2 − P1)P0 = (P2P1)(P1P0) + P2(P2 − P1)P0,

as operators from Ran(P0) to Ran(P2). Then (P2P1)(P1P0) : Ran(P0) → Ran(P2) is a con-
catenation of two Fredholm operators with index given by Ind(P0, P1) + Ind(P1, P2). As



5.2 Characterization of Fredholm pairs of projections � 133

P2(P2 − P1)P0 is compact by hypothesis, also P2P0 : Ran(P0) → Ran(P2) is a Fredholm
operator with the same index by Theorem 3.3.4.

Next let us show a stability result for the index of Fredholm pairs.

Proposition 5.2.7. Let t ∈ [0, 1] 󳨃→ P0(t) and t ∈ [0, 1] 󳨃→ P1(t) be norm-continuous
paths of projections such that (P0(t), P1(t)) is a Fredholm pair for every t ∈ [0, 1]. Then
t ∈ [0, 1] 󳨃→ Ind(P0(t), P1(t)) is constant.

Proof. It is clearly sufficient to prove local constancy of the index. Hence let us fix some
t0 ∈ [0, 1] and consider the paths

Bj(t) = 1 − Pj(t) + Pj(t0), t ∈ [0, 1], j = 0, 1.

As the set of invertibles is open in 𝔹(H), there exists a neighborhood N of t0 such that
Bj(t) is invertible for t ∈ N . Consequently, the restrictions Cj(t) = Bj(t)|Ran(Pj(t)) map
Ran(Pj(t)) bijectively onto Ran(Pj(t0)). Thus

C1(t) ∘ P1(t) ∘ C0(t)
−1 : Ran(P0(t0)) → Ran(P1(t0)),

are Fredholm operators with index

Ind(C1(t) ∘ P1(t) ∘ C0(t)
−1) = Ind(P1(t)

󵄨󵄨󵄨󵄨Ran(P0(t))) = Ind(P0(t), P1(t)),

where the last step is the definition. On the left-hand side, one has the index of a path
of Fredholm operators on the same Hilbert space, which is constant by Theorem 3.3.4.
Thus also the index on the right-hand side is constant in t.

If two projections with compact difference are sufficiently close to each other, then
one can actually construct a path of Fredholm pairs connecting the pair to a trivial pair.

Proposition 5.2.8. Let P0, P1 ∈ 𝔹(H) be projections with P0 − P1 ∈ 𝕂(H) satisfying

‖P0 − P1‖ < ‖1 − 2P1‖
−1.

Then there is a path t ∈ [0, 1] 󳨃→ (P0, P1(t)) of Fredholm pairs with P1(1) = P1 and
P1(0) = P0. Along this path the index vanishes.

Proof. The path is constructed just as in Proposition 4.3.2 in [23]. Let us set

M = 1
2
(1 − 2P0)(1 − 2P1) +

1
2
1.

Then 1 −M = (1 − 2P0)(P1 − P0) = (P0 − P1)(1 − 2P1) is a compact operator. Moreover, by
hypothesis this operator satisfies ‖1 − M‖ < 1. Therefore M = 1 − (1 − M) is invertible
with inverse given by the Neumann series. Furthermore, one has P0M = P0P1 = MP1 so
that P0 = MP1M

−1. Now set
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Mt = (1 − t)M + t1 = 1 − (1 − t)(1 −M), t ∈ [0, 1],

and P1(t) = MtP1M
−1
t . This is a path of projections connecting P1(1) = P1 to P1(0) = P0,

and one has that P0 − P1(t) = (P0 − P1) − (P1(t) − P1) ∈ 𝕂(H) because 1 −Mt ∈ 𝕂(H). By
Proposition 5.2.4, one concludes that indeed (P0, P1(t)) is a Fredholm pair. The last claim
follows from Proposition 5.2.7.

The construction in the proof of Proposition 5.2.8 leads to another important result
on the lifting of paths of idempotents that is at the root of numerous arguments later on.
It does not pend on Fredholm properties.

Proposition 5.2.9. Let t ∈ [0, 1] 󳨃→ Pt be a path of projections. Then there exists a path
t ∈ [0, 1] 󳨃→ Mt of invertibles such that

Pt = MtP0M
−1
t .

Proof. Let us begin by setting

Mt =
1
2
(1 − 2P0)(1 − 2Pt) +

1
2
1.

As above, 1 −Mt = (P0 − Pt)(1 − 2Pt) so that ‖1 −Mt‖ ≤ ‖P0 − Pt‖‖1 − 2Pt‖. As t 󳨃→ Pt is
norm continuous, this implies thatMt is invertible for t sufficiently small, say t ∈ [0, t1].
Therefore t ∈ [0, t1] 󳨃→ Mt and t ∈ [0, t1] 󳨃→ M−1t are both continuous and, as in the
proof of Proposition 5.2.8, one has Pt = MtP0M

−1
t . Also note that M0 = 1. Next one can

start out with the path t ∈ [t1, 1] 󳨃→ Pt and construct in the same manner a t2 > t1
and a path t ∈ [t1, t2] 󳨃→ M′t such that Pt = M

′
tPt1 (M

′
t )
−1 and M′t1 = 1. By replacing,

one gets Pt = M′tMt1P0(M
′
tMt1 )
−1. Thus setting Mt = M′tMt1 for t ∈ [t1, t2] completes

the construction on the interval [0, t2]. Iterating the procedure a final number of times
completes the proof.

Next let us turn to formulas for the index of a Fredholm pair of projections. The in-
dex of a Fredholm operator can be computed by the Calderon–Fedosov formula given in
Theorem 3.3.7, provided that some trace class conditions hold. The following statement
spells this out for a Fredholm pair of projections.

Proposition 5.2.10. Let P0, P1 ∈ 𝔹(H) be projections and n ∈ ℕ such that

P0 − P0P1P0 ∈ L
n(Ran(P0)), P1 − P1P0P1 ∈ L

n(Ran(P1)).

Then (P0, P1) is a Fredholm pair of projections, and for all m ≥ n one has

Ind(P0, P1) = Tr((P0 − P0P1P0)
m) − Tr((P1 − P1P0P1)

m).
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Proof. Let us apply Theorem 3.3.7 to the operator A = P1P0|Ran(P0) : Ran(P0) → Ran(P1)
with pseudoinverse B = P0P1|Ran(P1) : Ran(P1) → Ran(P0). Due to the hypothesis, Theo-
rem 3.3.7 then implies that A is Fredholm with index

Ind(A) = Tr((P0 − P0P1P0)
m) − Tr((P1 − P1P0P1)

m)

for all m ≥ n. By Definition 5.2.1, this implies that (P0, P1) is a Fredholm pair with the
same index.

One way to reformulate Proposition 5.2.2 is to state that, for finite-rank projections
P0 and P1,

Ind(P0, P1) = Tr(P0) − Tr(P1) = Tr(P0 − P1).

The right-hand side not only makes sense if P0 and P1 are finite dimensional, but also
if P0 − P1 is a trace class operator. The following result shows that then Tr(P0 − P1) is
indeed equal to the index, actually under the even weaker assumption that some power
of P0 − P1 is trace class. This provides yet another formula for the index of a Fredholm
pair of projections.

Theorem 5.2.11. Let (P0, P1) be a Fredholmpair of projections. If the operator (P0−P1)
2n+1

is trace class for some integer n ≥ 0, then for all k ≥ n,

Ind(P0, P1) = Tr((P0 − P1)
2k+1).

Proof. First let us note the following algebraic identities:

P0 − P0P1P0 = P0(P0 − P1)P0 = P0(P0 − P1)
2P0 = P0(P0 − P1)

2 = (P0 − P1)
2P0.

Therefore,

(P0 − P0P1P0)
k+1 = (P0 − P0P1P0)

k(P0 − P0P1P0)

= (P0(P0 − P1)
2P0)

k
(P0(P0 − P1)P0)

= P0(P0 − P1)
2k(P0 − P1)P0

= P0(P0 − P1)
2k+1P0.

In particular, the trace class condition on (P0 − P1)
2k+1 implies that (P0 − P0P1P0)

k+1 is
trace class. This holds for all k ≥ n. Similarly, one can deduce

(P1 − P1P0P1)
k+1 = P1(P1 − P0)

2k+1P1,

and verify the trace class property of (P1 −P1P0P1)
k+1. Now by Proposition 5.2.10 and the

cyclicity of the trace, one has
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Ind(P0, P1) = Tr(P0(P0 − P1)
2k+1P0) − Tr(P1(P1 − P0)

2k+1P1)

= Tr(P0(P0 − P1)
2k+1 − P1(P1 − P0)

2k+1)

= Tr(P0(P0 − P1)
2k+1 + P1(P0 − P1)

2k+1)

= Tr((P0 + P1)(P0 − P1)(P0 − P1)
2k).

It remains to show

Tr((P0 + P1)(P0 − P1)(P0 − P1)
2k) = Tr((P0 − P1)

2k+1). (5.12)

Note that

(P0 + P1)(P0 − P1)(P0 − P1)
2k − (P0 − P1)

2k+1

= (P1P0 − P0P1)(P0 − P1)
2k

= (P1(P0 − P1) − (P0 − P1)P1)(P0 − P1)
2k

= P1(P0 − P1)
2k+1 − (P0 − P1)P1(P0 − P1)

2k .

As in the last line both summands are trace class, (5.12) now follows from the cyclicity
of the trace.

Based on Theorem 5.2.11, one can derive integral formulas for the index of a pair of
projections which is due to Phillips [148]. They directly lead to formulas for the spectral
flow in Section 5.6.

Theorem 5.2.12. Let (P0, P1) be a Fredholmpair of projections onH such that (P0−P1)
2n+1

is trace class for some integer n ≥ 0. For Q0 = 1− 2P0 and Q1 = 1− 2P1 consider the linear
path t ∈ [0, 1] 󳨃→ Qt = Q0 + t(Q1 − Q0). Then for all integers k ≥ n,

Ind(P0, P1) =
1
Ck

1

∫
0

dt Tr((𝜕tQ)t(1 − Q
2
t )
k
),

where, with (2k + 1)!! = (2k + 1)(2k − 1) ⋅ ⋅ ⋅ 3 ⋅ 1,

Ck =
1

∫
−1

dt(1 − t2)k = k! 2k+1

(2k + 1)!!
. (5.13)

Proof. One directly checks

(𝜕tQ)t = 2(P0 − P1)

and

1 − Q2t = t(1 − t)(Q0 − Q1)
2 = 4t(1 − t)(P0 − P1)

2.
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Hence (𝜕tQ)t(1 − Q
2
t )
k is trace class by assumption, and thus

1

∫
0

dt Tr((𝜕tQ)t(1 − Q
2
t )
k
) =

1

∫
0

dt Tr(2(P0 − P1)((4(t − t
2))(P0 − P1)

2)
k
)

= 2 ⋅ 4k
1

∫
0

dt(t − t2)k Ind(P0, P1)

=
1

∫
−1

ds(1 − s2)k Ind(P0, P1),

where the last step follows after the change of variables s = 2t − 1. The value of the
integral can be computed and gives the constant Ck .

5.3 Fredholm pairs of orthogonal projections

In this section, unless otherwise stated, all projections are supposed to be orthogonal,
namely to be self-adjoint idempotents. Let us begin by proving two results that reformu-
late the definition and give a geometric interpretation of the index of a Fredholm pair
of orthogonal projections.

Proposition 5.3.1. Let P0 and P1 be orthogonal projections onH. Then (P0, P1) is a Fred-
holm pair if and only if

P0P1P0 + 1 − P0 and P1P0P1 + 1 − P1

are Fredholm operators onH. If (P0, P1) is a Fredholm pair, then

Ind(P0, P1) = dim(Ker(P0P1P0 + 1 − P0)) − dim(Ker(P1P0P1 + 1 − P1)).

Proof. This follows directly from Theorem 3.4.1 applied to the operator A of Defini-
tion 5.2.1, after complementing A∗A and AA∗ to operators on all ofH.

Proposition 5.3.2. Let P0 and P1 be orthogonal projections onH. Then (P0, P1) is a Fred-
holm pair if and only if
(i) the linear span Ran(P0) + Ran(1 − P1) = Ran(P0) + Ker(P1) is a closed subspace;
(ii) Ran(P0) ∩ Ker(P1) is finite dimensional;
(iii) Ran(P1) ∩ Ker(P0) is finite dimensional.

The index Ind(P0, P1) of the Fredholm pair is then given by

Ind(P0, P1) = dim(Ran(P0) ∩ Ker(P1)) − dim(Ran(P1) ∩ Ker(P0)).
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Proof. First of all, let us note that Ran(P0) and Ran(P1) are closed subspaces and thus
Hilbert spaces. Now by Definition 3.2.1, the operator A = P1P0 : Ran(P0) → Ran(P1) is a
Fredholm operator if and only if

Ker(A) = Ran(P0) ∩ Ker(P1)

is finite dimensional,

Ker(A∗) = Ran(A)⊥ = Ran(P1) ∩ Ker(P0)

is finite dimensional, and Ran(A) = Ran(P1P0) is closed. Now

Ran(P0) + Ran(1 − P1) = Ran(1 − P1) ⊕ Ran(P1P0),

where ⊕ denotes the orthogonal sum. Thus Ran(P0) + Ran(1 − P1) is closed if and only
if Ran(A) = Ran(P1P0) is closed by Lemma 5.3.3 below. Therefore A is indeed a Fred-
holm operator if and only if (i), (ii), and (iii) hold. Furthermore, by definition, the index
Ind(P0, P1) = Ind(A) = dim(Ker(A))−dim(Ker(A

∗)) is given by the formula claimed.

Lemma 5.3.3. Let P be a projection (not necessarily orthogonal) and E ⊂ Ker(P) as well
as F ⊂ Ran(P) subspaces. Then E + F is closed if and only if E and F are closed.

Proof. Suppose that E+F is closed. Let (ϕn)n≥1 be a convergent sequence in Ewith limit
ϕ ∈ H. It is then also convergent in E + F and therefore ϕ ∈ E + F as E + F is closed.
But Pϕ = lim Pϕn = 0 so that ϕ ∈ Ker(P) and thus ϕ ∈ E. Similarly, one checks that F is
closed. For the converse, let (ϕn)n∈ℕ be a convergent sequence in E + F. Then (Pϕn)n∈ℕ
and ((1−P)ϕn)n∈ℕ are Cauchy sequences in F and E, respectively. As F and E are closed,
(Pϕn)n∈ℕ converges in F and ((1−P)ϕn)n∈ℕ converges in E and hence also the sequence
ϕn = Pϕn + (1 − P)ϕn converges in E + F.

It follows directly from Definition 5.2.1 that for a Fredholm pair (P0, P1) of orthogo-
nal projections also the pair (P1, P0) is Fredholm (because then the corresponding Fred-
holm operators are A and its adjoint A∗, respectively) and that one has

Ind(P0, P1) = − Ind(P1, P0).

Moreover, by Proposition 5.3.2, (1−P0, 1−P1) is Fredholm if and only if (P0, P1) is Fredholm
and then

Ind(1 − P0, 1 − P1) = Ind(P1, P0).

Finally, it follows from Proposition 5.3.2, or alternatively from (5.10), that for every
Fredholm pair (P0, P1) of orthogonal projections and any unitary operator U , also
(UP0U

∗,UP1U
∗) is a Fredholm pair of orthogonal projections with index
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Ind(UP0U
∗,UP1U

∗) = Ind(P0, P1). (5.14)

Generalizing the unitary conjugation, one can also consider the natural action (5.7) of
invertibles on orthogonal projections.

Proposition 5.3.4. Let (P0, P1) be a Fredholm pair of orthogonal projections and further-
more let T ∈ 𝔾(H) be invertible. Then (T ⋅P0, (T

−1)∗ ⋅P1) is a Fredholm pair of orthogonal
projections with the same index. Moreover,

dim(Ran(T ⋅ P0) ∩ Ker((T
−1)
∗
⋅ P1)) = dim(Ran(P0) ∩ Ker(P1))

and

dim(Ran((T−1)∗ ⋅ P1) ∩ Ker(T ⋅ P0)) = dim(Ran(P1) ∩ Ker(P0)).

Proof. For any orthogonal projection P, one deduces from the definition of T ⋅ P that

Ran(T ⋅ P) = T Ran(P), Ker(T ⋅ P) = (T−1)∗ Ker(P),

see the argument after equation (5.7). The Fredholm property of (T ⋅ P0, (T
−1)∗ ⋅ P1) is

checked by verifying the three conditions (i)–(iii) stated in Proposition 5.3.2. One has

Ran(T ⋅ P0) + Ran(1 − (T
−1)
∗
⋅ P1) = Ran(T ⋅ P0) + Ker((T

−1)
∗
⋅ P1)

= T Ran(P0) + T Ker(P1)

= T(Ran(P0) + Ker(P1)),

showing that this is a closed subspace because T is invertible. Moreover,

Ran(T ⋅ P0) ∩ Ker((T
−1)
∗
⋅ P1) = (T Ran(P0)) ∩ (T Ker(P1))

= T(Ran(P0) ∩ Ker(P1)),

which has the same finite dimension as Ran(P0) ∩ Ker(P1). In the same way,

Ran((T−1)∗ ⋅ P1) ∩ Ker(T ⋅ P0) = (T
−1)
∗
(Ran(P1) ∩ Ker(P0)),

implying all remaining claims.

One may wonder if for a Fredholm pair (P0, P1) of orthogonal projections and an
invertible T ∈ 𝔾(H) the pair (T ⋅ P0, T ⋅ P1) is Fredholm. In general, however, this is not
true as is shown by the next example.

Example 5.3.5. For a fixed grading H = H′ ⊕ H′ where H′ is an infinite-dimensional
separable Hilbert space, let us set
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P0 =
1
2
(
1 1
1 1
) , P1 =

1
5
(
1 −2
−2 4
) , T = (

√2 0
0 1
) .

Then Ker(P1P0) = Ker(P0) and Ran(P1P0) = Ran(P1), and therefore (P0, P1) is a Fredholm
pair. Moreover,

Ran(T ⋅ P0) = span(
√2
1
) , Ran(T ⋅ P1) = span(

1
−√2
) .

This shows T ⋅ P1 = 1 − T ⋅ P0 and therefore (T ⋅ P0, T ⋅ P1) is not a Fredholm pair. ⬦

The following aim is to give a spectral theoretic approach to Fredholm pairs of or-
thogonal projections. As a preparation for the proofs, let us present a set of algebraic re-
lations satisfied by two projections (which need not be orthogonal). They can be traced
back to Kato [112], see also [49] and [18].

Lemma 5.3.6. Let P0 and P1 be projections. Set

R0 = 1 − P0 − P1, R1 = P0 − P1.

Then the following identities hold:

R20 + R
2
1 = 1, R0R1 = −R1R0. (5.15)

Moreover,

R0P0 = P1R0, R0P1 = P0R0,
R1(1 − P0) = P1R1, R1(1 − P1) = P0R1,

R20P0 = P0R
2
0, R0R1(1 − P0) = P0R0R1.

Proof. Multiplying out, one finds

R20 = 1 − P0 − P1 + P0P1 + P1P0,

and similarly

R21 = P0 + P1 − P0P1 − P1P0.

Adding this up, leads to the first identity. The others are also verified by straightforward
algebraic computations.

The identities of Lemma 5.3.6 lead to interesting spectral information of P1 −P0 and
P1 + P0, stated in terms of R0 and R1.
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Proposition 5.3.7. Let P0 and P1 be orthogonal projections and R0 and R1 as in Lem-
ma 5.3.6. Then for j = 0, 1, the spectrum spec(Rj) of Rj lies in [−1, 1] and satisfies

spec(Rj) \ {−1, 1} = −(spec(Rj) \ {−1, 1}).

Moreover, for any λ ̸∈ {−1, 1},

dim(Ker(Rj − λ1)) = dim(Ker(Rj + λ1)).

Proof. Let us focus on j = 1. The proof for the case j = 0 is the same as only the relations
(5.15) are used and they are symmetric in the indices. The inclusion spec(R1) ⊂ [−1, 1]
follows from R21 = 1 − R

2
0 ≤ 1. The symmetry of the spectrum can be shown using Weyl

sequences, namely if (R1 − λ1)ϕn → 0 for λ ∈ (−1, 1) and a sequence of unit vectors
(ϕn)n≥1, then, by the identity R0R1 = −R1R0 of Lemma 5.3.6, one has (R1+λ1)R0ϕn → 0. As
R20ϕn = (1−λ

2)ϕn−(R
2
1−λ

21)ϕn by the first relation of (5.15) and (R
2
1−λ

21)ϕn → 0, it follows
from |λ| < 1 that ‖R0ϕn‖ ≥ c for some constant c > 0 and n sufficiently large. Hence
(R1+λ1)

R0ϕn
‖R0ϕn‖
→ 0 and ( R0ϕn‖R0ϕn‖ )n≥1 is aWeyl sequence for−λ. Finally, setHλ = Ker(R1−λ1).

Then by the same identity R0(Hλ) ⊂ H−λ and R0(H−λ) ⊂ Hλ. As R
2
0|Hλ
= (1 − λ2)1|Hλ

by
the identity R20 = 1−R

2
1 in (5.15), it follows that R0 is an isomorphism fromHλ toH−λ for

any value λ ̸∈ {−1, 1}.

Now the main spectral theoretic result for the index of a Fredholm pair of orthogo-
nal projections can be stated and proved.

Theorem 5.3.8. Two orthogonal projections P0 and P1 form a Fredholm pair if and only
if ±1 are not in the essential spectrum of the operator P0 − P1. Then

Ind(P0, P1) = dim(Ker(P0 − P1 − 1)) − dim(Ker(P0 − P1 + 1)). (5.16)

Proof. Recall that (P0, P1) is a Fredholmpair if and only ifA : Ran(P0) → Ran(P1)defined
by Aϕ = P1P0ϕ for ϕ ∈ Ran(P0) is a Fredholm operator.

Let 1 be in the essential spectrum of P0 − P1. By Proposition 3.4.7, there is a singular
Weyl sequence (ϕn)n≥1 such that (P0 − P1 − 1)ϕn → 0. Then ⟨ϕn|(P0 − P1)ϕn⟩ → 1, thus
‖P0ϕn‖ → 1 and ‖P1ϕn‖ → 0. Therefore ψn =

P0ϕn
‖P0ϕn‖

has norm 1, converges weakly
to 0, and P0P1P0ψn → 0, which shows that 0 ∈ specess(A

∗A) by Proposition 3.4.7. By
Theorem 3.4.1, this is a contradiction to the Fredholm property of A. Therefore (P0, P1)
is no Fredholm pair. Similarly, −1 ∈ specess(P0 − P1) implies 0 ∈ specess(AA

∗) and, again
by Theorem 3.4.1, this is a contradiction to the Fredholm property of A, thus (P0, P1) is
no Fredholm pair.

Conversely, let ±1 be not in the essential spectrum of the operator P0 − P1. By the
spectral radius theorem, one has P0 −P1 = B+F where F is of finite rank and, moreover,
(ϵ − 1)1 ≤ B ≤ (1 − ϵ)1 for some ϵ > 0. As

P0P1P0 = P0(1 − (P0 − P1))P0
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= −P0FP0 + P0(1 − B)P0
≥ −P0FP0 + ϵP0,

this implies 0 ∉ specess(A
∗A). Analogously, one has P1P0P1 ≥ P1FP1 + ϵP1 and conse-

quently 0 ∉ specess(AA
∗). By Theorem 3.4.1, this implies that A is Fredholm and (P0, P1)

is a Fredholm pair.
It remains to show (5.16) if (P0, P1) is a Fredholm pair. The kernel of a sum of two

nonnegative operators is the intersection of their kernels. Therefore

Ker(P0 − P1 − 1) = Ker(P1 + (1 − P0))
= Ker(P1) ∩ Ker(1 − P0)
= Ker(P1) ∩ Ran(P0).

Similarly, Ker(P0 −P1 + 1) = Ker(P0) ∩Ran(P1), and this implies the claimed identity due
to Proposition 5.3.2.

Remark 5.3.9. Proposition 5.3.7 and Theorem 5.3.8 allow giving an alternative proof of
Theorem5.2.11 for orthogonal projections. Under the hypothesis that (P0−P1)

2k+1 is trace-
class, the spectrum of (P0 − P1)

2k+1 = R2k+11 consists of eigenvalues accumulating only
at 0. By Proposition 5.3.7 and because 2k + 1 is odd, this spectrum is symmetric and the
eigenspacesHλ andH−λ have the same dimension for λ ̸∈ {−1, 0, 1} which, moreover, is
finite. Thus by Lidskii’s theorem,

Tr((P0 − P1)
2k+1) = ∑

λ∈spec(P0−P1)
λ2k+1 dim(Hλ)

= ∑
λ∈spec(P0−P1),

λ>0

λ2k+1(dim(Hλ) − dim(H−λ))

= dim(H1) − dim(H−1)
= Ind(P0, P1),

where the last equality follows from Theorem 5.3.8. ⬦

Let us also provide a slight generalization of Theorem 5.2.11 going back to [56].

Proposition 5.3.10. Let (P0, P1) be a Fredholm pair of orthogonal projections such that
P0 − P1 ∈ 𝕂(H) is compact and let f : [−1, 1] → ℝ be a continuous odd function such that
f (1) = 1 and such that f (P0 − P1) is trace class, then

Ind(P0, P1) = Tr(f (P0 − P1)).

Proof. Recall from Proposition 5.3.7 that

spec(P0 − P1) \ {−1, 1} = −(spec(P0 − P1) \ {−1, 1})
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and

dim(Ker(P0 − P1 − λ1)) = dim(Ker(P0 − P1 + λ1))

for any λ ̸∈ {−1, 1}. Therefore, by the same argument as in Remark 5.3.9,

Tr(f (P0 − P1)) = (dim(Ker(P0 − P1 − 1)) − dim(Ker(P0 − P1 + 1)))
= Ind(P0, P1),

where the last step follows from Theorem 5.3.8.

Based on Proposition 5.3.10, one can also express the index of a pair of projections as
an integral similar as in Theorem 5.2.12, but under weaker hypothesis. Combined with
the results of Section 5.6, this leads to integral formulas for the spectral flow of paths
between Fredholm pairs of symmetries. In the following, functions f : [0,∞) → [0,∞)
of the form f (x) = x−re−x

−σ
for r ≥ 0 and σ ≥ 1 are considered. These functions are

defined to be 0 at x = 0.

Proposition 5.3.11. Let P0, P1 ∈ ℙ(H) be orthogonal projections such that the operator
exp(−((P0 − P1)

2)−
1
q ) is trace class for some 0 < q ≤ 1. Then (P0, P1) is a Fredholm pair of

projections and for Q0 = 1 − 2P0 and Q1 = 1 − 2P1 the linear path

t ∈ [0, 1] 󳨃→ Qt = Q0 + t(Q1 − Q0)

is within the Fredholm operators. Moreover,

Ind(P0, P1) =
1
Cr,q

1

∫
0

dt Tr((𝜕tQ)t(1 − Q
2
t )
−re−(1−Q

2
t )
− 1q
)

for r ≥ 0, where

Cr,q =
1

∫
−1

du(1 − u2)−re−(1−u
2)−

1
q
. (5.17)

Proof. First of all, let us note that e−((P0−P1)
2)−

1
q is trace class and, in particular, compact

so that P0 − P1 ∈ 𝕂(H) is compact. Thus (P0, P1) is a Fredholm pair and Qt is Fredholm
for all t ∈ [0, 1]. Now recall from the proof of Theorem 5.2.12 that (𝜕tQ)t = 2(P0 − P1) and
1 − Q2t = 4t(1 − t)(P0 − P1)

2. Thus

e−(1−Q
2
t )
− 1q
= (e−((P0−P1)

2)−
1
q
)
(4t(1−t))−

1
q

is trace class as (4t(1 − t))−
1
q ≥ 1 for t ∈ (0, 1) while it trivially is trace class for t ∈ {0, 1}.

One obtains
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1

∫
0

dt Tr((𝜕tQ)t(1 − Q
2
t )
−re−(1−Q

2
t )
− 1q
)

=
1

∫
0

dt Tr(2(P0 − P1)(4(t − t
2)(P0 − P1)

2)
−re−(4(t−t

2)(P0−P1)
2)−

1
q
).

For t ∈ (0, 1), the function ft : ℝ → ℝ defined by

ft(x) = 2x(4(t − t
2)x2)−re−(4(t−t

2)x2)−
1
q

is odd and ft(P0 − P1) is trace class. Thus by Proposition 5.3.10,

Tr(ft(P0 − P1)) = ft(1) Ind(P0, P1)

and therefore

1

∫
0

dt Tr((𝜕tQ)t(1 − Q
2
t )
−re−(1−Q

2
t )
− 1q
)

=
1

∫
0

dt ft(1) Ind(P0, P1)

= Ind(P0, P1)
1

∫
0

dt 2(4(t − t2))−re−(4(t−t
2))−

1
q

= Ind(P0, P1)
1

∫
−1

du(1 − u2)−re−(1−u
2)−

1
q
,

where the last step follows from the change of variables u = 2t−1. Dividing by Cr,q shows
the claim.

Theorem5.3.8 has several other consequences. Thefirst gives an important criterion
for a pair of projections to be a Fredholm pair with vanishing index.

Proposition 5.3.12. Let P0 and P1 be a pair of orthogonal projections onH. If

‖P0 − P1‖ < 1,

then (P0, P1) is a Fredholm pair and Ind(P0, P1) = 0.

Proof. This follows immediately fromTheorem5.3.8 because the hypothesis implies that
±1 are not in the spectrum of P0 − P1.
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One can go beyond Proposition 5.3.12 and show that ‖P0 − P1‖ < 1 implies that there
exists a unitary V such that VP0V

∗ = P1 and VP1V
∗ = P0, see Proposition 5.5.6. The next

consequence is a characterization of the Fredholmness of a pair of orthogonal projec-
tions that is often used as the definition of a Fredholm pair.

Corollary 5.3.13. Two orthogonal projections P0 and P1 form a Fredholm pair if and only
if the norm of their difference in the Calkin algebra is less than 1,

󵄩󵄩󵄩󵄩π(P1 − P0)
󵄩󵄩󵄩󵄩ℚ < 1.

The following characterization of the Fredholmness of a pair of orthogonal projec-
tions is another direct consequence of Theorem 5.3.8.

Corollary 5.3.14. A pair of orthogonal projections (P0, P1) is a Fredholm pair if and only
if

P0 − P1 = B + F ,

where B, F are self-adjoint operators onH, ‖B‖ < 1 and F is of finite rank.

Proof. If P0 − P1 = B + F , then (P0, P1) is a Fredholm pair by Theorem 5.3.8.
For the converse, set P± = χ{±1}(P0 − P1). Then define F = P+ − P− which is of finite

rank and B = (1 − P+ − P−)(P0 − P1)(1 − P+ − P−) for which ‖B‖ < 1. One directly checks
that P0 − P1 = B + F .

Next let us strengthen Proposition 5.2.6 on the concatenation of Fredholm pairs.

Proposition 5.3.15. Suppose given three orthogonal projections P0, P1 and P2 such that
‖π(P0)−π(P1)‖ℚ+‖π(P1)−π(P2)‖ℚ < 1. Then (P0, P1), (P1, P2) and (P0, P2) are all Fredholm
pairs and

Ind(P0, P2) = Ind(P0, P1) + Ind(P1, P2). (5.18)

Proof. By Corollary 5.3.13, (P0, P1), (P1, P2), and (P0, P2) are Fredholm pairs. Therefore,
by definition PiPj : Ran(Pj) → Ran(Pi) is Fredholm for i, j ∈ {0, 1, 2} with i > j and
Ind(Pj , Pi) = Ind(PiPj). Thus, by item (iii) of Theorem 3.3.4,

Ind(P0, P1) + Ind(P1, P2) = Ind(P2P1P0),

where P2P1P0 : Ran(P0) → Ran(P2) is Fredholm by item (i) of Corollary 3.3.2. Then (5.18)
is equivalent to

Ind(P2P1P0) = Ind(P2P0),

which is, again by Corollary 3.3.2, equivalent to
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Ind(P0P2P1P0) = Ind((P2P0)
∗(P2P1P0)) = 0.

As

󵄩󵄩󵄩󵄩π(P0P2P1P0) − π(P0)
󵄩󵄩󵄩󵄩ℚ ≤
󵄩󵄩󵄩󵄩π(P2P1) − π(P0)

󵄩󵄩󵄩󵄩ℚ
≤ 󵄩󵄩󵄩󵄩π(P2P1) − π(P1)

󵄩󵄩󵄩󵄩ℚ +
󵄩󵄩󵄩󵄩π(P1) − π(P0)

󵄩󵄩󵄩󵄩ℚ
≤ 󵄩󵄩󵄩󵄩π(P0) − π(P1)

󵄩󵄩󵄩󵄩ℚ +
󵄩󵄩󵄩󵄩π(P1) − π(P2)

󵄩󵄩󵄩󵄩ℚ < 1,

there is a compact operator K : Ran(P0) → Ran(P0) such that

‖P0P2P1P0 + K − P0‖ < 1.

This implies that P0P2P1P0 +K −P0 +P0 : Ran(P0) → Ran(P0) is invertible and therefore
Ind(P0P2P1P0) = Ind(P0P2P1P0 + K) = 0.

Remark 5.3.16. It is not sufficient to suppose that (P0, P1) and (P1, P2) are Fredholm
pairs, because then (P0, P2) is not necessarily a Fredholm pair. Indeed, let us set

P0 = 1 ⊗ (
1 0
0 0
) , P1 = 1 ⊗

1
2
(
1 1
1 1
) , P2 = 1 ⊗ (

0 0
0 1
)

acting on ℓ2(ℕ) ⊗ ℂ2. One directly checks ‖P0 − P1‖ = ‖P1 − P2‖ =
1
√2
< 1, thus (P0, P1)

and (P1, P2) are Fredholm pairs by Corollary 5.3.13. But ‖π(P0 − P2)‖ℚ = 1 and therefore
(P0, P2) does not form a Fredholm pair, again by Corollary 5.3.13. ⬦

Even though a Fredholmpair (P0, P1)with compact differenceP1−P0 is only a special
case, it nevertheless appears often, as in the following situation:

Proposition 5.3.17. Let H0,H1 ∈ 𝔽𝔹sa(H) be two self-adjoint bounded Fredholm opera-
tors such that the difference H1 − H0 ∈ 𝕂(H) is compact. Then the spectral projections
P0 = χ(H0 < 0) and P1 = χ(H1 < 0) form a Fredholm pair with compact difference
P1 − P0 ∈ 𝕂(H).

Proof. Because H0 and H1 are Fredholm, and therefore 0 ∉ specess(H0) ∪ specess(H1) by
Corollary 3.4.4, 0 is not an accumulation point of Σ = spec(H0) ∪ spec(H1). Therefore
χ(−∞,0)|Σ : Σ → {0, 1} is a continuous function on the compact domain Σ and one has
P1 − P0 = χ(−∞,0)|Σ(H1) − χ(−∞,0)|Σ(H0). As

Hn
1 − H

n
0 = H1(H

n−1
1 − H

n−1
0 ) + (H1 − H0)H

n−1
0 , n ≥ 2,

p(H1) − p(H0) is compact for any polynomial p : ℂ → ℂ. As the set of compact operators
𝕂(H) is a closed subset of the set of bounded operators 𝔹(H) and the polynomials are
dense in set of continuous functions on compact domains, we see that h(H1) − h(H0) is
compact for every continuous function h : Σ → ℂ. In conclusion, P1 − P0 ∈ 𝕂(H) is
compact and therefore (P0, P1) is a Fredholm pair by Corollary 5.3.13.
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In Remark 5.3.16, the orthogonal projection P1 is obtained from P0 by a rotation of
less than a right angle. The following result states that, inversely, one can always rotate
one of the orthogonal projections of a Fredholm pair to attain a Fredholm pair with
compact difference.

Proposition 5.3.18. Let (P0, P1) be a Fredholm pair of orthogonal projections. Then there
exists a path t ∈ [0, 1] 󳨃→ P1(t) of orthogonal projections such that (P0, P1(t)) is a Fredholm
pair for all t ∈ [0, 1], P1(1) = P1 and P0 − P1(0) is compact.

Note that by Proposition 5.2.7, t ∈ [0, 1] 󳨃→ Ind(P0, P1(t)) is constant along this path.
The proof of Proposition 5.3.18 starts out with a special case.

Proposition 5.3.19. Let (P0, P1) be a pair of orthogonal projections satisfying the bound
‖P0−P1‖ < 1. Then there exists a path t ∈ [0, 1] 󳨃→ Pt of orthogonal projections connecting
P0 with P1 such that (P0, Pt) is a Fredholm pair for all t ∈ [0, 1].

Proof. (This uses the construction after Proposition 4.6.6 in [23].) Let Q0 = 1 − 2P0 and
Q1 = 1 − 2P1 be the two associated symmetries and then set

R = Q0Q1 + Q1Q0 = 21 − 4(P0 − P1)
2.

Then one has [R,Q0] = 0 = [R,Q1]. Let a = ‖P0 − P1‖ < 1. Then −21 < (2 − 4a
2)1 ≤ R ≤ 21

so that 1 + λR > 0 uniformly in λ ∈ [0, 12 ]. Therefore one can set

Qt = (1 + R cos(
π
2
t) sin(π

2
t))
− 12
(Q0 cos(

π
2
t) + Q1 sin(

π
2
t)), t ∈ [0, 1].

Clearly, Q∗t = Qt and computing the square shows Q
2
t = 1, so this is a path of symmetries

which, indeed, connects Q0 and Q1. Set Pt =
1
2 (1 − Qt). To verify the Fredholm property

along this path, let us compute

(Pt − P0)
2 =

1
2
1 − 1

4
(1 + R cos(π

2
t) sin(π

2
t))
− 12
(2 cos(π

2
t)1 + R sin(π

2
t)).

The right-hand side is merely a function of the self-adjoint operator R. Hence the norm
is bounded by the maximum of the function

f (t, r) = 1
2
−
1
4
(1 + r cos(π

2
t) sin(π

2
t))
− 12
(2 cos(π

2
t) + r sin(π

2
t))

on the rectangle [0, 1] × [2 − 4a2, 2]. One finds

sup
t∈[0,1]

f (t, r) = f (1, r) = 1
2
−
r
4
≤ a2,
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so that ‖Pt −P0‖ ≤ a uniformly in t ∈ [0, 1]. By Proposition 5.3.12, this implies that (P0, Pt)
is a Fredholm pair for all t ∈ [0, 1].

Proof of Proposition 5.3.18. Let us set K0 = χ{1}(P0 − P1) and K1 = χ{−1}(P0 − P1) which
are finite-dimensional orthogonal projections satisfying K0K1 = 0. For ϕ ∈ Ran(K0), one
has P0ϕ = ϕ and P1ϕ = 0 so that Ran(K0) is left invariant by both P0 and P1. The same
holds for Ran(K1). Then consider H′ = H ⊖ (Ran(K0) ⊕ Ran(K1)) and the restrictions
P′0 = P0|H′ and P

′
1 = P1|H′ . By construction, P

′
0 and P

′
1 are orthogonal projections onH′

satisfying ‖P′0 − P
′
1‖ < 1. Let P

′
1(t) be the path of orthogonal projections onH′ given by

Proposition 5.3.19. Finally, set P1(t) = P
′
1(t) ⊕ K1 which is an orthogonal projection onH.

The pair (P0, P1(t)) is Fredholm and satisfies the claim.

The next aim is to lift the path of Proposition 5.3.19 by generalizing Proposition 5.2.9
in the following manner.

Proposition 5.3.20. Let t ∈ [0, 1] 󳨃→ Pt be a path of orthogonal projections. Then there
exists a path t ∈ [0, 1] 󳨃→ Ut of unitaries such that

Pt = U
∗
t P0Ut .

Proof. The operator Mt used in Proposition 5.2.9 satisfies MtP0 = PtMt so that also
P0M
∗
t = M

∗
t Pt . Therefore Pt = MtP0(Mt)

−1 and P0 = M
∗
t Pt(M

∗
t )
−1 so that upon replacing

also

Pt = (MtM
∗
t )
−1Pt(MtM

∗
t ).

This implies Pt = (MtM
∗
t )
− 12 Pt(MtM

∗
t )

1
2 . Now set

Ut = M
∗
t (MtM

∗
t )
− 12 .

This is indeed unitary and satisfies the claim.

Remark 5.3.21. If the path t 󳨃→ Pt is differentiable, then there is another standard way
to obtain the path t 󳨃→ Ut as the solution to Kato’s adiabatic time-evolution:

𝚤𝜕tUt = Ut𝚤[Pt , 𝜕tPt], U0 = 1.

Note that 𝚤[Pt , 𝜕tPt] is self-adjoint so that indeed Ut is unitary. Furthermore, one has

𝜕t(UtPtU
∗
t ) = (𝜕tUt)PtU

∗
t + Ut(𝜕tPt)U

∗
t − UtPtU

∗
t (𝜕tUt)U

∗
t

= Ut[Pt , 𝜕tPt]PtU
∗
t + Ut(𝜕tPt)U

∗
t − UtPt[Pt , 𝜕tPt]U

∗
t

= 0,

the latter because 𝜕tPt = 𝜕tP
2
t = 𝜕tPtPt + Pt𝜕tPt and Pt𝜕tPtPt = 0 for any differentiable

path of projections. Hence the initial condition implies indeed that Pt = U
∗
t P0Ut . This
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argument can be modified to show that there are many possible choices for the path
t 󳨃→ Ut . More precisely, one can modify the adiabatic equation to

𝚤𝜕tUt = Ut(𝚤[Pt , 𝜕tPt] − Ht), U0 = 1,

where t 󳨃→ Ht is an arbitrary path of self-adjoints satisfying [Ht , Pt] = 0, without spoiling
the conjugacy relation Pt = U

∗
t P0Ut . ⬦

Combining Proposition 5.3.20 with Proposition 5.3.19 one obtains the following:

Corollary 5.3.22. Let P0 and P1 be a pair of orthogonal projections satisfying the bound
‖P0 − P1‖ < 1. Then exists a path t ∈ [0, 1] 󳨃→ Ut of unitaries such that for P1(t) = U

∗
t P0Ut

one has P1(1) = P1 and P1(0) = P0, and (P0, P1(t)) is a Fredholm pair for all t ∈ [0, 1].

As an application of Proposition 5.3.18 let us prove a statement on the connected
components of Fredholm pairs of proper orthogonal projections:

𝔽ℙℙ(H) = {(P0, P1) Fredholm pair : dim(Pj) = dim(1 − Pj) = ∞}. (5.19)

The result is the equivalent of Theorem 3.3.5 for Fredholm operators.

Proposition 5.3.23. With respect to the norm topology on 𝔹(H) × 𝔹(H), the set

𝔽nℙℙ(H) = {(P0, P1) Fredholm : Ind(P0, P1) = n, dim(Pj) = dim(1 − Pj) = ∞}

is connected.

Proof. Let (P0,ref, P1,ref) ∈ 𝔽nℙℙ(H) be a fixed Fredholm pair with index n such that
P0,ref ≥ P1,ref if n > 0, P0,ref ≤ P1,ref if n < 0 and P0,ref = P1,ref if n = 0. It will be
shown that for (P0, P1) ∈ 𝔽nℙℙ(H) there is a norm-continuous path of Fredholm pairs
connecting (P0, P1) to (P0,ref, P1,ref). First recall from the proof of Proposition 5.3.18 that
there is a norm-continuous path of Fredholm pairs connecting (P0, P1) to (P0, P

′
1)where

with respect to the grading

H = Ran(χ{1}(P0 − P1)) ⊕ Ran(χ{−1}(P0 − P1)) ⊕ Ran(χ{−1,1}(P0 − P1))
⊥

one has P′1 = 0 ⊕ 1 ⊕ P̃0 and P̃0 = P0χ(−1,1)(P0 − P1). In this grading, P0 is of the form
P0 = 1 ⊕ 0 ⊕ P̃0. Moreover, there is a unitary U ∈ 𝕌(H) acting nontrivially only on
Ran(χ{1}(P0 − P1)) ⊕ Ran(χ{−1}(P0 − P1)) such that P

′′
1 = UP

′
1U
∗ fulfils P0 ≥ P

′′
1 if n > 0,

P0 ≤ P
′′
1 if n < 0 and P0 = P

′′
1 if n = 0. As 1−U ∈ 𝕂(H) is a compact operator, t ∈ [0, 1] 󳨃→

(P0,U
tP′1(U

t)∗) is a continuous path of Fredholm pairs connecting (P0, P
′
1) to (P0, P

′′
1 ).

Finally, there is a unitary V ∈ 𝕌(H) such that VP0V
∗ = P0,ref and VP

′′
1 V
∗ = P1,ref. Indeed,

say for n ≥ 0, one can first rotate P0 to P0,ref via a unitary V̂ , namely V̂P0V̂
∗ = P0,ref; then

V̂P′′1 V̂
∗ ≤ P0,ref; thus one can choose Ṽ commutingwithP0,ref so that Ṽ V̂P

′′
1 V̂
∗Ṽ∗ = P1,ref;

finally, set V = Ṽ V̂ . Then t ∈ [0, 1] 󳨃→ (V tP0(V
t)∗,V tP′′1 (V

t)∗) is a norm-continuous path
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of Fredholmpairs connecting (P0, P
′′
1 ) to (P0,ref, P1,ref). Concatenation of these paths leads

to a path of Fredholm pairs connecting (P0, P1) to (P0,ref, P1,ref) (as the index of Fredholm
pairs is locally constant by Proposition 5.2.7 the path lies in 𝔽nℙℙ(H)). As the Fredholm
pair (P0, P1) ∈ 𝔽nℙℙ(H) was arbitrary, this shows that 𝔽nℙℙ(H) is connected.

Corollary 5.3.24. The path-connected components of 𝔽ℙℙ(H) are labeled by the index
map Ind : 𝔽ℙℙ(H) → ℤ.

Remark 5.3.25. Given an arbitrary pair (P0, P1) of orthogonal projections, it is always
possible to find a path t ∈ [0, 1] 󳨃→ Pt connecting them. Indeed, there always exists
a unitary U such that P1 = UP0U

∗ (see Proposition 5.1.7) and then one can simply set
Pt = U

tP0(U
t)∗ where U t is the 1

t th root of U defined by spectral calculus. However,
along this path, the Fredholm property is in general violated. ⬦

5.4 Fredholm pairs of symmetries

Associated to an orthogonal projection P is always a symmetry, that is, a self-adjoint
unitary, by the formula

Q = 1 − 2P.

Definition 5.2.1 therefore naturally leads to the following:

Definition 5.4.1. Two symmetriesQ0 andQ1 form a Fredholm pair of symmetries if and
only if P0 =

1
2 (1 − Q0) and P1 =

1
2 (1 − Q1) are a Fredholm pair of orthogonal projections.

Then the index of the Fredholm pair of symmetries is given by

Ind(Q0,Q1) = Ind(P0, P1).

Of course, Fredholm pairs of symmetries are merely a reformulation of Fredholm
pairs of orthogonal projections, but in some instances below this leads to nicer formulas.
The first result shows that a pair of symmetries is Fredholm if and only if the sum of this
symmetries is Fredholm.

Proposition 5.4.2. A pair (P0, P1) of orthogonal projections is Fredholm if and only the
operator if Q0 + Q1 is Fredholm, where Q0 = 1 − 2P0 and Q1 = 1 − 2P1.

Proof. As

Q0 + Q1 = 2(1 − P0 − P1),

Q0 + Q1 is Fredholm if and only if 1 − P0 − P1 is Fredholm. Moreover,

(1 − P0 − P1)
2 = 1 − P0 − P1 + P0P1 + P1P0 = (1 − P0 + P1)(1 − P1 + P0).
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By Theorem 5.3.8, (P0, P1) is a Fredholm pair if and only if 1 − P0 + P1 and 1 − P1 + P0
are Fredholm. Therefore Q0 + Q1 is Fredholm if (P0, P1) is a Fredholm pair. Conversely,
if Q0 + Q1 is Fredholm, (1 − P0 + P1)(1 − P1 + P0) = (1 − P1 + P0)(1 − P0 + P1) is Fredholm
by the above. We show that (1 − P0 + P1) and (1 − P1 + P0) are Fredholm. First

Ker(1 − P0 + P1) ⊂ Ker((1 − P1 + P0)(1 − P0 + P1))

is finite dimensional. Analogously, Ker(1 − P1 + P0) is finite dimensional. The range of
1 − P0 + P1 can be decomposed into a direct sum of two subspaces

Ran(1 − P0 + P1) = Ran((1 − P0 + P1)(1 − P1 + P0)) ⊕ Ran((1 − P0 + P1)|Ker(1−P1+P0)).

The first summand is closed by the Fredholm property of (1 − P0 + P1)(1 − P1 + P0), the
second is finite dimensional. Thus Ran(1 − P0 + P1) is closed, and one concludes that
(1 − P0 + P1) is Fredholm. Analogously, (1 − P1 + P0) is Fredholm. Theorem 5.3.8 allows
concluding that (P0, P1) is a Fredholm pair.

Lemma 5.4.3. For symmetries Q0 and Q1, one has

Ker(Q0 + Q1) = (Ker(Q0 − 1) ∩ Ker(Q1 + 1)) ⊕ (Ker(Q0 + 1) ∩ Ker(Q1 − 1)).

Proof. If Q0 and Q1 are expressed in terms of orthogonal projections P0 and P1, then

Ker(Q0 + Q1) = Ker(1 − P0 − P1).

For some vector ϕ = ϕ1 + ϕ2 in this kernel such that P0ϕ1 = ϕ1 and P0ϕ2 = 0, one has

(1 − P0 − P1)ϕ = 0 ⇐⇒ ϕ2 − P1ϕ1 − P1ϕ2 = 0
⇐⇒ (1 − P1)ϕ2 = P1ϕ1.

Hence (1 − P1)ϕ2 = 0 = P1ϕ1 and therefore

Ker(Q0 + Q1) ⊂ ((Ker(Q0 − 1) ∩ Ker(Q1 + 1)) ⊕ (Ker(Q0 + 1) ∩ Ker(Q1 − 1)))

As the reverse inclusion is obvious, this implies the claim.

IfQ0 andQ1 are expressed in terms ofP0 andP1, then the operatorsR0 andR1 defined
in Lemma 5.3.6 are given by

R0 = 1 − (P0 + P1) =
1
2
(Q0 + Q1), R1 = P0 − P1 =

1
2
(Q1 − Q0).

Then the second set of identities of Lemma 5.3.6 becomes

R0Q0 = Q1R0, R1Q0 = −Q1R1, R20Q0 = Q0R
2
0,

R0Q1 = Q0R0, R1Q1 = −Q0R1, R0R1Q0 = −Q0R0R1.
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Replacing R1 in the formula in Theorem 5.3.8, one finds for a Fredholm pair (Q0,Q1) of
symmetries

Ind(Q0,Q1) = dim(Ker(R1 − 1)) − dim(Ker(R1 + 1)). (5.20)

This leads to the following further formula for the index of Fredholm pairs.

Proposition 5.4.4. For a Fredholm pair (Q0,Q1) of symmetries,

Ind(Q0,Q1) = Sig((Q1 − Q0)|Ker(Q0+Q1)).

Proof. First of all, let us note that Ker(R0) is an invariant subspace for R1. Indeed, if
ϕ ∈ Ker(R0), then, exploring the second identity in (5.15), one finds R0R1ϕ = −R1R0ϕ = 0.
Moreover, the first identity R20 + R

2
1 = 1 implies that R1|Ker(R0) is nondegenerate. Hence

the signature of this finite-dimensional operator is well defined. More precisely, one has

(R1|Ker(R0))
2 = 1|Ker(R0),

namely R1|Ker(R0) is a symmetry on Ker(R0). Using again that on the spectral subspaces
χ{±1}(R1) of R1 the projections P0 and P1 are either the identity or the zero map, one
obtains

Ker(R1 − 1) = (Ker(Q1 − 1) ∩ Ker(Q0 + 1))

and

Ker(R1 + 1) = (Ker(Q1 + 1) ∩ Ker(Q0 − 1)).

By Lemma 5.4.3,

Ker(R0) = Ker(R1 − 1) ⊕ Ker(R1 + 1).

Thus Sig((Q1 − Q0)|Ker(Q0+Q1)) is given by the difference of dimension on the right-hand
side of (5.20).

5.5 Fredholm pairs of unitary conjugate projections

In many applications Fredholm pairs are explicitly given by pairs of unitary conjugate
orthogonal projections, namely given in the form (P0, P1) = (P,U

∗PU) with a unitary
operator U . Conversely, if P0 and P1 are both proper, namely have infinite-dimensional
range and kernel, then they are always unitarily equivalent, as Proposition 5.1.7 shows.
Hence many of the results of the last two sections transfer to this case, but sometimes
take a slightly different form worth noting, in particular, for the context of applications.
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Let us begin rewriting the Fredholm condition in this situation, which follows directly
from Proposition 5.3.1.

Corollary 5.5.1. Let P0 and P1 = U
∗P0U be orthogonal projections onH. Then (P0, P1) is

a Fredholm pair if and only if

P0U
∗P0UP0 + 1 − P0 and P0UP0U

∗P0 + 1 − P0

are Fredholm operators onH. If (P0, P1) is a Fredholm pair, then

Ind(P0, P1) = dim(Ker(P0U
∗P0UP0 + 1 − P0)) − dim(Ker(P0UP0U

∗P0 + 1 − P0)).

Note that the Fredholm property of P0U
∗P0UP0 + 1 − P0 is not sufficient for

(P0,U
∗P0U) to be a Fredholm pair. This can be shown by considering H = H′ ⊗ ℂ3

for an infinite-dimensional separable Hilbert spaceH′ and setting

P0 = 1 ⊗(
1 0 0
0 0 0
0 0 0

).

Then by Proposition 5.1.7, there is a unitary U ∈ 𝕌(H) such that

P1 = U
∗P0U = 1 ⊗(

1 0 0
0 1 0
0 0 0

).

One directly checks that P0U
∗P0UP0+1−P0 = 1 is Fredholmbut P1P0P1+1−P1 = P0+1−P1

is not Fredholm. Therefore by Proposition 5.3.1, (P0,U
∗P0U) is not a Fredholm pair.

In many situations one has the property that [P,U] is compact. This does, however,
not necessary hold for every Fredholm pair (P,U∗PU), as shows the following remark.

Remark 5.5.2. This elaborates on Remark 5.3.16. Let

P0 = 1 ⊗ (
1 0
0 0
) , P1 = 1 ⊗

1
2
(
1 1
1 1
)

act on ℓ2(ℕ) ⊗ ℂ2. Then P1 = U
∗P0U for the unitary operator

U = 1 ⊗ 1
√2
(
1 1
1 −1
) ,

and, by Remark 5.3.16, (P0, P1) is a Fredholm pair. On the other hand, neither the com-
mutator [U , P0] nor P0 − P1 is compact. This generalizes as follows: Let P0 and P1 be two
orthogonal projections such that P1 = U

∗P0U for a unitary U . As

P0 − P1 = P0 − U
∗P0U = U

∗[U , P0],

the difference P0 − P1 is compact if and only if [U , P0] is compact. ⬦
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Proposition 5.5.3. Let P be an orthogonal projection and U ∈ 𝕌(H) unitary. Then
(P,U∗PU) is a Fredholm pair if and only if PUP + 1 − P is Fredholm and in this case

Ind(P,U∗PU) = Ind(PUP + 1 − P).

Proof. Let us set T = PUP+1−P. Then, by Corollary 5.5.1, (P,U∗PU) is a Fredholm pair if
and only if PU∗PUP + 1−P = T∗T and PUPU∗P + 1−P = TT∗ are Fredholm, which is, by
Theorem 3.4.1, equivalent to the Fredholm property of T . Moreover, by the expression
for the index given in by Corollary 5.5.1,

Ind(P,U∗PU)
= dim(Ker(PU∗PUP + 1 − P)) − dim(Ker(PUPU∗P + 1 − P))
= dim(Ker(T∗T)) − dim(Ker(TT∗)).

As Ind(T) = dim(Ker(T∗T)) − dim(Ker(TT∗)), this implies the claim.

The following corollary is a consequence of Proposition 5.3.15.

Corollary 5.5.4. (i) Suppose given an orthogonal projection P and furthermore two uni-
taries U1,U2 ∈ 𝕌(H) such that ‖π([U1, P])‖ℚ + ‖π([U2,U

∗
1 PU1])‖ℚ < 1 holds. Then

(P,U∗1 PU1), (U
∗
1 PU1, (U1U2)

∗PU1U2), and (P, (U1U2)
∗PU1U2) are all Fredholm pairs

and

Ind(P, (U1U2)
∗PU1U2) = Ind(P,U

∗
1 PU1) + Ind(U

∗
1 PU1, (U1U2)

∗PU1U2).

(ii) Let P ∈ 𝔹(H) be an orthogonal projection and U ∈ 𝕌(H) unitary such that for some
n ∈ ℕ and all k ∈ {0, . . . , n − 1} one has ‖π([U , P])‖ℚ + ‖π([U

k , P])‖ℚ < 1. Then
(P,U∗PU), (P, (U∗)nPUn), and (P,UnP(U∗)n) are Fredholm pairs with index

Ind(P, (U∗)nPUn) = n Ind(P,U∗PU) = − Ind(P,UnP(U∗)n).

Proof. To show (i), note that P − U∗PU = U∗[U , P] and therefore

󵄩󵄩󵄩󵄩π(P − U
∗PU)󵄩󵄩󵄩󵄩ℚ =

󵄩󵄩󵄩󵄩π([U , P])
󵄩󵄩󵄩󵄩ℚ

for any orthogonal projection P ∈ 𝔹(H) and unitary U ∈ 𝕌(H). Hence

󵄩󵄩󵄩󵄩π(P − U
∗
1 PU1)
󵄩󵄩󵄩󵄩ℚ +
󵄩󵄩󵄩󵄩π(U
∗
1 PU1 − (U1U2)

∗PU1U2)
󵄩󵄩󵄩󵄩ℚ < 1,

and the claim follows from Proposition 5.3.15.
Because ‖π([U , P])‖ℚ + ‖π([U

k ,U∗PU])‖ℚ = ‖π([U , P])‖ℚ + ‖π([U
k , P])‖ℚ < 1, the

first part of this corollary implies that (P,U∗PU), (U∗PU , (U∗)k+1PUk+1), and
(P, (U∗)k+1PUk+1) are Fredholm pairs and

Ind(P, (U∗)k+1PUk+1) = Ind(P,U∗PU) + Ind(U∗PU , (U∗)k+1PUk+1).
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As Ind(U∗PU , (U∗)k+1PUk+1) = Ind(P, (U∗)kPUk), it follows iteratively that

Ind(P, (U∗)k+1PUk+1) = (k + 1) Ind(P,U∗PU),

which implies the first claim. The claim on Ind(P,UnP(U∗)n) follows by exchanging the
roles of U and U∗.

The following is merely a reformulation of Proposition 5.2.10 and Theorem 5.2.11.

Proposition 5.5.5. Let P ∈ 𝔹(H) be an orthogonal projection, U ∈ 𝕌(H) unitary, and
n ∈ ℕ be such that

P − PU∗PUP ∈ Ln(Ran(P)), P − PUPU∗P ∈ Ln(Ran(P)).

Then (P,U∗PU) is a Fredholm pair of orthogonal projections, and for all m ≥ n one has

Ind(P,U∗PU) = Tr((P − PU∗PUP)m) − Tr((P − PUPU∗P)m).

If (P,U∗PU) is a Fredholm pair of orthogonal projections and (P − U∗PU)2n
′+1 is trace

class for some integer n′ ≥ 0, then for all m′ ≥ n′,

Ind(P,U∗PU) = Tr((P − U∗PU)2m
′+1
).

Proof. As the property P − PUPU∗P ∈ Ln(Ran(P)) is equivalent to U∗PU −U∗PUPU∗PU
lying in Ln(Ran(U∗PU)) and

Tr((P − PUPU∗P)m) = Tr((U∗PU − U∗PUPU∗PU)m),

Proposition 5.2.10 implies the first claim. The second claim directly follows from Theo-
rem 5.2.11.

From the formula in Theorem 5.3.8, one can directly deduce the next result (taken
from [18]).

Proposition 5.5.6. Let (P0, P1) be a Fredholm pair of orthogonal projections. There exists
a unitary V ∈ 𝕌(H) such that

VP0V
∗ = P1 and VP1V

∗ = P0

if and only if Ind(P0, P1) = 0.

Proof. If such a V exists, then V (P0 − P1)V
∗ = P1 − P0 and thus, by Theorem 5.3.8,

Ind(P0, P1) = 0.
Conversely, let (P0, P1) be a Fredholm pair with vanishing index. As above, define

P± = χ{±1}(P0−P1). As Ind(P0, P1) = 0, Ran(P+) and Ran(P−) have the same dimensions by
Theorem 5.3.8, there is a unitary operator U0 : Ran(P+) → Ran(P−). Then the operator



156 � 5 Fredholm pairs and their index

V0 : Ran(P+) ⊕ Ran(P−) → Ran(P+) ⊕ Ran(P−) defined by V0(ϕ+ + ϕ−) = U
∗
0 ϕ− + U0ϕ+

for ϕ+ ∈ Ran(P+) and ϕ− ∈ Ran(P−) is unitary. Let Ṽ denote the partial isometry in the
polar decomposition 1− P0 − P1 = Ṽ |1− P0 − P1| of the operator 1− P0 − P1. Then also the
restriction V1 = Ṽ |Ran(1−P0−P1) : Ran(1 − P0 − P1) → Ran(1 − P0 − P1) is unitary. Note that,
by Lemma 5.4.3, Ran(1 − P0 − P1) = H ⊖ (Ran(P+) ⊕ Ran(P−)). As 1 − P0 − P1 and P0 − P1
anticommute,

Ṽ (P0 − P1) = (P1 − P0)Ṽ and Ṽ (P0 + P1) = (P0 + P1)Ṽ ,

thus

ṼP0 = P1Ṽ and ṼP1 = P0Ṽ .

One directly checks that

VP0V
∗ = P1 and VP1V

∗ = P0

hold for V = V0 ⊕ Ṽ .

5.6 Spectral flow of linear paths between Fredholm pairs

This section collects several formulas connecting the index of Fredholm pairs of orthog-
onal projections to a spectral flow. Let us begin with an expression of the spectral flow
of the linear path connecting two symmetries that form a Fredholm pair by the index of
this Fredholm pair.

Theorem 5.6.1. For any Fredholm pair of symmetries Q0, Q1 onH, one has

Sf(t ∈ [0, 1] 󳨃→ (1 − t)Q0 + tQ1) = Ind(Q0,Q1). (5.21)

Proof. The operators Ht = (1 − t)Q0 + tQ1 are Fredholm. Indeed, Ht = Q0 + t(Q1 − Q0)
is for t ∈ [0, 12 ] a perturbation of an operator Q0 with spectrum {−1, 1}. As the Fredholm
condition of the pair (Q0,Q1) is equivalent to ‖π(Q0 − Q1)‖ℚ < 2 by Corollary 5.3.13, it
follows that Ht has its essential spectrum bounded away from 0 for t ∈ [0, 12 ]. Further-
more, for t ∈ [ 12 , 1] one can write Ht = Q1 + (1 − t)(Q0 − Q1) so that the same argument
applies. Moreover, Ht is invertible except possibly at t =

1
2 . The derivative at this point

is

𝜕tHt|t= 12
= Q1 − Q0.

Hence the crossing form at t = 1
2 is

Γ 1
2
: Ker(H 1

2
) → Ker(H 1

2
), Γ 1

2
(ϕ) = ⟨ϕ󵄨󵄨󵄨󵄨(Q1 − Q0)ϕ⟩,
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and its signature is equal to the spectral flow by Proposition 4.3.6 which applies because
the crossing was shown to be regular in the proof of Proposition 5.4.4. But, by Proposi-
tion 5.4.4, this signature is precisely the index of the Fredholm pair (Q0,Q1) of symme-
tries.

Let us stress that in the earlier works [207, 148, 84], the equality (5.21) was only
shown under the hypothesis that Q0 − Q1 is compact (or equivalently that the associ-
ated orthogonal projections have a compact difference P0 − P1). Next recall from Propo-
sition 5.1.7 that, given two proper symmetries Q0 and Q1, it is always possible to find
a unitary U ∈ 𝕌(H) such that Q1 = U

∗Q0U . For this situation, one thus obtains from
Proposition 5.5.3:

Corollary 5.6.2. For a Fredholm pair of symmetries Q0 = 1 − 2P0 and Q1 = 1 − 2P1 onH

and a unitary U such that Q1 = U
∗Q0U, one has

Sf(t ∈ [0, 1] 󳨃→ (1 − t)Q0 + tQ1) = Ind(P0UP0 + 1 − P0).

Proof. As P1 = U∗P0U , the claim directly follows from Theorem 5.6.1 and Proposi-
tion 5.5.3.

Combinedwith Theorem 5.2.12, one also deduces the following formula for the spec-
tral flow which is similar in spirit to Proposition 4.3.12.

Corollary 5.6.3. Let (Q0,Q1) be a Fredholm pair of symmetries such that (Q0 − Q1)
2n+1 is

trace class for some integer n ≥ 0. Then for the linear path t ∈ [0, 1] 󳨃→ Qt = Q0+t(Q1−Q0)
and any k ≥ n,

Sf(t ∈ [0, 1] 󳨃→ Qt) =
1
Ck

1

∫
0

dt Tr((𝜕tQ)t(1 − Q
2
t )
k
), (5.22)

with Ck given in (5.13).

Similarly, also Proposition 5.3.11 leads to a formula for the spectral flow, see [56].

Corollary 5.6.4. Let (Q0,Q1) be a Fredholm pair of symmetries onH such that the oper-
ator exp(−((Q0 − Q1)

2)−
1
q ) is trace class for some 0 < q ≤ 1. Then the path

t ∈ [0, 1] 󳨃→ Qt = Q0 + t(Q1 − Q0)

satisfies

Sf(t ∈ [0, 1] 󳨃→ Qt) =
1
Cr,q

1

∫
0

dt Tr((𝜕tQ)t(1 − Q
2
t )
−re−(1−Q

2
t )
− 1q
)

for r ≥ 0 and where Cr,q is given in (5.17).
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5.7 Spectral flow formulas for paths with compact difference

Section 4.3 already presented a quite diverse selection of formulas for the spectral flow.
Here further formulas are provided, all based on the results of the last Section 5.6. First
let us generalize Theorem 5.6.1 to linear paths connecting two invertible self-adjoint op-
erators (instead of symmetries) with compact difference.

Corollary 5.7.1. For self-adjoint invertible operators H0,H1 ∈ 𝔹(H) such that the differ-
ence H1 − H0 ∈ 𝕂(H) is compact, one has

Sf(t ∈ [0, 1] 󳨃→ (1 − t)H0 + tH1) = Sf(t ∈ [0, 1] 󳨃→ (1 − t)Q0 + tQ1)
= Ind(Q0,Q1),

where Qi = Hi|Hi|
−1 is the unitary phase of Hi for i = 0, 1.

Proof. (Some elements are similar to the proof of Proposition 5.3.17.) As H1 −H0 is com-
pact, (1 − t)H0 + tH1 = H0 + t(H1 − H0) is Fredholm for all t ∈ [0, 1] by Corollary 3.2.3.
Moreover, h(H1) − h(H0) is compact for every continuous function h : Σ → ℂ where
Σ = spec(H0) ∪ spec(H1). As

Hn
1 − H

n
0 = H1(H

n−1
1 − H

n−1
0 ) + (H1 − H0)H

n−1
0 , n ≥ 2,

p(H1) − p(H0) is compact for any polynomial p : ℂ → ℂ. As the set of compact op-
erators 𝕂(H) is a closed subset of the set of bounded operators 𝔹(H) and the polyno-
mials are dense in the set of continuous functions on compact domains, we see that
h(H1) − h(H0) is compact for every continuous function h : spec(H0) ∪ spec(H1) → ℂ.
Therefore (t, s) ∈ [0, 1] × [0, 1] 󳨃→ (1− t)H0|H0|

−s + tH1|H1|
−s is a continuous homotopy of

Fredholm operators. By Theorem 4.2.2,

Sf(t ∈ [0, 1] 󳨃→ (1 − t)H0 + tH1)

= Sf(s ∈ [0, 1] 󳨃→ H0|H0|
−s)

+ Sf(t ∈ [0, 1] 󳨃→ (1 − t)H0|H0|
−1 + tH1|H1|

−1)

− Sf(s ∈ [0, 1] 󳨃→ H1|H1|
−s).

As

s ∈ [0, 1] 󳨃→ H0|H0|
−s and s ∈ [0, 1] 󳨃→ H1|H1|

−s

are paths of invertibles and therefore the spectral flow along these paths vanishes, and
H0|H0|

−1 = Q0 and H1|H1|
−1 = Q1, one has

Sf(t ∈ [0, 1] 󳨃→ (1 − t)H0 + tH1) = Sf(t ∈ [0, 1] 󳨃→ (1 − t)Q0 + tQ1).

The remaining claim follows from Theorem 5.6.1.
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Similar as Corollary 5.6.2 is a special case of Theorem 5.6.1, one can now state Corol-
lary 5.7.1 for the special case of paths with unitary equivalent endpoints.

Corollary 5.7.2. For a self-adjoint invertible operator H ∈ 𝔹(H) and a unitary U ∈ 𝕌(H)
such that the commutator [H ,U] ∈ 𝕂(H) is compact, one has

Sf(t ∈ [0, 1] 󳨃→ (1 − t)H + tU∗HU) = Ind(PUP + 1 − P),

where P = χ(H ≤ 0) is the orthogonal projection onto the negative spectrum of H.

Proof. As H − U∗HU = [H ,U∗]U is compact,

Sf(t ∈ [0, 1] 󳨃→ (1 − t)H + tU∗HU)
= Sf(t ∈ [0, 1] 󳨃→ (1 − t)(1 − 2P) + tU∗(1 − 2P)U),

by Corollary 5.7.1. Now the claim follows from Corollary 5.6.2.

The next result is the starting point for many applications, e. g., all of Chapter 10. It
also considers a situation similar to Corollary 5.7.2, namely paths with unitary conjugate
endpoints, but does not require the paths to be linear. The result goes back to the work
of Phillips [148] with precursors like Wojciechowski [207], see also [70].

Theorem 5.7.3. Let t ∈ [0, 1] 󳨃→ Ht be a norm-continuous path of self-adjoint operators
with invertible endpoints H0 and H1 such that Ht − H0 is compact for all t ∈ [0, 1] and
H1 = U

∗H0U. If P = χ(H0 ≤ 0), then

Sf(t ∈ [0, 1] 󳨃→ Ht) = Ind(PUP + 1 − P).

In particular, one has for the linear path connecting 1 − 2P and U∗(1 − 2P)U,

Sf(t ∈ [0, 1] 󳨃→ (1 − t)(1 − 2P) + tU∗(1 − 2P)U) = Ind(PUP + 1 − P).

Proof. FirstH1−H0 = U
∗H0U −H0 = U

∗[H0,U] ∈ 𝕂(H) is compact by assumption. Thus
[H0,U] ∈ 𝕂(H) is compact and, by Corollary 5.7.2,

Ind(PUP + 1 − P) = Sf(t ∈ [0, 1] 󳨃→ (1 − t)H0 + tU
∗H0U). (5.23)

The homotopy h : [0, 1] × [0, 1] → 𝔹(H),

h(t, s) = (1 − s)Ht + s((1 − t)H0 + tH1),

is within the Fredholm operators as h(t, s) = H0 + (1 − s)(Ht − H0) + st(H1 − H0) and
(1 − s)(Ht − H0) + st(H1 − H0) is compact for all (t, s) ∈ [0, 1] × [0, 1]. As h(0, s) = H0 and
h(1, s) = H1 for all s ∈ [0, 1], Theorem 4.2.2 implies

Sf(t ∈ [0, 1] 󳨃→ Ht) = Sf(t ∈ [0, 1] 󳨃→ h(t, 0))



160 � 5 Fredholm pairs and their index

= Sf(t ∈ [0, 1] 󳨃→ h(t, 1))
= Sf(t ∈ [0, 1] 󳨃→ (1 − t)H0 + tU

∗H0U),

which by (5.23) implies the claim.

Let us give an elementary example illustrating some of the above facts.

Example 5.7.4. LetH = ℓ2(ℤ)with orthonormal basis |n⟩, n ∈ ℤ. Introduce the symme-
try

Q0 = ∑
n≥0
|n⟩⟨n| − ∑

n<0
|n⟩⟨n|.

Furthermore, let S be the left-shift on H given by S|n⟩ = |n − 1⟩. For k ∈ ℕ, choose
U = (Sk)∗ and set Qk = (S

k)∗Q0S
k . Now, roughly stated, Qk has k less positive eigen-

values than Q0. This difference between infinities is taken into account by the spectral
flow. Calculating the spectrum on the straight line path Ht = (1 − t)Q0 + tQk ∈ 𝔽𝔹

∗
sa(H)

explicitly shows

Sf(t ∈ [0, 1] 󳨃→ Ht) = −k.

Alternatively, (𝜕tH)t = Qk − Q0 = −2Pk where Pk is the finite-dimensional orthogonal
projection on the span of |n⟩, n = 0, . . . , k − 1. Then by Proposition 4.3.12,

Sf(t ∈ [0, 1] 󳨃→ Ht) =
1
2

1

∫
0

dt Tr(g′(Ht)(𝜕tH)t) = −k,

where g is a smooth nonnegative function of integral 1 which is supported in the gap of
the essential spectrum of Ht for all t ∈ [0, 1]. ⬦

The Fredholm operators in Theorem 5.7.3 often appear as the result of an even in-
dex pairing between a K0-class specified by P (e. g., of the C

∗-algebra generated by H0)
and a graded Dirac operator, see Section 10.1 for a detailed description. Section 10.1 also
describes odd index pairings and the following result can be interpreted as an odd (or
dual) analogue to Theorem 5.7.3, namely an index formula for paths of unitaries with
conjugate endpoints by a self-adjoint conjugation operator. It will use the notion of spec-
tral flow of paths of normal operators as given in (4.14).

Theorem 5.7.5. Let t ∈ [0, 1] 󳨃→ Ut be a path of unitaries such that Ut − U0 is compact.
Suppose that there is a self-adjoint unitary G such that U1 = GU0G. If E = χ(G ≥ 0), then
EU0E + 1 − E is a Fredholm operator with index given by

Ind(EU0E + 1 − E) = Sf(t ∈ [0, 1] 󳨃→ ℜe(Wt)), (5.24)

where Wt = GUtU
∗
0 is unitary.
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Proof. To show that the spectral flow iswell defined, first note thatUtU
∗
0 −1 = (Ut−U0)U

∗
0

is compact by hypothesis, so that Wt − G is compact and so is ℜe(Wt) − G. Moreover,
W0 = G = ℜe(W0) and W1 = U0GU

∗
0 = ℜe(W1) are both self-adjoint, and one has

ℜe(W1) = U0ℜe(W0)U
∗
0 . Thus Theorem 5.7.3 can be applied to t ∈ [0, 1] 󳨃→ Ht = ℜe(Wt).

There are now two sign changes in the index pairing involved, one because E is the
spectral projection onto the positive spectrum of G and one because U0 is on the left-
hand side in ℜe(W1) = U0ℜe(W0)U

∗
0 (while P is the negative spectral projection of H0

and H1 = U
∗H0U in Theorem 5.7.3). This concludes the proof.

The spectral flow of unitaries appearing on the right-hand side of (5.24) inherits
natural homotopy invariance properties. For example, choosing U0U

∗
t G instead of Wt

is another natural choice giving a different path connecting G and U0GU
∗
0 . The choices

GU∗t U0 and U
∗
0 UtG reverse the path and thus the sign of the spectral flow. A standard

choice of t ∈ [0, 1] 󳨃→ Ut leading to a path t ∈ [0, 1] 󳨃→ GUtU
∗
0 fromG toU0GU

∗
0 , expressed

merely in terms of U0 and G, is given by

Ut = U0 exp(
𝚤π
2
(G − 1 + tU∗0 [G,U0]))G.

As explained in [70], this path leads to a K -theoretic interpretation of Theorem 5.7.5.
The next set of results generalizes the formula given in Corollary 5.6.3. The proofs

are based on Singer’s idea to use closed 1-forms [183] which in this context was further
developed in the work of Getzler [96] and more thoroughly in the works of Carey and
Phillips [55, 56]. The latter two papers contain more general versions of the next results.
More precisely, these works require fewer summability assumptions and also deal with
the case of semifinite spectral flow discussed in Chapter 11.

Proposition 5.7.6. Let (Q0,Q1) be a Fredholm pair of symmetries on H connected by a
path t ∈ [0, 1] 󳨃→ Qt ∈ 𝔹sa(H) such that (Qt −Q0)

2n+1 is trace class for some integer n ≥ 0
and the path is continuously L2n+1-differentiable. Then one has for any k ≥ n,

Sf(t ∈ [0, 1] 󳨃→ Qt) =
1
Ck

1

∫
0

dt Tr((𝜕tQ)t(1 − Q
2
t )
k
), (5.25)

with Ck given in (5.13).

Proof. Let L2n+1
sa (H) denote the set of self-adjoint operators in the (2n + 1)th Schatten

ideal L2n+1(H). Then consider the set M = Q0 + L
2n+1
sa (H) as a manifold with tangent

space TM = L2n+1
sa (H). By assumption the path t ∈ [0, 1] 󳨃→ Qt lies in M and is differ-

entiable with derivatives (𝜕tQ)t lying in L2n+1
sa (H). Let us introduce a 1-form αk onM by

setting

αk,Q(X) =
1
Ck

Tr(X(1 − Q2)k), X ∈ TM, Q ∈M. (5.26)
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Note that αk,Q(X) is real because it is given by the trace of a product of two self-adjoint
operators. The integral on the right-hand side of (5.25) is by definition the integral of αk
over the path t ∈ [0, 1] 󳨃→ Qt . To show the claim (5.25), it will be verified that this integral
of αk over a path is invariant under changes of the path insideM with fixed endpoints,
or alternatively that it vanishes on closed curves. This will follow by adapting a standard
argument. Let us first show that the form αk is closed, namely that one has

𝜕s|s=0αk,Q+sY (X) = 𝜕s|s=0αk,Q+sX (Y ), X , Y ∈ TM.

This follows from a computation based on the Leibniz rule, 𝜕s|s=0(Q + sY )
2 = QY + YQ

and the cyclicity of the trace:

Ck𝜕s|s=0αk,Q+sY (X) = 𝜕s|s=0 Tr(X(1 − (Q + sY )
2)
k
)

= −
k−1
∑
l=0

Tr(X(1 − Q2)l(QY + YQ)(1 − Q2)k−1−l)

= −
k−1
∑
l=0

Tr(Y(1 − Q2)k−1−l(QX + XQ)(1 − Q2)l)

= Ck𝜕s|s=0αk,Q+sX (Y ).

Now given that αk is closed, one can deduce that the integral of αk over a closed curve
vanishes. This can first be shown for rectangles lying in a two-dimensional plane
spanned by two vectors X , Y ∈ TM, by transposing Pirkheimer’s proof of the Goursat
lemma. Then one can deduce it by the usual approximation arguments for an arbitrary
differentiable curve inM. Let us stress that the argument only requires that the deriva-
tives of αk exist (and neither their continuity nor the exactness of the formwhich in the
present situation is given, but not when the above argument is applied in the proof of
Theorem 7.2.2 later on). Therefore the right-hand side of (5.25) equals the integral of αk
over the linear path connecting Q0 to Q1 which, by Corollary 5.6.3, equals the spectral
flow of the linear path connecting Q0 to Q1. As Q0 − Qt is compact for all t ∈ [0, 1], the
claim follows from the homotopy invariance of the spectral flow.

Remark 5.7.7. The 1-form defined in (5.26) satisfies αk = dβk,F′ where, for an arbitrary
fixed point F′ ∈M = Q0 + L

2n+1
sa (H), the 0-form βk,F′ :M→ ℂ is defined by

βk,F′ (F) =
1
Ck

1

∫
0

dt Tr((𝜕tF)t(1 − F
2
t )
k
),

where Ft = F
′ + t(F −F′) is the linear path between F′ and F . This is merely the Poincaré

lemma for the 1-form αk which holds globally in all of M. This can be verified by an
explicit computation as the one in the proof of Proposition 5.7.6 which we provide for
the convenience of the reader. The claim αk = dβk,F′ explicitly means
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𝜕s|s=0βk,F′ (F + sX) = αk,F (X), X ∈ TM.

To verify this, let us set

Fr(s) = (1 − r)F
′ + r(F + sX),

so that 𝜕sFr(s) = rX and 𝜕rFr(s) = F + sX − F
′, as well as Fr = Fr(0). Then

Ck𝜕s|s=0βk,F′ (F + sX)

= 𝜕s|s=0

1

∫
0

dr Tr((F + sX − F′)(1 − Fr(s)
2)
k
)

=
1

∫
0

dr[Tr(X(1 − F2r )
k
) + 𝜕s|s=0 Tr((F − F

′)(1 − Fr(s)
2)
k
)].

The derivative is computed as above, using the Leibniz rule and the cyclicity of the trace,

𝜕s|s=0 Tr((F − F
′)(1 − Fr(s)

2)
k
)

= −
k−1
∑
l=0

Tr((F − F′)(1 − F2r )
l
𝜕s|s=0Fr(s)

2(1 − F2r )
k−1−l
)

= −r
k−1
∑
l=0

Tr((F − F′)(1 − F2r )
l
(XFr + FrX)(1 − F

2
r )
k−1−l
)

= −r
k−1
∑
l=0

Tr(X(1 − F2r )
k−1−l
(Fr(F − F

′) + (F − F′)Fr)(1 − F
2
r )
l
)

= r𝜕r Tr(X(1 − F
2
r )
k
).

By replacing, one finds

Ck𝜕s|s=0βk,F′ (F + sX) =
1

∫
0

dr[Tr(X(1 − F2r )
k
) + r𝜕r Tr(X(1 − F

2
r )
k
)]

=
1

∫
0

dr𝜕r[r Tr(X(1 − F
2
r )
k
)]

= Tr(X(1 − F21 )
k
)

= Tr(X(1 − F2)k) = Ckαk,F (X),

which shows the claim. ⬦

In the following, Proposition 5.7.6 will be further generalized to paths for which the
endpoints are not necessarily symmetries. The following object is needed.
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Definition 5.7.8. Let F0 ∈ 𝔹sa(H) be a base point satisfying F
2
0 − 1 ∈ L

2n+1
sa (H) for some

n ∈ ℕ. Then for an invertible F ∈M = F0 + L
2n+1
sa (H) with phase Q = sgn(F) set

βk(F) =
1
Ck

1

∫
0

dt Tr((𝜕tF)t(1 − F
2
t )
k
),

where t 󳨃→ Ft = F + t(Q − F) is the linear path from F to Q and k ≥ n.

Theorem 5.7.9. Let t ∈ [0, 1] 󳨃→ Ft ∈ 𝔹sa(H) be such that
(i) F20 − 1 ∈ L

2n+1
sa (H),

(ii) Ft − F0 ∈ L
2n+1
sa (H),

(iii) the path t 󳨃→ Ft is continuously L
2n+1-differentiable.

Then one has for any k ≥ n,

Sf(t ∈ [0, 1] 󳨃→ Ft) = βk(F1) − βk(F0) +
1
Ck

1

∫
0

dt Tr((𝜕tF)t(1 − F
2
t )
k
).

Proof. First of all, note that

βk(F0) = ∫
[F0 ,Q0]

αk , βk(F1) = ∫
[F1 ,Q1]

αk ,

where [Fj ,Qj] denotes the straight-line path from Fj to Qj = sgn(Fj) for j = 0, 1 (these
paths lie inM). Moreover, let [Q0,Q1] denote the path t ∈ [0, 1] 󳨃→ Qt = Q0 + t(Q1 − Q0)
from Q0 to Q1 (attention: Qt is not equal to sgn(Ft)). Then the path t ∈ [0, 1] 󳨃→ Ft is
homotopic to [F0,Q0] ∗ [Q0,Q1] ∗ (−[F1,Q1]) where −[F1,Q1] denotes the reversed path
of [F1,Q1]. As the paths [F0,Q0] and [F1,Q1] lie in the invertibles, there is no spectral flow
along them.Hence by the homotopy invariance of the spectral flowandProposition 5.7.6,

Sf(t ∈ [0, 1] 󳨃→ Ft) = Sf(t ∈ [0, 1] 󳨃→ Qt)

= ∫
[Q0 ,Q1]

αk

= ∫
[Q0 ,F0]

αk + ∫
[t∈[0,1]󳨃→Ft]

αk + ∫
[F1 ,Q1]

αk ,

where in the last step the closedness of the 1-form αk was used in order to deform the
integration path. The middle term is precisely the integral in the statement, which is
hence verified.

Remark 5.7.10. The essential ingredient of the proof of Theorem 5.7.9 is Corollary 5.6.3.
It is possible to carry out a similar reasoning based on Corollary 5.6.4. This is carried out
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in the work of Carey and Phillips [56]. If the statement is then applied to the bounded
transform of paths of self-adjoint Fredholm operators with compact resolvent, one
obtains, after the change of variables connected to the bounded transform, a proof
of Theorem 7.2.2, namely the equivalents of the boundary terms βk(F) become the
η-invariants. ⬦

5.8 Spectral flow as sum of indices of Fredholm pairs

In this section, it is shown how the spectral flow of an arbitrary norm-continuous path
t ∈ [0, 1] 󳨃→ Ht of bounded self-adjoint Fredholm operators can be expressed as a sum
of indices of Fredholm pairs of orthogonal projections. The outcome is Proposition 5.8.2
below. As a preparation for the statement, the following lemma is needed.

Lemma 5.8.1. For everyH ∈ 𝔽𝔹sa(H) there is a > 0 and a neighborhoodN
′
H ,a ⊂ 𝔽𝔹sa(H)

such that S 󳨃→ χ[−a,a](S) is a norm-continuous finite-rank projection-valued function on
N′H ,a, (P

≥(S), P≥(H)) is a Fredholm pair, where P≥(A) = χ[0,∞)(A) for every self-adjoint
Fredholm operator A, and

Ind(P≥(S), P≥(H)) = Ind(χ[0,a](S), χ[0,a](H))

for all S ∈ N′H ,a.

Proof. By Lemma 4.1.1, there is a neighborhoodN ofH and a > 0 such that S 󳨃→ χ[−a,a](S)
is a norm-continuous finite-rank projection-valued function on N. By construction (see
the proof of Lemma 4.1.1), the function S 󳨃→ χ(a,∞)(S) is norm-continuous on N. Define
Ñ′H ,a as

Ñ
′
H ,a = {S ∈ N :

󵄩󵄩󵄩󵄩χ(a,∞)(H) − χ(a,∞)(S)
󵄩󵄩󵄩󵄩 < 1}.

As S 󳨃→ χ(a,∞)(S) is norm-continuous on N, this is a neighborhood of H . Then de-
fine N′H ,a as the connected component of ÑH ,a containing H . It remains to show that
(P≥(S), P≥(H)) is a Fredholm pair with index Ind(χ[0,a](S), χ[0,a](H)) for all S ∈ N

′
H ,a. As

P≥(H) = χ[0,a](H) + χ(a,∞)(H) and, similarly, P
≥(S) = χ[0,a](S) + χ(a,∞)(S), where χ[0,a](H)

and χ[0,a](S) are compact,

󵄩󵄩󵄩󵄩π(P
≥(H) − P≥(S))󵄩󵄩󵄩󵄩ℚ =

󵄩󵄩󵄩󵄩π(χ(a,∞)(H) − χ(a,∞)(S))
󵄩󵄩󵄩󵄩ℚ

≤ 󵄩󵄩󵄩󵄩χ(a,∞)(H) − χ(a,∞)(S)
󵄩󵄩󵄩󵄩 < 1.

Therefore, by Corollary 5.3.13, (P≥(S), P≥(H)) is a Fredholm pair. Its index equals the
index of P≥(H)P≥(S)|Ran(P≥(S)) : Ran(P

≥(S)) → Ran(P≥(H)) by Definition 5.2.1. Thus

Ind(P≥(S), P≥(H)) = Ind((χ[0,a](H) + χ(a,∞)(H))(χ[0,a](S) + χ(a,∞)(S)))
= Ind(χ[0,a](H)χ[0,a](S) + χ[0,a](H)χ(a,∞)(S)
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+ χ(a,∞)(H)χ[0,a](S) + χ(a,∞)(H)χ(a,∞)(S)).

As the second and third summands in the last expression are compact, Theorem 3.3.4
implies

Ind(P≥(S), P≥(H)) = Ind(χ[0,a](H)χ[0,a](S) + χ(a,∞)(H)χ(a,∞)(S)).

By Corollary 3.3.2, this implies

Ind(P≥(S), P≥(H)) = Ind(χ[0,a](H)χ[0,a](S)) + Ind(χ(a,∞)(H)χ(a,∞)(S)),

where χ[0,a](H)χ[0,a](S) : Ran(χ[0,a](S)) → Ran(χ[0,a](H)) and χ(a,∞)(H)χ(a,∞)(S) :
Ran(χ(a,∞)(S)) → Ran(χ(a,∞)(H)) are Fredholm operators. Again by Definition 5.2.1,

Ind(P≥(S), P≥(H)) = Ind(χ[0,a](S), χ[0,a](H)) + Ind(χ(a,∞)(S), χ(a,∞)(H))

follows. By definition of N′H ,a, ‖χ(a,∞)(H) − χ(a,∞)(S)‖ < 1 which, by Proposition 5.3.12,
implies

Ind(χ(a,∞)(S), χ(a,∞)(H)) = 0.

Therefore Ind(P≥(S), P≥(H)) = Ind(χ[0,a](S), χ[0,a](H)), finishing the proof.

By compactness, it is possible to choose a finite partition

0 = t0 < t1 < ⋅ ⋅ ⋅ < tM−1 < tM = 1, (5.27)

of [0, 1] and am > 0,m = 1, . . . ,M , such that

t ∈ [tm−1, tm] 󳨃→ Ht

lies entirely in the neighborhoodN′Htm ,am
of Htm defined in Lemma 5.8.1.

Proposition 5.8.2. For a partition 0 = t0 < t1 < ⋅ ⋅ ⋅ < tM−1 < tM = 1 as above, one has

Sf(t ∈ [0, 1] 󳨃→ Ht)

=
1
2
dim(Ker(H0)) +

M
∑
m=1

Ind(P≥(Htm ), P
≥(Htm−1 )) −

1
2
dim(Ker(H1)).

Proof. By Lemma 5.8.1,

Ind(P≥(Htm ), P
≥(Htm−1 )) = Ind(P

≥
am ,tm , P

≥
am ,tm−1)

for all m = 1, 2, . . . ,M where P≥am ,t = χ[0,am](Ht). As P
≥
am ,tm and P≥am ,tm−1 are finite-

dimensional,
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Ind(P≥am ,tm , P
≥
am ,tm−1) = dim(Ran(P

≥
am ,tm)) − dim(Ran(P

≥
am ,tm−1))

= Tr(P≥am ,tm − P
≥
am ,tm−1)

= Tr(P>am ,tm − P
>
am ,tm−1) + dim(Ker(Htm )) − dim(Ker(Htm−1 )) (5.28)

by Proposition 5.2.2. By Definition 4.1.2,

Sf(t ∈ [0, 1] 󳨃→ Ht) =
1
2

M
∑
m=1

Tr(P>am ,tm − P
<
am ,tm − P

>
am ,tm−1 + P

<
am ,tm−1).

As t ∈ [tm−1, tm] 󳨃→ Ht lies entirely in the neighborhood N′Htm ,am
of Htm , one concludes

that the path t ∈ [tm−1, tm] 󳨃→ Tr(χ[−am ,am](Ht)) is constant. Therefore

Tr(P<am ,tm−1) − Tr(P
<
am ,tm)

= Tr(P>am ,tm) + dim(Ker(Htm )) − Tr(P
>
am ,tm−1) − dim(Ker(Htm−1 ))

and

Sf(t ∈ [0, 1] 󳨃→ Ht)

=
1
2

M
∑
m=1
(Tr(2P>am ,tm − 2P

>
am ,tm−1) + dim(Ker(Htm )) − dim(Ker(Htm−1 )))

=
M
∑
m=1

Ind(P≥am ,tm , P
≥
am ,tm−1) − dim(Ker(Htm )) + dim(Ker(Htm−1 ))

+
1
2
dim(Ker(Htm )) −

1
2
dim(Ker(Htm−1 ))

=
M
∑
m=1

Ind(P≥am ,tm , P
≥
am ,tm−1) −

1
2
dim(Ker(Htm )) +

1
2
dim(Ker(Htm−1 ))

=
1
2
dim(Ker(H0)) +

M
∑
m=1

Ind(P≥(Htm ), P
≥(Htm−1 )) −

1
2
dim(Ker(H1)),

where the second step follows from (5.28).

5.9 Relative Morse indices and spectral flow

TheMorse index of an invertible self-adjointmatrix is defined as the number of negative
eigenvalues. It is a standard object in Morse and stability theories as it is used to deter-
mine the qualitative behavior of flow lines of gradient flows on Riemannian manifolds
close to rest points. It is possible to define the Morse index for self-adjoint Fredholm
operators H ∈ 𝔽𝔹+sa(H) with positive essential spectrum as the same object. However,
for a self-adjoint Fredholm operator H ∈ 𝔽𝔹∗sa(H) having both positive and negative
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essential spectrum, there is no interesting definition of the Morse index itself. It is, how-
ever, possible to define a relative Morse index for a pairH0,H1 ∈ 𝔽𝔹

∗
sa(H)with compact

difference H1 − H0 ∈ 𝕂(H) (namely, H0 and H1 are Calkin equivalent). Indeed, due to
Proposition 5.3.17, the following definition is justified.

Definition 5.9.1. For self-adjoint bounded Fredholm operators H0,H1 ∈ 𝔽𝔹sa(H) with
compact difference H1 − H0 ∈ 𝕂(H), the relative Morse index is defined by

μrel(H0,H1) = Ind(P0, P1),

where P0 = χ(H0 < 0) and P1 = χ(H1 < 0).

Let us list the basic properties of the relative Morse index which are all directly
inherited from properties of Fredholm pairs and their index. Hence even though there
is little extra mathematical content, this allows summarizing all these properties in a
compact form (moreover, in the language of relative Morse indices that may be more
familiar to some readers).

Proposition 5.9.2. Let H0,H1,H2 ∈ 𝔽𝔹sa(H) be such that the differences H1 − H0 and
H2 − H1 are compact.
(i) One has μrel(H0,H1) = −μrel(H1,H0).
(ii) The relative Morse index is additive in the sense that

μrel(H0,H2) = μrel(H0,H1) + μrel(H1,H2).

(iii) Let R ∈ 𝔹(H) be invertible, then

μrel(H0,H1) = μrel(R
∗H0R,R

∗H1R).

(iv) If H1 is positive semidefinite, then

μrel(H0,H1) = ι−(H0),

where the Morse index ι−(H1) is defined in (4.6).
(v) Let t ∈ [0, 1] 󳨃→ Ht ∈ 𝔽𝔹sa(H) and t ∈ [0, 1] 󳨃→ H′t ∈ 𝔽𝔹sa(H) be norm-continuous

paths of invertibles such that Ht − H
′
t ∈ 𝕂(H) is compact for all t ∈ [0, 1]. Then

t ∈ [0, 1] 󳨃→ μrel(H
′
t ,Ht) is constant.

Proof. The first claim follows from the remark after Lemma 5.3.3. Item (ii) is a direct
consequence of Proposition 5.3.15 and (iv) follows from Definition 5.2.1. Claim (v) is im-
plied by Proposition 5.2.7 because t ∈ [0, 1] 󳨃→ χ(Ht < 0) and t ∈ [0, 1] 󳨃→ χ(H′t < 0) are
norm-continuous paths of orthogonal projections with compact difference. It remains
to show (iii). Let us set Rt = U |R|

1−t where U = R|R|−1 is the unitary phase of R, then
R0 = R, R1 = U and, moreover, R∗t H0Rt and R

∗
t H1Rt are Calkin equivalent for all t ∈ [0, 1].
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Because t ∈ [0, 1] 󳨃→ dim(Ker(R∗t H0Rt)) and t ∈ [0, 1] 󳨃→ dim(Ker(R∗t H0Rt)) are constant
t ∈ [0, 1] 󳨃→ χ(R∗t H0Rt < 0) and t ∈ [0, 1] 󳨃→ χ(R∗t H1Rt < 0) are norm-continuous paths
of orthogonal projections with compact difference. Hence, by Proposition 5.2.7,

μrel(R
∗H0R,R

∗H1R) = μrel(U
∗H0U ,U

∗H1U) = μrel(H0,H1),

where the last equality follows from the fact that the relative Morse index is invariant
under conjugation by unitary operators by (5.14).

The relative Morse index can be used to give an alternative description of the spec-
tral flow in Theorem 5.9.6 below, as put forward in [84]. It is based on the following fact
for which we provide an alternative proof.

Theorem 5.9.3. Associated to t ∈ [0, 1] 󳨃→ Ht ∈ 𝔽𝔹sa(H) are norm-continuous paths of
invertibles t ∈ [0, 1] 󳨃→ Mt ∈ 𝔹(H) and self-adjoint compacts t ∈ [0, 1] 󳨃→ Kt ∈ 𝕂(H) such
that

M∗t HtMt = Q + Kt , (5.29)

where Q is a symmetry. If H0 is invertible, one can choose K0 = 0.

Proof. Suppose that the partition (4.2) and am > 0 are chosen such that the spectral
projections t ∈ [tm−1, tm] 󳨃→ Pam ,t = χ[−am ,am](Ht) are norm-continuous and finite dimen-
sional, see (4.3). Then let us set

Ht,− = P−∞,−am ,tHt , Ht,0 = Pam ,tHt , Ht,+ = Pam ,∞,tHt ,

where P−∞,−am ,t = χ(−∞,−am)(Ht) and Pam ,∞,t = χ(am ,∞)(Ht) are spectral projections of Ht .
Let us note that all of these operators are not necessarily continuous at t1, . . . , tM , as there
may be jumps in the dimension of the finite-dimensional projection. Nevertheless, for
each t ∈ [tm−1, tm], let us set

St = (Ht,+)
− 12 + Pam ,t + (Ht,−)

− 12 .

Here Ht,± are understood as invertible operators on their range. By construction,
t ∈ [tm−1, tm] 󳨃→ St is norm-continuous, self-adjoint, and invertible. Moreover, for
t ∈ [tm−1, tm],

StHtSt = −P−∞,−am ,t + Ht,0 + Pam ,∞,t .

Each summand on the right-hand side is continuous in t ∈ [tm−1, tm]. Moreover, the
operator −P−∞,−am ,t+Pam ,∞,t differs from a symmetry only by a compact operator, which
will be chosen to be Pam ,t , notably let us set

Qt = −P−∞,−am ,t + Pam ,t + Pam ,∞,t .
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These symmetries can be continuously deformed by a path of unitaries Ut into a given
one, say Qm = Qtm−1 . Hence there exists a continuous path t ∈ [tm−1, tm] 󳨃→ Nt of invert-
ible operators such that

N∗t HtNt = Qm + Km,t ,

where t ∈ [tm−1, tm] 󳨃→ Km,t is norm-continuous and compact. This proves the statement
locally in t. It remains to join the pieces in such a manner that the Qm can be chosen to
be equal. This will be achieved inductively inm after a finite number of steps. Hence let
us assume that (5.29) already holds for t ≤ tm−1. At tm−1, one then has

Htm−1 = (M
∗
tm−1)
−1
(Q + Ktm−1 )(Mtm−1 )

−1

= (N∗tm−1)
−1
(Qm + Km,tm−1 )(Ntm−1 )

−1.

Thus set A = (Ntm−1 )
−1Mtm−1 andMt = NtA for t ∈ [tm−1, tm]. It now follows that

A∗QmA = Q + Ktm−1 −M
∗
tm−1(N

∗
tm−1)
−1Km,tm−1 (Ntm−1 )

−1Mtm−1 ,

and so A∗QmA = Q + K for a compact self-adjoint operator K . Hence, for t ∈ [tm−1, tm],

M∗t HtMt = A
∗N∗t HtNtA

= A∗(Qm + Km,t)A

= Q + K + A∗Km,tA

= Q + Kt ,

for the compact self-adjoint operators Kt = K + A
∗Km,tA. This finishes the proof.

Remark 5.9.4. It is possible to reformulate Theorem 5.9.3. BecauseMt is invertible, one
can set Ĥt = (M

−1
t )
∗QM−1t and K̂t = (M

−1
t )
∗KtM
−1
t and obtains

Ht = Ĥt + K̂t . (5.30)

Hence the path t 󳨃→ Ht can be decomposed into a path t 󳨃→ Ĥt of invertibles and a
compact perturbation t 󳨃→ K̂t thereof. Let us stress that if t ∈ [0, 1] 󳨃→ Ht is a loop,
namely H0 = H1, the two paths t 󳨃→ Ĥt and t 󳨃→ K̂t are in general not closed.

Provided that H0 is invertible (so that K0 = 0), one can homotopically deform the
time parameter in the two summands on the right-hand side of (5.30) to deduce the fol-
lowing: the nontrivial loop t ∈ [0, 1] 󳨃→ Ht is homotopic to the concatenation of two
paths

(t ∈ [0, 1] 󳨃→ Ĥt) ∗ (t ∈ [0, 1] 󳨃→ Ĥ1 + K̂t).
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The first of these paths is within the invertible operators and hence has no spectral flow,
while the second is merely a compact perturbation of Ĥ1 = H0 − K̂1. On this second part
though, there is possibly a spectral flow given by

Sf(t ∈ [0, 1] 󳨃→ Ĥ1 + K̂t) = Sf(t ∈ [0, 1] 󳨃→ Ht).

Let us note that a particular case of this is the following: given two symmetries Q0 and
Q1 with compact difference Q0 − Q1 and a given index Ind(Q0,Q1), first rotate Q0 into
Q1 by a path of unitaries, then use the straight-line path to complete a nontrivial loop
rooted in Q0 (playing the role of H0 in the above). Such a loop is constructed explicitly
in Example 8.3.4, which is based on Example 5.7.4. In order to be even closer to this
Example 8.3.4, the next result further specializes (5.30) to the case where Ht is a proper
symmetry up to a compact perturbation. ⬦

Corollary 5.9.5. Let t ∈ [0, 1] 󳨃→ Ht be a path of essential proper symmetries, namely
lying in the set

𝔽𝔹∗,Csa (H) = {H ∈ 𝔽𝔹sa(H) : specess(H) = {−1, 1}}.

Then there are norm-continuous paths of unitaries t ∈ [0, 1] 󳨃→ Ut ∈ 𝕌(H) and self-
adjoint compacts t ∈ [0, 1] 󳨃→ Kt ∈ 𝕂(H) such that

U∗t HtUt = Q + Kt , (5.31)

for some proper symmetry Q.

Proof. Let us start out from (5.30). As Ht ∈ 𝔽𝔹
∗,C
sa (H) and K̂t ∈ 𝕂(H), it follows that

also Ĥt ∈ 𝔽𝔹
∗,C
sa (H), due to the compact stability of the essential spectrum. As Ĥt is

invertible, the proof of Proposition 3.6.5 implies that it can be decomposed as Ĥt = Qt+K̃t
into a symmetry Qt and a compact K̃t . Moreover, this decomposition is continuous, see
Remark 3.6.6. Then

Ht = Qt + K̂t + K̃t .

By Proposition 5.3.20, one can write Qt = UtQ0U
∗
t for some path of unitaries. Setting

Q = Q0 and Kt = U
∗
t (K̂t + K̃t)Ut concludes the proof.

Based onTheorem5.9.3, one has the following formula for the spectral flowasMorse
index.

Theorem 5.9.6. For paths t ∈ [0, 1] 󳨃→ Ht ∈ 𝔽𝔹sa(H) and t ∈ [0, 1] 󳨃→ M∗t HtMt = Q + Kt
where as above Q is a symmetry, t ∈ [0, 1] 󳨃→ Mt ∈ 𝔹(H) is a path of invertibles and
t ∈ [0, 1] 󳨃→ Kt ∈ 𝕂(H) is a path of compacts, the spectral flow of the path t ∈ [0, 1] 󳨃→ Ht
satisfies
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Sf(t ∈ [0, 1] 󳨃→ Ht) = Sf(t ∈ [0, 1] 󳨃→ Q + Kt)

=
1
2
dim(Ker(H0)) + μrel(Q + K0,Q + K1) −

1
2
dim(Ker(H1)). (5.32)

Proof. For t ∈ [0, 1], let U∗t = M
∗
t |M
∗
t |
−1 be the unitary phase ofM∗t . Then let us consider

the continuous homotopy h : [0, 1] × [0, 1] → 𝔽𝔹sa(H) defined by

h(t, s) = U∗t
󵄨󵄨󵄨󵄨M
∗
t
󵄨󵄨󵄨󵄨
sHt
󵄨󵄨󵄨󵄨M
∗
t
󵄨󵄨󵄨󵄨
sUt .

By Theorem 4.2.2, one has

Sf(t ∈ [0, 1] 󳨃→ h(t, 1))
= − Sf(s ∈ [0, 1] 󳨃→ h(0, s)) + Sf(t ∈ [0, 1] 󳨃→ h(t, 0)) + Sf(s ∈ [0, 1] 󳨃→ h(1, s)).

As s ∈ [0, 1] 󳨃→ dim(Ker(h(0, s))) and s ∈ [0, 1] 󳨃→ dim(Ker(h(1, s))) are constant, item (i)
of Theorem 4.2.1 implies

Sf(s ∈ [0, 1] 󳨃→ h(0, s)) = Sf(s ∈ [0, 1] 󳨃→ h(1, s)) = 0.

Therefore

Sf(t ∈ [0, 1] 󳨃→ Q + Kt) = Sf(t ∈ [0, 1] 󳨃→ U∗t HtUt) = Sf(t ∈ [0, 1] 󳨃→ Ht),

where the last step follows from item (vi) of Theorem 4.2.1. This implies the first claim.
The second holds because

Sf(t ∈ [0, 1] 󳨃→ Q + Kt) =
1
2
dim(Ker(Q + K0))

+
M
∑
m=1

Ind(P≥(Q + Ktm ), P
≥(Q + Ktm−1 ))

−
1
2
dim(Ker(Q + K1))

for a partition 0 = t0 < t1 < ⋅ ⋅ ⋅ < tM−1 < tM = 1 as in Proposition 5.8.2. By definition,

Ind(P≥(Q + Ktm ), P
≥(Q + Ktm−1 )) = −μrel(Q + Ktm ,Q + Ktm−1 )

= μrel(Q + Ktm−1 ,Q + Ktm ).

Therefore andas dim(Ker(Q+K0)) = dim(Ker(H0)) anddim(Ker(Q+K1)) = dim(Ker(H1)),

Sf(t ∈ [0, 1] 󳨃→ Q + Kt)

=
1
2
dim(Ker(H0)) +

M
∑
m=1

μrel(Q + Ktm−1 ,Q + Ktm ) −
1
2
dim(Ker(H1))

=
1
2
dim(Ker(H0)) + μrel(Q + K0,Q + K1) −

1
2
dim(Ker(H1)),

where the last step follows from item (ii) in Proposition 5.9.2.



6 Unbounded Fredholm operators

This chapter offers a detailed introduction to various subsets of the unbounded Fred-
holm operators, with a particular focus on natural topologies thereon. This is a neces-
sary preparation for the definition of spectral flow of unbounded self-adjoint Fredholm
operators given in the next Chapter 7. First, Section 6.1 reviews various topologies on the
set of closed operators. Section 6.2 recalls some fundamentals about unbounded Fred-
holm operators that can be found in numerous books, e. g., [80, 99, 165]. Then, following
the works of Booß-Bavnbek, Lesch, and Phillips [31], as well as Lesch [126], the set of
unbounded self-adjoint Fredholm operators and its topology is studied in detail in Sec-
tion 6.3. Section 6.4 considers the important subclass of self-adjoint Fredholm operators
with compact resolvent and proves numerous topological results.

6.1 Topologies on closed and densely defined operators

Let us first recall that an unbounded operator is a linearmap T : D(T) ⊂ H → H′where
D(T) is a linear subspace of some Hilbert space H, called the domain of T . It is called
closed if its graph {(ϕ, Tϕ) : ϕ ∈ D(T)} is a closed subspace ofH ×H′. Let us introduce
a notation for the set of closed densely defined (also called regular) operators:

𝕃(H,H′) = {T : D(T) ⊂ H → H
′ closed and densely defined}.

In the case H′ = H, we also use the notation 𝕃(H) = 𝕃(H,H). For any T ∈ 𝕃(H,H′),
the adjoint operator T∗ ∈ 𝕃(H′,H) is defined by ⟨T∗ϕ|ψ⟩ = ⟨ϕ|Tψ⟩ for ψ ∈ D(T) and
ϕ in D(T∗) = {ϕ ∈ H′ : ψ ∈ D(T) 󳨃→ ⟨ϕ|Tψ⟩ bounded}. Then T is called symmetric
if D(T) ⊂ D(T∗) and T∗|D(T) = T , and furthermore T is called self-adjoint whenever
one has T = T∗ which includes D(T) = D(T∗). As a preparation for the constructions
below, some rather standard facts are needed that are included for the convenience of
the reader.

Lemma 6.1.1. Let T be a closed and densely defined operator. Then T∗T is self-adjoint
with domainD(T∗T) = {ϕ ∈ H : ϕ ∈ D(T), Tϕ ∈ D(T∗)}.
Proof. (See, e. g., Korollar VII.2.13 in [204].) Clearly, T∗T is well defined and symmet-
ric on D(T∗T). It remains to show that it is densely defined and self-adjoint. For that
purpose, let us equipD(T) with the scalar product

⟨ϕ|ψ⟩T = ⟨Tϕ|Tψ⟩ + ⟨ϕ|ψ⟩.

Because T is closed, (D(T), ⟨⋅|⋅⟩T ) is a Hilbert space which will be denoted by Ĥ. Let
I ∈ 𝔹(Ĥ,H) denote the natural embedding and I∗ ∈ 𝔹(H, Ĥ) its adjoint. Then II∗ is
self-adjoint and has a trivial kernel because ⟨ϕ|I∗ψ⟩T = ⟨Iϕ|ψ⟩ = ⟨ϕ|ψ⟩ and T is densely
defined. Thus Ran(II∗) = Ker(II∗)⊥ = H and II∗ has dense range. It will next be shown
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that Ran(II∗) ⊂ D(T∗T). Indeed, let ϕ ∈ H and ψ = II∗ϕ = I∗ϕ ∈ Ran(II∗) so that ψ ∈ Ĥ
and for any η ∈ D(T),

⟨Tη|Tψ⟩ = ⟨η|ψ⟩T − ⟨η|ψ⟩
= ⟨η|I∗ϕ⟩T − ⟨η|ψ⟩
= ⟨Iη|ϕ⟩ − ⟨η|ψ⟩
= ⟨η|ϕ − ψ⟩.

Hence η ∈ D(T) 󳨃→ ⟨Tη|Tψ⟩ is continuous and thus Tψ ∈ D(T∗), so that ψ ∈ D(T∗T).
It follows that D(T∗T) is dense. As T∗T is bounded from below and symmetric, it has
a self-adjoint extension with domain Ran(II∗), given by the Friedrich extension (this is
the only nonnegative self-adjoint extension). Hence one must have Ran(II∗) = D(T∗T),
and T∗T is self-adjoint.

Lemma 6.1.2. For any regular operator T ∈ 𝕃(H,H′), the domain D(T∗T) is a core for
T, namely T is the closure of T |D(T∗T) which in turn is also given by the double adjoint
of T |D(T∗T). Moreover, T(1 + T∗T)−1 and T(1 + T∗T)− 12 are bounded operators, both with
norm bounded by 1.

Proof. (See, e. g., Lemma 9.2 in [121].) Let us first show that

1 + T∗T : D(1 + T∗T) = D(T∗T) → H

is a bijection. For ϕ ∈ D(T∗T), one has
⟨ϕ󵄨󵄨󵄨󵄨(1 + T

∗T)ϕ⟩ = ⟨ϕ|ϕ⟩ + ⟨Tϕ|Tϕ⟩ ≥ ⟨ϕ|ϕ⟩,
and therefore ‖(1 + T∗T)ϕ‖ ≥ ‖ϕ‖. This implies that 1 + T∗T is injective. Furthermore,
if (ϕn)n≥1 is a Cauchy sequence in Ran(1 + T∗T) and ϕn = (1 + T∗T)ψn, then also (ψn)n≥1
is a Cauchy sequence converging to ψ, and then the closedness of 1 + T∗T implies that
ψ ∈ D(1 + T∗T) and (1 + T∗T)ψ = limϕn. Thus Ran(1 + T

∗T) is closed and therefore
equal toH. Moreover, it follows that the inverse (1 + T∗T)−1 : H → H is bounded with
norm ‖(1 + T∗T)−1‖ ≤ 1 and its range is Ran((1 + T∗T)−1) = D(T∗T). Let us note that, in
particular, the range of the operator (1+T∗T)−1 is dense inH. As, clearly, (1+T∗T)−1 > 0,
its square root (1 + T∗T)− 12 : H → H is well defined and has a dense range. Then for
ϕ ∈ H, one has

⟨T(1 + T∗T)−1ϕ|T(1 + T∗T)−1ϕ⟩ = ⟨(1 + T∗T)−1ϕ󵄨󵄨󵄨󵄨T∗T(1 + T∗T)−1ϕ⟩
≤ ⟨(1 + T∗T)−1ϕ󵄨󵄨󵄨󵄨(1 + T∗T)(1 + T∗T)−1ϕ⟩
= ⟨(1 + T∗T)−1ϕ󵄨󵄨󵄨󵄨ϕ⟩
= ⟨(1 + T∗T)− 12ϕ󵄨󵄨󵄨󵄨(1 + T∗T)− 12ϕ⟩,
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and therefore ‖T(1 + T∗T)− 12 (1 + T∗T)− 12ϕ‖ ≤ ‖(1 + T∗T)− 12ϕ‖. This implies that the op-
erator T(1 + T∗T)− 12 : Ran((1 + T∗T)− 12 ) → H′ is bounded with norm bounded by 1 and
therefore has an extension fromRan((1+T∗T)− 12 ) to all ofHwhich is also boundedwith
normbounded by 1. Next is shown that Ran((1+T∗T)− 12 ) = D(T) such that this extension
is given by T(1+T∗T)− 12 : H → H′. Let ϕ ∈ H. As Ran((1+T∗T)− 12 (1+T∗T)− 12 ) = D(T∗T)
is dense, there is a sequence (ϕn)n∈ℕ in the range of ((1 + T∗T)− 12 )2 converging to ϕ.
Then, as (1 + T∗T)− 12 is bounded, limn→∞(1 + T∗T)− 12ϕn = (1 + T∗T)− 12ϕ. Because the
operator T(1 + T∗T)− 12 : Ran((1 + T∗T)− 12 ) → H′ is bounded, (T(1 + T∗T)− 12ϕn)n∈ℕ is a
Cauchy sequence and therefore converges to some ψ = limn→∞ T(1 + T∗T)− 12ϕn ∈ H′.
As limn→∞((1+T∗T)− 12ϕn, T(1+T∗T)− 12ϕn) = ((1+T∗T)− 12ϕ,ψ) inH×H′ and T is closed,
(1+T∗T)− 12ϕ is in the domain of T and T(1+T∗T)− 12ϕ = ψ. Conversely, assume ϕ ∈ D(T).
Then as (1 + T∗T)− 12 T∗ ⊂ (T(1 + T∗T)− 12 )∗ is bounded, one has

ϕ = ((1 + T∗T)− 12 (1 + T∗T)− 12 T∗T + (1 + T∗T)−1)ϕ
= (1 + T∗T)− 12 ((1 + T∗T)− 12 T∗T + (1 + T∗T)− 12 )ϕ ∈ Ran((1 + T∗T)− 12 ).

This implies D(T) = Ran((1 + T∗T)− 12 ). Thus, for ϕ ∈ D(T) there is ψ ∈ H such that
ϕ = (1 + T∗T)− 12ψ. As Ran((1 + T∗T)−1) is dense in H, there is a sequence (θn)n∈ℕ in
Ran((1 + T∗T)−1) such that limn→∞(1 + T∗T)− 12 θn = ψ. Then

lim
n→∞(1 + T∗T)−1θn = ϕ

and

lim
n→∞ T(1 + T∗T)−1θn = lim

n→∞ T(1 + T∗T)− 12 (1 + T∗T)− 12 θn
= T(1 + T∗T)− 12ψ
= Tϕ.

One concludes that limn→∞((1 + T∗T)−1θn, T(1 + T∗T)−1θn) = (ϕ, Tϕ) and therefore
D(T∗T) is a core for T because (1 + T∗T)−1θn ∈ D(T∗T) for all n ∈ ℕ.

In this section two topologies on 𝕃(H,H′) are studied, as well as naturally asso-
ciated topologies on the image of 𝕃(H,H′) under the bounded transform that will be
introduced in (6.3) below. Let us begin with the gap topology. As T ∈ 𝕃(H,H′) is closed,
the orthogonal projection PT ∈ 𝔹(H ⊕H

′) onto the graph of T is bounded. Then the gap
metric on 𝕃(H,H′) is defined by

dG(T0, T1) = ‖PT0 − PT1‖, T0, T1 ∈ 𝕃(H,H
′). (6.1)

The topology OG on 𝕃(H,H
′) induced by dG is called the gap topology. In order to get a

better grip on it, let us write out the explicit form of the graph projections.
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Proposition 6.1.3. For T ∈ 𝕃(H,H′), let us set
RT = (1 + T

∗T)−1.
Then the orthogonal projection onto the graph of T is

PT = (
RT T∗RT∗
TRT 1 − RT∗) .

The gap metric is equivalent to the metric defined by

d′G(T0, T1) = ‖RT0 − RT1‖ + ‖RT∗0 − RT∗1 ‖ + ‖T0RT0 − T1RT1‖.
Proof. By Lemma 6.1.2, TRT is bounded, and thus also T∗RT∗ is bounded. Let us first
check that

RT∗T ⊂ TRT , RTT
∗ ⊂ (TRT )∗ = T∗RT∗ . (6.2)

For the first equality, let ϕ ∈ D(T). Then ψ = RTϕ ∈ Ran(RT ) = D(T
∗T) ⊂ D(T). As then

(1 + T∗T)ψ = ϕ, one has
Tϕ = T(1 + T∗T)ψ = (1 + TT∗)Tψ = (1 + TT∗)TRTϕ,

and multiplying by (1 + TT∗)−1 shows the first inclusion of (6.2). The second inclusion
in (6.2) follows from general principles. Indeed, for ϕ ∈ D(T∗), one concludes that
(TRT )
∗ϕ = RTT∗ϕ = T∗RT∗ϕ where the last equality follows from the first inclusion

of (6.2). AsD(T∗) is dense, this implies the last equality in (6.2). Using (6.2), an algebraic
computation shows that PT is an orthogonal projection. Moreover, one readily verifies

PT (
ϕ
Tϕ
) = (

(1 + T∗T)−1ϕ + T∗(1 + TT∗)−1Tϕ
T(1 + T∗T)−1ϕ + (1 − (1 + TT∗)−1)Tϕ) = ( ϕTϕ)

for all ϕ ∈ D(T), due to (1 + TT∗)−1T = RT∗T ⊂ TRT = T(1 + T∗T)−1. Note that the set
{(T
∗ψ−ψ ) : ψ ∈ D(T∗)} is the orthogonal complement of the graph of T in H ⊕ H′. One

checks that for ψ ∈ D(T∗),
PT (

T∗ψ
−ψ
) = (

(1 + T∗T)−1T∗ψ − T∗(1 + TT∗)−1ψ
T(1 + T∗T)−1T∗ψ − (1 − (1 + TT∗)−1)ψ) = (00) ,

where (1 + T∗T)−1T∗ = RTT∗ ⊂ T∗RT∗ = T∗(1 + TT∗)−1 was used. Hence PT is the or-
thogonal projection onto the graph of T . Replacing the formula for PT twice in definition
(6.1), one readily deduces the equivalence of dG and d

′
G.
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The key element for the definition of the Riesz topology on 𝕃(H,H′) is the bounded
transform (sometimes also called Riesz transform due to the work of Riesz and Lorch,
on which it is elaborated in the textbook [158]; note though that there is no square root
in these works)

F(T) = T(1 + T∗T)− 12 ∈ 𝔹(H,H′) (6.3)

of T ∈ 𝕃(H,H′). By Lemma 6.1.2, the operator F(T) is well defined and bounded so that
also the map F : 𝕃(H,H′) → 𝔹(H,H′) given by (6.3) is well defined. To analyze its
mapping properties, let us introduce the ball of bounded operators of radius a > 0,

𝔹a(H,H
′) = {F ∈ 𝔹(H,H′) : ‖F‖ ≤ a},

as well as the following subset of the unit ball:

𝔹01 (H,H
′) = {F ∈ 𝔹(H,H′) : ‖F‖ ≤ 1,Ker(1 − F∗F) = {0}}.

This notation fits with that of Section 4.6, namely the lower index 1 indicates that the
norm is bounded by 1 and the upper index 0 denotes that 1 is not a singular value of F .

Theorem 6.1.4. The bounded transform establishes a bijection

F : 𝕃(H,H′) → 𝔹01 (H,H′).
Moreover, F(T)∗ = F(T∗).
Proof. (See, e. g., Theorem 10.4 in [121].) In the proof of Lemma 6.1.2, it was shown that
(1 + T∗T)− 12 : H → H is well defined and bounded with norm bounded by 1. Moreover,
Ran((1 + T∗T)− 12 ) = D(T) and F(T) : H → H is well defined and bounded with norm
‖F(T)‖ ≤ 1, see the proof of Lemma 6.1.2.

Clearly,

(1 + T∗T)− 12 T∗ ⊂ F(T)∗, (6.4)

and therefore one has for ϕ ∈ H,

F(T)∗F(T)(1 + T∗T)− 12ϕ = (1 + T∗T)− 12 T∗T(1 + T∗T)−1ϕ
= (1 + T∗T)− 12 (1 + T∗T − 1)(1 + T∗T)−1ϕ
= (1 − (1 + T∗T)−1)(1 + T∗T)− 12ϕ.

As Ran((1 + T∗T)− 12 ) = D(T) is dense inH, this implies

1 − F(T)∗F(T) = (1 + T∗T)−1. (6.5)
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Thus as Ker((1+ T∗T)− 12 ) = Ker((1+ T∗T)−1) = {0}, the kernel of 1−F(T)∗F(T) is trivial.
This shows that the map F is well defined.

Let us next show that the map F is surjective. Let F ∈ 𝔹(H,H′) be such that ‖F‖ ≤ 1
and Ker(1−F∗F) = {0}. As Ker(1−F∗F) is trivial, it follows thatD = Ran((1−F∗F) 12 ) ⊂ H
is dense. Then an unbounded operator T : D→ H′ is defined by T(1 − F∗F) 12ϕ = Fϕ for
ϕ ∈ H. As 1 − F∗F is injective, this is well defined and

T = F(1 − F∗F)− 12 . (6.6)

Clearly, T is densely defined and it remains to show that it is closed and F(T) = F . We
next show that the kernel of 1−FF∗ is trivial. Suppose to the contrary, namely that there
is ϕ ∈ H′ with ‖ϕ‖ = 1 such that FF∗ϕ = ϕ. This implies that FF∗FF∗ϕ = ϕ and therefore

1 = ⟨ϕ󵄨󵄨󵄨󵄨FF
∗FF∗ϕ⟩ = ⟨F∗ϕ󵄨󵄨󵄨󵄨F∗F(F∗ϕ)⟩.

As ‖F∗ϕ‖ ≤ 1, this implies by the Cauchy–Schwarz inequality that ‖F∗ϕ‖ = 1 and that
F∗F(F∗ϕ) = F∗ϕ, which is a contradiction to Ker(1− F∗F) = {0}. Thus Ker(1− FF∗) = {0}
and the range D∗ = Ran((1 − FF∗) 12 ) ⊂ H′ is dense. Then S : D∗ → H, defined by
S(1 − FF∗) 12ϕ = F∗ϕ for ϕ ∈ H′, is well defined and S = F∗(1 − FF∗)− 12 . Next setting
ϕ = (1 − F∗F) 12ϕ′ ∈ D and ψ = (1 − FF∗) 12ψ′ ∈ D∗, one has

⟨Tϕ|ψ⟩ = ⟨Fϕ′󵄨󵄨󵄨󵄨(1 − FF∗) 12ψ′⟩
= ⟨(1 − FF∗) 12 Fϕ′󵄨󵄨󵄨󵄨ψ′⟩
= ⟨F(1 − F∗F) 12ϕ′󵄨󵄨󵄨󵄨ψ′⟩
= ⟨(1 − F∗F) 12ϕ′󵄨󵄨󵄨󵄨F∗ψ′⟩
= ⟨ϕ|Sψ⟩.

This implies S ⊂ T∗ and, in particular, T∗ is densely defined (and T is closable). One
directly checks that

P = ( 1 − F∗F (1 − F∗F) 12 F∗
F(1 − F∗F) 12 FF∗ ) ∈ 𝔹(H ⊕H′)

is an orthogonal projection. An explicit computation shows that the graph of T is Ran(P)
and therefore T is closed. Moreover, {(−Sψ,ψ) : ψ ∈ D∗} = Ker(P) and, because one has
{(ϕ, Tϕ) : ϕ ∈ D}⊥ = {(−T∗ψ,ψ) : ψ ∈ D(T∗)}, this impliesD∗ = D(T∗) and S = T∗. Next
let us verify that F = F(T). By Lemma 6.1.2,D(T) ⊂ Ran((1 + T∗T)− 12 ) and therefore

F(T)(1 − F(T)∗F(T))− 12 = T(1 + T∗T)− 12 (1 + T∗T) 12 = T .
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This implies that T is given by (6.6) for F = F(T) and the map F is injective. Let T be as
in (6.6), then T∗ = F∗(1 − FF∗)− 12 and

F(T) = F(1 − F∗F)− 12 (1 + F∗(1 − FF∗)− 12 F(1 − F∗F)− 12 )− 12
= F(1 − F∗F)− 12 (1 + F∗F(1 − F∗F)−1)− 12
= F(1 − F∗F)− 12 ((1 − F∗F + F∗F)(1 − F∗F)−1)− 12
= F .

Therefore F is bijective and F(T)∗ = F(T∗).
The so-called Riesz metric on 𝕃(H,H′) is defined by

dR(T0, T1) =
󵄩󵄩󵄩󵄩F(T0) − F(T1)

󵄩󵄩󵄩󵄩, T0, T1 ∈ 𝕃(H,H
′).

Using Theorem 6.1.4, one checks the nondegeneracy assumption for dR. The triangle in-
equality and symmetry are obvious. The topology OR on 𝕃(H,H

′) induced by the Riesz
metric is also called the Riesz topology. Henceforth we use both notations (𝕃(H,H′), dR)
and (𝕃(H,H′),OR) depending on whether we want to stress the metric structure when
discussing the continuity of maps on 𝕃(H,H′). Similarly, we will proceed with other
spaces below.

As dR is naturally associated to the bounded transform, the following holds:

Proposition 6.1.5. The bounded transform

F : (𝕃(H,H′), dR) → (𝔹01 (H,H′), dN )
is a homeomorphism. As above, dN (T0, T1) = ‖T0 − T1‖ is here the norm distance.

Proof. By Theorem 6.1.4, F : 𝕃(H,H′) → F(𝕃(H,H′)) = 𝔹01 (H,H′) is bijective and, by
the very definition of the Riesz metric, it is a homeomorphism.

Proposition 6.1.6. An operator T ∈ 𝕃(H,H′) is bounded if and only if its bounded trans-
form has norm less than 1, namely ‖F(T)‖ < 1.

Proof. Let us first suppose that T ∈ 𝕃(H,H′) is bounded. Then it is sufficient to show
that ‖F(T)∗F(T)‖ = ‖F(T)‖2 < 1. As

F(T)∗F(T) = (1 + T∗T)− 12 T∗T(1 + T∗T)− 12 = T∗T(1 + T∗T)−1,
by the spectral radius theorem one has

󵄩󵄩󵄩󵄩F(T)
∗
F(T)󵄩󵄩󵄩󵄩 = sup(spec(F(T)

∗
F(T)))

= sup{λ(1 + λ)−1 : λ ∈ spec(T∗T)} < 1,



180 � 6 Unbounded Fredholm operators

where the spectral mapping theorem was used. Conversely, assume that ‖F(T)‖ < 1,
then ‖F(T)∗F(T)‖ < 1 and therefore 1 − F(T)∗F(T) is invertible with bounded inverse.
This implies that

T = F(T)(1 − F(T)∗F(T))− 12
is bounded.

Next let us introduce a pseudometric on the unit ball 𝔹1(H,H
′) by setting

dE(F0, F1)

= max{‖F∗0 F0 − F∗1 F1‖, ‖F0F∗0 − F1F∗1 ‖, 󵄩󵄩󵄩󵄩F0(1 − F∗0 F0) 12 − F1(1 − F∗1 F1) 12 󵄩󵄩󵄩󵄩}.
Clearly, dE satisfies the triangle inequality and is symmetric. Note that this is an exten-
sion of the pseudometric introduced in Lemma 4.6.3 to operators which are not self-
adjoint any more. As discussed after Lemma 4.6.3, it goes back to [108] and is called the
extended gapmetric, and the topology is then called the extended gap topology. The next
result justifies this terminology, namely the extended gapmetric is just the push-forward
of the gap metric under the bounded transform.

Proposition 6.1.7. The bounded transform

F : (𝕃(H,H′), dG) → (𝔹01 (H,H′), dE)
is a bi-Lipshitz-continuous homeomorphism. In particular, dE defines a metric on
F(𝕃(H,H′)) = 𝔹01 (H,H′).
Proof. In the proof of Theorem 6.1.4, it is shown that for T ∈ 𝕃(H,H′),

PT = (
1 − F(T)∗F(T) (1 − F(T)∗F(T)) 12F(T)∗

F(T)(1 − F(T)∗F(T)) 12 F(T)F(T)∗ ) ∈ 𝔹(H ⊕H′)
is the projection onto the graph of T . Comparing this to the definition of dE leads to

dE(F(T0),F(T1)) ≤ dG(T0, T1) ≤ √2dE(F(T0),F(T1)).

This implies all statements.

The next result extends the applicability of Lemma 4.6.3.

Lemma 6.1.8. The extended gap topology on 𝔹1(H,H
′) is weaker than the norm topol-

ogy. More precisely,

dE(F0, F1) ≤ 2√2dN (F0, F1)
1
2 , F0, F1 ∈ 𝔹1(H,H

′). (6.7)
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Moreover, for a < 1,

dN (F0, F1) ≤
1 + √2
1 − a2

dE(F0, F1)
1
2 , F0, F1 ∈ 𝔹a(H,H

′).
Proof. For the third term in dE , let us start with

󵄩󵄩󵄩󵄩F0(1 − F
∗
0 F0)

1
2 − F1(1 − F

∗
1 F1)

1
2 󵄩󵄩󵄩󵄩

≤ ‖F0(1 − F
∗
0 F0)

1
2 − F0(1 − F

∗
1 F1)

1
2 ‖ + ‖F0(1 − F

∗
1 F1)

1
2 − F1(1 − F

∗
1 F1)

1
2 ‖

≤ ‖(1 − F∗0 F0) 12 − (1 − F∗1 F1) 12 ‖ + ‖F0 − F1‖.
For the first summand, recall the fact (Proposition A.2.2) that for two nonnegative oper-
ators A ≥ 0, B ≥ 0 and α ∈ (0, 1), one has ‖Aα − Bα‖ ≤ ‖A − B‖α. Hence

‖F0(1 − F
∗
0 F0)

1
2 − F1(1 − F

∗
1 F1)

1
2 ‖ ≤ ‖F∗0 F0 − F∗1 F1‖ 12 + ‖F0 − F1‖.

Now

‖F∗0 F0 − F∗1 F1‖ ≤ 󵄩󵄩󵄩󵄩(F0 − F1)∗F0󵄩󵄩󵄩󵄩 + 󵄩󵄩󵄩󵄩F∗1 (F0 − F1)󵄩󵄩󵄩󵄩 ≤ 2‖F0 − F1‖,
and similarly

‖F0F
∗
0 − F1F

∗
1 ‖ ≤ 2‖F0 − F1‖.

Therefore

dE(F0, F1) ≤ √2‖F0 − F1‖
1
2 + ‖F0 − F1‖,

so that

dE(F0, F1) ≤ 2√2dN (F0, F1)
1
2 ,

because dN (F0, F1) = ‖F0 − F1‖ ≤ 2 for F0, F1 ∈ 𝔹1(H). The proof of the other bound (6.7)
is as in Lemma 4.6.3, upon replacing H2 by F∗F .

Next comes an extension of a result of Nicolaescu [139] showing that the gap topol-
ogy is weaker than the Riesz topology.

Proposition 6.1.9. The gap topology on 𝕃(H,H′) is strictly weaker than the Riesz topol-
ogy.

Proof. The fact that the gap topology is weaker than the Riesz topology on 𝕃(H,H′)
directly follows from the first part of Lemma 6.1.8 combined with Propositions 6.1.5 and
6.1.7.
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To show that the Riesz topology is different form the gap topology, we choose an
orthonormal basis {ϕk : k ∈ ℕ} ofH and define the linear operator

H : D(H) → H, ∑
k∈ℕ akϕk 󳨃→ ∑k∈ℕ kakϕk

with domain D(H) = {∑k∈ℕ akϕk : ∑k∈ℕ k2|ak |2 < ∞}. Clearly, H is self-adjoint and
therefore in 𝕃(H,H′). For n ∈ ℕ, let us define

Hn : D(Hn) → H, ∑
k∈ℕ akϕk 󳨃→ ∑k∈ℕ kakϕk − 2nanϕn

with domain D(Hn) = D(H). Then Hn is self-adjoint and therefore in 𝕃(H,H′). As
H2
n = H

2 for all n and thus RHn
= RH and

lim
n→∞ ‖HnRHn

− HRH‖ = lim
n→∞ ‖HnRHn

ϕn − HRHϕn‖ = lim
n→∞󵄩󵄩󵄩󵄩2n(1 + n2)−1󵄩󵄩󵄩󵄩 = 0,

the sequence (Hn)n∈ℕ converges to H with respect to the gap topology. For the Riesz
topology, one has

lim
n→∞󵄩󵄩󵄩󵄩F(Hn)ϕn − F(H)ϕn

󵄩󵄩󵄩󵄩 = lim
n→∞󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩− n
√1 + n2

ϕn −
n
√1 + n2

ϕn
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
= lim

n→∞ 2n
√1 + n2

= 2.

Therefore (Hn)n∈ℕ does not converge toH with respect to the Riesz topology and the gap
topology is strictly weaker than the Riesz topology.

Proposition 6.1.9 directly implies that the bounded transformF is not continuous as
a map F : (𝕃(H,H′), dG) → (𝔹01 (H,H′), dN ). In other words, there are not enough open
sets in the gap topology to assure continuity of F in this sense.

The following is due to Cordes and Labrousse, see the addendum to [66]. However,
the proof presented here is considerably simpler.

Theorem 6.1.10. On the space of bounded operators𝔹(H,H′), the topologies induced by
dG and dR coincide with the norm topology. Moreover, with respect to both the gap and
Riesz topologies, 𝔹(H,H′) is open and dense in 𝕃(H,H′).
Proof. Let us introduce the set

𝔹<1(H,H′) = {F ∈ 𝔹1(H,H′) : ‖F‖ < 1}.
ThenF(𝔹(H,H′)) = 𝔹<1(H,H′) by Proposition 6.1.6 and, furthermore, by the definition
of the bounded transform,

F : (𝔹(H,H′), dN ) → (𝔹<1(H,H′), dN )
is a homeomorphism. On the other hand, the two maps,
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F : (𝔹(H,H′), dG) → (𝔹<1(H,H′), dE)
and

F : (𝔹(H,H′), dR) → (𝔹<1(H,H′), dN ),
are also homeomorphisms by Propositions 6.1.7 and 6.1.5, respectively.

But Lemma 6.1.8 implies that the metrics dE and dN induce the same topologies on
𝔹<1(H,H′), showing the first claim.

By Proposition 6.1.6, the image of 𝔹(H,H′) under the bounded transform is dense
and open in F(𝕃(H,H′)) with respect to the norm topology. By Proposition 6.1.5, this
implies that 𝔹(H,H′) is dense and open in 𝕃(H,H′)with respect to the Riesz topology.
As the gap topology is weaker than the Riesz topology by Proposition 6.1.9, this implies
that 𝔹(H,H′) is also dense in 𝕃(H,H′) with respect to the gap topology. Furthermore,
𝔹<1(H,H′) is open in (𝔹01 (H,H′), dE). Combined with Proposition 6.1.7 this implies that
𝔹(H,H′) is open in 𝕃(H,H′) with respect to the gap topology.
6.2 Basic properties of unbounded Fredholm operators

This section introduces unbounded Fredholm operators. As for bounded Fredholm op-
erators, we recall several basic facts about them which can also be found in the liter-
ature, e. g., [99, 165]. Most of the results presented here are similar to the properties of
bounded Fredholm operators studied in Section 3.2. However, as several modifications
are necessary, the proofs are provided with full details, even though this leads to some
repetitions.

Let us first recall that the quotient H/E of H with respect to a subspace E ⊂ H is
the set of equivalence classes of the relation ϕ ∼ ψ⇐⇒ ϕ − ψ ∈ E.

Definition 6.2.1. A linear operator T : D(T) ⊂ H → H′ is a Fredholm operator if and
only if
(i) T is regular,
(ii) dim(Ker(T)) < ∞,
(iii) dim(H′/Ran(T)) < ∞.
The set of Fredholm operators is denoted by 𝔽(H,H′) and simply by 𝔽(H) = 𝔽(H,H)
wheneverH′ = H.

For a closed operator T : D(T) ⊂ H → H′, the linear space D(T) equipped with
the T -norm ‖ϕ‖T = (‖ϕ‖

2
H + ‖Tϕ‖

2
H′ ) 12 is a Hilbert space. Associated with T there is a

bounded operator T̃ : (D(T), ‖ ⋅ ‖T ) → H′ defined by T̃ϕ = Tϕ.
Proposition 6.2.2. A closed operator T : D(T) ⊂ H → H′ is Fredholm if and only if the
associated bounded operator T̃ : (D(T), ‖ ⋅ ‖T ) → H′ is Fredholm.
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Proof. As Ker(T) = Ker(T̃) and Ran(T) = Ran(T̃), the claim directly follows from item
(ii) of Theorem 3.2.2.

As for bounded Fredholm operators, one has the following characterization.

Lemma 6.2.3. A linear operator T : D(T) ⊂ H → H′ is Fredholm if and only if
(i) T is regular,
(ii) dim(Ker(T)) < ∞,
(iii) dim(Ker(T∗)) < ∞,
(iv) Ran(T) is closed inH′.
Proof. Let us first assume that T is Fredholm. Then, by Proposition 6.2.2, the associated
bounded operator T̃ : (D(T), ‖ ⋅ ‖T ) → H′ is Fredholm and Ran(T̃) = Ran(T) is closed.
Therefore

dim(H′/Ran(T)) = dim(Ran(T)⊥) = dim(Ker(T∗))
is finite. Conversely, if Ran(T) is closed thenH′/Ran(T) is known to be a Hilbert space
of dimension dim(H′/Ran(T)) = dim(Ker(T∗)). Thus the equivalence is shown.

The following extends Theorem 3.2.2 to unbounded operators.

Theorem 6.2.4. For a regular operator T : D(T) ⊂ H → H′, the following are equivalent:
(i) T is a Fredholm operator.
(ii) There exists a unique S0 ∈ 𝔹(H

′,H) such that
Ker(S0) = Ran(T)

⊥, Ker(S∗0 ) = Ker(T),
and such that S0T can be continuously extended to the orthogonal projection onto
Ker(T)⊥. Moreover, TS0 is the orthogonal projection onto Ran(T) and

dim(Ran(1 − S0T)) < ∞, dim(Ran(1 − TS0)) < ∞.

(iii) There exists a so-called pseudoinverse S ∈ 𝔹(H′,H) such that TS − 1 and ST − 1 can
be extended to compact operators onH andH′, respectively.

Proof. (i) 󳨐⇒ (ii). First note that T |Ker(T)⊥ : D(T) ∩ Ker(T)⊥ → Ran(T) is bijective and
the graph of its inverse {(Tϕ,ϕ) : ϕ ∈ D(T) ∩ Ker(T)⊥} is closed as T is closed. Now, as
Ran(T) is closed and therefore a Hilbert space, the closed graph theorem shows that the
inverse S0 : Ran(T) → Ker(T)⊥ is bounded. It can be extended to all ofH′ by S0ψ = 0 for
ψ ∈ Ran(T)⊥. Then by construction TS0 is the projection in H′ onto Ran(T) and S0T is
bounded and can be extended to the projection inH onto Ker(T)⊥. This implies all the
stated properties. Uniqueness is obvious.

(ii) 󳨐⇒ (iii). This is obvious.
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(iii) 󳨐⇒ (i). Suppose that (ψn)n≥1 is an infinite orthonormal basis of Ker(T). As these
vectors are all eigenvectors of the compact operator K = ST − 1 for the eigenvalue 1, this
is a contradiction to Riesz’ theorem (Theorem 3.1.6). Suppose that (ϕn)n≥1 is an infinite
orthonormal basis of Ran(T)⊥. Consequently, one has ‖(TS − 1)ϕn‖ = ‖TSϕn − ϕn‖ ≥ 1
as TSϕn ⊥ ϕn, a contradiction to the compactness of TS − 1. It remains to show that
Ran(T) is closed. Let K be the compact extension of ST − 1. Choose L ∈ 𝕂(H) with a
finite-dimensional range and such that

‖K − L‖ ≤ 1
2
.

Then for all ϕ ∈ Ker(L) ∩D(T):

‖S‖‖Tϕ‖ ≥ ‖STϕ‖

= 󵄩󵄩󵄩󵄩(1 + K)ϕ
󵄩󵄩󵄩󵄩

≥ ‖ϕ‖ − ‖Kϕ‖

≥ ‖ϕ‖ − 󵄩󵄩󵄩󵄩(K − L)ϕ
󵄩󵄩󵄩󵄩 − ‖Lϕ‖

≥
1
2
‖ϕ‖.

Thus ‖ϕ‖ ≤ 2‖S‖‖Tϕ‖ for all ϕ ∈ Ker(L) ∩ D(T). This implies that T(Ker(L) ∩ D(T)) is
closed. Indeed, given a convergent sequence (Tϕn)n≥1 with ϕn ∈ Ker(L) ∩D(T), one can
set ψ = limn Tϕn. Then

‖ϕn − ϕm‖ ≤ 2‖S‖‖Tϕn − Tϕm‖.

Thus (ϕn)n≥1 is a Cauchy sequence and hence has a limit point ϕ = limϕn ∈ H. As T is
closed, one has ψ = Tϕ ∈ T(Ker(L) ∩D(T)). On the other hand,

T(Ker(L)⊥ ∩D(T)) = T(Ran(L∗) ∩D(T)).
As L∗ also has a finite-dimensional image, it follows that T(Ker(L)⊥ ∩ D(T)) is finite
dimensional. Thus Ran(T) = T(Ker(L) ∩D(T)) + T(Ker(L)⊥ ∩D(T)) is closed.

The following two propositions present criteria for regular operators to be Fred-
holm. They are the analogues of Lemma 3.4.2 and Proposition 3.2.6 for bounded opera-
tors.

Proposition 6.2.5. For a regular operator T : D(T) ⊂ H → H′, the following are equiv-
alent:
(i) dim(Ker(T)) < ∞ and Ran(T) is closed.
(ii) dim(Ker(T)) < ∞ and there is a constant c > 0 such that ‖Tϕ‖ > c‖ϕ‖ for all vectors

ϕ ∈ D(T) ∩ Ker(T)⊥.
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(iii) If (ϕn)n≥1 is a bounded sequence inD(T) such that (Tϕn)n≥1 is convergent, then there
is a convergent subsequence of (ϕn)n≥1.

Proof. (i)󳨐⇒ (ii). The restriction Tr of T is a bijection fromD(T)∩Ker(T)⊥ to Ran(T). The
graph of its inverse T−1r is {(Tϕ,ϕ) : ϕ ∈ D(T)∩Ker(T)⊥}. As T is a closed operator, also its
restriction Tr can be seen to be closed, so that the graph of T

−1
r : Ran(T) → H is closed.

As Ran(Tr) is closed and therefore a Hilbert space, the closed graph theorem shows that
T−1r is bounded. Therefore ‖ϕ‖ = ‖T−1r Tϕ‖ ≤ ‖T−1r ‖‖Tϕ‖ holds for all ϕ ∈ D(T) ∩ Ker(T)⊥.

(ii) 󳨐⇒ (i). Let (ψn)n≥1 be a sequence in Ran(T) converging to ψ ∈ H′. Then there are
ϕn ∈ Ker(T)

⊥ ∩ D(T) with Tϕn = ψn. By (ii), one has ‖ϕn − ϕm‖ < 1
c ‖ψn − ψm‖ so that

(ϕn)n≥1 is Cauchy and thus converges to some ϕ ∈ H. As (ϕn, Tϕn) converges to (ϕ,ψ)
and T is closed, one has Tψ = ϕ so that ϕ ∈ Ran(T) and Ran(T) is closed.

(ii) 󳨐⇒ (iii). Let (ϕn)n≥1 be a bounded sequence in D(T) such that (Tϕn)n≥1 is con-
vergent. One has ϕn = θn + ψn with θn ∈ Ker(T) and ψn ∈ D(T) ∩ Ker(T)

⊥. Because
‖ψn −ψm‖ <

1
c ‖Tϕn −Tϕm‖ by (ii), (ψn)n≥1 is Cauchy and therefore convergent. As (ϕn)n≥1

and (ψn)n≥1 are bounded, also (θn)n≥1 is bounded. Because the dimension of the kernel
of T is finite, (θn)n≥1 and therefore (ϕn)n≥1 has a convergent subsequence.

(iii) 󳨐⇒ (ii). Suppose that the kernel of T is infinite dimensional and that (ϕn)n∈ℕ is
an orthonormal basis of it. Then (ϕn)n∈ℕ is a bounded sequence in H such that Tϕn is
constant (equal to 0) and therefore convergent. As there is no convergent subsequence
of (ϕn)n∈ℕ, this is a contradiction to (ii). Thus Ker(T) is finite dimensional. Moreover,
there is a constant c > 0 such that ‖ϕ‖ ≤ c‖Tϕ‖ for all ϕ ∈ Ker(T)⊥ ∩ D(T), because
otherwise there is a sequence (ϕn)n∈ℕ in Ker(T)⊥ ∩ D(T) such that ‖ϕn‖ = 1 for all
n ∈ ℕ and ‖Tϕn‖ ≤

1
n for all n ∈ ℕ. As (Tϕn)n∈ℕ is convergent, by assumption there

is a subsequence (ϕnk )k∈ℕ converging to some vector ϕ ∈ Ker(T)⊥ with ‖ϕ‖ = 1. As
(ϕnk , Tϕnk ) converges to (ϕ, 0) and T is closed, one has ϕ ∈ D(T) and Tϕ = 0. This is a
contradiction to ϕ ∈ Ker(T)⊥.
Proposition 6.2.6. Let T : D(T) ⊂ H → H′ be a regular operator. If there is a compact
operator K ∈ 𝕂(H,H′′) and a constant c > 0 such that

‖ϕ‖ ≤ c(‖Tϕ‖ + ‖Kϕ‖)

for all ϕ ∈ D(T), then T has a closed range and a finite-dimensional kernel.

Proof. Let (ϕn)n∈ℕ be a bounded sequence inD(T) such that Tϕn is convergent, namely
there is a ψ ∈ H′ such that limn→∞ Tϕn = ψ. As K is compact, there is a subsequence
(ϕnk )k∈ℕ such that Kϕnk is convergent. Then (Kϕnk )k∈ℕ is a Cauchy sequence and as
limk→∞ Tϕnk = ψ, also (Tϕnk )k∈ℕ is a Cauchy sequence. Therefore for all ϵ > 0 there
is an N ∈ ℕ such that max{‖Tϕnk − Tϕnm‖, ‖Kϕnk − Kϕnm‖} <

ϵ
2c for all k,m > N . Thus

‖ϕnk − ϕnm‖ ≤ c(‖Tϕnk − Tϕnm‖ + ‖Kϕnk − Kϕnm‖) < ϵ
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or all k,m > N , which shows that (ϕnk )k∈ℕ is a Cauchy sequence and therefore conver-
gent. Finally, item (iii) of Proposition 6.2.5 shows the assertion.

Definition 6.2.7. The index of a Fredholm operator T ∈ 𝔽(H,H′) is
Ind(T) = dim(Ker(T)) − dim(H′/Ran(T)).

Next let us generalize Corollary 3.3.2 to unbounded Fredholm operators.

Corollary 6.2.8. (i) For T ∈ 𝔽(H,H′), T ′ ∈ 𝔽(H′′,H), also TT ′ ∈ 𝔽(H′′,H′).
(ii) If T ∈ 𝔽(H,H′), then T∗ ∈ 𝔽(H′,H). Moreover,

Ind(T) = dim(Ker(T)) − dim(Ker(T∗))
and

Ind(T∗) = − Ind(T).
(iii) If T ∈ 𝔽(H,H′), then

Ind(T) = dim(Ker(T∗T)) − dim(Ker(TT∗)).
(iv) For T ∈ 𝔽(H,H′) and T ′ ∈ 𝔽(H′′,H′′′), one has T ⊕ T ′ ∈ 𝔽(H ⊕H′′,H′ ⊕H′′′) and

Ind(T ⊕ T ′) = Ind(T) + Ind(T ′).
Proof. For the proof of (i), let us first show that TT ′ is densely defined, namely that
D(TT ′) = {ϕ ∈ D(T ′) : T ′ϕ ∈ D(T)} is dense inH′′. First, it is checked thatD(T)∩Ran(T ′)
is dense in Ran(T ′). As T ′ is Fredholm, Ran(T ′)⊥ is finite dimensional. Let {ψ1, . . . ,ψn}
be an orthonormal basis of Ran(T ′)⊥. Let ϵ1 > 0. BecauseD(T) is dense inH, there are
θi ∈ D(T) for i = 1, . . . , n such that ‖ϕi − θi‖ < ϵ1. Then E = span({θ1, . . . , θn}) is a sub-
space ofD(T) and, for ϵ1 sufficiently small, Ran(T ′) ∩ E = {0} and Ran(T ′) ⊕ E = H. By
Proposition 5.1.6, there is a projection P ∈ 𝔹(H) with Ran(P) = Ran(T ′) and Ker(P) = E.
Because D(T) ⊂ H is dense, for any vector ψ ∈ Ran(T ′) and ϵ2 > 0 there is ψ′ ∈ D(T)
such that ‖ψ − ψ′‖ < ϵ2. Then Pψ′ = ψ′ − (1 − P)ψ′ ∈ D(T) ∩ Ran(T ′) and

󵄩󵄩󵄩󵄩ψ − Pψ
′󵄩󵄩󵄩󵄩 ≤ 󵄩󵄩󵄩󵄩ψ − ψ′󵄩󵄩󵄩󵄩 + 󵄩󵄩󵄩󵄩(1 − P)ψ′󵄩󵄩󵄩󵄩
< ϵ2 +
󵄩󵄩󵄩󵄩(1 − P)(ψ

′ − ψ)󵄩󵄩󵄩󵄩
≤ ϵ2(1 +

󵄩󵄩󵄩󵄩1 − P
󵄩󵄩󵄩󵄩),

where the second step follows asψ ∈ Ran(T ′) = Ker(1−P). This shows thatD(T)∩Ran(T ′)
is dense in Ran(T ′). To show thatD(TT ′) is dense inH′′, it is sufficient to show that for
ϵ > 0 and ϕ ∈ D(T ′) there is ϕ̃ ∈ D(TT ′) such that ‖ϕ − ϕ̃‖ < ϵ (because D(T ′) ⊂ H′′
is dense). For ϕ ∈ D(T ′), there is ϕ′ ∈ D(T ′) ∩ Ker(T ′)⊥ such that T ′ϕ′ = T ′ϕ and
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thus ϕ − ϕ′ ∈ Ker(T) ⊂ D(TT ′). By the above, there is ψ ∈ Ran(T ′) ∩ D(T) such that
‖ψ − T ′ϕ‖ < ϵc for c > 0 as in item (ii) of Proposition 6.2.5 applied to T ′. Then there is
θ ∈ D(T ′) ∩ Ker(T ′)⊥ such that ψ = T ′θ and therefore θ ∈ D(TT ′). Thus one concluldes
that ϕ′ − θ ∈ D(T ′) ∩ Ker(T ′)⊥ and, by Proposition 6.2.5,

󵄩󵄩󵄩󵄩ϕ
′ − θ󵄩󵄩󵄩󵄩 < 1c 󵄩󵄩󵄩󵄩T ′(ϕ′ − θ)󵄩󵄩󵄩󵄩 = 1c 󵄩󵄩󵄩󵄩T ′ϕ − ψ󵄩󵄩󵄩󵄩 < ϵ.

By construction, ϕ̃ = ϕ − ϕ′ + θ ∈ D(TT ′) fulfills
󵄩󵄩󵄩󵄩ϕ − ϕ̃
󵄩󵄩󵄩󵄩 =
󵄩󵄩󵄩󵄩ϕ
′ − θ󵄩󵄩󵄩󵄩 < ϵ.

This shows that TT ′ is densely defined.
To show that TT ′ is closed, let us choose a sequence (ϕn)n≥1 in D(TT ′) such that

(ϕn, TT
′ϕn) converges to (ϕ, θ). For ψn = T ′ϕn, there are ψ′n ∈ D(T) ∩ Ker(T)⊥ and

ψ′′n ∈ Ker(T) such that ψn = ψ
′
n + ψ
′′
n . Then (ψ

′
n)n≥1 is Cauchy, as, by Proposition 6.2.5,

there is a constant c > 0 such that

󵄩󵄩󵄩󵄩ψ
′
n − ψ
′
m
󵄩󵄩󵄩󵄩 < c
󵄩󵄩󵄩󵄩Tψ
′
n − Tψ

′
m
󵄩󵄩󵄩󵄩 = c
󵄩󵄩󵄩󵄩TT
′ϕn − TT ′ϕm󵄩󵄩󵄩󵄩

and (TT ′ϕn)n≥1 is Cauchy by assumption. Therefore (ψ′n)n≥1 is convergent, and one can
define ψ = limn→∞ ψ′n ∈ H. As (ψ′n, Tψ′n) = (ψ′n, TT ′ϕn) converges to (ψ, θ) and T is
closed, one has ψ ∈ D(T) and Tψ = θ. We show that (ψ′′n )n≥1 is bounded. Suppose
that (ψ′′n )n≥1 is unbounded, then there is a subsequence, again denoted by (ψ′′n )n≥1, such
that limn→∞ ‖ψ′′n ‖ = ∞. Then ( ψ′′n‖ψ′′n ‖ )n≥1 is a bounded sequence in the finite-dimensional
kernel of T . Again by choosing a subsequence, without loss of generality one can as-
sume that ( ψ

′′
n‖ψ′′n ‖ )n≥1 converges to ψ̃ ∈ Ker(T) with ‖ψ̃‖ = 1. As (ϕn)n≥1 is bounded, one

has limn→∞ ϕn‖ψ′′n ‖ = 0 and T ′ ϕn‖ψ′′n ‖ = ψ′n+ψ′′n‖ψ′′n ‖ converges to ψ̃. As T ′ is closed, this implies
ψ̃ = 0, which is a contradiction. Therefore the sequence (ψ′′n )n≥1 is bounded. As the di-
mension of Ker(T) is finite, there is a convergent subsequence (ψ′′nj )j≥1 of (ψ′′n )n≥1. Setting
ψ′′ = limj→∞ ψ′′nj ∈ Ker(T), one has limj→∞ ψnj = ψ + ψ′′. As (ϕnj )j≥1 converges to ϕ and
(Tϕnj )j≥1 = (ψnj )j≥1 converges to ψ + ψ′′, one has ϕ ∈ D(T ′) and T ′ϕ = ψ + ψ′′. As Tψ = θ
and ψ′′ ∈ Ker(T), one has θ = T(ψ + ψ′′) = TT ′ϕ. In conclusion, (ϕ, θ) is an element of
the graph of TT ′ and therefore TT ′ is closed.

We next use Proposition 6.2.5 to show that Ran(TT ′) is closed and that the dimension
of the kernel of TT ′ is finite. Let (ϕn)n≥1 in D(TT ′) be a bounded sequence such that
(TT ′ϕn)n≥1 is convergent. Forψn = T ′ϕn, there areψ′n ∈ D(T)∩Ker(T)⊥ andψ′′n ∈ Ker(T)
such thatψn = ψ

′
n+ψ
′′
n . Then (ψ

′
n)n≥1 is Cauchy, as, by Proposition 6.2.5, there is a constant

c > 0 such that

󵄩󵄩󵄩󵄩ψ
′
n − ψ
′
m
󵄩󵄩󵄩󵄩 < c
󵄩󵄩󵄩󵄩Tψ
′
n − Tψ

′
m
󵄩󵄩󵄩󵄩 = c
󵄩󵄩󵄩󵄩TT
′ϕn − TT ′ϕm󵄩󵄩󵄩󵄩
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and (TT ′ϕn)n≥1 is Cauchy by assumption. Therefore (ψ′n)n≥1 is convergent and one can set
ψ = limn→∞ ψ′n ∈ H. As above one can show that (ψ′′n )n≥1 is bounded. As the dimension
of Ker(T) is finite, there is a convergent subsequence (ψ′′nj )j≥1 of (ψ′′n )n≥1. Next setting
ψ′′ = limj→∞ ψ′′nj ∈ Ker(T), one has limj→∞ ψnj = ψ + ψ′′. Thus (T ′ϕnj )j≥1 = (ψnj )j≥1
converges toψ+ψ′′. By item (iii) of Proposition 6.2.5 applied to the Fredholm operator T ′,
there is a convergent subsequence of (ϕnj )j≥1. Thus Ran(TT ′) is closed and dim(Ker(TT ′))
is finite. To show that Ran(TT ′)⊥ is finite dimensional, note that dim(Ran(T ′)⊥) is finite
and thus the dimension of T(Ran(T ′)⊥) is finite. As

Ran(T) = T(Ran(T ′)) + T(Ran(T ′)⊥),
one has

Ran(T)⊥ = (T(Ran(T ′)))⊥ ∩ (T(Ran(T ′)⊥))⊥.
As Ran(T)⊥ and T(Ran(T ′)⊥) are finite dimensional, this implies that the dimension of
(T(Ran(T ′)))⊥ = Ran(TT ′)⊥ is finite.

In order to show (ii), let us note that T∗ is regular and Ker(T∗) = Ran(T)⊥ and
Ran(T∗)⊥ = Ker(T) are finite dimensional. It remains to show that Ran(T∗) is closed.
This follows from Proposition 6.2.5, because Ker(T∗)⊥ = Ran(T) as Ran(T) is closed.
Therefore for θ ∈ D(T∗) ∩ Ker(T∗)⊥ there is ϕ ∈ D(T) ∩ Ker(T)⊥ such that Tϕ = θ. Then

‖ϕ‖‖T∗θ‖ ≥ ⟨T∗θ󵄨󵄨󵄨󵄨ϕ⟩ = ⟨Tϕ|Tϕ⟩ = ‖Tϕ‖2 ≥ c‖ϕ‖‖Tϕ‖ = c‖ϕ‖‖θ‖
for a constant c > 0 by Proposition 6.2.5. Thus ‖T∗θ‖ ≥ c‖θ‖ for all θ ∈ D(T∗) ∩Ker(T∗)⊥
and Ran(T∗) is closed, again by Proposition 6.2.5. The claim about the index of T follows
directly from Definition 6.2.7.

As Ker(T) = Ker(T∗T) and Ker(T∗) = Ker(TT∗), item (iii) is a direct consequence
of (ii).

The last claim follows from the obvious identities Ker(T ⊕ T ′) = Ker(T) ⊕ Ker(T ′)
and Ran(T ⊕ T ′) = Ran(T) ⊕ Ran(T ′).
Proposition 6.2.9. If T ∈ 𝔽(H,H′) and T ′ ∈ 𝔽(H′′,H), then the index of the Fredholm
operator TT ′ ∈ 𝔽(H′′,H′) is given by

Ind(TT ′) = Ind(T) + Ind(T ′).
Proof. Recall that TT ′ is Fredholm by Corollary 6.2.8. One has

dim(Ker(TT ′)) = dim(Ker(T ′)) + dim(Ker(T) ∩ Ran(T ′)).
SettingN1 = Ker(T) ∩ Ran(T

′), there is a finite-dimensional subspaceN2 ⊂ H such that

Ker(T) = N1 ⊕N2.
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Note that Ran(T ′) ∩N2 = {0} and Ran(T
′) ⊕N2 is closed. Next it is shown that there is a

finite-dimensional subspaceN3 ⊂ D(T) such that

Ran(T ′) ⊕N2 ⊕N3 = H.

Because (Ran(T ′) ⊕ N2)
⊥ is a subspace of the finite-dimensional space Ran(T ′)⊥, it is

finite dimensional. If dim((Ran(T ′) ⊕N2)
⊥) = 0, the claim holds forN3 = {0}. Therefore,

without loss of generality, one can assume dim((Ran(T ′) ⊕ N2)
⊥) = l ∈ ℕ. Next since

Ran(T ′)⊕N2 is closed andT is densely defined, there is a vectorϕ1 ∈ D(T)\(Ran(T
′)⊕N2).

ThenH1 = Ran(T
′)⊕N2⊕span({ϕ1}) is closed anddim((Ran(T

′)⊕N2⊕span({ϕ1}))
⊥) = l−1.

If l ≥ 2, there is a vectorϕ2 ∈ D(T)\(Ran(T
′)⊕N2⊕span({ϕ1})). Repeating this procedure l

times, one finds vectorsϕ1, . . . ,ϕl ∈ D(T) such that Ran(T
′)⊕N2⊕span({ϕ1, . . . ,ϕl}) = H.

Then the claim holds forN3 = span({ϕ1, . . . ,ϕl}).
The restriction T |N3

is injective and

Ran(T) = Ran(TT ′) ⊕ TN3.

The last claim holds as Ran(T) = Ran(TT ′) + TN3 by construction and since, for vectors
ϕ ∈ Ran(T ′) and ψ ∈ N3 such that Tϕ = Tψ ∈ Ran(TT

′), one has ψ ∈ Ran(T ′) + Ker(T)
and therefore ψ = 0 by definition ofN3. Thus

dim(Ran(TT ′)⊥) = dim(Ran(T)⊥) + dim(N3).

One can conclude that

Ind(TT ′) = dim(Ker(TT ′)) − dim(H′/Ran(TT ′))
= dim(Ker(T ′)) + dim(N1) − dim(Ran(T)

⊥) − dim(N3)

= dim(Ker(T ′)) + dim(N1) + dim(N2)

− dim(Ran(T)⊥) − dim(N3) − dim(N2)

= dim(Ker(T ′)) + dim(Ker(T)) − dim(Ran(T)⊥) − dim(Ran(T ′)⊥)
= Ind(T) + Ind(T ′),

by definition ofN1,N2, andN3.

The next aim is to show that the Fredholm property and that the index is invariant
under small or compact perturbations. Therefore we introduce the notion of relatively
bounded and relatively compact operators.

Definition 6.2.10. Let T : D(T) ⊂ H → H′ be a closed linear operator. Another operator
S : D(S) ⊂ H → H′ with D(T) ⊂ D(S) is called relatively bounded with respect to T
(or T -bounded) if the restriction S|D(T) is bounded as operator S : D(T) → H′ where
D(T) is equipped with the T -norm ‖ ⋅ ‖T . Analogously, S is called relatively compact with
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respect to T (or T -compact) if the restriction S|D(T) : D(T) → H′ is compact, where
againD(T) is equipped with the T -norm.

Note that ϕ 󳨃→ ‖Tϕ‖ + ‖ϕ‖ defines a norm onD(T) that is equivalent to the T -norm.
Therefore an operator S : D(S) ⊂ H → H′ is relatively bounded with respect to T if and
only if there are constants c1, c2 > 0 such that

‖Sϕ‖ ≤ c1‖Tϕ‖ + c2‖ϕ‖ (6.8)

for all ϕ ∈ D(T). In particular, every bounded operator S : H → H′ is T -bounded and
every compact operator S : H → H′ is T -compact.
Lemma 6.2.11. If T : D(T) ⊂ H → H′ is a closed operator and S : D(S) ⊂ H → H′ is
relatively bounded with respect to T and the relative bound c1 in (6.8) is less than 1, then
T + S : D(T) ⊂ H → H′ is a closed operator.
Proof. Equation (6.8) with c1, c2 > 0 implies

󵄩󵄩󵄩󵄩(T + S)ϕ
󵄩󵄩󵄩󵄩 ≤ (1 + c1)‖Tϕ‖ + c2‖ϕ‖ (6.9)

and

󵄩󵄩󵄩󵄩(T + S)ϕ
󵄩󵄩󵄩󵄩 ≥ ‖Tϕ‖ − ‖Sϕ‖ ≥ (1 − c1)‖Tϕ‖ − c2‖ϕ‖.

As c1 < 1, the last inequality is equivalent to

‖Tϕ‖ ≤ 1
1 − c1
(󵄩󵄩󵄩󵄩(T + S)ϕ

󵄩󵄩󵄩󵄩 + c2‖ϕ‖). (6.10)

Let (ϕn)n≥1 be a sequence inD(T) such that (ϕn, (T + S)ϕn) converges to (ϕ, θ). By (6.10),

‖Tϕn − Tϕm‖ ≤
1

1 − c1
(󵄩󵄩󵄩󵄩(T + S)(ϕn − ϕm)

󵄩󵄩󵄩󵄩 + c2‖ϕn − ϕm‖)

and therefore (Tϕn)n≥1 is Cauchy and thus convergent. Setting ψ = limn→∞ Tϕn, this
implies that (ϕn, Tϕn)n≥1 converges to (ϕ,ψ). As T is closed, ϕ is inD(T) = D(T + S) and
Tϕ = ψ. Moreover, by (6.9),

󵄩󵄩󵄩󵄩(T + S)(ϕ − ϕn)
󵄩󵄩󵄩󵄩 ≤ (1 + c1)

󵄩󵄩󵄩󵄩T(ϕ − ϕn)
󵄩󵄩󵄩󵄩 + c2‖ϕ − ϕn‖

converges to 0. Therefore (T + S)ϕ = limn→∞(T + S)ϕn = θ and the graph of T + S is
closed.

A similar result holds for relatively compact operators.

Lemma 6.2.12. If T : D(T) ⊂ H → H′ is a Fredholm operator and S : D(S) ⊂ H → H′
is relatively compact with respect to T, then T + S : D(T) ⊂ H → H′ is a closed operator.
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Proof. Let T̃ : (D(T), ‖ ⋅ ‖T ) → H be the bounded operator associated with T . Similarly,
define S̃ : (D(T), ‖ ⋅ ‖T ) → H by S̃ϕ = Sϕ. Then by Proposition 6.2.2, T̃ and therefore
T̃ + S̃ : (D(T), ‖ ⋅ ‖T ) → H are bounded Fredholm operators. Let us define the embedding
I : D(T) ⊂ (H, ‖ ⋅ ‖H) → (D(T), ‖ ⋅ ‖T ) by Iϕ = ϕ. Then I is invertible and I

−1 is bounded
and therefore closed. Thus also I is closed and as Ker(I) = {0} and Ran(I) = D(T), I is a
Fredholm operator. Therefore, by item (i) of Corollary 6.2.8, T + S = (T̃ + S̃)I is Fredholm
and, in particular, closed.

After these preparations, we can now show that the Fredholm property is invariant
under small or compact perturbations.

Proposition 6.2.13. Let T : D(T) ⊂ H → H′ be a Fredholm operator and furthermore
let S : D(S) ⊂ H → H′ be relatively compact with respect to T or relatively bounded with
respect to T such that the constants c1, c2 in (6.8) are sufficiently small, then the operator
T + S : D(T) → H′ is Fredholm and

Ind(T + S) = Ind(T).

Proof. By the above lemmata, where c1 < 1 is assumed, operator T + S is closed. Let T̃ :
(D(T), ‖ ⋅ ‖T ) → H be the operator associated with T and again let S̃ : (D(T), ‖ ⋅ ‖T ) → H

be given by S̃ϕ = Sϕ. Then by Proposition 6.2.2, T + S is Fredholm if and only if T̃ + S̃
is Fredholm. If S is relatively compact with respect to T , T̃ + S̃ and therefore T + S are
Fredholm by Theorem 3.3.4. Moreover, Ind(T + S) = Ind(T̃ + S̃) = Ind(T̃) = Ind(T)
again by Theorem 3.3.4. If T̃ is Fredholm, as the set of bounded Fredholm operators is
open, see Theorem 3.3.5, there is a constant c > 0 such that T̃ + A is Fredholm for all
A ∈ 𝔹((D(T), ‖ ⋅ ‖T ),H

′) such that ‖A‖ < c. If S is relatively bounded with respect to T ,
then S̃ ∈ 𝔹((D(T), ‖ ⋅ ‖T ),H

′) has norm less than c provided the constants c1 and c2 in
(6.8) are sufficiently small. Then, by the above, T+S is Fredholmwith an index satisfying
Ind(T + S) = Ind(T̃ + S̃) = Ind(T̃) = Ind(T).

As in the bounded case for self-adjoint operators, there is another characterization
using the notion of essential spectrum. The essential spectrum of a self-adjoint operator
H : D(H) ⊂ H → H is defined as in Section 3.4 for bounded self-adjoint operators,
namely specess(H) = spec(H) \ specdis(H) where the discrete spectrum specdis(H) con-
sists of all isolated eigenvalues of H of finite multiplicity.

Theorem 6.2.14. A self-adjoint operator H = H∗ ∈ 𝕃(H) is Fredholm if and only if one
has 0 ̸∈ specess(H).

Proof. Let us first assume that H is Fredholm. As Ran(H) = Ker(H)⊥, then either H is
invertible with a bounded inverse, by the Hellinger–Toeplitz theorem, or 0 is an eigen-
value of finite multiplicity. It remains to show that there exists ϵ > 0 such that one has
spec(H) ∩ (−ϵ, ϵ) \ {0} = 0. The restriction H′ of H toD(H) ∩ Ker(H)⊥ is a bijection onto
its range, which is a Hilbert space. Its graph {(ϕ,Hϕ) : ϕ ∈ D(H) ∩ Ker(H)⊥} is closed
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because H is a closed operator. Therefore the closed graph theorem shows that (H′)−1
is bounded and therefore 0 lies in the resolvent set of H′. Thus there is ϵ > 0 such that
(−ϵ, ϵ) ∩ spec(H′) = 0. Furthermore, H + δ1 : D(H) ⊂ H → H is a Fredholm operator
of all δ ∈ (−ϵ, ϵ). Then Ran(H − δ1) = Ker(H − δ1)⊥ and therefore δ is an eigenvalue
of H or H − δ1 is invertible with bounded inverse so that δ ∉ spec(H). If δ is an eigen-
value of H , there is ϕ = ϕ1 + ϕ2 ∈ D(H) with ϕ1 ∈ Ker(H) and ϕ2 ∈ D(H) ∩ Ker(H)

⊥
such that Hϕ = Hϕ2 = δϕ = δϕ1 + δϕ2. Therefore δϕ1 = (H − δ)ϕ2 and, as ϕ1 ∈ Ker(H)
and (H − δ)ϕ2 ∈ Ker(H)

⊥, this implies ϕ1 = 0. Therefore H′ϕ2 = Hϕ2 = δϕ2, which is a
contradiction.

Conversely assume that 0 ̸∈ specess(H). Then dim(Ker(H)) < ∞ and ‖Hϕ‖ ≥ c‖ϕ‖
for some c > 0 for all ϕ ∈ D(H) ∩ Ker(H)⊥, which is, by Proposition 6.2.5, equivalent to
the Fredholm property of H .

The following generalizes Theorem 3.4.1 to unbounded operators.

Theorem 6.2.15. A regular operator T ∈ 𝕃(H,H′) is Fredholm if and only if one has
0 ̸∈ specess(T

∗T) and 0 ̸∈ specess(TT∗).
Proof. Let us first suppose that T is Fredholm. Then by Corollary 6.2.8, T∗ is Fredholm
and therefore T∗T and TT∗ are Fredholm. As T∗T and also TT∗ are self-adjoint by
Lemma 6.1.1 (note also that (T∗)∗ = T = T ), this implies 0 ̸∈ specess(T

∗T) and fur-
thermore 0 ̸∈ specess(TT

∗) by Theorem 6.2.14.
Conversely assume that 0 ̸∈ specess(T

∗T) and 0 ̸∈ specess(TT
∗). Then by Theo-

rem 6.2.14 and Lemma 6.1.1, T∗T and TT∗ are Fredholm. Therefore the dimensions of
Ker(T) = Ker(T∗T) and Ker(T∗) = Ker(TT∗) are finite. Moreover, Lemma 5.3.3 implies
that Ran(T) = Ran(TT∗) ⊕ (Ran(T) ∩ Ran(TT∗)⊥) is closed. This implies by Lemma 6.2.3
that T is a Fredholm operator.

As for bounded Fredholm operators, there is another characterization of the index
of a Fredholm operator T ∈ 𝔽(H,H′) using the operator L : D(T) ⊕ D(T∗) → H ⊕H′
defined by

L = (0 T∗
T 0
) . (6.11)

Note that the square L2 commutes with J = diag(1, −1) and therefore Ker(L) = Ker(L2)
is invariant under J . Now Ind(T) can be calculated as follows.

Proposition 6.2.16. Let T ∈ 𝔽(H,H′) be a Fredholm operator. Then the operator L de-
fined by (6.11) is self-adjoint. Moreover, the index of T is equal to the signature of the oper-
ator J = 1 ⊕ −1 ∈ 𝔹(H ⊕H′) restricted to the kernel of L, namely

Ind(T) = Sig(J |Ker(L)).



194 � 6 Unbounded Fredholm operators

Proof. One directly checks that L is symmetric. Therefore it is sufficient to show that
D(L∗) ⊂ D(L). As Ker(L) = Ker(T) ⊕ Ker(T∗) and

Ran(L) = Ran(T∗) ⊕ Ran(T) = Ker(T)⊥ ⊕ Ker(T∗)⊥ = Ker(L)⊥,
one has Ran(L∗) ⊂ Ker(L)⊥ = Ran(L) and Ker(L∗) = Ran(L)⊥ = Ker(L). Now let be
given ψ ∈ D(L∗) \D(L). Then L∗ψ ∈ Ran(L∗) ⊂ Ran(L) so that there is a ϕ ∈ D(L) with
L∗ψ = Lϕ = L∗ϕ. Hence 0 = L∗(ψ−ϕ) = L(ψ−ϕ) as Ker(L) = Ker(L∗), and one concludes
ψ ∈ D(L), in contradiction to the assumption. HenceD(L∗) ⊂ D(L) and L is self-adjoint.
As Ker(L) = Ker(T) ⊕ Ker(T∗), one concludes that

Sig(J |Ker(L)) = dim(Ker(T)) − dim(Ker(T∗)) = Ind(T),
completing the proof.

As the final topic of this section, let us examine the image of Fredholm operators
under the bounded transform F, namely let us restrict the bounded transform F to the
subset𝔽(H,H′) ⊂ 𝕃(H,H′). Combining Theorems 6.1.4 and 6.2.15 and using the identity
F(T)∗F(T) = T∗T(1 + T∗T)−1 where (1 + T∗T)−1 : H → D(T∗T) is a bijection so that
F(T)∗F(T) is Fredholm if and only if T∗T is Fredholm, one obtains

F(𝔽(H,H′))
= {F ∈ 𝔹1(H,H

′) : Ker(1 − F∗F) = {0}, 0 ̸∈ specess(F∗F) ∪ specess(FF∗)},
so that, by Theorem 6.2.15,

F(𝔽(H,H′)) = 𝔽𝔹01 (H,H′), (6.12)

where 𝔽𝔹01 (H,H
′) = 𝔽𝔹(H,H′) ∩ 𝔹01 (H,H′). Moreover, one has

Ind(F(T)) = Ind(T), T ∈ 𝔽(H,H′).
Now Propositions 6.1.5 and 6.1.7 immediately imply the following

Proposition 6.2.17. The bounded transform provides two homeomorphisms:

F : (𝔽(H,H′),OR) → (𝔽𝔹
0
1 (H,H

′),ON )

and

F : (𝔽(H,H′),OG) → (𝔽𝔹
0
1 (H,H

′),OE).

Proposition 6.2.17 leads to the following result that will be used in Section 8.2 for the
computation of the homotopy groups of (𝔽(H),OR).

Proposition 6.2.18. The inclusion i : (𝔽𝔹(H,H′),ON ) → (𝔽(H,H
′),OR) is a homotopy

equivalence with homotopy inverse F : (𝔽(H,H′),OR) → (𝔽𝔹(H,H
′),ON ).
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Proof. (Modification of the proof of Theorem 5.10 in [126].) Let us first show that the
composition F ∘ i : 𝔽𝔹(H,H′) → 𝔽𝔹(H,H′) is a homotopic to the identity. Consider the
norm-continuous homotopy h : 𝔽𝔹(H,H′) × [0, 12 ] → 𝔽𝔹(H,H′) defined by

h(T , t) = T(1 + T∗T)−t .
Then, clearly, h(T , 0) = T and h(T , 12 ) = (F ∘ i)(T) for all T ∈ 𝔽𝔹(H,H

′). By Proposi-
tion 6.2.17, this implies that i ∘ F = F−1 ∘ (F ∘ i) ∘ F is also homotopic to the identity.
Putting these facts together, one concludes that i is a homotopy equivalence.

6.3 Unbounded self-adjoint Fredholm operators

This section analyzes the set 𝔽sa(H) of unbounded self-adjoint Fredholm operators
on H. As a subset of the set 𝕃(H) = 𝕃(H,H) of closed densely defined operators, it
inherits two natural metrics, namely the Riesz metric dR and the gap metric dG. The in-
duced topologies will still be called Riesz and gap topologies, respectively. Let us begin
by analyzing the image of 𝔽sa(H) under the bounded transform. Recall from Section 4.6
the notations

𝔹01,sa(H) = {H ∈ 𝔹sa(H) : ‖H‖ ≤ 1,Ker(H2 − 1) = {0}}

and

𝔽𝔹01,sa(H) = 𝔹01,sa(H) ∩ 𝔽𝔹(H).
Proposition 6.3.1. The bounded transform F maps 𝕃sa(H) and 𝔽sa(H) bijectively onto
𝔹01,sa(H) and 𝔽𝔹01,sa(H), respectively.
Proof. By Theorem 6.1.4, one has F(T∗) = F(T)∗ for all T ∈ 𝕃(H). Therefore T is self-
adjoint if and only if F(T) is self-adjoint. Moreover, as (1 + T∗T)− 12 : H → D(T) is
bijective, Ran(T) = Ran(F(T)) and dim(Ker(T)) = dim(Ker(F(T))). This implies that T
is Fredholm if and only if F(T) is Fredholm. Theorem 6.1.4 implies the claim.

Even though it is not themain focus of this section, let us begin by studying the Riesz
metric. As it is obtained (by definition) via the bounded transform from the norm on the
bounded linear operators onH, the following is natural and actually directly follows by
combining Propositions 6.3.1 and 6.1.5.

Corollary 6.3.2. The bounded transform

F : (𝔽sa(H),OR) → (𝔽𝔹
0
1,sa(H),ON )

is a homeomorphism.
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Corollary 6.3.2 allows deducing the next result which later on allows us to deter-
mine the homotopy groups of (𝔽sa(H), dR), see Theorem 8.6.1. By repeating the proof of
Proposition 6.2.18 for self-adjoint operators, one obtains

Proposition 6.3.3. The inclusion i : (𝔽𝔹sa(H),ON ) → (𝔽sa(H),OR) is a homotopy equiv-
alence with homotopy inverse F : (𝔽sa(H),OR) → (𝔽𝔹sa(H),ON ).

The remainder of this section concerns the gap topology. First, let us combine Propo-
sition 6.3.1with Proposition 6.1.7which concerns the continuity properties ofFwhen the
gap metric dG and the extended gap metric dE are used. One immediately deduces

Corollary 6.3.4. The bounded transform F provides two bi-Lipshitz-continuous homeo-
morphisms

F : (𝕃sa(H), dG) → (𝔹
0
1,sa(H), dE), F : (𝔽sa(H), dG) → (𝔽𝔹

0
1,sa(H), dE).

The metric space (𝔽𝔹01,sa(H), dE) was already analyzed in Section 4.6. In particular,
Corollary 4.6.10 showed that G : (𝔹01,sa(H),OE) → (𝕌

0(H),ON ) with G defined by (4.22)
and

𝕌0(H) = {U ∈ 𝕌(H) : Ker(U − 1) = {0}} (6.13)

is a homeomorphism. Moreover, Corollary 4.6.12 already stated that also the map
G : (𝔽𝔹01,sa(H),OE) → (𝔽𝕌

0(H),ON ) is a homeomorphism. Combining this with Corol-
lary 6.3.4, one immediately obtains a central result of this section.

Theorem 6.3.5. The maps

G ∘ F : (𝕃sa(H),OG) → (𝕌
0(H),ON )

and

G ∘ F : (𝔽sa(H),OG) → (𝔽𝕌
0(H),ON )

are homeomorphisms.

Based on Theorem 6.3.5, one can then define the spectral flow of gap-continuous
paths in 𝔽sa(H) as the spectral flow of essentially gapped unitaries introduced in Sec-
tion 4.5. This will be carried out in detail in Section 7.1 below.

Let us next compute themapG∘F. Using spectral calculus of the self-adjoint operator
H ∈ 𝕃sa(H), one has

G ∘ F(H) = 2H2(1 + H2)
−1
− 1 − 2𝚤H(1 + H2)

− 12 (1 − H2(1 + H2)
−1
)
1
2

= 2H2(1 + H2)
−1
− 1 − 2𝚤H(1 + H2)

−1
= 2H(H − 𝚤1)(1 + H2)

−1
− 1
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= (H − 𝚤1)(H + 𝚤1)−1.
This shows that G ∘ F = C, where the Cayley transform is defined by

C : ℝ → 𝕊1 \ {1}, x 󳨃→ x − 𝚤
x + 𝚤
. (6.14)

Then the operator

C(H) = (H − 𝚤1)(H + 𝚤1)−1 = 1 − 2𝚤(H + 𝚤1)−1 (6.15)

is called the Cayley transform of H . It is a unitary operator C(H) ∈ 𝕌(H) by the spectral
theorem (this will also be proved more directly below). The mapping properties in the
first formula for C(H) in (6.15) are given by (H + 𝚤1)−1 : H → Ran((H + 𝚤1)−1) = D(H)
and afterwards H − 𝚤1 : D(H) ⊂ H → H.

Theorem 6.3.5 was deduced from the results of G as given in Section 4.6 combined
with those on F given in Section 6.1. While this is clearly sufficient to go on to the defini-
tion of the spectral flow in Section 7.1, wewill provide also a direct proof of Theorem6.3.5
along the works [31, 126]. This also provides several useful metrics that are equivalent
to the gapmetric dG. Moreover, these direct arguments are useful in other contexts, e. g.,
[38]. Let us start by analyzing the mapping properties of the Cayley transform and its
inverse.

Proposition 6.3.6. If U ∈ 𝕌(H) and U − 1 is injective, then H = 𝚤(1 + U)(1 − U)−1 is
self-adjoint onD(H) = Ran(1 − U). Moreover, H = 𝚤(1 − U)−1(1 + U).
Proof. Since U is normal, Ker(1 − U∗) = Ker(1 − U) and thus

Ran(1 − U) = Ker(1 − U∗)⊥ = Ker(1 − U)⊥ = H,
as 1 − U is injective. Consequently,D(H) = Ran(1 − U) is dense inH. From

(1 − U)(1 + U) = 1 − U2 = (1 + U)(1 − U), (6.16)

it follows that

(1 + U)(1 − U)−1 = (1 − U)−1(1 − U)(1 + U)(1 − U)−1
= (1 − U)−1(1 + U)|Ran(1−U). (6.17)

On the other hand, ifψ ∈ D((1−U)−1(1+U)), then (1+U)ψ ∈ D((1−U)−1) = Ran(1−U) and
accordingly there existsϕ ∈ H such that (1+U)ψ = (1−U)ϕ. Thusψ = (1−U)ϕ+(1−U)ψ−ψ
and hence

ψ = 1
2
(1 − U)(ψ + ϕ) ∈ D((1 + U)(1 − U)−1).
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It follows from (6.17) that

H = 𝚤(1 + U)(1 − U)−1 = 𝚤(1 − U)−1(1 + U).
Next, let us show that H is symmetric. If ψ,ϕ ∈ D(H) = Ran(1 − U), then there exist
ϕ′,ψ′ ∈ H such that ψ = ψ′ − Uψ′ and ϕ = ϕ′ − Uϕ′ and therefore Hψ = 𝚤(ψ′ + Uψ′) and
Hϕ = 𝚤(ϕ′ + Uϕ′). One gets

⟨ϕ|Hψ⟩ = 𝚤⟨ϕ′ − Uϕ′󵄨󵄨󵄨󵄨ψ′ + Uψ′⟩
= 𝚤(⟨ϕ′󵄨󵄨󵄨󵄨ψ′⟩ − ⟨Uϕ′󵄨󵄨󵄨󵄨ψ′⟩ + ⟨ϕ′󵄨󵄨󵄨󵄨Uψ′⟩ − ⟨Uϕ′󵄨󵄨󵄨󵄨Uψ′⟩)
= −𝚤⟨Uϕ′󵄨󵄨󵄨󵄨ψ′⟩ + 𝚤⟨ϕ′󵄨󵄨󵄨󵄨Uψ′⟩
= ⟨𝚤(ϕ′ + Uϕ′)󵄨󵄨󵄨󵄨ψ′ − Uψ′⟩
= ⟨Hϕ|ψ⟩.

Hence H is symmetric and

H ⊂ H∗ = −𝚤(1 − U∗)−1(1 + U∗). (6.18)

As U∗ − 1 is injective, arguing as above one gets
H∗ = −𝚤(1 − U∗)−1(1 + U∗) = −𝚤(1 + U∗)(1 − U∗)−1,

thus exchanging U and U∗ shows that H∗ is symmetric. Hence
H∗ ⊂ H∗∗ = 𝚤(1 − U)−1(1 + U) = H

and it follows from (6.18) that H = H∗.
Corollary 6.3.7. If U and H are as in Proposition 6.3.6, then C(H) = U. Moreover, the
Cayley transform C : 𝕃sa(H) → 𝕌

0(H) is a bijection.

Proof. By Proposition 6.3.6, H = 𝚤(1 + U)(1 − U)−1. Hence
H + 𝚤1 = 𝚤(1 + U)(1 − U)−1 + 𝚤(1 − U)(1 − U)−1 = 2𝚤(1 − U)−1,

and thus

(H + 𝚤1)−1 = 1
2𝚤
(1 − U).

Analogously,

H − 𝚤1 = 𝚤(1 + U)(1 − U)−1 − 𝚤(1 − U)(1 − U)−1 = 2𝚤U(1 − U)−1,
and one obtains
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C(H) = (H − 𝚤1)(H + 𝚤1)−1 = U(1 − U)−1(1 − U) = U .
To prove the second claim, one only has to show that U = C(H) is unitary and 1 − C(H)
injective for all H ∈ 𝕃sa(H). It is clear that U is surjective. For ϕ ∈ D(H),

‖Hϕ + 𝚤ϕ‖2 = ⟨Hϕ + 𝚤ϕ|Hϕ + 𝚤ϕ⟩

= ‖Hϕ‖2 + ‖ϕ‖2 − 𝚤⟨ϕ|Hϕ⟩ + 𝚤⟨Hϕ|ϕ⟩

= ‖Hϕ‖2 + ‖ϕ‖2

= ‖Hϕ − 𝚤ϕ‖2

and, since U(Hϕ + 𝚤ϕ) = Hϕ − 𝚤ϕ, it follows that ‖Uψ‖ = ‖ψ‖ for all ψ ∈ H. Hence U is a
surjective isometry defined on all ofH, and consequently it is a unitary operator. Now
let us assume that ψ ∈ H is such that C(H)ψ = ψ. Then one obtains from (6.15)

ψ = C(H)ψ = ψ − 2𝚤(H + 𝚤1)−1ψ,
and hence (H + 𝚤1)−1ψ = 0 which implies that ψ = 0.

The following connection of the spectrum of H ∈ 𝕃sa(H) to the spectrum of its
image C(H) ∈ 𝕌(H) follows from the spectral mapping theorem, but again a direct
proof is provided due to its importance for the definition of the spectral flow of paths of
unbounded self-adjoint Fredholm operators in Section 7.1.

Corollary 6.3.8. If H ∈ 𝕃sa(H) and λ ∈ ℝ, then
(i) Ker(λ1 − H) = Ker(C(λ1) − C(H));
(ii) Ran(λ1 − H) = Ran(C(λ1) − C(H));
(iii) λ ∈ spec(H) ⇐⇒ C(λ) ∈ spec(C(H));
(iv) λ ∈ specp(H) ⇐⇒ C(λ) ∈ specp(C(H));
(v) λ ∈ specess(H) ⇐⇒ C(λ) ∈ specess(C(H)).

The proof is based on the following lemma.

Lemma 6.3.9. For H ∈ 𝕃sa(H) and λ ∈ ℝ, one has

λ1 − H = (λ + 𝚤)(C(λ1) − C(H))(1 − C(H))−1.
Proof. The equality

λ1 − H = λ1 − 𝚤(1 + C(H))(1 − C(H))−1
= (λ(1 − C(H)) − 𝚤(1 + C(H)))(1 − C(H))−1
= (λ1 − λC(H) − 𝚤1 − 𝚤C(H))(1 − C(H))−1
= ((λ − 𝚤)1 − (λ + 𝚤)C(H))(1 − C(H))−1
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= (λ + 𝚤)((λ − 𝚤)(λ + 𝚤)−11 − C(H))(1 − C(H))−1
= (λ + 𝚤)(C(λ1) − C(H))(1 − C(H))−1

implies the claim.

Proof of Corollary 6.3.8. First of all, let us note that (1 − C(H))−1 maps D(H) bijectively
ontoH as 1 − C(H) = 2𝚤(H + 𝚤1)−1. Thus by the previous Lemma 6.3.9,

Ker(λ1 − H) = (1 − C(H))(Ker(C(λ1) − C(H)))
= Ker(C(λ1) − C(H)),

where the second equality follows from the fact that Ker(C(λ1) − C(H)) is invariant un-
der C(H). This implies the assertion (i). As (1 − C(H))−1 : D(H) → H is a bijection,
Lemma 6.3.9 directly implies (ii). All other claims are immediate consequences of (i)
and (ii).

Let us recall that for an operator H ∈ 𝕃sa(H) that is bounded, the spectrum of its
image C(H) ∈ 𝕌(H) does not contain 1. This is made more precise in the following
statement.

Lemma 6.3.10. For H ∈ 𝕃sa(H), one has
(i) 1 ̸∈ spec(C(H)) ⇐⇒ D(H) = H, and this is true if and only if H is bounded.
(ii) 1 ∈ specess(C(H)) ⇐⇒ D(H) ̸= H, and this is true if and only if H is unbounded.

Proof. The assertions regarding the boundedness and unboundedness of H follow as
any self-adjoint operator H : D(H) ⊂ H → H is bounded if and only if D(H) = H. By
(6.15), one has

1 − C(H) = 2𝚤(H + 𝚤1)−1 ∈ 𝔹(H)
mapping H bijectively onto D(H). Accordingly, if 1 is in the resolvent set of C(H), one
infers H = Ran(1 − C(H)) = D(H). Conversely, if D(H) = H, then 1 − C(H) maps H
bijectively ontoH, showing that 1 is in the resolvent set of C(H). Hence assertion (i) is
proved.

In order to show (ii), we note at first that by (i), 1 ∈ spec(C(H)) if and only if
D(H) ̸= H. Now it remains to show that if 1 ∈ spec(C(H)), then we actually have
1 ∈ specess(C(H)). But, if D(H) ̸= H, we see that Ran(1 − C(H)) = D(H) is a proper
dense subspace ofH and hence in particular not closed. Accordingly, 1 − C(H) is not a
Fredholm operator and, by Corollary 3.4.4, 1 ∈ specess(C(H)).

Corollary 6.3.8 implies:

Corollary 6.3.11. If H ∈ 𝕃sa(H), then
(i) C(spec(H)) = spec(C(H)) if H is bounded.
(ii) C(spec(H)) ∪ {1} = spec(C(H)) if H is unbounded.
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Nowall is prepared to state andprove the result that is essentially already contained
in Theorem 6.3.5. However, as already stressed above, the result also feature ametric d′′G
on 𝕃sa(H) defined by

d′′G (H0,H1) =
󵄩󵄩󵄩󵄩C(H0) − C(H1)

󵄩󵄩󵄩󵄩, H0,H1 ∈ 𝕃sa(H).

Due to (6.15), one then has

d′′G (H0,H1) = 2
󵄩󵄩󵄩󵄩(H0 + 𝚤1)

−1 − (H1 + 𝚤1)
−1󵄩󵄩󵄩󵄩, H0,H1 ∈ 𝕃sa(H). (6.19)

Hence the following theorem shows that the gap topology can be obtained form the Cay-
ley transform, similarly as the Riesz topology is obtained from the bounded transform
in Proposition 6.1.5.

Theorem 6.3.12. On 𝕃sa(H) the gap metric dG is equivalent to the metric d
′′
G . The Cayley

transform

C : (𝕃sa(H), dG) → (𝕌
0(H), dN )

is a Lipshitz-continuous homeomorphism.

Proof. Recall from Proposition 6.1.3 that dG is equivalent to

d′G(H0,H1) = 2‖RH0
− RH1
‖ + ‖H0RH0

− H1RH1
‖, H0,H1 ∈ 𝕃sa(H).

The identities

(H − 𝚤1)−1 = (H + 𝚤1)(H2 + 1)−1 = HRH + 𝚤RH ,
(H + 𝚤1)−1 = (H − 𝚤1)(H2 + 1)−1 = HRH − 𝚤RH

imply

RH =
1
2𝚤
((H − 𝚤1)−1 − (H + 𝚤1)−1),

HRH =
1
2
((H − 𝚤1)−1 + (H + 𝚤1)−1).

Therefore the metric d′G is equivalent to the metric d′′G as, for H0,H1 ∈ 𝕃sa(H),

d′′G (H0,H1) =
󵄩󵄩󵄩󵄩(H0 + 𝚤1)

−1 − (H1 + 𝚤1)
−1󵄩󵄩󵄩󵄩 + 󵄩󵄩󵄩󵄩(H0 − 𝚤1)

−1 − (H1 − 𝚤1)
−1󵄩󵄩󵄩󵄩,

where it was used that ‖A‖ = ‖A∗‖ for all A ∈ 𝔹(H). Now all claims follow from Corol-
lary 6.3.7 and (6.19).

Theorem 6.3.13. With respect to the gap metric, the set 𝔹sa(H) is dense in 𝕃sa(H).
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Proof. ForH ∈ 𝕃sa(H), let the spectral resolution ofH be denoted by (Eλ)λ∈ℝ. For n ∈ ℕ,
let us define the bounded self-adjoint operator

Hn = ∫[−n,n] λdEλ + ∫|λ|>n n sgn(λ)dEλ.
Then using the metric d′′G as in (6.19), one has

d′′G (H ,Hn) = 2
󵄩󵄩󵄩󵄩(H + 𝚤1)

−1 − (Hn + 𝚤1)
−1󵄩󵄩󵄩󵄩

= 2
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
∫|λ|>n(λ + 𝚤)−1 − (n sgn(λ) + 𝚤)−1dEλ

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

≤
4
n
.

HenceHn converges toH with respect to the metric d′′G and, by Theorem 6.3.12, also with
respect to the gap metric.

Next let us focus on the set

𝔽sa(H) = {H ∈ 𝔽(H) : H = H
∗}

of self-adjoint (unbounded) Fredholm operators on H. By Corollary 6.3.8, the Cayley
transform maps 𝔽sa(H) bijectively onto 𝔽𝕌0(H) = 𝔽𝕌(H) ∩ 𝕌0(H). Hence Theo-
rem 6.3.12 also implies the second statement of Theorem 6.3.5, namely

Theorem 6.3.14. The Cayley transform

C : (𝔽sa(H), dG) → (𝔽𝕌
0(H), dN )

is a Lipshitz-continuous homeomorphism.

Theorem 6.3.14 directly implies the following because 𝔽𝕌0(H) ⊂ 𝕌0(H) is open.

Corollary 6.3.15. With respect to the gap metric, the set 𝔽sa(H) is open in 𝕃sa(H).

In contrast to the set of bounded self-adjoint Fredholm operators consisting of three
connected components as studied in Section 3.6, 𝔽sa(H) is connected when equipped
with the gap metric. Following [31], this is now proved directly by a spectral-theoretic
argument. Let us note that an alternative proof, actually leading to a stronger statement,
is given in Section 8.6.

Theorem 6.3.16. With respect to the gap metric, the set 𝔽sa(H) is connected.

Proof. We show that 𝔽𝕌0(H) is connected with respect toON , which by Theorem 6.3.14
implies the claim. ForU ∈ 𝔽𝕌0(H), we show that there is a norm-continuous pathwithin
𝔽𝕌0(H) connecting U to 𝚤1. First, we decomposeH into the spectral subspacesH± of U
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corresponding to {e𝚤φ : φ ∈ [0, π)} and {e𝚤φ : φ ∈ [π, 2π]}. Respectively, we decompose
U = U+ ⊕ U−. There is no intersection of the spectral subspaces as if −1 ∈ spec(U) it is
an isolated eigenvalue and hence belongs to spec(U−). And if 1 ∈ spec(U), it does not
contribute to the decomposition of U as it is not an eigenvalue. Then by spectral defor-
mationwe contractU+ to 𝚤1+ andU− to −𝚤1− where 1± denotes the identity onH±. During
this contraction, 1 does not become an eigenvalue and −1 does not become an element
of the essential spectrum. Thus we have connected U to 𝚤1+ ⊕ −𝚤1− within 𝔽𝕌0(H).

IfH− is finite dimensional,we rotate−𝚤1− through−1 into 𝚤1−. Otherwise,we identify
H− with L2([0, 1]). Now the multiplication operator by −𝚤 on L2([0, 1]) can be connected
to the multiplication by the function f : [0, 1] → 𝕊1, f (t) = e𝚤( 32 π+t− 12 ) within the uni-
taries in such a way that one does not introduce spectrum at ±1. Then s ∈ [0, π] 󳨃→ e𝚤sf
connects f to g : [0, 1] → 𝕊1, g(t) = e𝚤( 12 π+t− 12 ) such that −1 is not in the spectrum
and 1 does not become an eigenvalue. Finally, g can be contracted to the multiplica-
tion by 𝚤. Thus, in both cases U can be connected to 𝚤1 within 𝔽𝕌0(H) completing the
argument.

The following result is due to Nicolaescu [139], see also [126] and Proposition 6.3.3.

Proposition 6.3.17. The Riesz topology on 𝔽sa(H) is strictly finer than the gap topology.

Proof. By Proposition 6.1.9, the topology induced by the Riesz metric on 𝔽sa(H) is finer
than the topology induced by the gapmetric. In the proof of Proposition 6.1.9, a sequence
(Hn)n∈ℕ of operators in 𝔽sa(H) converging to H ∈ 𝔽sa(H) with respect to the gap topol-
ogy, but not converging with respect to the Riesz topology was constructed. This implies
the claim.

Note that Proposition 6.3.17 implies, in particular, that every path in 𝔽sa(H) which
is continuous with respect to the Riesz metric is also continuous with respect to the gap
metric. Next let us transfer the theorem of Cordes and Labrousse (see Theorem 6.1.10) to
the subset of self-adjoint operators. One immediately deduces the following result (also
discussed in [126]).

Corollary 6.3.18. With respect to the gap metric, the set 𝔽𝔹sa(H) is open in 𝔽sa(H). On
𝔽𝔹sa(H) the topologies induced by dN , dR, and dG coincide.

Finally, the next result is a direct consequence of Theorem6.3.13 andCorollary 6.3.15.

Corollary 6.3.19. With respect to the gap metric, the set 𝔽𝔹sa(H) is dense in 𝔽sa(H).

6.4 Self-adjoint Fredholm operators with compact resolvent

This section analyzes the set 𝔽Csa(H) of self-adjoint Fredholm operators with compact
resolvent

𝔽Csa(H) = {H ∈ 𝔽sa(H) : (H − 𝚤1)
−1 ∈ 𝕂(H)}.
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By the resolvent identity, the compactness of the resolvent (H−z1)−1 at some other point
z ∈ ℂ \ spec(H) is equivalent to the compactness of (H − 𝚤1)−1. Further recall that the
compactness of the resolvent directly implies the Fredholm property:

Proposition 6.4.1. Let H ∈ 𝕃sa(H) have a compact resolvent (H − 𝚤1)
−1 ∈ 𝕂(H). Then

H ∈ 𝔽sa(H) is a Fredholm operator so that H ∈ 𝔽Csa(H).

Proof. If H ∈ 𝕃sa(H) has a compact resolvent, then 0 ̸∈ specess(H), which, by Theo-
rem 6.2.14, directly implies that H is a Fredholm operator.

Operators from 𝔽Csa(H) play a central role in index theory and noncommutative
geometry [63] where they appear as unbounded Fredholm modules, which are also
a special case of unbounded Kasparov modules (namely those representing elements
from KK(𝔹(H), ℂ) or KK(ℂ, 𝔹(H))). While both Riesz and gap topologies can be used
on 𝔽Csa(H), the focus will here be on the gap topology. One of the main final results of
this section is the following:

Theorem 6.4.2. Space (𝔽Csa(H),OG) is homotopy equivalent to (𝔽sa(H),OG).

The proof of this result is surprisingly intricate and will make up a large part of the
remainder of the section.While it will mainly pend on the use of the bounded transform
of the set 𝔽Csa(H), let us start the analysis of the Cayley transform of (𝔽Csa(H),OG). Recall
from Section 3.7 that𝕌C(H) is the set of unitaries U with U −1 ∈ 𝕂(H) and furthermore
from (6.13) that𝕌0(H) is the set of unitariesU withKer(U−1) = {0}. Here the intersection
of these sets will appear naturally

𝕌C,0(H) = {U ∈ 𝕌(H) : U − 1 ∈ 𝕂(H), Ker(U − 1) = {0}}.
Theorem 6.4.3. The Cayley transform

C : (𝔽Csa(H), dG) → (𝕌
C,0(H), dN )

is a Lipshitz-continuous homeomorphism.

Proof. By (6.15), the compactness of C(H) − 1 and that of the resolvent are equiva-
lent. Therefore the claim directly follows from Theorem 6.3.12 (or equivalently, Theo-
rem 6.3.5).

Next let us consider the bounded transform of the set 𝔽Csa(H). For this purpose, let
us introduce the set

𝔽𝔹C,01,sa(H) = {H ∈ 𝔽𝔹1,sa(H) : 1 − H2 ∈ 𝕂(H), Ker(1 − H2) = {0}}.

Note that this is a subset of 𝔽𝔹C1,sa(H) studied in Proposition 3.6.3, specified by the sup-
plementary condition Ker(1 − H2) = {0}.
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Proposition 6.4.4. The bounded transform F provides a bi-Lipshitz-continuous homeo-
morphism

F : (𝔽Csa(H), dG) → (𝔽𝔹
C,0
1,sa(H), dE).

Proof. This follows from Corollary 6.3.4 by implementing the compactness condition
1 − H2 ∈ 𝕂(H). Indeed, the identity

H = F(H)(1 − F(H)2)− 12
following from (6.6) implies

(H − 𝚤1)−1 = (1 − F(H)2) 12 (F(H) − 𝚤(1 − F(H)2) 12 )−1,
which shows that the compactness of the resolvent ofH is equivalent to the compactness
of 1 − F(H)2 because (F(H) − 𝚤(1 − F(H)2)

1
2 )−1 is unitary and hence bounded.

For the following it is necessary to use yet another topology on 𝔽𝔹C,01,sa(H) and some
of its supersets. The so-called strong extended gap topology on 𝔹1,sa(H) is defined by

OSE = O(OE ,OS),

where on the right-hand sideOE denotes the extended gap topology generated by dE ,OS
is the strong operator topology, and the remaining O denotes the generated topology. In
other words, OSE is the weakest (or smallest) topology on 𝔹1,sa(H) containing both OE
and OS . The topology OSE was introduced in [108] under the name strict extended gap
topology, but in the Hilbert space framework the strict and strong topologies coincide.
The strong topology is notmetrizable on the set of all bounded operators, but on𝔹1,sa(H)
it is metrizable. This leads to the following statement which, in particular, implies that
sequential compactness and compactness are equivalent in (𝔹1,sa(H),OSE).

Lemma 6.4.5. The topology OSE on 𝔹1,sa(H) is metrizable.
Proof. It will first be shown thatOS is metrizable on𝔹1,sa(H). For an orthonormal basis
(ϕn)n≥1 ofH, consider the metric

dS(H1,H0) =
∞
∑
n=1 2−n󵄩󵄩󵄩󵄩(H1 − H0)ϕn

󵄩󵄩󵄩󵄩,

and let Bε(H0) be a ball of radius ε > 0 in 𝔹1,sa(H) with respect to dS . Let N ∈ ℕ be
sufficiently large such that∑∞n=N 2−n+1 < ε

2 . WithH ∈ 𝔹1,sa(H), ψ ∈ H, and η > 0, the sets

Uη(H ,ψ) = {H
′ ∈ 𝔹1,sa(H) : 󵄩󵄩󵄩󵄩H′ψ − Hψ󵄩󵄩󵄩󵄩 < η}

form a subbase of OS and thus
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V =
N
⋂
n=1U ε

2
(H0,ϕn) ∈ OS .

It follows for H1 ∈ V that

dS(H1,H0) =
N
∑
n=1 2−n󵄩󵄩󵄩󵄩(H1 − H0)ϕn

󵄩󵄩󵄩󵄩 +
∞
∑

n=N+1 2−n󵄩󵄩󵄩󵄩(H1 − H0)ϕn
󵄩󵄩󵄩󵄩

≤
ε
2

N
∑
n=1 2−n + ∞∑n=N+1 2−n+1 < ε.

Thus V ⊂ Bε(H0), and it is shown that every open neighborhood of H0 in the metric
topology contains an open neighborhood of H0 in OS . This implies that OS is finer than
the metric topology.

For the converse inclusion, let us first note that OS is already generated by the sets
Uη(H ,ψ) with ψ only taken from any dense subset of H. Moreover, the set of all finite
linear combinations of elements of (ϕn)n≥1 is dense inH. Now let ψ = ∑Nn=1 anϕn. Then

󵄩󵄩󵄩󵄩(H1 − H0)ψ
󵄩󵄩󵄩󵄩 ≤

N
∑
n=1 |an|󵄩󵄩󵄩󵄩(H1 − H0)ϕn

󵄩󵄩󵄩󵄩

≤ 2N max
n=1,...,N |an| ∞∑n=1 2−n󵄩󵄩󵄩󵄩(H1 − H0)ϕn

󵄩󵄩󵄩󵄩.

Thus if dS(H1,H0) <
ε

2N max{|an|} , then H1 ∈ Uε(H0,ψ). As these sets are a subbase of OS , it
follows that the metric topology is finer than OS .

Finally, OSE is the topology induced by the metric d = dE + dS on 𝔹1,sa(H).
Proposition 6.4.6. The following pairs of topological spaces are identical:
(i) (𝔹01,sa(H),OSE) and (𝔹

0
1,sa(H),OE);

(ii) (𝔽𝔹01,sa(H),OSE) and (𝔽𝔹
0
1,sa(H),OE);

(iii) (𝔽𝔹C,01,sa(H),OSE) and (𝔽𝔹
C,0
1,sa(H),OE).

Proof. Let (Hj)j≥1 be a sequence in 𝔹01,sa(H) converging to H ∈ 𝔹01,sa(H) with respect to
dE , namely ‖H

2
j −H

2‖ → 0 and ‖Hj(1 −H
2
j )

1
2 −H(1 −H2)

1
2 ‖ → 0. One needs to show that

for any ϕ ∈ H, one has ‖(Hj − H)ϕ‖ → 0 so that the sequence also converges strongly.
As H ∈ 𝔹01,sa(H), one has Ker(1 −H2) = {0} and therefore the range of (1 −H2)

1
2 is dense

inH. Hence, for a given ϵ > 0 there exists ψ ∈ H with ‖ϕ − (1 − H2)
1
2ψ‖ ≤ ϵ. Then there

is a j0 such that for j ≥ j0

󵄩󵄩󵄩󵄩(Hj − H)ϕ
󵄩󵄩󵄩󵄩 ≤
󵄩󵄩󵄩󵄩(Hj(1 − H

2)
1
2 − H(1 − H2)

1
2 )ψ󵄩󵄩󵄩󵄩 + 2ϵ

≤ 󵄩󵄩󵄩󵄩(Hj(1 − H
2)

1
2 − Hj(1 − H

2
j )

1
2 )ψ󵄩󵄩󵄩󵄩 + 3ϵ
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≤ 󵄩󵄩󵄩󵄩((1 − H
2)

1
2 − (1 − H2

j )
1
2 )ψ󵄩󵄩󵄩󵄩 + 3ϵ

≤ 󵄩󵄩󵄩󵄩H
2 − H2

j
󵄩󵄩󵄩󵄩
1
2 ‖ψ‖ + 3ϵ,

where the last step follows from Proposition A.2.2. Choosing j0 possibly even larger, this
shows that ‖(Hj − H)ϕ‖ ≤ 4ϵ for all j ≥ j0. As ϵ was arbitrary, this shows the first claim,
which directly implies the second and third.

Proposition 6.4.7. One has the following deformation retracts:
(i) (𝔹01,sa(H),OSE) is a deformation retract of (𝔹1,sa(H),OSE);
(ii) (𝔽𝔹01,sa(H),OSE) is a deformation retract of (𝔽𝔹1,sa(H),OSE);
(iii) (𝔽𝔹C,01,sa(H),OSE) is a deformation retract of (𝔽𝔹

C
1,sa(H),OSE).

Proof. (Inspired by Proposition 2.13 in [108].) Let us focus on the proof of (ii) and later on
explain that the argument also covers the cases (i) and (iii). Let K ∈ 𝕂(H) be a nonnega-
tive compact operator with norm less than or equal to 1

2 . To construct such an operator,
recall that H is separable and thus has a countable orthonormal basis (ϕn)n≥1. Then
K = ∑n≥1 1

n+1 |ϕn⟩⟨ϕn| has all the desired properties. Then define
f : 𝔽𝔹1,sa(H) → 𝔽𝔹1,sa(H), f (H) = (1 − K)H(1 − K).

Note that f (H) is indeed self-adjoint and Fredholm by the compact stability of the Fred-
holm operators, and that it has norm less than or equal to 1 because ‖H‖ ≤ 1 and
‖1−K‖ ≤ 1. Now let ϕ be a normalized vector. Then, using again ‖H‖ ≤ 1 and ‖1−K‖ ≤ 1,
the Cauchy–Schwarz inequality implies

⟨ϕ󵄨󵄨󵄨󵄨 f (H)
2ϕ⟩2 = ⟨(1 − K)

1
2ϕ󵄨󵄨󵄨󵄨(1 − K)

1
2H(1 − K)2H(1 − K)ϕ⟩2

≤ ⟨ϕ󵄨󵄨󵄨󵄨(1 − K)ϕ⟩⟨ϕ
󵄨󵄨󵄨󵄨
󵄨󵄨󵄨󵄨(1 − K)

1
2H(1 − K)2H(1 − K)󵄨󵄨󵄨󵄨

2ϕ⟩
≤ ⟨ϕ󵄨󵄨󵄨󵄨(1 − K)ϕ⟩
= 1 − ⟨ϕ|Kϕ⟩.

Therefore

⟨ϕ󵄨󵄨󵄨󵄨(1 − f (H)
2)ϕ⟩ = 1 − ⟨ϕ󵄨󵄨󵄨󵄨 f (H)

2ϕ⟩ ≥ 1 − √1 − ⟨ϕ|Kϕ⟩ > 0,

because K has a trivial kernel. Hence Ker(1 − f (H)2) = {0} so that f (H) indeed lies in
𝔽𝔹01,sa(H).

Let us now show that f is continuous with respect to the topology OSE . Hence
let (Hj)j≥1 be a sequence converging to H in (𝔽𝔹1,sa(H),OSE). It has to be shown that
then also (f (Hj))j≥1 converges to f (H) in (𝔽𝔹1,sa(H),OSE). Clearly, (f (Hj))j≥1 converges
strongly to f (H). For the convergence with respect to dE , let us begin by estimating

󵄩󵄩󵄩󵄩f (Hj)
2 − f (H)2󵄩󵄩󵄩󵄩
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= 󵄩󵄩󵄩󵄩(1 − K)Hj(1 − K)
2Hj(1 − K) − (1 − K)H(1 − K)

2H(1 − K)󵄩󵄩󵄩󵄩
≤ 󵄩󵄩󵄩󵄩(1 − K)(H

2
j − H

2)(1 − K)󵄩󵄩󵄩󵄩
+ 󵄩󵄩󵄩󵄩(1 − K)HjK(21 − K)Hj(1 − K) − (1 − K)HK(21 − K)H(1 − K)

󵄩󵄩󵄩󵄩
≤ 󵄩󵄩󵄩󵄩H

2
j − H

2󵄩󵄩󵄩󵄩 +
󵄩󵄩󵄩󵄩HjK(21 − K)Hj − HK(21 − K)H

󵄩󵄩󵄩󵄩

≤ 󵄩󵄩󵄩󵄩H
2
j − H

2󵄩󵄩󵄩󵄩 +
󵄩󵄩󵄩󵄩(Hj − H)K(21 − K)Hj

󵄩󵄩󵄩󵄩 +
󵄩󵄩󵄩󵄩HK(21 − K)(H − Hj)

󵄩󵄩󵄩󵄩

≤ 󵄩󵄩󵄩󵄩H
2
j − H

2󵄩󵄩󵄩󵄩 + 4
󵄩󵄩󵄩󵄩(Hj − H)K

󵄩󵄩󵄩󵄩.

Now K can be approximated in the operator norm by a finite-dimensional matrix,
namely for all ϵ > 0 one can find some finite-rank operatorM with ‖K −M‖ < ϵ (this can
readily be written out explicitly from K as given above). Due to the strong convergence
s- limj→∞ Hj = H , one can then find a j0 such that ‖(Hj−H)M‖ ≤ ϵ for all j ≥ j0 (this is just
the standard argument showing that a strongly converging sequence of compact oper-
ators is norm convergent). Choosing j0 possibly even larger so that also ‖H

2
j − H

2‖ < ϵ
for j ≥ j0, one then finds

󵄩󵄩󵄩󵄩f (Hj)
2 − f (H)2󵄩󵄩󵄩󵄩 < ϵ + 8ϵ + 4

󵄩󵄩󵄩󵄩(Hj − H)M
󵄩󵄩󵄩󵄩 < 13ϵ

for all j ≥ j0. Hence limj→∞ ‖f (Hj)
2 − f (H)2‖ = 0. By a similar argument, one also checks

that the second norm difference in the definition of dE vanishes in the limit so that
limj→∞ dE(f (Hj), f (H)) = 0. In conclusion, f is a continuous map on (𝔽𝔹1,sa(H),OSE).

Next it will be shown that the map f is actually a homotopy inverse to the inclusion
i : 𝔽𝔹01,sa(H) → 𝔽𝔹1,sa(H), namely both of the maps i ∘ f : 𝔽𝔹1,sa(H) → 𝔽𝔹1,sa(H)
and f ∘ i : 𝔽𝔹01,sa(H) → 𝔽𝔹01,sa(H) are homotopic to the identity on (𝔽𝔹1,sa(H),OSE) and
(𝔽𝔹01,sa(H),OSE), respectively. One can use the homotopy hs(H) = (1−sK)H(1−sK)which
is indeed continuous by similar arguments as above, and it also satisfies the inclusion
hs(𝔽𝔹

0
1,sa(H)) ⊂ 𝔽𝔹01,sa(H) so that the case of f ∘ i is also dealt with.

The argument directly covers item (i) and also (iii), the latter because indeed one
has f (H) ∈ 𝔽𝔹C1,sa(H) for H ∈ 𝔽𝔹C1,sa(H).
Remark 6.4.8. The essence of the above proof is that the perturbation can be chosen
such that it eliminates the point spectrum of H2 at 1 for all H . The above proof also
shows that (𝔽𝔹01,sa(H),ON ) is a deformation retract of (𝔽𝔹1,sa(H),ON ), and also that
(𝔹01,sa(H),ON ) is a deformation retract of (𝔹1,sa(H),ON ). ⬦

Remark 6.4.9. In Proposition 6.4.7, on 𝔽𝔹1,sa(H) the strong essential gap topology OSE
appears. It is strictly weaker than the norm topology ON on 𝔽𝔹1,sa(H). This can be seen
by analyzing the bounded transform of the sequence (Hn)n≥1 studied in the proof of
Proposition 6.1.9 and realizing that F(Hn) → F(H) in the strong topology. Another man-
ifestation is that (𝔽𝔹1,sa(H),ON ) has 3 components, while (𝔽𝔹1,sa(H),OSE) has one com-
ponent by Theorem 6.3.16 combined with Corollary 6.3.4. ⬦
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Example 6.4.10. Proposition 6.4.6 showed that the extended gap topology OE and the
strong extended gap topology OSE coincide on 𝔽𝔹

0
1,sa(H). In view of Proposition 6.4.7,

onemightwonderwhether the sameholds true for the supersets𝔽𝔹1,sa(H) and𝔹1,sa(H).
In fact, this is not true as shows the following example. Consider the sequence (Hj)j≥1 in
𝔽𝔹1,sa(H) given by Hj = −(1 −

1
j )1. It converges to H = 1 with respect to dE because

󵄩󵄩󵄩󵄩(Hj)
2 − H2󵄩󵄩󵄩󵄩 = (1 −

1
j
)
2

− 1→ 0,

󵄩󵄩󵄩󵄩Hj(1 − H
2
j )

1
2 − H(1 − H2)

1
2 󵄩󵄩󵄩󵄩 = (1 −

1
j
)(1 − (1 − 1

j
)
2

)

1
2

→ 0.

However, the sequence (Hj)j≥1 does not converge strongly to H as Hjϕ → −ϕ ̸= ϕ = Hϕ
for all ϕ ∈ H \ {0}. Hence OSE is strictly stronger than OE on 𝔽𝔹1,sa(H).

Working with the same sequence, one can show that the map f defined in the proof
of Proposition 6.4.7 is not continuous with respect to OE on 𝔽𝔹1,sa(H). Indeed,

f (Hj) = −(1 −
1
j
)(1 − K)2, f (H) = f (1) = (1 − K)2,

so that

󵄩󵄩󵄩󵄩f (Hj)(1 − f (Hj)
2)

1
2 − f (1)(1 − f (1)2)

1
2 󵄩󵄩󵄩󵄩 →
󵄩󵄩󵄩󵄩−2(1 − K)

2(1 − (1 − K)4)
1
2 󵄩󵄩󵄩󵄩.

Hence dE(f (Hj), f (1)) does not converge to zero. The problem is that f moves all the spec-
trum away from ±1 to the inside which is a discontinuous procedure at 1 in the topology
OE (but the sequence (Hj)j≥1 does not converge to 1 with respect to OSE and hence does
not disprove continuity with respect to OSE). ⬦

Example 6.4.11. This example shows that the quotient topologies O∼E and O∼SE on
𝔽𝔹C,∼1,sa(H) = 𝔽𝔹C1,sa(H)/∼ do not coincide. Let us considerH = ℓ2(ℕ) and the following
sequence of operators from 𝔽𝔹C1,sa(H):

Hn = ∑
k ̸=1,n(1 − 1

kn
)|k⟩⟨k| + (1 − 1

n
)(|1⟩, |n⟩)T 1

√2
(
1 1
1 −1
) (⟨1|, ⟨n|).

Then ‖H2
n − 1‖ → 0 and hence dE(Hn, 1) → 0. Thus {Hn : n ≥ 2} is not closed with respect

to OE . As each class [Hn] with respect to ∼ has only one representative, it follows that
also {[Hn] : n ≥ 2} is not closed with respect to O

∼
E . On the other hand, it will be shown

that the set {[Hn] : n ≥ 2} is closed with respect to O
∼
SE . Indeed, as

󵄩󵄩󵄩󵄩(Hn − Hm)|1⟩
󵄩󵄩󵄩󵄩 =

1
√2

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
(−

1
n
+

1
m
)|1⟩ + (1 − 1

n
)|n⟩ − (1 − 1

m
)|m⟩
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
≥

1
2√2
,
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the sequence (Hn)n≥2 has no strongly convergent subsequence so that the subspace
topology on {[Hn] : n ≥ 2} induced by O

∼
SE is the discrete topology. ⬦

The next step will be to realize that 𝔽𝔹C1,sa(H) is a deformation retract of 𝔽𝔹1,sa(H)
by spectral analysis. This was already proved in Proposition 3.6.3, see also Remark 3.6.4,
however, for the norm topology. It turns out that one can prove that this retraction is
also continuous with respect toOSE . A generalization of this fact is proved in [108]. Here
we provide an elementary proof.

Proposition 6.4.12. The space (𝔽𝔹C1,sa(H),OSE) is a deformation retract of the space
(𝔽𝔹1,sa(H),OSE).

Proof. It will be checked that the maps in the proof of Proposition 3.6.3 are continuous
with respect toOSE so that they provide the desired retraction. ForH ∈ 𝔽𝔹1,sa(H), let us
define δ(H) = min{1,min(specess(H

2))
1
2 } > 0. Then by the spectral radius theorem in the

Calkin algebra, it follows thatH 󳨃→ δ(H) is continuous with respect toOSE . For δ ∈ (0, 1],
let now fδ : [−1, 1] → ℝ be the monotone continuous function defined by

fδ(x) = χ[δ,1](x) − χ[−1,−δ](x) + xδ χ(−δ,δ)(x).
Then set ̃f : 𝔽𝔹1,sa(H) → 𝔽𝔹C1,sa(H) defined by ̃f (H) = fδ(H)(H) and consider the linear
homotopy

h : 𝔽𝔹1,sa(H) × [0, 1] → 𝔽𝔹1,sa(H), h(H , t) = (1 − t)H + t ̃f (H).

To show that this homotopy is continuous, let us first note that if a sequence (Hn)n≥1
in𝔽𝔹1,sa(H) converges toH with respect toOSE and f is a continuous function, then also
(f (Hn))n≥1 converges strongly to f (H). Indeed, for all even polynomials p, this follows
from the convergence of (H2

n)n≥1 toH2 in norm, while odd polynomials can bewritten as
Hnp(Hn) for an even polynomial p so that the strong convergence ofHn toH implies that
s- limn→∞ Hnp(Hn) = Hp(H). Then the strong continuity for any function follows from
the Weierstrass approximation theorem which can be applied since ‖H2

n −H
2‖ → 0 and

therefore the sequence (Hn)n≥1 is bounded.
To show that the homotopy h is continuous, it is shown that for any sequence

(Hn, tn)n≥1 in 𝔽𝔹1,sa × [0, 1] converging to (H , t) ∈ 𝔽𝔹1,sa × [0, 1]with respect to OSE × | ⋅ |,
the sequence h(Hn, tn) converges to h(H , t) with respect to OSE . By Lemma 6.4.5, OSE is
the topology induced by the metric d = dE + dS on 𝔹1,sa(H) where

dS(H
′
0,H
′
1) =
∞
∑
n=1 2−n󵄩󵄩󵄩󵄩(H′1 − H′0)ϕn󵄩󵄩󵄩󵄩, H′0,H′1 ∈ 𝔹1,sa(H),

for a fixed orthonormal basis (ϕn)n≥1 of H as in the proof of Lemma 6.4.5. Thus it is
sufficient to show that
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lim
n→∞(dE(h(Hn, tn), h(H , t)) + dS(h(Hn, tn), h(H , t))) = 0. (6.20)

The second summand is bounded by

dS(h(Hn, tn), h(H , t)) = dS((1 − tn)Hn + tn ̃f (Hn), (1 − t)H + t ̃f (H))

≤ dS((1 − tn)Hn + tn ̃f (Hn), (1 − t)Hn + t ̃f (Hn))

+ dS((1 − t)Hn + t ̃f (Hn), (1 − t)H + t ̃f (H)).

The second summand in this expression converges to 0 because fδ(Hn) converges to
fδ(H) with respect to ‖ ⋅ ‖L∞ and therefore by the first part of the above argument
s- limn→∞ h(Hn, t) = h(H , t). The first summand is bounded by

dS((1 − tn)Hn + tn ̃f (Hn), (1 − t)Hn + t ̃f (Hn))

=
∞
∑
m=1 2−m󵄩󵄩󵄩󵄩(t − tn)Hnϕn + (tn − t) ̃f (Hn)ϕm

󵄩󵄩󵄩󵄩

≤
∞
∑
m=1 2−m|tn − t|(‖Hn‖ +

󵄩󵄩󵄩󵄩
̃f (Hn)
󵄩󵄩󵄩󵄩)

≤ 2
∞
∑
m=1 2−m|tn − t|.

Thus dS((1 − tn)Hn + tn ̃f (Hn), (1 − t)Hn + t ̃f (Hn)) converges to 0 uniformly in Hn, and one
concludes that limn→∞ dS(h(Hn, tn), h(H , t)) = 0. The first summand in (6.20) is bounded
by

dE(h(Hn, tn), h(H , t)) = dE((1 − tn)Hn + tn ̃f (Hn), (1 − t)H + t ̃f (H))

≤ dE((1 − tn)Hn + tn ̃f (Hn), (1 − t)Hn + t ̃f (Hn))

+ dE((1 − t)Hn + t ̃f (Hn), (1 − t)H + t ̃f (H)).

By Lemma 6.1.8,

dE((1 − tn)Hn + tn ̃f (Hn), (1 − t)Hn + t ̃f (Hn))

≤ 2√2󵄩󵄩󵄩󵄩(1 − tn)Hn + tn ̃f (Hn) − (1 − t)Hn + t ̃f (Hn)
󵄩󵄩󵄩󵄩
1
2

≤ 2√2(|t − tn|(‖Hn‖ +
󵄩󵄩󵄩󵄩
̃f (Hn)
󵄩󵄩󵄩󵄩))

1
2

≤ 2√2(2|t − tn|)
1
2 .

Thus dE((1−tn)Hn+tn ̃f (Hn), (1−t)Hn+t ̃f (Hn)) converges to 0 uniformly inHn. It remains
to show limn→∞ dE((1 − t)Hn + t ̃f (Hn), (1 − t)H + t ̃f (H)) = 0. It is therefore sufficient to
show that ht : 𝔽𝔹1,sa(H) → 𝔽𝔹1,sa(H) defined by ht(H) = h(t,H) is continuous with
respect to OE . Because ht is a class map with respect to ∼, this can be checked using



212 � 6 Unbounded Fredholm operators

the last claim of Lemma 4.6.6, namely it is sufficient to prove the continuity of the map
h∼t : 𝔽𝔹∼1,sa(H) → 𝔽𝔹∼1,sa(H) with respect to O∼E . By Corollary 4.6.11, this is equivalent to
the continuity ofG∘h∼t ∘G−1 on (𝔽𝕌(H),ON ). This is, in turn, guaranteed by the continuity
of the map

(e𝚤φ, δ) ∈ 𝕊1 × (0, 1] 󳨃→ G ∘ h∼t,δ ∘ G−1(e𝚤φ), (6.21)

where φ ∈ (0, 2π] and ht,δ : [−1, 1] → [−1, 1] is defined by
ht,δ(x) = (1 − t)x + tfδ(x).

As

G ∘ h∼t,δ ∘ G−1(e𝚤φ) = G(−(1 − t) cos(φ2 ) + tfδ(− cos(φ2 ))) ∈ 𝕊1,
for (e𝚤φ, δ) ∈ 𝕊1 × (0, 1] the continuity of (6.21) can readily be checked.
Corollary 6.4.13. The space (𝔽𝔹C,01,sa(H),OSE) is homotopy equivalent to the space
(𝔽𝔹01,sa(H),OSE).

Proof. Proposition 6.4.7(iii) implies that (𝔽𝔹C,01,sa(H),OSE) is homotopy equivalent to
(𝔽𝔹C1,sa(H),OSE), which, by Proposition 6.4.12, is homotopy equivalent to the space
(𝔽𝔹1,sa(H),OSE). But Proposition 6.4.7(ii) shows that the latter is homotopy equivalent to
(𝔽𝔹01,sa(H),OSE).

Proof of Theorem 6.4.2. By Proposition 6.4.6, the topologiesOE andOSE coincide on both
𝔽𝔹C,01,sa(H) and𝔽𝔹01,sa(H). Due to Corollary 6.4.13, one concludes that (𝔽𝔹C,01,sa(H),OE) and
(𝔽𝔹01,sa(H),OE) are homotopy equivalent. The claim now follows from Proposition 6.4.4
and Corollary 6.3.4.

In order to further complete the analysis of the strong extended gap topology OSE
on 𝔽𝔹C1,sa(H), let us prove that it is equivalent to the Kasparov topology as introduced
by Bunke, Joachim, and Stolz [44].

Definition 6.4.14. The Kasparov topologyOK on 𝔽𝔹
C
1,sa(H) is the weakest topology con-

taining the strong topology OS and such that the map

H ∈ (𝔽𝔹C1,sa(H),OK) 󳨃→ 1 − H2 ∈ (𝕂(H),ON )

is continuous.

Proposition 6.4.15. The strong extended gap topology OSE on 𝔽𝔹
C
1,sa(H) is identical to

the Kasparov topology OK .

Proof. (Following Proposition 3.3 in [108].) The extended gap topology on 𝔽𝔹C1,sa(H)
is the weakest topology such that H ∈ (𝔽𝔹C1,sa(H),OSE) 󳨃→ H2 ∈ (𝔽𝔹1,sa(H),ON ) and
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H ∈ (𝔽𝔹C1,sa(H),OSE) 󳨃→ H(1 − H2)
1
2 ∈ (𝔽𝔹1,sa(H),ON ) are continuous. Clearly, the

continuity of the two maps H ∈ (𝔽𝔹C1,sa(H),OSE) 󳨃→ 1 − H2 ∈ (𝔽𝔹1,sa(H),ON ) and
H ∈ (𝔽𝔹C1,sa(H),OSE) 󳨃→ H2 ∈ (𝕂(H),ON ) are equivalent. As both OSE and OK contain
OS , it follows that OSE is finer than OK .

Next let us come to the the converse. It will be used that the continuity of the map
H ∈ (𝔽𝔹C1,sa(H),OK ) 󳨃→ 1 − H2 ∈ (𝕂(H),ON ) implies, by Proposition A.2.2, also the
continuity of H ∈ (𝔽𝔹C1,sa(H),OK ) 󳨃→ (1 − H

2)
1
2 ∈ (𝕂(H),ON ). Because a strongly

continuous map of compact operators is norm-continuous, it follows that also the map
H ∈ (𝔽𝔹C1,sa(H),OK ) 󳨃→ H(1 − H2)

1
2 ∈ (𝕂(H),ON ) is continuous, showing that OK is also

finer than OSE .

Next let us provide an application of the Kasparov topology. In the set 𝔽𝔹C1,sa(H),
there are two subsets with opposite properties: one is𝔽𝔹C,01,sa(H) in which neither −1 nor
1 is an eigenvalue, the other has both as eigenvalues with infinite multiplicity,

𝔽𝔹C,∞1,sa (H) = {H ∈ 𝔽𝔹C1,sa(H) : dim(Ker(H ± 1)) = ∞}.
The analogue of Proposition 6.4.7 is the following result (that is not used for the proof of
Theorem 6.4.2):

Proposition 6.4.16. The space (𝔽𝔹C,∞1,sa (H),OSE) is homotopy equivalent to the space
(𝔽𝔹C1,sa(H),OSE).

Proof. (Inspired by Lemma 2.5 of [44].) Let us denote L2 = L2([0, 1]) ⊗ ℂ2 and choose a
unitary

U : H → L2.

Further let Q0 = 1 ⊗ diag(1, −1) be a proper symmetry on L
2. Next let us introduce the

unitaryW = (W0,W1) : L
2 → L2 ⊕ L2 by

(W0ψ)(x) = 2
− 12ψ(x

2
), (W1ψ)(x) = 2

− 12ψ(x + 1
2
),

where x ∈ [0, 1] and the 2 × 2 matrix component is the identity and suppressed in the
notation. Then set

H̃ = U∗W∗(UHU∗ ⊕ Q0)WU

for H ∈ 𝔽𝔹C1,sa(H). By construction, one has H̃ ∈ 𝔽𝔹C,∞1,sa (H). It remains to construct a
homotopy h : 𝔽𝔹C1,sa(H) × [ 12 , 1] → 𝔽𝔹C1,sa(H) from h1(H) = H to h 1

2
(H) = H̃ , continuous

with respect to OSE . For this purpose, one can now proceed using a family of partial
isometries Vt : L

2 → L2 first introduced by Dixmier and Douady [73]. Set

(Vtψ)(x) = {
t− 12ψ( xt ), x ∈ [0, t],
0, x ∈ (t, 1].
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Note that V∗t Vt = 1 and VtV∗t = χ[0,t] is the projection onto L2([0, t]) (again tensorized
with the identity on ℂ2), so that, in particular, V1 is unitary. Also [Vt ,Q0] = 0. Moreover,
by a standard approximation argument with smooth functions, one can check that both
t ∈ [ 12 , 1] 󳨃→ Vt and t ∈ [

1
2 , 1] 󳨃→ V∗t are strongly continuous. Then set

ht(H) = U
∗(VtUHU∗V∗t + (1 − VtV∗t )Q0)U .

Due to V∗t (1 − VtV∗t ) = 0, (1 − VtV∗t )2 = 1 − VtV∗t and Q20 = 1, one has

1 − ht(H)
2 = U∗(1 − VtUHU∗V∗t VtUHU∗V∗t − (1 − VtV∗t )2Q20)U
= U∗(VtV∗t − VtUH2U∗V∗t )U
= U∗VtU(1 − H2)U∗V∗t U ,

which is compact so that indeed ht(H) ∈ 𝔽𝔹
C
1,sa(H). Next let us verify that h is continuous

and therefore a homotopy on (𝔽𝔹C1,sa(H),OSE). For this purpose, it is shown that, for any
sequence (Hn, tn)n≥1 in 𝔽𝔹C1,sa × [ 12 , 1] converging to (H , t) ∈ 𝔽𝔹C1,sa × [ 12 , 1]with respect to
OSE × | ⋅ |, the sequence htn (Hn) converges to ht(H)with respect to OSE . By Lemma 6.4.5,
OSE is the topology induced by the metric d = dE + dS on 𝔹1,sa(H) where

dS(H
′
0,H
′
1) =
∞
∑
n=1 2−n󵄩󵄩󵄩󵄩(H′1 − H′0)ϕn󵄩󵄩󵄩󵄩, H′0,H′1 ∈ 𝔹1,sa(H),

for a fixed orthonormal basis (ϕn)n≥1 of H as in the proof of Lemma 6.4.5. Thus it is
sufficient to show that

lim
n→∞(dE(htn (Hn), ht(H)) + dS(htn (Hn), ht(H))) = 0. (6.22)

The second summand is bounded by

dS(htn (Hn), ht(H)) ≤ dS(htn (Hn), ht(Hn)) + dS(ht(Hn), ht(H)). (6.23)

Then

lim
n→∞ dS(ht(Hn), ht(H)) = lim

n→∞ ∞∑
m=1 2−m󵄩󵄩󵄩󵄩U∗VtU(Hn − H)U

∗V∗t Uϕm󵄩󵄩󵄩󵄩 = 0
because s- limn→∞ Hn = H by assumption and ‖U∗VtU(Hn − H)U

∗V∗t U‖ ≤ 2 for all
(n, t) ∈ ℕ × [ 12 , 1]. The first summand in (6.23) is bounded by

dS(htn (Hn), ht(Hn))

=
∞
∑
m=1 2−m󵄩󵄩󵄩󵄩U∗(VtnUHnU

∗V∗tn − VtUHnU
∗V∗t + Q0(VtV∗t − VtnV∗tn))Uϕm󵄩󵄩󵄩󵄩
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≤
∞
∑
m=1 2−m󵄩󵄩󵄩󵄩U∗(VtnUHnU

∗V∗tn − VtUHnU
∗V∗t )Uϕm󵄩󵄩󵄩󵄩

+
∞
∑
m=1 2−m󵄩󵄩󵄩󵄩(VtV∗t − VtnV∗tn)Uϕm󵄩󵄩󵄩󵄩.

The second summand converges to 0 and the first summand is bounded by∞
∑
m=1 2−m󵄩󵄩󵄩󵄩U∗(VtnUHnU

∗V∗tn − VtUHnU
∗V∗t )Uϕm󵄩󵄩󵄩󵄩

≤
∞
∑
m=1 2−m(󵄩󵄩󵄩󵄩VtnUHnU

∗(V∗tn − V∗t )Uϕm󵄩󵄩󵄩󵄩
+ 󵄩󵄩󵄩󵄩(Vtn − Vt)UHnU

∗V∗t Uϕm󵄩󵄩󵄩󵄩)
≤
∞
∑
m=1 2−m(󵄩󵄩󵄩󵄩VtnUHnU

∗(V∗tn − V∗t )Uϕm󵄩󵄩󵄩󵄩
+ 󵄩󵄩󵄩󵄩(Vtn − Vt)U(Hn − H)U

∗V∗t Uϕm󵄩󵄩󵄩󵄩
+ 󵄩󵄩󵄩󵄩(Vtn − Vt)UHU

∗V∗t Uϕm󵄩󵄩󵄩󵄩)
≤
∞
∑
m=1 2−m(2󵄩󵄩󵄩󵄩(V∗tn − V∗t )Uϕm󵄩󵄩󵄩󵄩 + 2󵄩󵄩󵄩󵄩(Hn − H)U

∗V∗t Uϕm󵄩󵄩󵄩󵄩
+ 󵄩󵄩󵄩󵄩(Vtn − Vt)UHU

∗V∗t Uϕm󵄩󵄩󵄩󵄩)
and all three summands converge to 0 by the same argument as above using
that s- limn→∞ V∗tn = V∗t and s- limn→∞ Hn = H . Finally, it remains to verify that
limn→∞ dE(htn (Hn), ht(H)) = 0. As OSE = OK on 𝔽𝔹c1,sa(H) by Proposition 6.4.15 and
s- limn→∞ htn (Hn) = ht(H) by the above, it is sufficient to show

lim
n→∞󵄩󵄩󵄩󵄩htn (Hn)

2 − ht(H)
2󵄩󵄩󵄩󵄩 = 0.

This follows from

󵄩󵄩󵄩󵄩htn (Hn)
2 − ht(H)

2󵄩󵄩󵄩󵄩 =
󵄩󵄩󵄩󵄩VtnU(1 − H

2
n)U
∗V∗tn − VtU(1 − H2)U∗V∗t 󵄩󵄩󵄩󵄩

≤ 󵄩󵄩󵄩󵄩(Vtn − Vt)U(1 − H
2
n)U
∗V∗tn󵄩󵄩󵄩󵄩

+ 󵄩󵄩󵄩󵄩VtU((1 − H
2
n) − (1 − H

2))U∗V∗tn󵄩󵄩󵄩󵄩
+ 󵄩󵄩󵄩󵄩VtU(1 − H

2)U∗(V∗tn − V∗t )󵄩󵄩󵄩󵄩
≤ 󵄩󵄩󵄩󵄩(Vtn − Vt)U(1 − H

2
n)
󵄩󵄩󵄩󵄩

+ 󵄩󵄩󵄩󵄩H
2
n − H

2󵄩󵄩󵄩󵄩
+ 󵄩󵄩󵄩󵄩(1 − H

2)U∗(V∗tn − V∗t )󵄩󵄩󵄩󵄩
≤ 󵄩󵄩󵄩󵄩(Vtn − Vt)U(1 − H

2)󵄩󵄩󵄩󵄩
+ 󵄩󵄩󵄩󵄩(Vtn − Vt)U(H

2 − H2
n)
󵄩󵄩󵄩󵄩
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+ 󵄩󵄩󵄩󵄩H
2
n − H

2󵄩󵄩󵄩󵄩
+ 󵄩󵄩󵄩󵄩(1 − H

2)U∗(V∗tn − V∗t )󵄩󵄩󵄩󵄩.
The first summand converges to 0 because s- limn→∞ Vtn = Vt and 1 − H2 ∈ 𝕂(H) is
compact. Because ((Vtn −Vt)U(1−H

2))∗ = (1−H2)U∗(V∗tn −V∗t ), this implies that also the
last summand converges to 0. By assumption limn→∞ dE(Hn,H) = 0 and by definition
of the extended gap metric, this implies that the third summand converges to 0 and
therefore also the second summand converges to 0. One concludes that (6.22) holds and
therefore h is continuous.

It only remains to note that indeed h1(H) = H and h 1
2
(H) = H̃ , and furthermore

ht(H) ∈ 𝔽𝔹
C,∞
1,sa (H) for all H ∈ 𝔽𝔹C,∞1,sa (H) and all t ∈ [ 12 , 1]. Therefore also the map

f : 𝔽𝔹C1,sa(H) → 𝔽𝔹C,∞1,sa (H) defined by f (H) = H̃ is a homotopy equivalence with respect
to OSE with homotopy inverse given by the embedding i : 𝔽𝔹

C,∞
1,sa (H) → 𝔽𝔹C1,sa(H).

The following is a direct consequence of Theorems 6.4.2 and 6.3.16.

Theorem 6.4.17. With respect to the gap metric, the set 𝔽Csa(H) is connected.

Because this result may seem surprising at first sight, a direct proof is provided.

Proof. It is shown that𝕌C,0(H) is connected, which, by Theorem 6.4.3, implies the claim.
For U ∈ 𝕌C,0(H), a norm-continuous path within𝕌C,0(H) connecting U to

Uref = ∑
n≥1 e 𝚤n+1 |ϕn⟩⟨ϕn|,

where (ϕn)n≥1 is an orthonormal basis ofH, is constructed. Note that Uref = e
𝚤Kref for the

self-adjoint and compact operator Kref = ∑n≥1 1
n+1 |ϕn⟩⟨ϕn|.

First, let us decompose H into the spectral subspaces H± of U corresponding to
{e𝚤φ : φ ∈ [0, π]} and {e𝚤φ : φ ∈ (π, 2π]}. Respectively, we decompose U = U+ ⊕ U−.
There is no intersection of the spectral subspaces as, if −1 ∈ spec(U), it is an isolated
eigenvalue and hence belongs to spec(U+). And if 1 ∈ spec(U), it does not contribute to
the decomposition of U as it is not an eigenvalue.

IfH− is finite dimensional, we rotate U− through −1 into U ′− = −U−. More precisely,
the path t ∈ [0, 1] 󳨃→ e−𝚤πtU− lies entirely in 𝕌C,0(H−) and connects U− to U ′− where
spec(U ′−) ⊂ {e𝚤φ : φ ∈ (0, π)}. Otherwise, we identify H− with L2([0, 1]). Then U− is of
the form U− = e𝚤K− for some self-adjoint injective compact operator K− ∈ 𝕂(L2([0, 1]))
with spec(K−) ⊂ (−π, 0]. For t ∈ [0, 2], let Mt ∈ 𝔹(L

2([0, 1])) denote the multiplication
operator given by multiplication with the function ft : [0, 1] → [0, 1] defined by

ft(x) = (−1 + 2tx)χ[0,1](t) + (2(1 − x)(t − 2) + 1)χ(1,2](t)
for t ∈ [0, 2] and x ∈ [0, 1]. Then
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t ∈ [0, 2] 󳨃→ Kt = −|K−| 12Mt|K−| 12
is a continuous path of injective compact operators connecting K− to −K− such that
‖Kt‖ ≤ ‖K−‖ < π for all t ∈ [0, 2]. Therefore the path t ∈ [0, 2] 󳨃→ e𝚤Kt lies in 𝕌C,0(H)
and connects U− to U ′− = e−𝚤K− .

In both cases taking the pointwise direct sum of the constructed path and the con-
stant path t 󳨃→ U+ gives a path in 𝕌C,0(H) connecting U to U+ ⊕ U ′− with spectrum
satisfying spec(U+ ⊕ U ′−) ⊂ {e𝚤φ : φ ∈ [0, π]}. Then there is an injective compact op-
erator K ∈ 𝕂(H) with spec(K) ⊂ [0, π] such that U+ ⊕ U ′− = e𝚤K . The linear path
t ∈ [0, 1] 󳨃→ K ′t = (1 − t)K + tKref connecting K to Kref is within the injective compact
operators with spectrum spec(Kt) ⊂ [0, π]. Therefore the path t ∈ [0, 1] 󳨃→ e𝚤K ′t is within
𝕌C,0(H) and connects U+ ⊕ U ′− to Uref. Thus U can be connected to Uref within𝕌

C,0(H),
which implies the claim.



7 Spectral flow for unbounded self-adjoint Fredholm
operators

In this chapter, the spectral flow of paths of self-adjoint unbounded Fredholm operators
is introduced like in [31] as the spectral flow of unitary operators obtained from the
unbounded operators via the Cayley transform. As such, the spectral flow of unbounded
self-adjoint Fredholm operators inherits many natural properties which are also listed
in Section 7.1. In the next Section 7.2, the paths are in the subset of Fredholm operators
with compact resolvent and satisfy certain summability conditions which then allow
connecting them to so-called η-invariants. Section 7.3 is an application of spectral flow of
unbounded self-adjoint Fredholm operators to certain paths arising from Hamiltonian
systems. The chapter is concluded by Section 7.4 which shows that for certain paths of
unbounded self-adjoint Fredholm operators the spectral flow is still given as the index
of an (unbounded) Fredholm operator.

7.1 Definition of spectral flow and its basic properties

In this section the notion of spectral flow is generalized to gap continuous paths of possi-
bly unbounded Fredholm operators. As in [31], this will be achieved by taking the Cayley
transformof the path to use the spectral flowof the resulting path of unitaries.More pre-
cisely, let t ∈ [0, 1] 󳨃→ Ht ∈ 𝔽sa(H) be continuous with respect to the gapmetric. Then by
Theorem 6.3.14, the path t ∈ [0, 1] 󳨃→ C(Ht) ∈ 𝔽𝕌

0(H) is norm-continuous. Therefore its
spectral flow is well defined in the sense of Section 4.5, and one can define the spectral
flow of t ∈ [0, 1] 󳨃→ Ht in a similar manner as in Proposition 4.6.2.

Definition 7.1.1. Let t ∈ [0, 1] 󳨃→ Ht ∈ 𝔽sa(H) be continuous with respect to the gap
metric. Then the spectral flow of this path is defined by

Sf([0, 1] 󳨃→ Ht) = Sf(t ∈ [0, 1] 󳨃→ C(Ht)).

The first result shows that for a path of bounded self-adjoint Fredholm operators
this definition coincideswithDefinition 4.1.2. This implies that all examples of pathswith
nontrivial spectral flow fromChapter 4 also provide examples of nontrivial spectral flow
in the sense of Definition 7.1.1. A path of truly unbounded operators with nonvanishing
spectral flow will be given in Example 7.1.4 below.

Proposition 7.1.2. Let t ∈ [0, 1] 󳨃→ Ht ∈ 𝔽𝔹sa(H) be a norm-continuous path of self-
adjoint Fredholm operators. Its spectral flow defined by (4.4) fulfils

Sf(t ∈ [0, 1] 󳨃→ Ht) = Sf(t ∈ [0, 1] 󳨃→ C(Ht)).

Open Access. © 2023 the author(s), published by De Gruyter. This work is licensed under the Creative
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Proof. To show this, let us choose a partition 0 = t0 < t1 < ⋅ ⋅ ⋅ < tM−1 < tM = 1 and
am ≥ 0,m = 1, . . . ,M as in Definition 4.1.2. By item (i) of Corollary 6.3.8,

Ran(χC([−a,a])(C(Ht))) = Ran(χ[−a,a](Ht))

and therefore

t ∈ [tm−1, tm] 󳨃→ χC([−am ,am])(C(Ht))

is norm-continuous. For a ≥ 0, let us set

P>a,t = χ(0,a](Ht), P<a,t = χ[−a,0)(Ht)

and similarly

P>C(a),t = χC((0,a])(C(Ht)), P<C(a),t = χC([−a,0))(C(Ht)).

Again by item (i) of Corollary 6.3.8, one has

Ran(P>C(am),t) = Ran(P
>
am ,t)

and

Ran(P<C(am),t) = Ran(P
<
am ,t)

for t ∈ [tm−1, tm]. Therefore

Tr(P>C(am),t) = Tr(P
>
am ,t)

and

Tr(P<C(am),t) = Tr(P
<
am ,t)

again for t ∈ [tm−1, tm]. One can conclude that

Sf(t ∈ [0, 1] 󳨃→ Ht)

=
1
2

M
∑
m=1

Tr(P>am ,tm − P
<
am ,tm) − Tr(P

>
am ,tm−1 − P

<
am ,tm−1)

=
1
2

M
∑
m=1

Tr(P>C(am),tm − P
<
C(am),tm) − Tr(P

>
C(am),tm−1 − P

<
C(am),tm−1)

= Sf(t ∈ [0, 1] 󳨃→ C(Ht)),

as claimed.
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Remark 7.1.3. It is also possible to define the spectral flow of a gap-continuous path
t ∈ [0, 1] 󳨃→ Ht ∈ 𝔽sa(H) in a similar way as for paths of self-adjoint bounded Fredholm
operators in Section 4.1. More precisely, using Corollary 6.3.8, one can check that for
H ∈ 𝔽sa(H) there is a number a ≥ 0 and a neighborhood N of H in 𝔽sa(H) such that
S 󳨃→ χ[−a,a](S) is a norm-continuous, finite-rank projection-valued function on N. Thus,
by compactness it is possible to choose a finite partition 0 = t0 < t1 < ⋅ ⋅ ⋅ < tM−1 < tM = 1
of [0, 1] and am ≥ 0,m = 1, . . . ,M , such that

t ∈ [tm−1, tm] 󳨃→ Pam ,t = χ[−a,a](Ht)

is norm-continuous with constant finite rank. Furthermore, as in Section 4.1, let us in-
troduce the spectral projections

P>a,t = χ(0,a](Ht), P<a,t = χ[−a,0)(Ht).

Then the spectral flow of the path t ∈ [0, 1] 󳨃→ Ht can be defined by

Sf(t ∈ [0, 1] 󳨃→ Ht) =
1
2

M
∑
m=1

Tr(P>am ,tm − P
<
am ,tm − P

>
am ,tm−1 + P

<
am ,tm−1).

As in Section 4.1, one can show that this does not depend on the partition of [0, 1] or on
the values am, but only on the path t ∈ [0, 1] 󳨃→ Ht . An argument similar to the one
leading to Proposition 7.1.2 shows that both definitions coincide, namely

Sf(t ∈ [0, 1] 󳨃→ Ht) = Sf(t ∈ [0, 1] 󳨃→ C(Ht)).

Further details on the equivalence of this approach and Definition 7.1.1 are given
in [31]. ⬦

Next let us give an example of a path in𝔽sa(H)with a nonvanishing spectral flow. It
actually lies in the set 𝔽Csa(H) of self-adjoint operators with compact resolvent that was
extensively studied in Section 6.4.

Example 7.1.4. Let us considerH = ℓ2(ℤ) and the operator path

t ∈ [0, 1] 󳨃→ Ht = ∑
n∈ℤ
(n + 1

2
+ t)|n⟩⟨n|.

Clearly, Ht ∈ 𝔽
C
sa(H) and

C(Ht) = ∑
n∈ℤ

n + 1
2 + t − 𝚤

n + 1
2 + t + 𝚤

|n⟩⟨n|

is norm-continuous in t. One readily checks that Sf(t ∈ [0, 1] 󳨃→ Ht) = 1. Now one readily
checks that H1 = S

∗H0S where S|n⟩ = |n + 1⟩ is the right shift on ℓ
2(ℤ). This unitary S is
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connected to the identity 1 by a continuous path of unitaries (either by Kuiper’s theorem
or by using a logarithmof S, or bywriting out an explicit path as in Example 8.3.4 below).
Hence t ∈ [0, 1] 󳨃→ Ht can be closed to a loop by a path of invertibles. This shows that
there are loops in (𝕌C,0(H), dN ) that cannot be retracted, which may seem surprising at
first sight because 1 is never an eigenvalue along this loop. ⬦

In this example, the path is actually also Riesz-continuous (and thus, in particular,
gap-continuous). This follows from the following result that allows checking the Riesz-
continuity in numerous applications.

Proposition 7.1.5. Let t ∈ [0, 1] 󳨃→ Ht ∈ 𝔽sa(H) be such that t ∈ [0, 1] 󳨃→ Ht − H0 extends
to a path of bounded operators which is norm-continuous. Then t ∈ [0, 1] 󳨃→ Ht ∈ 𝔽sa(H)
is also Riesz-continuous.

Proof. First of all, it follows from the Kato–Rellich theorem that the domainsD(Ht) all
coincide. By definition of the Riesz topology, one has to show that t ∈ [0, 1] 󳨃→ F(Ht) is
norm-continuous. For this purpose, let us use the following functional calculus:

F(Ht) = Ht(1 + H
2
t )
− 12 = Ht

∞

∫
0

dλ
πλ

1
2

((λ + 1)1 + H2
t )
−1
.

As ‖((λ + 1)1 + H2
t )
−1‖ ≤ 1

λ+1 , the integral is norm-convergent and its image lies in the
domain of Ht . Therefore

F(Ht) − F(Hs) − (Hs − Ht)(1 + H
2
t )
− 12

= Hs

∞

∫
0

dλ
πλ

1
2

[((λ + 1)1 + H2
t )
−1
− ((λ + 1)1 + H2

s )
−1
]

=
∞

∫
0

dλ
πλ

1
2

((λ + 1)1 + H2
s )
−1Hs(Hs(Ht − Hs) + (Ht − Hs)Ht)((λ + 1)1 + H

2
t )
−1
.

By assumption, one clearly has lims→t ‖(Ht−Hs)(1+H
2
t )
− 12 ‖ = 0. To show that the integral

also vanishes in the limit, let us note that the spectral theorem implies

󵄩󵄩󵄩󵄩Ht((λ + 1)1 + H
2
t )
−1󵄩󵄩󵄩󵄩 ≤ sup

μ∈ℝ

|μ|
λ + 1 + μ2

≤ λ−
1
2 ,

󵄩󵄩󵄩󵄩H
2
t ((λ + 1)1 + H

2
t )
−1󵄩󵄩󵄩󵄩 ≤ 1.

This indeed allows checking lims→t ‖F(Ht) − F(Hs)‖ = 0.

Remark 7.1.6. For a path t ∈ [0, 1] 󳨃→ Ht ∈ 𝔽sa(H) that is continuous with respect to the
Riesz metric, one can also directly define its spectral flow using the bounded transform
F : (𝔽sa(H),OR) → (𝔹𝔽sa(H),ON ) via
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Sf(t ∈ [0, 1] 󳨃→ Ht) = Sf(t ∈ [0, 1] 󳨃→ F(Ht)). (7.1)

Indeed, by the very definition of the Riesz metric, one then has the norm-continuity
of t ∈ [0, 1] 󳨃→ F(Ht). Because the Riesz topology is stronger than the gap topology
by Proposition 6.1.9, the definition (7.1) directly coincides with Definition 7.1.1 due to
the results in Section 4.6. However, there are paths which are gap-continuous, but not
Riesz-continuous. If one has a merely gap-continuous path t ∈ [0, 1] 󳨃→ Ht , then, by
Corollary 6.3.4, one knows that t ∈ [0, 1] 󳨃→ F(Ht) is continuous with respect to the
extended gap metric dE . In this situation, one can still use (7.1) to compute the spectral
flow because the continuity of the low lying spectrum is the same for the twometrics dE
and dN , see the proof of Proposition 4.6.16. ⬦

Let us conclude this section by collecting some basic properties of the spectral flow
of paths of (unbounded) Fredholm operators.

Theorem 7.1.7. Let t ∈ [0, 1] 󳨃→ Ht ∈ 𝔽sa(H) be a path that is continuous with respect to
the gap metric.
(i) If t ∈ [0, 1] 󳨃→ dim(Ker(Ht)) is constant, then Sf(t ∈ [0, 1] 󳨃→ Ht) = 0.
(ii) The spectral flow has a concatenation property, namely if t ∈ [1, 2] 󳨃→ Ht ∈ 𝔽sa(H)

is a second gap-continuous path, composable to the first one in the sense that the
endpoint of the first path is the initial point of the second path, then

Sf(t ∈ [0, 2] 󳨃→ Ht) = Sf(t ∈ [0, 1] 󳨃→ Ht) + Sf(t ∈ [1, 2] 󳨃→ Ht).

(iii) Changing the orientation of the path leads to a change of the sign of the spectral flow

Sf(t ∈ [0, 1] 󳨃→ Ht) = − Sf(t ∈ [0, 1] 󳨃→ H1−t).

(iv) The spectral flow has a reflection property, namely

Sf(t ∈ [0, 1] 󳨃→ Ht) = − Sf(t ∈ [0, 1] 󳨃→ −Ht).

(v) The spectral flow has an additivity property under direct sums, namely given a second
gap-continuous path t ∈ [0, 1] 󳨃→ St ∈ 𝔽sa(H

′)

Sf(t ∈ [0, 1] 󳨃→ Ht ⊕ St) = Sf(t ∈ [0, 1] 󳨃→ Ht) + Sf(t ∈ [0, 1] 󳨃→ St).

(vi) The spectral flow is invariant under conjugation by a path t ∈ [0, 1] 󳨃→ Ut ∈ 𝕌(H) of
unitaries

Sf(t ∈ [0, 1] 󳨃→ Ht) = Sf(t ∈ [0, 1] 󳨃→ U∗t HtUt).

Proof. All items are directly inherited from the basic properties of the spectral flow of
a path of unitaries, see Theorem 4.5.5.
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Theorem 7.1.8. Let t ∈ [0, 1] 󳨃→ Ht and t ∈ [0, 1] 󳨃→ H′t be two paths in 𝔽sa(H) with
H0 = H

′
0 and H1 = H

′
1 and such that there exists a gap-continuous homotopy between the

two paths leaving the endpoints fixed. Then Sf(t ∈ [0, 1] 󳨃→ Ht) = Sf(s ∈ [0, 1] 󳨃→ H′t ).

Proof. Let h : [0, 1] × [0, 1] → 𝔽sa(H) be a gap-continuous homotopy between the paths
t ∈ [0, 1] 󳨃→ Ht and t ∈ [0, 1] 󳨃→ H′t . Then Theorem 6.3.14 implies that the composition
C ∘ h : [0, 1] × [0, 1] → 𝔽𝕌0(H) is a norm-continuous homotopy between the paths
t ∈ [0, 1] 󳨃→ C(Ht) and t ∈ [0, 1] 󳨃→ C(H′t ). Therefore, by Theorem 4.5.6,

Sf([0, 1] 󳨃→ C(Ht)) = Sf([0, 1] 󳨃→ C(H′t )).

The claim follows from Definition 7.1.1.

7.2 The η-invariant and spectral flow

As already briefly mentioned in Section 1.3, Atiyah, Patodi, and Singer [14] introduced
the η-invariant as a measure of the spectral asymmetry of an invertible self-adjoint op-
erator H = H∗ under the condition that H has compact resolvent with eigenvalues de-
caying sufficiently fast. Let us first start with a formal definition of the η-function by

η(H , s) = Tr(H |H |−s−1) = ∑
j
sgn(λj)|λj|

−s, (7.2)

where s > 0 and λj are the eigenvalues of H (this clearly makes sense if |H|−s is trace
class). It is then often possible (e. g., for certain classes of pseudo-differential operators
[177, 14, 28, 125]) to show that the η-function has a meromorphic extension given by

η(H , s) = Tr(H(H2)
− s+12 ) =

1
Γ( s+12 )

∞

∫
0

dt t
s−1
2 Tr(He−tH

2
). (7.3)

Whenever η(H , s) is regular at s = 0, one says that the η-invariant of H is well defined
and given by η(H) = η(H , 0). Here the analyticity in s and its possible poles will not be
further analyzed. We rather proceed with the following definition.

Definition 7.2.1. Let H be a self-adjoint operator with compact resolvent and such that
He−tH

2
is trace class for all t > 0. Then the η-invariant of H is defined by

η(H) = 1
√π

∞

∫
0

dt t−
1
2 Tr(He−tH

2
), (7.4)

provided that the integral is finite, in which case we will say that the η-invariant exists.
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Let us first note that η(H) = Sig(H) if H is a matrix, see (1.10). Furthermore, one
clearly has η(H) ∈ ℝ as H = H∗ so that Tr(He−tH

2
) ∈ ℝ. In some situations such as

Proposition 10.5.10 in Section 10.5, one can even show η(H) ∈ ℤ. Also let us note that
Lemma 7.2.3 below shows that the trace class property of e−tH

2
also implies that He−tH

2

is trace class. What is required in Definition 7.2.1 is, moreover, the integrability condi-
tion in (7.4). Proving the existence of the η-invariant is, in general, a delicate issue. It
is known to exist for Dirac operators on compact closed manifolds [14, 28]. Later on in
Section 10.5, it will be shown that the η-invariant of the spectral localizer associated to a
low-dimensional index pairing exists. It is the aim of this section to prove a connection
between the η-variant and the spectral flow of a suitable path, first stated in the work of
Getzler [96] and further analyzed in [93]. While we essentially follow the intuitive line
of proof in [96], some essential modifications are necessary. In particular, the DuHamel
formula stated and used in [96] does not hold (as pointed out via a counterexample in
[56]). Another idea to prove Theorem 7.2.2 below was put forward by Carey and Phillips
[55, 56]. It is based on a variation of the formula given in Theorem 5.7.9 which is briefly
discussed in Remark 5.7.10. This alternative approach, moreover, extends to the semifi-
nite setting of Chapter 11, see [56]. Section 10.5 will present an application of the theorem
below to a particular situation in which the corrective term given by the limit actually
vanishes.

Theorem 7.2.2. Let t ∈ [0, 1] 󳨃→ Ht = H0 +Vt ∈ 𝔽
C
sa(H) be such that the endpoints H0 and

H1 are invertible with existing η-invariants and t 󳨃→ Vt ∈ 𝔹sa(H) is differentiable. Then

Sf(t ∈ [0, 1] 󳨃→ Ht) =
1
2
(η(H1) − η(H0)) + limϵ→0

ϵ
1
2

π
1
2

1

∫
0

dt Tr(𝜕tHte
−ϵH2

t ).

As a first preparation for the proof, let us state a stability result for the trace
Tr(He−tH

2
) entering into (7.4). For later use, it will be stated a bit more generally than

needed.

Lemma 7.2.3. Let H0 ∈ 𝔽
C
sa(H) such that Tr(e−tH

2
0 ) < ∞ for some t > 0. Further let

V ∈ 𝔹sa(H) and set H = H0 + V. Then one has

Tr(e−tH
2
) ≤ e2t‖V‖

2
Tr(e−

t
2H

2
0 ),

and for all α > 0,

Tr(󵄨󵄨󵄨󵄨H
αe−tH

2 󵄨󵄨󵄨󵄨) ≤ (
α
et
)

α
2

et‖V‖
2
Tr(e−

t
4H

2
0 ).

Proof. First of all, for all δ ∈ (0, 1),

(H0 + V )
2 = (1 − δ2)H2

0 + (δH0 + δ
−1V)2 + (1 − δ−2)V 2
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≥ (1 − δ2)H2
0 − δ
−2V 2

≥ (1 − δ2)H2
0 − δ
−2‖V‖21.

Now, as Tr(e−A) < Tr(e−B) for 0 ≤ B ≤ A,

Tr(e−t(H0+V )
2
) ≤ etδ

−2‖V‖2 Tr(e−t(1−δ
2)H2

0 ).

Choosing δ2 = 1
2 implies the first claim. For the second, simply bound

Tr(󵄨󵄨󵄨󵄨(H0 + V )
αe−t(H0+V )

2 󵄨󵄨󵄨󵄨) ≤
󵄩󵄩󵄩󵄩|H0 + V |

αe−
t
2 (H0+V )

2󵄩󵄩󵄩󵄩 Tr(e
− t2 (H0+V )

2
)

≤ (
α
et
)

α
2

Tr(e−
t
2 (H0+V )

2
),

because λαe−
t
2 λ

2
≤ ( αet )

α
2 for λ ≥ 0. Now the first bound implies the claim.

Proof of Theorem 7.2.2. First of all, let us state a fact that will be used, but not proved
in detail: by an arbitrarily small bounded perturbation, the path t ∈ [0, 1] 󳨃→ Ht can be
moved into a generic position inwhich all eigenvalue crossings are simple and transver-
sal, namely if Ker(Ht) ̸= {0} then dim(Ker(Ht)) = 1 and the eigenvalue λt satisfies
𝜕tλt ̸= 0. This can be achieved by adapting the proof of Proposition 4.3.2. Clearly, moving
the path into a generic path does not change the spectral flow and for the generic path
one can then use the sum of eigenvalue crossings to compute the spectral flow, just as
in Proposition 4.3.3.

Next let us show that also the right-hand side in the claim of Theorem 7.2.2 does not
change when the path is moved into a generic position. For that purpose, it is sufficient
to show that this is true for the integral on the right-hand side. Indeed, this integral can
be understood as the integral over a 1-form αϵ on the linear space 𝔹sa(H) defined by

αϵ,H (X) = Tr(Xe
−ϵH2
),

namely one has

1

∫
0

dt Tr(𝜕tHte
−ϵH2

t ) = ∫
[t∈[0,1]󳨃→Ht]

αϵ .

The independence of the integral under deformations follows by standard arguments
(see the proof of Proposition 5.7.6) once it is shown that the 1-form αϵ is closed, namely
for all X , Y ∈ 𝔹sa(H) (which is the tangent space to 𝔹sa(H)) one has

𝜕s|s=0αϵ,H+sY (X) = 𝜕s|s=0αϵ,H+sX (Y ).

To check this, let us begin by computing
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𝜕s|s=0αϵ,H+sY (X) = 𝜕s|s=0 Tr(Xe
− ϵ2 (H+sY )

2
e−

ϵ
2 (H+sY )

2
)

= 𝜕s|s=0 Tr(Xe
− ϵ2 (H+sY )

2
e−

ϵ
2H

2
)

+ 𝜕s|s=0 Tr(Xe
− ϵ2H

2
e−

ϵ
2 (H+sY )

2
).

Note that both summands contain a trace class factor e−
ϵ
2H

2
. Now the other factor will

be rewritten as the absolutely convergent integral

e−
ϵ
2 (H+sY )

2
=

1
√ϵ
∫
ℝ

dλ
√2π

e−
λ2
2ϵ e𝚤λ(H+sY ).

Now the derivative can be computed using DuHamel’s formula [163, p. 69]:

𝜕s|s=0αϵ,H+sY (X) =
1
√ϵ
∫
ℝ

dλ
√2π

e−
λ2
2ϵ

1

∫
0

dr[Tr(Xe𝚤(1−r)λH 𝚤λYe𝚤rλHe−
ϵ
2H

2
)

+ Tr(Xe−
ϵ
2H

2
e𝚤(1−r)λH 𝚤λYe𝚤rλH)]

=
1
√ϵ
∫
ℝ

dλ
√2π

e−
λ2
2ϵ

1

∫
0

dr[Tr(Ye−
ϵ
2H

2
e𝚤rλH 𝚤λXe𝚤(1−r)λH)

+ Tr(Ye𝚤rλH 𝚤λXe𝚤(1−r)λH e−
ϵ
2H

2
)]

= 𝜕s|s=0αϵ,H+sX (Y ).

In conclusion, for the remainder of the proof one can assume that the path is in a generic
position.

To continue the argument, let us introduce the regularized η-invariant by

ηϵ(H) =
1
√π

∞

∫
ϵ

ds s−
1
2 Tr(He−sH

2
), (7.5)

where ϵ > 0. If the η-invariant of H exists, then clearly limϵ→0 ηϵ(H) = η(H). This is
known forH0 by hypothesis, and it will be shownnext that ηϵ(H) exists for allH = H0+V
for V ∈ 𝔹sa(H) so that it holds, in particular, along the path Ht . First of all, let us note
that if H has a kernel with an associated orthogonal projection P, then Tr(PHe−ϵH

2
) = 0.

Now, as H has compact resolvent, one can assume that there is a constant g > 0 such
that H2 ≥ g2. Then ηϵ(Ht) can be bounded as follows:

√πηϵ(H) ≤
∞

∫
ϵ

ds s−
1
2 Tr(He−sH

2
)

≤
∞

∫
ϵ

ds s−
1
2 Tr(|H|e(−ϵ+ϵ−s)H

2
)
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≤
∞

∫
ϵ

ds s−
1
2 Tr(|H|e−ϵH

2
)󵄩󵄩󵄩󵄩e
−(s−ϵ)H2󵄩󵄩󵄩󵄩

≤ ϵ−
1
2 Tr(|H |e−ϵH

2
)
∞

∫
ϵ

ds e−(s−ϵ)g
2

= ϵ−
1
2 Tr(|H |e−ϵH

2
)
1
g2
< ∞.

Next let us show that the map t 󳨃→ ηϵ(Ht) is continuously differentiable in every
point t ∈ [0, 1] where Ker(Ht) is trivial (in the other points, it will be shown below that
it is not even continuous and has a jump). In these points, there exists a gt > 0 such that
H2
t ≥ g

2
t and, consequently, as above

Tr(e−
s
2H

2
t ) ≤ Tr(e−

s
4H

2
t )e−

s
4 g

2
t ,

which is integrable at s = ∞. Moreover, ‖Hte
− s2H

2
t ‖ ≤ (es)−

1
2 as in the proof of Lem-

ma 7.2.3. Hence in the following computation based on the Leibniz rule, all terms are
absolutely convergent:

√π𝜕tηϵ(Ht) =
∞

∫
ϵ

ds s−
1
2 [Tr(𝜕tHte

−sH2
t ) + Tr(e−

s
2H

2
t Ht(𝜕te

− s2H
2
t )) + Tr(Hte

− s2H
2
t (𝜕te
− s2H

2
t ))].

For the evaluation of the latter two summands, let us appeal as above to the Fourier
transform and DuHamel formula:

𝜕te
− s2H

2
t =

1
√s
∫
ℝ

dλ e−
1
2
λ2
s

1

∫
0

dr e𝚤(1−r)λHt 𝚤λ𝜕tHte
𝚤rλHt .

Replacing and using the cyclicity of the trace, allowed due to the trace class factor e−
s
2H

2
t ,

one finds

Tr(Hte
− s2H

2
t (𝜕te
− s2H

2
t )) =

1
√s
∫
ℝ

dλ e−
1
2
λ2
s Tr(𝚤λHte

𝚤λHte−
s
2H

2
t 𝜕tHt)

= − Tr(sH2
t e
− s2H

2
t e−

s
2H

2
t 𝜕tHt).

The other summand has exactly the same value. Therefore, using integration by parts,

√π𝜕tηϵ(Ht) =
∞

∫
ϵ

ds s−
1
2 Tr(𝜕tHte

−sH2
t ) − 2

∞

∫
ϵ

ds s
1
2 Tr(𝜕tHtH

2
t e
−sH2

t )

=
∞

∫
ϵ

ds s−
1
2 Tr(𝜕tHte

−sH2
t ) + 2

∞

∫
ϵ

ds s
1
2 𝜕s Tr(𝜕tHte

−sH2
t )
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= −2ϵ
1
2 Tr(𝜕tHte

−ϵH2
t ).

Let us also note that it is possible to show that t 󳨃→ 𝜕tηϵ(Ht) is continuous at all points
where Ker(Ht) is trivial. This readily follows by invoking once again Lemma 7.2.3, but
we do not spell out the details.

Next let us focus on a point t where Ker(Ht) is nontrivial. Because the path is in a
generic position, one then has dim(Ker(Ht)) = 1 and the crossing eigenvalue λt satisfies
𝜕tλt ̸= 0. Let δ 󳨃→ Pt+δ denote the associated kernel projection which for δ sufficiently
small is one-dimensional. Inserting 1 = Pt + (1 − Pt) in the trace in ηϵ(Ht) and using that
the contribution of 1 − Pt is continuous in t, one finds

ηϵ(Ht+0) − ηϵ(Ht−0) = limδ↓0
(ηϵ(Ht+δ) − ηϵ(Ht−δ))

= lim
δ↓0

1
√π

∞

∫
ϵ

ds s−
1
2 Tr(Ht+δe

−sH2
t+δ − Ht−δe

−sH2
t−δ )

= lim
δ↓0

1
√π

∞

∫
ϵ

ds s−
1
2 Tr(Pt+δHt+δe

−sH2
t+δ − Pt−δHt−δe

−sH2
t−δ ).

Next expanding the eigenvalue shows Pt+δHt+δ = λt+δPt+δ = 𝜕tλtPt+δδ + O(δ
2). Now let

us set

sgnϵ(λ) =
1
√π

∞

∫
ϵ

ds s−
1
2 λe−sλ

2
, λ ∈ ℝ.

Then the following integral identities (similar to (1.12) in the introductory chapter) can
be used:

lim
λ↑0

sgnϵ(λ) = −1, lim
λ↓0

sgnϵ(λ) = 1.

This implies

ηϵ(Ht+0) − ηϵ(Ht−0)

= lim
δ↓0

1
√π

∞

∫
ϵ

ds s−
1
2 (2𝜕tλtδ + O(δ

2))e−s(δ
2(𝜕tλt)

2+O(δ3))

= 2 sgn(𝜕tλt).

Finally, one can compute the spectral flow of t ∈ [0, 1] 󳨃→ Ht as the sum of contributions
over all t ∈ [0, 1] such that Ker(Ht) ̸= {0}:

Sf(t ∈ [0, 1] 󳨃→ Ht) = ∑
Ker(Ht) ̸={0}

sgn(𝜕tλt)
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=
1
2
∑

Ker(Ht) ̸={0}
(ηϵ(Ht+0) − ηϵ(Ht−0))

=
1
2
(ηϵ(H1) − ηϵ(H0)) −

1
2

1

∫
0

dt 𝜕tηϵ(Ht)

=
1
2
(ηϵ(H1) − ηϵ(H0)) +

ϵ
1
2

π
1
2

1

∫
0

dt Tr(𝜕tHte
−ϵH2

t ),

due to the fundamental theorem and the above formula for 𝜕tηϵ(Ht). This holds for all
ϵ > 0, but as the limit ϵ → 0 of the first two terms exists, also the limit of the last one
exists. This proves the claimed formula for the spectral flow.

7.3 Conley–Zehnder index as spectral flow

As an application of the last sections, it is here shown that the Conley–Zehnder index
associated to a path ofmonodromymatrices of a one-parameter family of periodic linear
Hamiltonian systems is equal to the spectral flow of the Fredholm operator associated
to the Hamiltonian systems. Such a connection goes back to the work of Robbin and
Salamon, see Theorem 7.42 in [160]. The setup is, moreover, the same as in Section 12.3
where the bifurcations of the family are analyzed.

The family of periodic linear Hamiltonian systems are of the form

{
I𝜕su(s) + At(s)u(s) = 0, s ∈ 𝕊1 ≅ [0, 2π],
u(0) = u(2π),

(7.6)

where (t, s) ∈ [0, 1] × ℝ 󳨃→ At(s) is a continuous family of self-adjoint 2N × 2N matrices
that is 2π-periodic in s, and I is the standard symplectic form given in (2.1). The real vari-
able t is an external parameter. Note that if At is real, then also u can be chosen real, and
actually all objects in the following are real. Let us also note that after the basis change
given by the Cayley transform (2.2), one can also use the standard indefinite Krein form
J multiplied by 𝚤. In this representation the reality condition takes a different form. Ac-
tually, the algebraic manipulations in this section become a bit more transparent in the
standard representation because then no Cayley transform is needed. We rather stick
with the standard from (7.6), also to illustrate the implementation of the basis change.

The crucial remark is that the solutions of (7.6) for each fixed value of t are the
kernel of the self-adjoint Fredholm operator

Ht : W
1,2(𝕊1, ℂ2N ) ⊂ L2(𝕊1, ℂ2N ) → L2(𝕊1, ℂ2N )

given by
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Htu = I𝜕su + Atu, u ∈ W 1,2(𝕊1, ℂ2N ). (7.7)

These operators have a constant domain and are self-adjoint Fredholm operators which
depend continuously on twhen considered as bounded operators betweenW 1,2(𝕊1, ℂ2N )
and L2(𝕊1, ℂ2N ) (see [160]). Its use in context with (7.6) is based on

dim(Ker(Ht)) = #{linear independent solutions of (7.6) for fixed t}. (7.8)

Next let Ψt(s) be the fundamental solution of (7.6), namely the unique time-
dependent 2N × 2N matrix solution of the initial value problem

I𝜕sΨt(s) + At(s)Ψt(s) = 0, Ψt(0) = 1. (7.9)

The solution Ψt(s) is I-unitary (and actually symplectic if At is real) for all (t, s) as
𝜕s(Ψ
∗
t IΨt) = 0 and Ψ

∗
t (0)IΨt(0) = I . In particular, the same holds for the monodromy

matrix

Mt = Ψt(2π).

Thismonodromymatrix provides anotherway to approach the solutions of (7.6), namely
one has

dim(Ker(Mt − 1)) = #{linear independent solutions of (7.6) for fixed t}. (7.10)

Now the kernel Ker(Mt ∓ 1) is precisely the object that can be accessed via intersection
theory of Lagrangian planes in the Krein space (ℂ4N , (−I) ⊕ I). As in (2.23), one has

dim(Ker(Mt ∓ 1)) = dim(Ran((
1
Mt
)) ∩ F±),

whereF± = Ran(( 1±1)) is the 2N -dimensional reference plane inℂ
4N . This is explained in

detail in Section 2.3 for the Krein space (ℂ4N , (−J)⊕J), but, as already stressed, the whole
Section 2.3 directly transposes to (ℂ4N , (−I)⊕ I) after the basis change (2.2) is carried out.
In particular, the Conley–Zehnder index of the path t ∈ [0, 1] 󳨃→ Mt of I-unitaries is
defined by

CZ(t ∈ [0, 1] 󳨃→ Mt) = CZ(t ∈ [0, 1] 󳨃→ CMtC
∗),

where on the right-hand side there is a path of J -unitaries. Next recall that the Conley–
Zehnder index is related to the eigenvalue passages through −1. As here the focus is
rather on the periodic solution and therefore the eigenvalue passages through 1, one
rather looks at the Conley–Zehnder index of the path t ∈ [0, 1] 󳨃→ −Mt which is

CZ(t ∈ [0, 1] 󳨃→ −Mt) = BMF+
(t ∈ [0, 1] 󳨃→ Ran(1 ⊕MtF+)).
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Based on (7.8) and (7.10), it is now reasonable to expect that there is a tight-connection
between the spectral flow of t 󳨃→ Ht and the Conley–Zehnder index of t 󳨃→ −Mt . Indeed,
the dimensions at the intersection points are the same. The following result states that
also their orientations are the same.

Proposition 7.3.1. If (7.6) only has the trivial solution for t = 0, 1, then

Sf(t ∈ [0, 1] 󳨃→ Ht) = −CZ(t ∈ [0, 1] 󳨃→ −Mt). (7.11)

Proof. Let us first note without a detailed proof that Propositions 4.3.5 and 4.3.6 can be
proved verbatim for the unbounded self-adjoint Fredholm operators Ht with constant
domain (see [200]). Thus, after perturbing by δ1 for a sufficiently small δ, it can be as-
sumed that all crossings of t 󳨃→ Ht are regular. Moreover, this perturbation does not
affect the Conley–Zehnder index because it shifts At 󳨃→ At + δ1 and Mt depends con-
tinuously on this shift so that, due to the fact that there are no nontrivial solutions at
the boundary points, the Conley–Zehnder index is not changed. Hence it is sufficient to
show (7.11) under the additional assumption that t 󳨃→ Ht only has regular crossings.

Let now t0 be a regular crossing of t 󳨃→ Ht . The crossing form at t0 is

Γt0 (ϕ) = ⟨ϕ
󵄨󵄨󵄨󵄨(𝜕tHt)t0ϕ⟩

=
2π

∫
0

⟨ϕ(s)󵄨󵄨󵄨󵄨(𝜕tAt(s))t0ϕ(s)⟩ds

=
2π

∫
0

⟨u󵄨󵄨󵄨󵄨Ψ
∗
t0 (s)(𝜕tAt(s))t0Ψt0 (s)u⟩ds, (7.12)

where ϕ ∈ Ker(Ht0 ) ⊂ L
2(𝕊1, ℂ2N ) and u = ϕ(0) ∈ ℂ2N . In particular, Mt0u = u. Now

rewriting (7.9) leads to that

𝜕tAt(s)Ψt(s) = −I𝜕t𝜕sΨt(s) − At(s)𝜕tΨt(s) (7.13)

and

Ψ∗t (s)At(s) = 𝜕s(Ψ
∗
t (s)I). (7.14)

Plugging (7.13) and (7.14) into (7.12) yields, using Ψt(0) = 1,

Γt0 (ϕ) = −
2π

∫
0

⟨u󵄨󵄨󵄨󵄨(Ψ
∗
t0 (s)I(𝜕t𝜕sΨt(s))t0 + Ψ

∗
t0 (s)At0 (s)(𝜕tΨt(s))t0)u⟩ds

= −
2π

∫
0

⟨u󵄨󵄨󵄨󵄨(Ψ
∗
t0 (s)I𝜕s(𝜕tΨt(s))t0 + 𝜕s(Ψ

∗
t0 (s)I)(𝜕tΨt(s))t0)u⟩ds
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= −
2π

∫
0

⟨u󵄨󵄨󵄨󵄨𝜕s(Ψ
∗
t0 (s)I(𝜕tΨt(s))t0)u⟩ds

= −⟨u󵄨󵄨󵄨󵄨Ψ
∗
t0 (2π)I(𝜕tΨt(2π))t0u⟩

= −⟨u󵄨󵄨󵄨󵄨M
∗
t0 I(𝜕tMt)t0u⟩,

where still ϕ ∈ Ker(Ht0 ) ⊂ L
2(𝕊1, ℂ2N ) and u = ϕ(0) ∈ ℂ2N withMt0u = u.

On the other hand,

CZ(t ∈ [0, 1] 󳨃→ −Mt) = Sf(t ∈ [0, 1] 󳨃→ S(−CMtC
∗)).

Now setting v = Cu and using Theorem 2.3.3,

CMt0C
∗v = v ⇐⇒ S(CMt0C

∗)v = v ⇐⇒ S(−CMt0C
∗)Jv = −Jv.

Then by Lemma 2.3.9,

⟨Jv󵄨󵄨󵄨󵄨S(−CMt0C
∗)
∗
𝜕tS(−CMtC

∗)t0 |Jv⟩ = ⟨v
󵄨󵄨󵄨󵄨(CMt0C

∗)
∗J𝜕t(CMtC

∗)t0
󵄨󵄨󵄨󵄨v⟩

= ⟨u󵄨󵄨󵄨󵄨M
∗
t0(C
∗JC)(𝜕tMt)t0

󵄨󵄨󵄨󵄨u⟩

= 𝚤⟨u󵄨󵄨󵄨󵄨M
∗
t0 I(𝜕tMt)t0

󵄨󵄨󵄨󵄨u⟩.

Therefore the crossing from for the spectral flow of unitaries, see Definition 4.5.7, is
given by

−𝚤⟨Jv󵄨󵄨󵄨󵄨S(−CMt0C
∗)
∗
𝜕tS(−CMtC

∗)t0
󵄨󵄨󵄨󵄨Jv⟩ = −Γt0 (ϕ).

This implies the claim.

Remark 7.3.2. The invertibility of the endpoints of t 󳨃→ Ht in Proposition 7.3.1 is actually
not necessary. It is possible to work out the necessary amendments, taking into account
the boundary terms in Propositions 4.3.6 and 1.5.11. ⬦

Now let us spell out the implications of a nontrivial spectral flow of t 󳨃→ Ht , or, due
to Proposition 7.3.1, equivalently a nontrivial Conley–Zehnder index of the monodromy
matrices t 󳨃→ Mt . The setup described above directly implies the following statement:

Proposition 7.3.3. Let (7.6) be such that it only has the trivial solution for t = 0, 1. For
each t ∈ [0, 1], let mt = dim(Ker(Mt − 1)) denote the dimension of the solution space of
(7.6). Then

∑
t∈[0,1]

mt ≥
󵄨󵄨󵄨󵄨CZ(t ∈ [0, 1] 󳨃→ −Mt)

󵄨󵄨󵄨󵄨. (7.15)

The estimate (7.15) gives a lower bound on the number of linearly independent
solutions of (7.6) in terms of a topological quantity. In the present situation, the path
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t 󳨃→ At is fairly arbitrary and, consequently, there is also no monotonicity, say of the
unitaries t 󳨃→ S(−CMtC

∗). This lack of monotonicity implies that there is only an in-
equality in (7.15). For special paths, a monotonicity may hold, and then one can boost
(7.15) to an equality. An example for this is oscillation theory in the energy variable.
More precisely, if At stems from a regular matrix-valued Sturm–Liouville operator on
the interval 𝕊1 ≅ [0, 1) and t is the spectral parameter of the associated self-adjoint oper-
ator, then one can prove a monotonicity statement exactly as in Section 2.5, see [35, 173],
and then conclude that an analogous result to Theorem 2.5.1 holds. For this reason, the
claim of Proposition 7.3.3 is also referred to as a result of relative oscillation theory.

7.4 Spectral flow as index via semiclassics

This section presents a generalization of Section 3.5 to a setting with self-adjoint Fred-
holm operators acting on infinite dimensional fibers, namely the spectral flow of a path
of self-adjoint Fredholm operators is shown to be equal to the index of a Fredholm oper-
ator. In contrast to Section 3.5, this connection does not hold for all paths of Fredholm op-
erators, but only for some types of paths. Therefore let us consider a path of self-adjoint
Fredholm operators of the form

t ∈ ℝ 󳨃→ Ht = H + Kt ∈ 𝔽sa(H), (7.16)

whereH :W→ H is a possibly unbounded self-adjoint Fredholmoperatorwith domain
W and t ∈ ℝ 󳨃→ Kt ∈ 𝔹sa(H) is a continuous path of bounded self-adjoints. Furthermore,
one of the following two assumptions is supposed to hold:
Case A: W equippedwith theH-norm is compactly embedded inH andK±= limt→±∞ Kt

exist and are such that H± = H + K± are invertible.
Case B: H is bounded, Kt is compact and K± = limt→±∞ Kt exist and are such that H± =

H + K± are invertible.

Note that in both cases the spectral flow of the path t ∈ ℝ 󳨃→ Ht is well defined as there
is a compact interval I ⊂ ℝ such that Ht is invertible for all t ∈ ℝ \ I . Then one defines
the spectral flow as

Sf(t ∈ ℝ 󳨃→ Ht) = Sf(t ∈ I 󳨃→ Ht).

Now the following result is similar to Theorem 3.5.1.

Theorem 7.4.1. Let t ∈ ℝ 󳨃→ Ht be a path as above which is either in Case A or in Case B.
Similar as in (3.3), we define the operator DH : W

1,2(ℝ,W) → L2(ℝ,H) by

DH = 𝜕t − Ht .

Then DH is a Fredholm operator with index given by

Ind(DH ) = − Sf(t ∈ ℝ 󳨃→ Ht). (7.17)
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Case A of this theoremwas proved by Robbin and Salamon [160], while Case B is the
one-dimensional case of Callias index theorem [45], see also Abbondandolo and Majer
[1], Pushnitski [155], as well as [94, 95]. Before going into the proof, let us stress that
Ind(DH ) = − Sf(t ∈ ℝ 󳨃→ Ht) does not hold for all continuous paths t ∈ ℝ 󳨃→ Ht of
self-adjoint Fredholm operators. The following example is essentially taken from [1].

Example 7.4.2. Let P0, P1 ∈ 𝔹(H) be projections with infinite-dimensional kernels and
ranges such that (P0, P1) is a Fredholm pair of index k ∈ ℤ \ {0}. Let U ∈ 𝕌(H) be a
unitary such that U∗P0U = P1. Choose a smooth path t ∈ ℝ 󳨃→ Ut such that Ut = 1 for
t ≤ 0 and Ut = U for t ≥ 1. For every ϵ > 0, consider the smooth path

t ∈ ℝ 󳨃→ Hϵ,t = U
∗
t
ϵ
(1 − 2P0)U t

ϵ

of self-adjoint and invertible operators. Clearly, Sf(t ∈ ℝ 󳨃→ Hϵ,t) = 0 for all ϵ > 0. When
ϵ converges to zero, Hϵ,t converges in L

1(ℝ, 𝔹(H)) to the piecewise-continuous path

t ∈ ℝ 󳨃→ H0,t = (1 − 2P0)χ(−∞,0] + (1 − 2P1)χ(0,∞).

The stable and unstable directions of H0 (notably E
s
H0

and EuH0
, as defined and denoted

in [1]) are given by Ran(P1) and Ran(1−P0), respectively. Therefore by Theorem 5.1 in [1],
DH0

is a Fredholm operator of index k. As limϵ→0 ‖DHϵ
− DH0
‖ = 0, this implies that DHϵ

is a Fredholm operator and Ind(DHϵ
) = k ̸= Sf(t ∈ ℝ 󳨃→ Ht,ϵ) for ϵ sufficiently small. ⬦

Here we provide a new proof based on a semiclassical argument similar toWitten’s
proof of the Morse inequalities (e. g., [67]). The argument will heavily use the operators
DH ,κ : W

1,2(ℝ,W) → L2(ℝ,H) defined by

DH ,κ = κ𝜕t − Ht

for κ > 0 and Lκ : W
1,2(ℝ,W) ⊗ ℂ2 → L2(ℝ,H) ⊗ ℂ2 given by

Lκ = (
0 D∗H ,κ

DH ,κ 0
) .

The latter satisfies the so-called supersymmetry relation

JLκJ = −Lκ , J = (1 0
0 −1
) .

It will be shown that Lκ is a self-adjoint Fredholm operator. Hence its index vanishes,
but actually the kernel allows computing the index of DH ,κ via

Sig(J |Ker(Lκ)) = Ind(DH ,κ). (7.18)
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Note that the left-hand side makes sense because Ker(Lκ) is a J -invariant subspace. To
compute the kernel, one may assume that the path t ∈ ℝ 󳨃→ Kt is differentiable, see
Lemma 7.4.5 below. Denote the derivatives byH′t = K

′
t . Next let us use Ker(Lκ) = Ker(L

2
κ)

and compute

(Lκ)
2 = −κ2𝜕2t + (

(Ht)
2 + κH′t 0
0 (Ht)

2 − κH′t
) . (7.19)

Now let us note that (Lκ)
2 is an operator-valued one-dimensional Schrödinger opera-

tor with semiclassical constant κ. It has a compact resolvent. It will be shown that all
eigenvalues close to 0 can, at least for κ sufficiently small, be computed as a sum of con-
tributions that are localized in the variable t. By Krein type stability arguments, one can
then easily access the desired signature in (7.18).

Lemma 7.4.3. The operator

Lκ : W
1,2(ℝ,W) ⊗ ℂ2 ⊂ L2(ℝ,W) ⊗ ℂ2 → L2(ℝ,W) ⊗ ℂ2

is self-adjoint for all κ > 0.

Proof. Let us first decompose Lκ as follows:

Lκ = κ (
0 −𝜕t
𝜕t 0
) − (

0 H
H 0
) − (

0 Kt
Kt 0
) . (7.20)

The first two summands are commuting self-adjoint operators acting on the space
W 1,2(ℝ) ⊗ H ⊗ ℂ2 and L2(ℝ) ⊗W ⊗ ℂ2, respectively. Their sum is then self-adjoint on
the intersectionW 1,2(ℝ,W)2 ≅ W 1,2(ℝ) ⊗W ⊗ ℂ2. The last summand is by hypothesis a
bounded self-adjoint and therefore the Kato–Rellich theorem (e. g., [112, Theorem V.4.4])
implies that Lκ is self-adjoint on the same domain.

Lemma 7.4.4. The operator Lκ , as well as the operator DH ,κ , is Fredholm for all κ > 0.

Proof. Let us note that σ1Lκ = DH ,κ⊕D
∗
H ,κ where σ1 denotes the first Pauli matrix. There-

fore Lκ is Fredholm if and only if DH ,κ is Fredholm by Corollary 3.3.2.
Let us first deal with Case A by adapting an argument from [193]. Set

L±κ = (
0 −κ𝜕t − H±

κ𝜕t − H± 0
) .

Because (L±κ )
2 = −κ2𝜕2t + H

2
± > 0 by the invertibility of H±, it follows that the operator

L±κ : W
1,2(ℝ,W) → L2(ℝ,H) is invertible. Thus there is a constant c > 0 such that

L±κ + At is invertible for all paths t ∈ ℝ 󳨃→ At of bounded operators At ∈ 𝔹(H) such that
supt∈ℝ ‖At‖ < c. Let t± be such that ‖Kt−K−‖ < c on (−∞, t−] and ‖Kt−K+‖ < c on [t+,∞).
Further let χ± : ℝ → [0, 1] be two smooth functions supported on these sets and equal to
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1 on (−∞, t− − 1] and [t+ + 1,∞), respectively. Introduce χ : ℝ → [0, 1] by χ
2 = 1− χ2− − χ

2
+.

Then χ is supported on I = [t− − 1, t+ + 1]. As Lκ is self-adjoint by Lemma 7.4.3, Lκ + 𝚤 is
invertible. Moreover, by the above, Lκ restricted to the support of χ+ and χ− is invertible.
Hence one can set

Q = χ−(Lκ)
−1χ− + χ(Lκ + 𝚤)

−1χ + χ+(Lκ)
−1χ+.

The Fredholm property of Lκ will follow once it is shown that Q is a pseudoinverse to
Lκ , namely an inverse up to a compact operator. One has

LκQ − 1 = Lκχ(Lκ + 𝚤)
−1χ + ∑

σ=±
Lκχσ(Lκ)

−1χσ − 1

= χLκ(Lκ + 𝚤)
−1χ + [Lκ , χ](Lκ + 𝚤)

−1χ + ∑
σ=±
[Lκ , χσ](Lκ)

−1χσ − χ
2

= −𝚤χ(Lκ + 𝚤)
−1χ + [Lκ , χ](Lκ + 𝚤)

−1χ + ∑
σ=±
[Lκ , χσ](Lκ)

−1χσ .

It remains to show that each summand is compact. Let us recall from Lemma 7.4.3 that
Lκ : W

1,2(ℝ,W) → L2(ℝ,H) is self-adjoint, hence (Lκ + 𝚤)
−1 : L2(ℝ,H) → W 1,2(ℝ,W)

is bounded. Because χ is compactly supported on I = [t− − 1, t+ + 1], one concludes that
also χ(Lκ + 𝚤)

−1 : L2(ℝ,H) → W 1,2(I ,W) is bounded. Moreover, note that the inclusion
W 1,2(I ,W) 󳨅→ L2(ℝ,H) is compact by the Rellich embedding theorem combined with
the hypothesis that W 󳨅→ H is compact. Therefore χ(Lκ + 𝚤)

−1 is a compact operator
on L2(ℝ,H). For the other summands, one can argue in the same manner, using that
(Lκ)
−1χσ : L

2(ℝ,H) → W 1,2(ℝ,W) is bounded and [Lκ , χσ] is compactly supported. As Lκ
is self-adjoint, QLκ − 1 = (LκQ − 1)

∗ is also compact and therefore Q is a pseudoinverse
to Lκ .

Let us next come to Case B (this is covered by the results of [1], but we provide a
different more direct proof). We show that DH ,κ is Fredholm, which is equivalent to the
Fredholm property of Lκ . The proof is similar to the argument leading to Theorem 3.5.1
dealing with the finite-dimensional situation. We first show that for all ϵ > 0 there is a
finite-dimensional projection Pϵ ∈ 𝔹(H) such that

󵄩󵄩󵄩󵄩PϵH(1 − Pϵ)
󵄩󵄩󵄩󵄩 < ϵ and 󵄩󵄩󵄩󵄩Kt(1 − Pϵ)

󵄩󵄩󵄩󵄩 < ϵ for all t ∈ ℝ.

Because Kt ∈ 𝔹(H) is compact for all t ∈ ℝ, there is a projection Pt ∈ 𝔹(H) such that
‖Kt(1 − Pt)‖ <

ϵ
3 . Moreover, there are projections P± such that ‖K±(1 − P±)‖ <

ϵ
3 . There

is t∗ > 0 such that ‖K− − Kt‖ <
ϵ
3 for t ∈ (−∞, −t∗) and ‖K+ − Kt‖ <

ϵ
3 for t ∈ (t∗,∞).

As t ∈ [−t∗, t∗] 󳨃→ Kt is uniformly continuous, there is δ > 0 such that ‖Kt′ − Kt′′‖ <
ϵ
3

for all t′, t′′ ∈ [−t∗, t∗] such that |t′ − t′′| < δ. Then we choose a finite set of points
t1 = −t∗ < t2 < ⋅ ⋅ ⋅ < tM = t∗ such that |tm−1 − tm| < δ for all m = 1, . . . ,M . Then for
t < −t∗, one has

󵄩󵄩󵄩󵄩Kt(1 − P−)
󵄩󵄩󵄩󵄩 = ‖KtP− − Kt‖
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= ‖KtP− − K−P− + K−P− − K− + K− − Kt‖
≤ ‖KtP− − K−P−‖ + ‖K−P− − K−‖ + ‖K− − Kt‖ < ϵ

and analogously for t > t∗. For t ∈ [−t∗, t∗], there is tm such that |t − tm| < δ. Then

󵄩󵄩󵄩󵄩Kt(1 − Ptm )
󵄩󵄩󵄩󵄩 = ‖KtPtm − Kt‖

= ‖KtPtm − KtmPtm + KtmPtm − Ktm + Ktm − Kt‖

≤ ‖KtPtm − KtmPtm‖ + ‖KtmPtm − Ktm‖ + ‖Ktm − Kt‖ < ϵ.

Next choose a finite-dimensional projection P̃ such that P̃ ≥ Ptm for allm. By the above,
‖Kt(1−P̃)‖ < ϵ for all t ∈ ℝ. By the spectral theoremand becauseH is self-adjoint, there is
H̃ ∈ 𝔹(H) such that ‖H − H̃‖ < ϵ and such that H̃ is of the form H̃ = ∑Nn=1 anPn for an ∈ ℝ
and projections Pn such that∑

N
n=1 Pn = 1. Let P̃n be the projection onto the range of PnP̃.

Then P̃n is finite dimensional and P̃n ≤ Pn holds for all n. Therefore Pϵ = ∑
N
n=1 P̃n is a

finite-dimensional projection commuting with H̃ and fulfilling Pϵ ≥ P̃. By construction,
‖Kt(1 − Pϵ)‖ < ϵ for all t ∈ ℝ and

󵄩󵄩󵄩󵄩PϵH(1 − Pϵ)
󵄩󵄩󵄩󵄩 =
󵄩󵄩󵄩󵄩Pϵ(H − H̃ + H̃)(1 − Pϵ)

󵄩󵄩󵄩󵄩
≤ 󵄩󵄩󵄩󵄩Pϵ(H − H̃)(1 − Pϵ)

󵄩󵄩󵄩󵄩 +
󵄩󵄩󵄩󵄩PϵH̃(1 − Pϵ)

󵄩󵄩󵄩󵄩
= 󵄩󵄩󵄩󵄩Pϵ(H − H̃)(1 − Pϵ)

󵄩󵄩󵄩󵄩 < ϵ.

Next let us show that there are constants a, c > 0 and ϵ > 0 such that

‖φ‖W 1,2 ≤ c(‖P[−a,a]φ‖L2([−a,a]) + ‖DH ,κφ‖L2) (7.21)

for all φ ∈ W 1,2(ℝ,H), where P[−a,a] = χ[−a,a] ⊗ Pϵ . This then allows finishing the proof
as follows. As the restriction φ 󳨃→ P[−a,a]φ is known to be a compact operator from
W 1,2(ℝ,H) into L2([−a, a],H) by the Rellich embedding theorem, DH has a closed range
and a finite-dimensional kernel by Proposition 3.2.6. As the same is true for D∗H = −D−H ,
the cokernel of DH is finite dimensional and DH is Fredholm.

For the proof of (7.21), let us first note that

‖φ‖W 1,2 = ‖φ‖L2 + ‖φ
′‖L2

= ‖φ‖L2 +
1
κ
󵄩󵄩󵄩󵄩(DH ,κ + H)φ

󵄩󵄩󵄩󵄩L2

≤ c1(‖φ‖L2 + ‖DH ,κφ‖L2), (7.22)

for some constant c1 > 0. Second, assume that Ht = Ĥ is constant, where Ĥ ∈ 𝔹(H) is
self-adjoint and invertible. As D∗Ĥ ,κDĤ ,κ = DĤ ,κD

∗
Ĥ ,κ = −κ

2𝜕2t + Ĥ
2 > ̃c > 0 and therefore

DĤ ,κ is invertible, there is a constant c2(Ĥ) such that

‖φ‖W 1,2 ≤ c2(Ĥ)‖DĤ ,κφ‖L2 . (7.23)
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Let us now decompose φ ∈ W 1,2(ℝ,H) into φ1 = (1 ⊗ Pϵ)φ and φ2 = (1 − (1 ⊗ Pϵ))φ.
For the considered (in general nonconstant) path t ∈ ℝ 󳨃→ Ht , there is a constant ã such
that

‖Ht − H±‖ ≤
1
2c2

for ±t ≥ ã,

where c2 = max{c2(H+), c2(H−)}. For φ1 such that φ1(t) = 0 for t ∈ [−ã, ã] let us set
φ1,+(t) = φ1(t)χ(t > 0) and φ1,−(t) = φ1(t)χ(t < 0). Then by (7.23),

‖φ1,+‖W 1,2 ≤ c2‖DH+ ,κφ1,+‖L2

≤ c2(
󵄩󵄩󵄩󵄩(DH+ ,κ − DH ,κ)φ1,+

󵄩󵄩󵄩󵄩L2 + ‖DH ,κφ1,+‖L2)

= c2(
󵄩󵄩󵄩󵄩(H+ − H)φ1,+

󵄩󵄩󵄩󵄩L2 + ‖DH ,κφ1,+‖L2)

≤
1
2
‖φ1,+‖L2 + c2‖DH ,κφ1,+‖L2

≤
1
2
‖φ1,+‖W 1,2 + c2‖DH ,κφ1,+‖L2 .

Therefore

‖φ+‖W 1,2 ≤ 2c2‖DH ,κφ+‖L2

and similarly

‖φ−‖W 1,2 ≤ 2c2‖DH ,κφ−‖L2 .

In conclusion,

‖φ‖W 1,2 ≤ 4c2‖DH ,κφ‖L2 (7.24)

for all φ1 such that φ1(t) = 0 for t ∈ [−ã, ã]. For general φ1 ∈ Ran(1⊗Pϵ), choose a smooth
cutoff function χ : ℝ → [0, 1] such that χ(t) = 0 for |t| > ã + 1 and χ(t) = 1 for t ∈ [−ã, ã].
Using (7.22) for χφ1 and (7.24) for (1 − χ)φ1, one obtains

‖φ1‖W 1,2 ≤ ‖χφ1‖W 1,2 + 󵄩󵄩󵄩󵄩(1 − χ)φ1
󵄩󵄩󵄩󵄩W 1,2

≤ c1(‖χφ1‖L2 +
󵄩󵄩󵄩󵄩DH ,κ(χφ1)

󵄩󵄩󵄩󵄩L2) + 4c2
󵄩󵄩󵄩󵄩DH ,κ((1 − χ)φ1)

󵄩󵄩󵄩󵄩L2

≤ c1(
󵄩󵄩󵄩󵄩P[−a,a]φ1

󵄩󵄩󵄩󵄩L2([−a,a]) +
󵄩󵄩󵄩󵄩DH ,κ(χφ1)

󵄩󵄩󵄩󵄩L2) + 4c2
󵄩󵄩󵄩󵄩DH ,κ((1 − χ)φ1)

󵄩󵄩󵄩󵄩L2

≤ c1(‖P[−a,a]φ1‖L2([−a,a]) + κ‖χ
′φ1‖L2 + ‖DH ,κφ1‖L2)

+ 4c2
󵄩󵄩󵄩󵄩DH ,κ(χφ1)

󵄩󵄩󵄩󵄩L2 + 4c2‖DH ,κφ1‖L2

≤ c1(‖P[−a,a]φ1‖L2([−a,a]) + κmaxt∈ℝ
󵄨󵄨󵄨󵄨χ
′(t)󵄨󵄨󵄨󵄨‖P[−a,a]φ1‖L2 + ‖DH ,κφ1‖L2)

+ 4c2κmaxt∈ℝ
󵄨󵄨󵄨󵄨χ
′(t)󵄨󵄨󵄨󵄨‖P[−a,a]φ1‖L2 + 8c2‖DH ,κφ1‖L2
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≤ c3(‖P[−a,a]φ1‖L2([−a,a]) + ‖DH ,κφ1‖L2),

where a = ã + 1 and c3 = max{c1 + (c1 + 4c2)κmaxt∈ℝ |χ
′(t)|, c1 + 8c2}.

To bound ‖φ2‖W 1,2 , without loss of generality, we assume that H is invertible which
can be achieved by replacingH byHt0 for some suitable t0 ∈ ℝ. Then for ϵ ≤

1
2c2(H)

, using
(7.23), one gets

‖φ2‖W 1,2 ≤ c2(H)
󵄩󵄩󵄩󵄩(κ𝜕t − H)φ2

󵄩󵄩󵄩󵄩L2

= c2(H)
󵄩󵄩󵄩󵄩(κ𝜕t − H − Kt + Kt)φ2

󵄩󵄩󵄩󵄩L2

≤ c2(H)(‖DH ,κφ2‖L2 + ‖Ktφ2‖L2)
= c2(H)(‖DH ,κφ2‖L2 +

󵄩󵄩󵄩󵄩Kt(1 − (1 ⊗ Pϵ))φ2
󵄩󵄩󵄩󵄩L2)

≤ c2(H)‖DH ,κφ2‖L2 +
1
2
‖φ2‖L2

≤ c2(H)‖DH ,κφ2‖L2 +
1
2
‖φ2‖W 1,2 .

Therefore

‖φ2‖W 1,2 ≤ 2c2(H)‖DH ,κφ2‖L2 .

One can conclude that

‖φ‖W 1,2 ≤ ‖φ1‖W 1,2 + ‖φ2‖W 1,2

≤ c3(‖P[−a,a]φ1‖L2([−a,a]) + ‖DH ,κφ1‖L2) + 2c2(H)‖DH ,κφ2‖L2
≤ c3‖P[−a,a]φ‖L2([−a,a]) +max{c3, 2c2(H)}(‖DH ,κφ1‖L2 + ‖DH ,κφ2‖L2). (7.25)

Moreover,

‖DH ,κφ1‖L2 + ‖DH ,κφ2‖L2
≤ 󵄩󵄩󵄩󵄩((1 ⊗ Pϵ) + (1 − (1 ⊗ Pϵ)))DH ,κφ1

󵄩󵄩󵄩󵄩L2

+ 󵄩󵄩󵄩󵄩((1 ⊗ Pϵ) + (1 − (1 ⊗ Pϵ)))DH ,κφ2
󵄩󵄩󵄩󵄩L2

≤ 󵄩󵄩󵄩󵄩(1 ⊗ Pϵ)DH ,κφ1
󵄩󵄩󵄩󵄩L2 +
󵄩󵄩󵄩󵄩(1 − (1 ⊗ Pϵ))(H + Kt)φ1

󵄩󵄩󵄩󵄩L2

+ 󵄩󵄩󵄩󵄩(1 − (1 ⊗ Pϵ))DH ,κφ2
󵄩󵄩󵄩󵄩L2 +
󵄩󵄩󵄩󵄩(1 ⊗ Pϵ)(H + Kt)φ2

󵄩󵄩󵄩󵄩L2

≤ 2󵄩󵄩󵄩󵄩(1 ⊗ Pϵ)DH ,κφ1 + (1 − (1 ⊗ Pϵ))DH ,κφ2
󵄩󵄩󵄩󵄩L2 + 4ϵ‖φ‖L2

≤ 2󵄩󵄩󵄩󵄩(1 ⊗ Pϵ)DH ,κφ1 + (1 − (1 ⊗ Pϵ))DH ,κφ1 + (1 − (1 ⊗ Pϵ))DH ,κφ2
+ (1 ⊗ Pϵ)DH ,κφ2

󵄩󵄩󵄩󵄩L2 + 4ϵ‖φ‖L2 + 2
󵄩󵄩󵄩󵄩(1 − (1 ⊗ Pϵ))DH ,κφ1

󵄩󵄩󵄩󵄩L2

+ 2󵄩󵄩󵄩󵄩(1 ⊗ Pϵ)DH ,κφ2
󵄩󵄩󵄩󵄩L2

≤ 2‖DH ,κφ‖L2 + 12ϵ‖φ‖L2
≤ 2‖DH ,κφ‖L2 + 12ϵ‖φ‖W 1,2 .

Inserting this into (7.25) leads to
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‖φ‖W 1,2 ≤ c3‖P[−a,a]φ‖L2([−a,a]) + 2max{c3, 2c2(H)}‖DH ,κφ‖L2
+ 12ϵmax{c3, 2c2(H)}‖φ‖W 1,2 .

For ϵ sufficiently small,

12ϵmax{c3, 2c2(H)} < 1,

therefore (7.21) holds for some constant c.

Note that, by Proposition 6.2.13 for Case A and Theorem 3.3.4 for Case B, the index
of DH ,κ is independent of κ > 0 as κ ∈ (0,∞) 󳨃→ Ind(DH ,κ) is constant. Therefore it is
sufficient to prove (7.17) for one κ > 0. Next we show that it is also sufficient to consider
smooth paths t ∈ ℝ 󳨃→ Kt .

Lemma 7.4.5. Let t ∈ ℝ 󳨃→ Ht = H + Kt ∈ 𝕊𝔽(H) be of the form described in Case A
or Case B. For any ϵ > 0, there exists a smooth path t ∈ ℝ 󳨃→ K̃t ∈ 𝔹sa(H) of bounded
and in Case B of even compact operators with ‖Kt − K̃t‖ < ϵ uniformly in t such that
eigenvalue crossings of the path t ∈ ℝ 󳨃→ H + K̃t are simple and transversal, namely
dim(Ker(H + K̃t)) ≤ 1 for all t ∈ [0, 1] and Ker(H + K̃t) = {0} except for a discrete set of
crossings. For any crossing t0, there is δ > 0 such that t ∈ (t0 − δ, t0 + δ) 󳨃→ K̃t is real
analytic and K̃ ′t |Ker(H+K̃t) ̸= 0. Moreover, the path t ∈ ℝ 󳨃→ K̃t can be chosen such that
limt→±∞(K̃)

′
t = 0.

Proof. As t ∈ ℝ 󳨃→ Kt is uniformly continuous, there is δ
′ > 0 such that ‖Kt′ − Kt′′‖ <

ϵ
16

for all t′, t′′ ∈ ℝ such that |t′ − t′′| < δ′. Let b > 0 be such that ‖Kt − K−∞‖ <
ϵ
16 for

t < −b and ‖Kt − K+∞‖ <
ϵ
16 for t > b and such that H + Kt is invertible for t ∉ [−b, b].

For a partition −b = t1, . . . , tM = b such that |tm − tm−1| < δ
′ for all m = 1, . . . ,M , one

can replace Kt on [tm−1, tm] by the linear path K̂t =
t−tm

tm−1−tm
Ktm−1 +

t−tm−1
tm−tm−1

Ktm . Then the
path t ∈ [−b, b] 󳨃→ K̂t is continuous and piecewise real analytic and ‖K̂t − Kt‖ <

ϵ
8

uniformly in t. If [−a, a] ∩ specess(H + K̂t) = 0 for a > 0 and t ∈ (tm−1, tm), by Theo-
rem VII.1.8 in [112] for Case B and Section VII.3.1 in [112] for Case A, one can cover the
set {(t, λ) ∈ [tm−1, tm] × [−a, a] : λ ∈ spec(H + K̂t)} by finitely many graphs of real-
analytic functions λj , each possibly defined on some subinterval of [tm−1, tm] if the eigen-
value leaves [−a, a]. In particular, Ker(H + K̂t) = {0} except for finitely many crossings
t ∈ [tm−1, tm] or Ker(H+K̂t) ̸= {0} for all t ∈ [tm−1, tm]. In the latter case, we choose a parti-
tion tm−1 = tm,0, . . . , tm,l = tm and cm,k such that±cm,k ∉ spec(H+K̂t) for all t ∈ [tm,l−1, tm,l]
and replace H + K̂t by H + K̃t = (H + K̂t) + ϵ̃(t − tm,l−1)(t − tm,l)(H + K̂t)χ[−cm,k ,cm,k ](H + K̂t)
where 0 < ϵ̃ < ϵ

8 is chosen such that Ker(H + K̃t) = {0} except for finitely many cross-
ings t ∈ [tm−1, tm]. Note that this path restricted to [−b, b] is piecewise real analytic as
t ∈ [tm,l−1, tm,l] 󳨃→ χ[−cm,k ,cm,k ](H + K̂t) is real analytic, for the same reasons as above.
Therefore there is a path t ∈ ℝ 󳨃→ K̂t such that H + K̂t is invertible except for a discrete
set of points and such that ‖K̂t−Kt‖ <

ϵ
4 uniformly in t. For Case B, K̂t is compact for all t.
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If t0 ∈ [0, 1] is such that t 󳨃→ K̂t is not analytic in t0 and such that Ker(H + K̂t0 ) ̸= 0,
there is an ϵ0 > 0 such thatH +K̂t0±ϵ0 is invertible. We then replace K̂t on [t0−ϵ0, t0+ϵ0]
by t0+ϵ0−t

2ϵ0
K̂t0−ϵ0 +

t−t0+ϵ0
2ϵ0

K̂t0+ϵ0 . Therefore, one can assume that Ker(H + K̂t) = {0} except
for a discrete set of crossings, and for each crossing t0, there is ϵ0 such that the map
t ∈ (t0 − ϵ0, t0 + ϵ0) 󳨃→ H + K̂t is real analytic. There are values a > 0 and 0 < δ < ϵ0
such that ±a ∉ spec(H + K̂t) and [−a, a] ∩ spec(H + K̂t) for t ∈ (t0 − δ, t0 + δ) consists of
finitely many eigenvalues of finite multiplicity. Then, again by Theorem VII.1.8 in [112],
there is a real-analytic path t ∈ (t0 − δ, t0 + δ) 󳨃→ Ut ∈ 𝕌(H) of unitaries such that
Ut Ran(χ[−a,a](H + K̂t)) = Ran(χ[−a,a](H + K̂t0 )). Then t 󳨃→ Ut(H + K̂t)U

∗
t |Ran(χ[−a,a](H+K̂t0 ))

is a real-analytic path of finite-dimensional operators and, by Theorem II.1.10 in [112],
there is a real-analytic path of unitaries t ∈ [0, 1] 󳨃→ Vt ∈ 𝔹(Ran(χ[−a,a](H + K̂t0 )), ℂ

M )
such that VtUt(H + K̂t)U

∗
t V
∗
t = diag(λ1(t), . . . , λM (t)) where t 󳨃→ λk(t) are real-analytic

functions representing the eigenvalues of H + K̂t . By Sard’s theorem, the complement
of the set of regular values of the eigenvalues λk , k = 1, . . . ,M in (t0 − δ, t0 + δ) has
measure zero. Therefore there are δ1, . . . , δM ∈ (−

ϵ
8 ,

ϵ
8 ) such that 0 is a common regular

value of the functions t 󳨃→ λk(t) + δk for k = 1, . . . ,M and such that dim(Ker(diag(λ1(t) +
δ1, . . . , λM (t)+δM ))) ≤ 1 for all t ∈ (t0−δ, t0+δ). Then settingH + K̆t = U

∗
t (V
∗
t diag(λ1(t)+

δ1, . . . , λN (t)+δN )Vt +(H + K̂t)(1−χ[−a,a](H + K̂t)))Ut the path t ∈ (t0 −δ, t0 +δ) 󳨃→ H + K̆t
is a real-analytic and has only simple and transversal eigenvalue crossings. Moreover,
there is ϵ̂ > 0 such that ‖K̆t − K̂t0−δ‖ <

ϵ
16 for all t ∈ (t0 − δ − ϵ̂, t0 − δ) and such that

‖K̆t − K̂t0+δ‖ <
ϵ
16 for all t ∈ (t0 +δ + ϵ̂, t0 +δ). We then replace t ∈ (t0 −δ − ϵ̂, t0 −δ) 󳨃→ K̂t

by the linear path t 󳨃→ K̆t connecting K̂t0−δ−ϵ̂ to K̆t0−δ and similar for t ∈ (t0+δ, t0+δ+ ϵ̂).
Then, by construction, the path t ∈ [0, 1] 󳨃→ K̆t , where K̆t = K̂t for t ∉ (t0−δ− ϵ̂, , t0+δ+ ϵ̂)
for all crossings t0, is continuous and all eigenvalue crossings are simple and transver-
sal. Its restriction to [−b, b] is piecewise real analytic. Let t∗,1, . . . , t∗,L ∈ [−b, b] be the
points at which K̆ is not analytic. For δ∗ > 0, let t ∈ ℝ 󳨃→ χδ∗ (t) ∈ [0, 1] be a smooth
function such that χδ∗ (t) = 0 if |t − t∗,l| > 2δ∗ for all l and |t| < b − δ∗ and χδ∗ (t) = 1 if
there is an l such that |t − t∗,l| < δ∗ or if |t| > b. Then for δ∗ sufficiently small, the path

t ∈ ℝ 󳨃→ K̃t = K̆t(1 − χδ∗ (t)) +
L
∑
l=1

K̆t∗,lχδ∗ (t)χ[t∗,l−2δ∗ ,t∗,l+2δ∗](t)

+ Kbχδ∗ (t)χ(t > b − δ∗) + K−bχδ∗ (t)χ(t < −b + δ∗)

has the desired properties.

Due to the homotopy invariance of the spectral flow and the constancy of the index
of a Fredholm operator, it is sufficient to show (7.17) for generic paths t ∈ ℝ 󳨃→ K̃t
described in Lemma 7.4.5. Therefore, from now on, we will assume that t ∈ ℝ 󳨃→ Kt is a
generic path.

Proof of Theorem 7.4.1. The detailed proof will be separated in several steps.



242 � 7 Spectral flow for unbounded self-adjoint Fredholm operators

Step 1 (IMS localization). Let t∗1 , . . . , t
∗
N ∈ ℝ be the finite number N of points for which

dim(Ker(Ht∗i
)) = 1. By diagonalizing the smooth path t 󳨃→ Ht on each B

δ
i = (t
∗
i −δ, t

∗
i +δ),

one obtains a differentiable unitary basis change t ∈ Bδi 󳨃→ Wt such that

WtHtW
∗
t = (

H0
i,t 0
0 di(t − t

∗
i ) + H

R
i,t
) , (7.26)

where di ∈ ℝ \ {0}, H
0
i,t is invertible for t ∈ B

δ
i and ‖H

R
i,t‖ ≤ c|t − t

∗
i |
2.

Now a variation on the IMS localization procedure [181, 67] will be used. For each
t∗i , let χ

δ
i : ℝ 󳨃→ ℝ be a smooth function, supported on [−δ, δ] and such that χ

δ
i (t) = 1 for

t ∈ [− 12δ,
1
2δ]. We naturally extend χδi to a multiplication operator onW

1,2(ℝ,H). One
then has the following properties:
– [χδi,t ,Ht] = 0;
– The support of χδi lies in the ball B

δ
i ;

– ‖𝜕tχ
δ
i ‖ ≤ c

′δ−1 for some constant c′ uniform in i.

Furthermore, let us set

(χδ0 )
2
= 1 −

N
∑
i=1
(χδi )

2
.

Note that ∑Ni=0(χ
δ
i )

2 = 1. Now computing the double commutator [χδi , [χ
δ
i , (Lκ)

2]] twice
shows

(χδi )
2
(Lκ)

2 + (Lκ)
2(χδi )

2
− 2χδi (Lκ)

2χδi = −2κ
2(𝜕tχ

δ
i )

2
.

Summing over i shows the ILS localization formula

(Lκ)
2 = χδ0 (Lκ)

2χδ0 +
N
∑
i=1

χδi (Lκ)
2χδi − κ

2
N
∑
i=0
(𝜕tχ

δ
i )

2
. (7.27)

Step 2 (Local toy model). Let us now focus on one summand χδi (Lκ)
2χδi in order to obtain

a local toy model for (Lκ)
2 in a neighborhood of t∗i , by replacing (7.26). SetW = ∫

⊕
ℝ dtWt

and extend the unitariesW naturally to 2 × 2 matrices. Then

χδi (Lκ)
2χδi = χ

δ
i W
∗(WLκW

∗)
2Wχδi

= χδi W
∗ [(

0 −κW𝜕tW
∗

κW𝜕tW
∗ 0

) + (
0 −WHW∗

−WHW∗ 0
)]

2

Wχδi

= χδi W
∗ [(

0 −κ𝜕t −WHW∗

κ𝜕t −WHW∗ 0
) + (

0 −κW (W ′)∗

κW (W ′)∗ 0
)]

2

Wχδi

= χδi W
∗ [L0κ,i ⊕ L

T
κ,i + (

0 −κW (W ′)∗ − 0 ⊕ HR
i

κW (W ′)∗ − 0 ⊕ HR
i 0

)]
2

Wχδi ,

(7.28)
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where

L0κ,i = (
0 −κ𝜕t − H

0
i,t

κ𝜕t − H
0
i,t 0

)

and the main toy model is

LTκ,i = (
0 −κ𝜕t − di(t − t

∗
i )

κ𝜕t − di(t − t
∗
i ) 0

) .

Even though in the above only its restriction to the range of χδi is of relevance, it will
now be analyzed as an operator on L2(ℝ,ℂ2). Its square is

(LTκ,i)
2
= (
−κ2𝜕2t + (di)

2(t − t∗i )
2 + κdi 0

0 −κ2𝜕2t + (di)
2(t − t∗i )

2 − κdi
) .

Both operators are direct sums of two harmonic oscillators, shifted by ±κdi. The spectra
are given by {(2n + 1)κ|di| ± κ|di| sgn(di) : n ∈ ℕ0}. Therefore, if di > 0, (L

T
κ,i)

2 has a
vector in the kernel in the second component, while for di < 0 it has a kernel vector in
the first component. In both cases, it is given by a Gaussian state ϕκ,i ∈ L

2(ℝ,ℂ2) with
variance κ

1
2 . It follows that

Sig(J |Ker(LTκ,i)) = − Sig(di).

Moreover, the first excited state of (LTκ,i)
2 is of order κ.

Step 3 (Bounds on error terms in the IMS localization formula). Let us now bound the
terms in (7.27). The operator χδ0 (Lκ)

2χδ0 is of the form

χδ0 (Lκ)
2χδ0 = χ

δ
0 (
−κ2𝜕2t + H

2
t + κK

′
t 0

0 −κ2𝜕2t + H
2
t − κK

′
t
) χδ0 .

As H2
t restricted to the support of χ

δ
0 is strictly positive and bounded below by c1δ

2 for δ
sufficiently small and ‖K ′t ‖ is bounded by c2 for all t ∈ ℝ,

χδ0 (Lκ)
2χδ0 ≥ c1δ

2(χδ0 )
2
− c2κ(χ

δ
0 )

2
.

Combined with the bound on the derivative 𝜕tχ
δ
i , one thus deduces

(Lκ)
2 ≥ c1δ

2(χδ0 )
2
− c2κ(χ

δ
0 )

2
+

N
∑
i=1

χδi (Lκ)
2χδi − c3κ

2δ−2. (7.29)

Next let us bound the localized terms by using (7.28). First recall that, for two self-adjoint
operatorsA andB (hereA is unbounded andB is bounded), one has the operator inequal-
ity {A,B} ≤ A2 + B2 for the anticommutator, so that
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(A + B)2 = A2 + B2 + {δ
η
2 A, δ−

η
2 B} ≥ (1 − δη)A2 + (1 − δ−η)B2,

for η > 0 to be chosen later (such that the second negative term becomes small due to a
δ-dependence of B). Therefore

χδi (Lκ)
2χδi
≥ (1 − δη)χδi W

∗((L0κ,i)
2
⊕ (LTκ,i)

2
)Wχδi

+ (1 − δ−η)χδi W
∗ (

0 −κW (W ′)∗ − 0 ⊕ HR
i

κW (W ′)∗ − 0 ⊕ HR
i 0

)
2

Wχδi .

The above analysis of LTκ,i shows that there is a rank 1 operator Fi such that

χδi W
∗(LTκ,i)

2Wχδi ≥ C
∗
i κ(χ

δ
i )

2
+ Fi,

for some constant C∗i . Moreover, (L
0
κ,i)

2 has a mass gap that is uniformly (in κ) bounded
from below so that

χδi W
∗(L0κ,i)

2Wχδi ≥ c4(χ
δ
i )

2
− c2κ(χ

δ
i )

2
≥
1
2
c4(χ

δ
i )

2
,

for κ sufficiently small. As to the second summand, let us note thatW (W ′)∗ is bounded
and HR

i is of order δ
2 on the support of χδi , thus one has

χδi W
∗ (

0 −κW (W ′)∗ − 0 ⊕ HR
i

κW (W ′)∗ − 0 ⊕ HR
i 0

)
2

Wχδi = O(κ
2, κδ2, δ4).

Collecting the estimates, one thus has

χδi (Lκ)
2χδi ≥ C

∗
i κ(1 − δ

η)(χδi )
2
+ (1 − δη)Fi + (1 − δ

−η)O(κ2, κδ2, δ4),

for κ so small that C∗i κ ≤
1
2c4. Finally, introduce F = ∑

N
i=1 Fi which is of rank N and set

C∗ = min{C∗1 , . . . , C
∗
N }. Substituting into (7.29), one concludes

(Lκ)
2 ≥ c1δ

2(χδ0 )
2
− c2κ(χ

δ
0 )

2
− c3κ

2δ−2

+ C∗κ(1 − δη)(1 − (χδ0 )
2
) + (1 − δη)F + (1 − δ−η)O(κ2, κδ2, δ4).

Now the size of the balls is chosen to be δ = κα with 2α < 1. Then for η ∈ (0, 1) such that
δη < 1

2 and C̃ such that c1δ
2 − c2κ − c3κ

2δ−2 ≥ C̃κ and C̃ ≤ 1
2C
∗ − c3κδ

−2 for κ sufficiently
small,

(Lκ)
2 ≥ C̃κ1 + 1

2
F − c5κ

(4−η)α.
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Now choosing any α < 1
2 and η < 1 such that (4 − η)α > 1 (one possible choice is α =

1
3

and η = 1
4 ) shows that

(Lκ)
2 ≥

1
4
C̃κ1 + 1

2
F . (7.30)

Step 4 (Spectral bounds on Lκ). The bound (7.30) combinedwith the Rayleigh–Ritz princi-
ple implies that (Lκ)

2 has atmostN eigenvalues in [0, 14 C̃κ]. By providingN test functions
(again following closely [181]), it will next be shown that there are at leastN eigenvalues
of (Lκ)

2 in [0, c2κ
4
3 ]. Combining these facts then gives a detailed information on the low-

lying spectrum of Lκ , namely there are eigenvalues νκ,1, . . . , νκ,N ∈ spec(Lκ)∩[−cκ
2
3 , cκ

2
3 ]

(listed with their multiplicity) such that

spec(Lκ) ∩ [−
1
2
√C̃κ, 1

2
√C̃κ] = {νκ,1, . . . , νκ,N }.

The trial functions are constructed from the Gaussian zero modes ϕκ,i of L
T
κ,i with vari-

ance κ
1
2 . These states thus differ (locally) little from the normalized vectors

Φκ,i = aiχ
δ
i W
∗(0 ⊕ ϕκ,i) ∈ L

2(ℝ,H), (7.31)

as long as δ ≫ κ
1
2 . As their supports are disjoint, the functions Φκ,1, . . . ,Φκ,N are orthog-

onal. Similar as above (with η = 0), the operator Cauchy–Schwarz inequality implies
that

χδi (Lκ)
2χδi ≤ 2χ

δ
i W
∗(L0κ,i ⊕ L

T
κ,i)

2Wχδi + 2O(κ
2, κδ2, δ4).

Hence, using as in the proof of the ILS localization formula

2χδi (L
T
κ,i)

2χδi = (χ
δ
i )

2
(LTκ,i)

2
+ 2κ2(𝜕χδi )

2
+ (LTκ,i)

2
(χδi )

2
,

we obtain

⟨Φκ,i
󵄨󵄨󵄨󵄨(Lκ)

2|Φκ,i⟩ ≤ |ai|
22⟨(0 ⊕ ϕκ,i)

󵄨󵄨󵄨󵄨 χ
δ
i (L

0
κ,i ⊕ L

T
κ,i)

2χδi
󵄨󵄨󵄨󵄨(0 ⊕ ϕκ,i)⟩ + O(κ

2, κδ2, δ4)

= |ai|
22⟨ϕκ,i
󵄨󵄨󵄨󵄨 χ

δ
i (L

T
κ,i)

2χδi
󵄨󵄨󵄨󵄨ϕκ,i⟩ + O(κ

2, κδ2, δ4)

= |ai|
2⟨ϕκ,i
󵄨󵄨󵄨󵄨(χ

δ
i )

2
(LTκ,i)

2
+ 2κ2(𝜕χδi )

2
+ (LTκ,i)

2
(χδi )

2󵄨󵄨󵄨󵄨ϕκ,i⟩ + O(κ
2, κδ2, δ4)

= O(κ2δ−2) + O(κ2, κδ2, δ4).

Choosing again δ = κα now with α = 1
3 , it follows that ⟨Φκ,i|(Lκ)

2|Φκ,i⟩ = O(κ
4
3 ) for all

i = 1, . . . ,N . By the Rayleigh–Ritz principle, there are thus at leastN eigenvalues of (Lκ)
2

that are smaller than O(κ
4
3 ). This implies the claim stated above.
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Step 5 (Stability of signature). Let Ψκ = (ψκ,1, . . . ,ψκ,N ) : ℂ
N → L2(ℝ,H) be a partial

isometry onto the normalized eigenstates ψκ,1, . . . ,ψκ,N corresponding to the low-lying
spectrum of Lκ as identified in Step 4, namely

Ψ∗κLκΨκ = diag(νκ,1, . . . , νκ,N ).

As all low-lying eigenvalues are included (see Step 4), the identity JLκJ = −Lκ implies that
{νκ,1, . . . , νκ,N } is invariant under reflection and that the set ψκ,1, . . . ,ψκ,N of eigenvectors
is J -invariant. By Theorem 2.3 in [181], the approximate eigenstates ϕκ,i constructed in
Step 4 are close to ψκ,i, namely ‖ψκ,i −ϕκ,i‖ → 0 as κ → 0. Hence Ψ∗κ,iJΨκ,i −Φ

∗
κ,iJΦκ,i → 0

and thus, for κ sufficiently small,

Ψ∗κ JΨκ = − diag(sgn(d1), . . . , sgn(dN )).

Those eigenvalues ν of Lκ which are different from 0 lead to symmetric pairs (ν, −ν)
with eigenstates given by (ψ, Jψ). The latter are two-dimensional J -invariant subspaces
with vanishing J -signature because J(ψ, Jψ) = σ1(ψ, Jψ)where σ1 is the first Pauli matrix.
Therefore, even though the kernel of Lκ is not determined,

Sig(J |Ker(Lκ)) = − Sig(Ψ
∗
κ JΨκ) = −

N
∑
i=1

sgn(di) = − Sf(t ∈ ℝ 󳨃→ Ht).

Combined with (7.18), this implies the claim first for κ > 0 sufficiently small, but then κ
can be raisedwithout harming the Fredholm property and thus changing the index.



8 Homotopy theory of Fredholm operators

This chapter is about homotopy groups of the sets of Fredholm operators, unitary
and self-adjoint Fredholm operators, Fredholm pairs, and other operator classes. Both
bounded and unbounded Fredholm operators with various topologies are dealt with,
and as an application a characterization of the spectral flow is proved in Section 8.4.
Part of the presentation below follows closely the textbook by Booß-Bavnbek and Wo-
jciechowski [32], as well as the excellent lecture notes by Schröder [165] which are
unfortunately only available in German. When dealing with unbounded self-adjoint
operators equipped with the gap metric, another crucial element of proof is taken from
a paper of Joachim [108] that is apparently not particularly well known. Along the way,
several homotopy equivalences are proved and this is summarized in Section 8.7. Sev-
eral fundamental results are needed (in particular, the long exact sequence of homotopy
groups of fiber bundles and the stable homotopy groups of the general linear groups as
computed by Bott) and are recalled in Appendix A.3 for the convenience of the reader.

8.1 Homotopy groups of essentially gapped unitaries

For the stable general linear group GL(∞,ℂ), the homotopy groups are known by Bott’s
celebrated result, see (A.3) in Appendix A.3. It was then proved by Palais [141] and
Shvarts [179] that one can enlarge GL(∞,ℂ) to the invertible operators 𝔾c(H) in the
unitization of the compact operators without changing the homotopy groups. More
precisely, consider

𝕂(H)∼ = {T ∈ 𝔹(H) : T − 1 ∈ 𝕂(H)} = 1 + 𝕂(H),

and the subset of invertibles

𝔾c(H) = 𝔾(H) ∩ 𝕂(H),

equipped with the norm topology. Then

πk(𝔾
c(H)) = {

ℤ, k odd,
0, k even.

(8.1)

A proof of the latter fact can also be found in [165]. Based on this, one can directly state
the homotopy groups of the essentially gapped unitary operators. Indeed, by Proposi-
tion 3.7.2, the set 𝔽𝕌(H) = {U ∈ 𝕌(H) : −1 ̸∈ specess(U)} of essentially gapped unitaries
can be retracted to the set𝕌c(H) = {U ∈ 𝕌(H) : U − 1 ∈ 𝕂(H)}. Furthermore, the polar
decomposition provides the following:

Open Access. © 2023 the author(s), published by De Gruyter. This work is licensed under the Creative
Commons Attribution-NonCommercial-NoDerivatives 4.0 International License.
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Proposition 8.1.1. With respect to the norm topology,𝕌c(H) is a deformation retract of
𝔾c(H).

Proof. For T ∈ 𝔾c(H), clearly, also |T |2 = T∗T ∈ 𝔾c(H). Moreover, for s ∈ ℝ,

|T |s = ∮
Γ

dz
2π𝚤

z
s
2 (z1 − |T |2)−1,

for some contour surrounding the (positive) spectrum of |T |2 once in the positive sense.
Due to the resolvent identity, one has |T |s ∈ 𝔾c(H). Therefore U = T |T |−1 ∈ 𝕌c(H) and
the path s ∈ [0, 1] 󳨃→ U |T |s lies in𝔾c(H). Thus the homotopy

h : 𝔾c(H) × [0, 1] → 𝔾c(H), h(T , t) = T |T |−t

is well defined and clearly norm-continuous. Moreover, h(T , 0) = T for T ∈ 𝔾c(H),
h(T , 1) ∈ 𝕌c(H) for T ∈ 𝔾c(H) by the above, and h(U , t) = U for U ∈ 𝕌c(H) and
t ∈ [0, 1], and therefore h is a deformation retraction of𝔾c(H) onto𝕌c(H).

Now the homotopy groups of 𝔾c(H) are given by (8.1) by the results of Bott and
Palais. Therefore we obtain

Corollary 8.1.2. With respect to the norm topology, the homotopy groups of the essen-
tially gapped unitary operators are

πk(𝔽𝕌(H)) = {
ℤ, k odd,
0, k even.

Corollary 8.1.3. The spectral flow on closed loops establishes an isomorphism

Sf : π1(𝔽𝕌(H)) → ℤ.

Proof. Clearly, Sf : π1(𝔽𝕌(H)) = ℤ → ℤ is a homomorphism. Example 4.5.4 shows that
this homomorphism is surjective. It is then a fact that every surjective homomorphism
f : ℤ → ℤ is injective.

8.2 Homotopy groups of Fredholm operators

It was proved in Theorem 3.3.5 and Corollary 3.3.6 that the connected components
𝔽n𝔹(H) of the set of bounded Fredholm operators 𝔽𝔹(H) with respect to the norm
topology are labeled by the index n ∈ ℤ, so that

π0(𝔽𝔹(H)) = ℤ.

Moreover, one can restate Corollary 3.3.6 as
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Corollary 8.2.1. The index establishes a bijection Ind : π0(𝔽𝔹(H)) → ℤ.

As all connected components of 𝔽𝔹(H) are homotopy equivalent by Theorem 3.3.5,
the task left is to determine the homotopy groups of the identity component 𝔽0𝔹(H).
This is done by applying the tools described Appendix A.3.

Theorem 8.2.2. The homotopy groups of the identity component of the bounded Fredholm
operators onH are given by

πk(𝔽0𝔹(H)) = {
0, k odd,
ℤ, k > 0 even.

As all connected components of 𝔽𝔹(H) are homotopy equivalent, this directly im-
plies

Corollary 8.2.3. For all n ∈ ℤ, the homotopy groups of the component 𝔽n𝔹(H) of the
bounded Fredholm operators are

πk(𝔽n𝔹(H)) = {
0, k odd,
ℤ, k > 0 even.

Strictly speaking, one has

πk(𝔽n𝔹(H), T) = {
0, k odd,
ℤ, k > 0 even,

for all basepoints T ∈ 𝔽n𝔹(H) where, for any topological space X and b ∈ X , the homo-
topy group πk(X , b) is made by the homotopy classes of continuous maps f : 𝕊

k → X
mapping some fixed point ak ∈ 𝕊

k onto b. As the homotopy groups of a connected space
X are independent of the basepoint, this is also written as

πk(𝔽n𝔹(H)) = {
0, k odd,
ℤ, k > 0 even.

The proof of Theorem 8.2.2 will use the Bartle and Graves selection theorem as a
crucial element for the construction of fiber bundles [34]. A version that is sufficient for
the present purposes can be stated as follows: if E is a Banach space, U ⊂ E a closed
subspace, and π : E → E/U is the quotient map, then there exists a continuous (homo-
geneous but not necessarily linear) right inverse ρ : E/U→ E of π, namely π ∘ρ = idE/U.
A short proof of this version is given in [165].

Proof of Theorem 8.2.2. The proof is split into several steps:

Fact 1. 𝔽0𝔹(H) is homotopy equivalent to the identity component 𝔾0ℚ(H) of the in-
vertible elements in the Calkin algebra.
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Indeed, let ρ be the right inverse of the Calkin projection π : 𝔹(H) → ℚ(H) as given
by the Bartle–Graves selection theorem. Because Fredholm operators with vanishing in-
dex are compact perturbations of an invertible operator 𝔽0𝔹(H) = π

−1(𝔾0ℚ(H)). Thus
T ∈ 𝔽0𝔹(H) can be uniquely decomposed into T = ρ(π(T))+K with some compact oper-
ator K ∈ 𝕂(H). Hence𝔽0𝔹(H) is homeomorphic to𝔾0ℚ(H)×𝕂(H). The contractibility
of the compact operators then implies the first fact.

Fact 2. The restriction of the Calkin projection π̂ = π|𝔾(H) : 𝔾(H) → 𝔾0ℚ(H) is a fiber
bundle with fiber𝔾c(H).

First note that π indeed maps the bounded invertibles into the identity component
of the invertibles of the Calkin algebra, due to the connectedness of 𝔾(H). Moreover,
π̂ : 𝔾(H) → 𝔾0ℚ(H) is surjective because for each T̂ ∈ 𝔾0ℚ(H) there is an operator
S = ρ(T̂) ∈ 𝔽𝔹(H) with Ind(S) = 0 so that there exists a compact operator K ∈ 𝕂(H)
such that T = S + K is invertible, and clearly π̂(T) = T̂ . Now fix an operator T̂0 with
associated invertible lift T0, set K0 = T0 − ρ(T̂0) and next consider a neighborhood U

of T̂0. By choosingU sufficiently small, there is a continuous injectivemap ℓ : U→ 𝔾(H)
defined by ℓ(T̂) = ρ(T̂) + K0. Note that the image of ℓ lies indeed in the set 𝔾(H) of
invertibles because𝔾(H) is open in 𝔹(H). Moreover,

π̂−1({T̂}) = {ρ(T̂) + K invertible : K ∈ 𝕂(H)} = (ρ(T̂) + K0)𝔾
c(H),

the latter because

ρ(T̂) + K = (ρ(T̂) + K0)(1 + (ρ(T̂) + K0)
−1
(K − K0)).

Hence π̂−1(U) is homeomorphic to U × 𝔾c(H) as claimed. (Note that the fiber bundle is
actually a principal bundle with fiber group𝔾c(H).)

Fact 3. The homotopy groups πk(𝔽0𝔹(H)) are as stated.

This now uses the long exact sequence of homotopy theory associated to the fiber
bundle of Fact 2. It reduces to isomorphisms πk(𝔾0ℚ(H)) ≅ πk−1(𝔾

c(H)) because𝔾(H)
is contractible by Kuiper’s theorem and hence has vanishing homotopy groups. Us-
ing Fact 1, one deduces πk(𝔽0𝔹(H)) ≅ πk−1(𝔾

c(H)) and therefore (8.1) concludes the
proof.

The next aim is to consider the set of unbounded Fredholm operators 𝔽(H) as de-
fined in Definition 6.2.1. They form a subset of the densely defined closed operators
𝕃(H) on which Section 6.1 studied two natural topologies, namely the Riesz and gap
topologies. The definition of the Riesz topology is tightly linked to the bounded trans-
form F(T) = T(1 + T∗T)−

1
2 and this leads to Proposition 6.2.18 which states that the

spaces (𝔽(H),OR) and (𝔽𝔹(H),ON ) are homotopy equivalent. This directly implies the
following main result on the set of unbounded Fredholm operators.
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Theorem 8.2.4. Thehomotopy groups of (𝔽(H),OR)are the sameas those of (𝔽𝔹(H),ON )
as given by Corollaries 8.2.1 and 8.2.3.

Let us briefly comment on the space (𝔽(H),OG). By the bounded transform, it is
homeomorphic to (𝔽𝔹01 (H),OE), which in turn can be shown to be homeomorphic to
(𝔽𝔹1(H),OSE) by adapting the argument in the proof of Proposition 6.4.7 (note that dE is,
however, only a pseudometric on𝔽𝔹1(H)). In [154] it is shown that the identity provides
a homotopy equivalence I : (𝔽(H),OR) → (𝔽(H),OG). Therefore the homotopy groups
of (𝔽(H),OR) and (𝔽(H),OG) coincide and are given by Theorem 8.2.4.

8.3 Homotopy groups of bounded self-adjoint Fredholm operators

Recall from Section 3.6 that the set 𝔽𝔹sa(H) of bounded self-adjoint Fredholm oper-
ators equipped with the norm topology has three connected components 𝔽𝔹+sa(H),
𝔽𝔹−sa(H), and 𝔽𝔹

∗
sa(H), consisting respectively of those self-adjoint Fredholm operators

having only positive essential spectrum, only negative essential spectrum, and having
both positive and negative essential spectrum. The components 𝔽𝔹+sa(H) and 𝔽𝔹

−
sa(H)

are contractible so that the main task here is to determine the homotopy groups of
𝔽𝔹∗sa(H).

Theorem 8.3.1. With respect to the norm topology, the homotopy groups of 𝔽𝔹∗sa(H) are

πk(𝔽𝔹
∗
sa(H)) = {

ℤ, k odd,
0, k even.

Corollary 8.3.2. The spectral flow on closed loops establishes an isomorphism

Sf : π1(𝔽𝔹
∗
sa(H)) → ℤ.

Proof. Clearly, Sf : π1(𝔽𝔹
∗
sa(H)) = ℤ → ℤ is a homomorphism. By Example 8.3.4 further

down, this homomorphism is surjective. As every surjective homomorphism from ℤ to
ℤ is injective, this implies the claim.

The proof of Theorem 8.3.1 parallels that of Theorem 8.2.2, but there is an extra
element stated first.

Lemma 8.3.3. Let Q0 ∈ 𝕌
∗
sa(H) be a proper symmetry with neighborhood

U = {Q ∈ 𝕌∗sa(H) : ‖Q − Q0‖ < 2}.

Then there is a continuous map Q ∈ U 󳨃→ U ∈ 𝕌(H) such that

Q = UQ0U
∗.
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Proof. (Note that this is essentially the same argument as in the proof of Proposi-
tion 5.3.20.) The unitary will be explicitly constructed, using the orthogonal projections
P = 1

2 (1 − Q) and P0 =
1
2 (1 − Q0). Consider the operator

M = 1 + (P − P0)(2P0 − 1).

By assumption, ‖(P − P0)(2P0 − 1)‖ < 1 so thatM is invertible. One readily checks

PM = PP0 = MP0.

Hence also M∗P = P0M
∗. Therefore P = MP0M

−1 and M∗P(M∗)−1 = P0 so that upon
replacing also

P = (MM∗)P(MM∗)−1.

This implies P = (MM∗)−
1
2 P(MM∗)

1
2 . Now set

U = (MM∗)−
1
2M .

This is indeed unitary and satisfies the claim.

Proof of Theorem 8.3.1.

Fact 1. 𝔽𝔹∗sa(H) is homotopy equivalent to the set 𝔾ℚ
∗
sa(H) of self-adjoint invertible

elements in the Calkin algebra having both positive and negative spectrum, which in
turn can be retracted to the set𝕌ℚ∗sa(H) of proper symmetries in the Calkin algebra

𝕌ℚ∗sa(H) = {Q̂ = Q̂
∗ ∈ ℚ(H) : spec(Q̂) = {−1, 1}}.

For the proof of this fact, let πsa : 𝔹sa(H) → ℚsa(H) be the restriction of the Calkin
projection π to the self-adjoint bounded operators. Then 𝔽𝔹∗sa(H) = π−1sa (𝔾ℚ

∗
sa(H)).

A continuous right inverse ρsa to πsa is given in terms of the right inverse ρ of π by
setting ρsa(Ĥ) =

1
2 (ρ(Ĥ) + ρ(Ĥ)

∗). Then H ∈ 𝔽𝔹∗sa(H) can be uniquely decomposed into
H = ρsa(πsa(H)) + K with some K ∈ 𝕂sa(H), the set of self-adjoint compact operators.
Hence 𝔽𝔹∗sa(H) is homeomorphic to 𝔾ℚ

∗
sa(H) × 𝕂sa(H). The contractibility of the self-

adjoint compact operators then implies the first claim. The retraction to 𝕌ℚ∗sa(H) can
then be done by spectral calculus.

Fact 2. Let 𝕌ℚ(H) denote the unitary elements in the Calkin algebra and fix some
proper symmetry Q̂0 ∈ 𝕌ℚ

∗
sa(H). Then the map π0 : 𝕌ℚ(H) → 𝕌ℚ

∗
sa(H) defined by

π0(Û) = ÛQ̂0Û
∗

is the base projection of a principal bundle with connected base space and fiber group
given by the stabilizer group of Q̂0,
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G0 = {Û ∈ 𝕌ℚ(H) : ÛQ̂0Û
∗ = Q̂0}.

For the justification, let us first note that for every Q̂ ∈ 𝕌ℚ∗sa(H) there is a self-
adjoint lift T = ρsa(Q̂) ∈ 𝔹sa(H), namely πsa(T) = π(T) = Q̂. Its essential spectrum is
specess(T) = {−1, 1}. Hence there is a gap Δ ⊂ (−1, 1) somewhere in the spectrum of T ,
and one can choose an increasing continuous function f : ℝ → [−1, 1] with f (−1) = −1,
f (1) = 1, and supp(f ′) ⊂ Δ. Then Q = f (T) is a symmetry on H and π(Q) = Q̂ because
Q − T ∈ 𝕂sa(H). In particular, for T0 = ρsa(Q̂0) there is a symmetry Q0 = f (T0) such that
Q̂0 = π(Q0). By continuity of the spectrum, there is a neighborhoodU of Q̂0 such that the
function f can be chosenuniformly for all Q̂ ∈ U, and one obtains a continuous localmap
Q̂ ∈ U 󳨃→ Q = f (ρsa(Q̂)) ∈ 𝕌sa(H). As both Q and Q0 are proper, there exists a unitary
U ∈ 𝕌(H) such that Q = UQ0U

∗ and the map Q̂ ∈ U 󳨃→ U can be chosen continuously
by Lemma 8.3.3. Then Û = π(U) is a unitary in the Calkin algebra and Q̂ = ÛQ̂0Û

∗. Thus
ρ̂ : U → 𝕌ℚ(H) defined by ρ̂(Q̂) = Û is a local section, namely ρ̂ is continuous and
π0 ∘ ρ̂ = id. This fact combined with the bundle structure theorem (see the paragraph
after the proof of Theorem A.3.7) implies that π0 : 𝕌ℚ(H) → 𝕌ℚ(H)/G0 ≈ 𝕌ℚ

∗
sa(H)

is a principal bundle. (Note that one can spell out a version of Lemma 8.3.3 directly for
symmetries in the Calkin algebra and this shortens the proof a little.)

It remains to show that the base space is connected. Let Q̂0, Q̂1 ∈ 𝕌ℚ
∗
sa(H) have

symmetry lifts Q0 and Q1 (constructed as above). As both Q0 and Q1 are proper, there
exists a unitary U ∈ 𝕌(H) such that UQ1U

∗ = Q0. Deforming U to 1 (e. g., taking roots of
U) one obtains a path of symmetries connecting Q0 to Q1, and consequently also a path
connecting Q̂0 to Q̂1. Hence𝕌ℚ

∗
sa(H) is indeed pathwise connected.

Fact 3. The homotopy groups πk(𝔽𝔹
∗
sa(H)) are as stated.

The long exact sequence of homotopy theory for the principal bundle of Fact 2 com-
bined with Fact 1 leads to

⋅ ⋅ ⋅ → πk(𝕌ℚ(H)) → πk(𝔽𝔹
∗
sa(H)) → πk−1(G0) → πk−1(𝕌ℚ(H)) → ⋅ ⋅ ⋅ .

The set 𝕌ℚ(H) of unitaries in the Calkin algebra is a retract (using the polar decom-
position) of the set𝔾ℚ(H) of the invertibles in the Calkin algebra. The connected com-
ponents of 𝔾ℚ(H) are 𝔾nℚ(H) = {T̂ ∈ 𝔾ℚ(H) : ρ(T̂) ∈ 𝔽n𝔹(H)} for n ∈ ℤ. These
components are homeomorphic and therefore have the same homotopy groups. The
homotopy groups of𝔾0ℚ(H) were determined in the proof of Theorem 8.2.2, so that

πk(𝕌0ℚ(H)) = {
0, k odd,
ℤ, k ≥ 2 even,

where𝕌0ℚ(H) = 𝕌ℚ(H) ∩ 𝔾0ℚ(H) and therefore

πk(𝕌ℚ(H)) = {
0, k odd,
ℤ, k even.

(8.2)
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Moreover, the stabilizer group G0 consists of all Û ∈ 𝕌ℚ(H) commuting with the pro-
jection P̂0 =

1
2 (1− Q̂0), hence all block diagonal unitaries with block form P̂0ℚ(H)P̂0 and

(1 − P̂0)ℚ(H)(1 − P̂0). The lift P0 =
1
2 (1 − Q0) of P0 with Q0 as above is a projection, and

one can identify P̂0ℚ(H)P̂0 withℚ(P0H), and similarly with the other block. Hence

G0 ≅ 𝕌ℚ(P0H) ⊕ 𝕌ℚ((1 − P0)H).

Consequently, the homotopy groups of G0 can be read from (8.2) as

πk(G0) = {
0, k odd,
ℤ ⊕ ℤ, k even.

Thus for k odd, the above exact sequence becomes

⋅ ⋅ ⋅ → 0→ πk(𝔽𝔹
∗
sa(H)) → ℤ ⊕ ℤ

i∗󳨀→ ℤ → πk−1(𝔽𝔹
∗
sa(H)) → 0→ ⋅ ⋅ ⋅ ,

where i∗ is the induced map of the inclusion i : G0 󳨅→ 𝕌ℚ(H). However, i∗ is surjective
(actually, it is just the addition + : ℤ × ℤ → ℤ in the homotopy groups as one can check
using the fact that i : G0 ≅ 𝕌ℚ(P0H) ⊕ 𝕌ℚ((1 − P0)H) → 𝕌ℚ(H) is the embedding
as a block diagonal operator) and thus exactness implies that the homotopy groups of
𝔽𝔹∗sa(H) are as stated.

Example 8.3.4. This example is a continuation of Example 5.7.4 in which H = ℓ2(ℤ)
with orthonormal basis |n⟩, n ∈ ℤ and

Qk = ∑
n≥k
|n⟩⟨n| − ∑

n<k
|n⟩⟨n|.

Then Qk = U
∗Q0U where U is the left-shift by k and Sf(Q0,Qk) = −k. This path shall

now be closed to a loop. For that purpose, let us first rotate the states in the subspace
spanned by |n⟩ and |k − n⟩. For even k this is done by

Vs = ∑
n> k2

(|n − 1⟩|k − n⟩) (cos(
π
2 s) − sin(

π
2 s)

sin( π2 s) cos( π2 s)
) (
⟨n − 1|
⟨k − n|
) ,

while for odd k

Vs = ∑
n> k2

(|n⟩|k − n − 1⟩) (cos(
π
2 s) − sin(

π
2 s)

sin( π2 s) cos( π2 s)
) (
⟨n|
⟨k − n − 1|

) + 󵄨󵄨󵄨󵄨
k−1
2 ⟩⟨

k−1
2
󵄨󵄨󵄨󵄨.

One readily checks that the rotation s ∈ [0, 1] 󳨃→ V∗s QkVs connects Qk to V
∗
1 QkV1 = −Q0.

Let us concatenate with a second path, given in terms of
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Ṽs = ∑
n≥0
(|n⟩| − 1 − n⟩) (cos(

π
2 s) − sin(

π
2 s)

sin( π2 s) cos( π2 s)
) (
⟨n|
⟨−1 − n|

) .

Then s ∈ [0, 1] 󳨃→ Ṽ∗s (−Q0)Ṽs connects −Q0 to Ṽ
∗
1 (−Q0)Ṽ1 = Q0. These last two paths are

isospectral, so there is no spectral flow. As a consequence, the spectral flow along the
whole closed loop obtained after concatenation is equal to −k. ⬦

In Example 8.3.4, a concrete path of self-adjoint Fredholm operators with nontrivial
spectral flowwas constructed fromapair of symmetries (Q,UQU∗)which satisfies [U ,Q]
compact. Actually, there is a far more general statement that implies the existence of a
such a path. For any fixed proper symmetry Q, let us set

𝕌Q(H) = {U ∈ 𝕌(H) : [U ,Q] ∈ 𝕂(H)}. (8.3)

Note that𝕌Q(H) is a subgroup of𝕌(H).

Proposition 8.3.5. For any proper symmetry Q onH and any k ∈ ℕ, πk(𝕌Q(H)) is iso-
morphic to πk+1(𝔽𝔹

∗
sa(H)).

Proof. First recall from the proof of Theorem 8.3.1 that𝔽𝔹∗sa(H) is homotopy equivalent
to the set𝕌ℚ∗sa(H) of proper symmetries in the Calkin algebra. Note thatQ also provides
a base point π(Q) in 𝕌ℚ∗sa(H). Now let us define a map βQ : 𝕌(H) → 𝕌ℚ

∗
sa(H) via

βQ(U) = π(UQU
∗). By the arguments in the proof of Theorem 8.3.1, one can check that

this is a principal bundle with structure group

(βQ)
−1(π(Q)) = {U ∈ 𝕌 : π(UQU∗) = π(Q)}

= {U ∈ 𝕌 : π([U ,Q]U∗) = 0}
= 𝕌Q(H).

Hence one can use the long exact sequence of homotopy groups, which, due to the trivi-
ality of the homotopy groups of𝕌(H), proves the proposition. (Let us note that there is
an equivalent statement to Proposition 8.3.5 for ℤ2-valued index pairings given in [48]
and Theorem 7.1 of [57]; the argument in these works was based on the claim that the
connecting maps in the long exact sequence of homotopy groups of a fibre bundle are
induced by a homotopy equivalence, which was not proved there; this claim is not used
here.)

8.4 An application: characterization of spectral flow

The aim of this section is to present an axiomatic characterization of the spectral
flow that is due to Lesch [126], with modifications taken from [184]. Let us denote by
Ω∗(𝔽𝔹∗sa(H)) the set of norm-continuous paths in 𝔽𝔹

∗
sa(H). Let us stress that the paths

are not necessarily closed, which is why the notation Ω∗ instead of Ω is used. Let us
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consider maps μ : Ω∗(𝔽𝔹∗sa(H)) →
1
2ℤ that are invariant under orientation-preserving

reparametrizations of the paths. Such maps can have the following properties:
Homotopy invariance. If (s, t) ∈ [0, 1] × [0, 1] 󳨃→ Hs,t ∈ 𝔽𝔹

∗
sa(H) is norm-continuous

and Hs,0 as well as Hs,1 are invertible for all s ∈ [0, 1], then

μ(t ∈ [0, 1] 󳨃→ H0,t) = μ(t ∈ [0, 1] 󳨃→ H1,t).

Concatenation. If t ∈ [0, 2] 󳨃→ Ht is an element of Ω
∗(𝔽𝔹∗sa(H)), then

μ(t ∈ [0, 2] 󳨃→ Ht) = μ(t ∈ [0, 1] 󳨃→ Ht) + μ(t ∈ [1, 2] 󳨃→ Ht).

Integrality. If t ∈ [0, 1] 󳨃→ Ht is a path in 𝔽𝔹
∗
sa(H) with invertible endpoints, then

μ(t ∈ [0, 1] 󳨃→ Ht) ∈ ℤ.

Normalization. For every H ∈ 𝔽𝔹∗sa(H) and associated Ht = H + t1, one has

μ(t ∈ [−δH , 0] 󳨃→ Ht) = μ(t ∈ [0, δH ] 󳨃→ Ht) =
1
2
dim(Ker(H)),

where δH =
1
2 min{|λ| : 0 ̸= λ ∈ spec(H)}.

Note that the spectral flow is a map Sf : Ω∗(𝔽𝔹∗sa(H)) →
1
2ℤ that satisfies concatenation

by Theorem 4.2.1 and homotopy invariance by Theorem 4.2.4. Moreover, integrality and
normalization are immediate consequences of the definition of the spectral flow.

Theorem 8.4.1. If μ : Ω∗(𝔽𝔹∗sa(H)) →
1
2ℤ satisfies homotopy invariance, concatenation,

integrality, and normalization, then μ = Sf.

Proof. Let H0 ∈ 𝔽𝔹
∗
sa(H) have a one-dimensional kernel and set δ0 = δH0

. Then let
t ∈ [−δ0, δ0] 󳨃→ Ht = H0+ t1 be the corresponding path. By the concatenation, homotopy
invariance, and integrality properties, it is clear that μ and Sf induce homomorphisms

μ, Sf : π1(𝔽𝔹
∗
sa(H),H−δ0) → ℤ, (8.4)

where π1(𝔽𝔹
∗
sa(H),H−δ0 ) is the fundamental group. As the set of invertible operators in

𝔽𝔹∗sa(H) is connected, there is a path t ∈ [0, 1] 󳨃→ H′t of invertible operators connecting
Hδ0 to H−δ0 in 𝔽𝔹

∗
sa(H). Now the (time rescaled) concatenation t ∈ [0, 1] 󳨃→ (H ∗ H′)t is

an element in π1(𝔽𝔹
∗
sa(H),H−δ0 ) and thus

μ(t ∈ [0, 1] 󳨃→ (H ∗ H′)t) = μ(t ∈ [0, 1] 󳨃→ Ht) + μ(t ∈ [0, 1] 󳨃→ H′t )
= μ(t ∈ [0, 1] 󳨃→ Ht)

= dim(Ker(H0))

= Sf(t ∈ [0, 1] 󳨃→ Ht) + Sf(t ∈ [0, 1] 󳨃→ H′t )
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= Sf(t ∈ [0, 1] 󳨃→ (H ∗ H′)t),

where μ(t ∈ [0, 1] 󳨃→ H′t ) = 0 = Sf(t ∈ [0, 1] 󳨃→ H′t ) was used which follows from
the homotopy invariance and concatenation. As dim(Ker(H0)) = 1, this firstly shows
that t ∈ [0, 1] 󳨃→ (H ∗ H′)t is a generator of the infinitely cyclic group π1(𝔽𝔹

∗
sa,H−δ0 )

(see Theorem 8.3.1), and secondly that μ and Sf have the same value on it. Hence the
maps in (8.4) coincide. Note that this also holds for any other invertible base point than
H−δ0 , which follows by using once again that the set of invertible elements in 𝔽𝔹

∗
sa(H)

is connected.
Let now t ∈ [0, 1] 󳨃→ Ht be an arbitrary norm-continuous path in 𝔽𝔹

∗
sa(H). Let us

first consider the endpoints H0 and H1 and set

t ∈ [−δ0, 0] 󳨃→ H0
t = H0 + t1, t ∈ [0, δ1] 󳨃→ H1

t = H1 + t1,

where still δ0 = δH0
and δ1 = δH1

. It follows from the normalization property that

Sf(t ∈ [−δ0, 0] 󳨃→ H0
t ) = μ(t ∈ [−δ0, 0] 󳨃→ H0

t ) =
1
2
dim(Ker(H0))

and

Sf(t ∈ [0, δ1] 󳨃→ H1
t ) = μ(t ∈ [0, δ1] 󳨃→ H1

t ) =
1
2
dim(Ker(H1)).

Let now t ∈ [0, 1] 󳨃→ H̃t be a path of invertible operators in 𝔽𝔹
∗
sa(H) connecting H

1
δ1 to

H0
−δ0 . It follows from the first part of the proof and the concatenation property that

μ(t ∈ [0, 1] 󳨃→ Ht)

= μ(t ∈ [0, 1] 󳨃→ (H0 ∗ H ∗ H1)t) −
1
2
dim(Ker(H0)) −

1
2
dim(Ker(H1))

= μ(t ∈ [0, 1] 󳨃→ (H0 ∗ H ∗ H1 ∗ H̃)t) −
1
2
dim(Ker(H0)) −

1
2
dim(Ker(H1))

= Sf(t ∈ [0, 1] 󳨃→ (H0 ∗ H ∗ H1 ∗ H̃)t) −
1
2
dim(Ker(H0)) −

1
2
dim(Ker(H1))

= Sf(t ∈ [0, 1] 󳨃→ (H0 ∗ H ∗ H1)t) −
1
2
dim(Ker(H0)) −

1
2
dim(Ker(H1))

= Sf(t ∈ [0, 1] 󳨃→ Ht),

and so the claim is shown.

Let us note that Theorem 8.4.1 slightly differs from Lesch’s work [126] as here it is
not assumed that the endpoints of the paths in Ω∗(𝔽𝔹∗sa(H)) are invertible. There are
other axiomatic characterizations of the spectral flow. For example, Ciriza, Fitzpatrick,
and Pejsachowicz showed in [60] that the spectral flow for paths in all three components
of 𝔽𝔹sa(H) is also uniquely determined by the homotopy invariance in Theorem 4.2.2,
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the two basic properties (i) and (v) in Theorem4.2.1 and the fact that it is the difference of
the Morse indices of the endpoints for paths in 𝔽𝔹+sa(H) (see Proposition 4.3.1). Finally,
let us note that Georgescu proved a similar characterization for paths of unbounded
self-adjoint Fredholm operators [93].

8.5 Homotopy groups of Fredholm pairs

Let us introduce a notation for the set of proper orthogonal projections which form a
Fredholm pair with a fixed proper orthogonal projections Pref:

𝔽ℙ(H) = {P : P proper orthogonal projection with (Pref, P) Fredholm pair}.

This set will be equipped with norm topology ON on 𝔹(H). Results on the homotopy
groups of 𝔽ℙ(H) and various modifications of it go back to Wojciechowski [207] and
Abbondandolo and Majer [2].

Theorem 8.5.1. The homotopy groups of 𝔽ℙ(H) are given by

πk(𝔽ℙ(H)) = {
ℤ, k even,
0, k odd.

To show this, let us introduce the set

𝔽ℙC(H) = {P ∈ 𝔽ℙ(H) : Pref − P ∈ 𝕂(H)}

of orthogonal projections P such that P − Pref is compact. The proof of Theorem 8.5.1 is
then based on the following fact.

Proposition 8.5.2. The space (𝔽ℙC(H),ON ) is a deformation retract of (𝔽ℙ(H),ON ).

Proof. (Based on the proof of Proposition 5.3.19.) For P ∈ 𝔽ℙ(H), let Q = 1 − 2P be the
associated symmetry and let Qref = 1− 2Pref be the symmetry associated to Pref and then
set

R = QQref + QrefQ = 21 − 4(P − Pref)
2.

Then one has [R,Q] = 0 = [R,Qref]. Let us set a = sup specess((P − Pref)
2). Because

(Pref, P) is a Fredholm pair, 1 ∉ specess((P − Pref)
2) and therefore a ∈ [0, 1). Then also

b = min{ a+12 , 2a} ∈ [0, 1) and the function f : [0, 1] → [0, 1] defined by

f (x) = χ[0,a](x) + (x − b)(a − b)
−1χ(a,b)(x) (8.5)

is continuous for a > 0. For
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Ht = 1 + R cos(
π
2
tf ((P − Pref)

2)) sin(π
2
tf ((P − Pref)

2)), t ∈ [0, 1],

clearly, [Ht , (P − Pref)
2] = 0, and next it is shown that Ht is invertible for all t. Setting

H′ = Ran(χ((P − Pref)
2 ≥ b)) the restriction of Ht to this space is 1H′ . On the orthogonal

complement (H′)⊥ onehas (P−Pref)
2 ≤ b. ThereforeR1(H′)⊥ > (2−4b)1(H′)⊥ and, because

‖ cos( π2 tf ((P−Pref)
2)) sin( π2 tf ((P−Pref)

2))‖ ≤ 1
2 , one getsHt1(H′)⊥ > (1+ 12 (2−4b))1(H′)⊥ =

(2 − 2b)1(H′)⊥ > 0. Combined with the fact that [Ht , (P − Pref)
2] = 0 and therefore Ht is

diagonal with respect to the gradingH = H′ ⊕ (H′)⊥, this implies that Ht is invertible
for all t. Therefore one can set

Qt = (Ht)
− 12(Q cos(π

2
tf ((P − Pref)

2)) + Qref sin(
π
2
tf ((P − Pref)

2))), t ∈ [0, 1].

Clearly,Q∗t = Qt and computing the square showsQ
2
t = 1, so this is a path of symmetries.

Moreover, Q0 = Q. To show that (Pref, Pt) is a Fredholm pair for all t ∈ [0, 1] where
Pt =

1
2 (1 − Qt), let us compute

(Pt − Pref)
2 =

1
2
1 − 1

4
(Ht)
− 12(R cos(π

2
tf ((P − Pref)

2)) + 2 sin(π
2
tf ((P − Pref)

2))1).

Suppose that a > 0. Then the right-hand side is a continuous function of the self-adjoint
operator (P − Pref)

2. Namely,

(Pt − Pref)
2 = gt((P − Pref)

2)

for the continuous function gt : [0, 1] → [0, 1] defined by

gt(x) =
1
2
−
1
4
(1 + (2 − 4x) cos(π

2
tf (x)) sin(π

2
tf (x)))

− 12

⋅ ((2 − 4x) cos(π
2
tf (x)) + 2 sin(π

2
tf (x))). (8.6)

By the spectral mapping theorem in the Calkin algebra, one gets specess((Pt − Pref)
2) =

gt(specess((P − Pref)
2)) and therefore

sup specess((Pt − Pref)
2) ≤ sup

t∈[0,1],x∈[0,a]
gt(x) ≤ sup

t∈[0,1],x∈[0,a]
ht(x)

for

ht(x) =
1
2
−
1
4
(1+ (2− 4x) cos(π

2
t) sin(π

2
t))
− 12
((2− 4x) cos(π

2
t)+ 2 sin(π

2
t)). (8.7)

The supremum is given by
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sup
t∈[0,1],x∈[0,a]

ht(x) = sup
x∈[0,a]

h0(x) = sup
x∈[0,a]

1
2
−
1
4
(2 − 4x) = a < 1.

Then sup specess((Pt − Pref)
2) < 1 by Corollary 5.3.13 implies that (Pref, Pt) is a Fredholm

pair for all t ∈ [0, 1]. Moreover, specess((P1 − Pref)
2) = g1(specess((P − Pref)

2)) = {0} and
therefore P1 − Pref is compact.

Suppose that P − Pref is compact, or equivalently that a = 0. Then it follows that
f ((Pt −Pref)

2) = χ((Pt −Pref)
2 = 0) is the projection onto Ker((Pt −Pref)

2) = Ker(Pt −Pref).
We show that in this case t ∈ [0, 1] 󳨃→ Qt is constant. Clearly,Qt commuteswith (Pt−Pref)

2

and thus Qt is diagonal with respect to the gradingH = Ker(Pt − Pref) ⊕ Ker(Pt − Pref)
⊥.

On Ker(Pt − Pref)
⊥ one has f ((Pt − Pref)

2) = 0 and thus Qt = Q. On Ker(Pt − Pref) one has
Q = Qref and therefore

Qt = (1 + 2 cos(
π
2
t) sin(π

2
t))
− 12
(Q cos(π

2
t) + Q sin(π

2
t)) = Q.

Thus Qt = Q for all t ∈ [0, 1] on all ofH.
Next let us consider the homotopy

h : 𝔽ℙ(H) × [0, 1] → 𝔽ℙ(H), h(P, t) = 1
2
(1 − Qt)

It is shown that h is continuous at any point (P, t) ∈ 𝔽ℙ(H) × [0, 1]. This is verified by
a rather lengthy argument in the remainder of the proof which an experienced reader
may want to skip.

Let (Pn)n∈ℕ be a sequence in𝔽ℙ(H) converging to P. Associated to it is the sequence
(Qn)n∈ℕ of symmetries, where Qn = 1 − 2Pn. Moreover, let (tn)n∈ℕ be a sequence in [0, 1]
converging to t. Let us first assume that a = sup specess((P − Pref)

2) > 0. Then for n
sufficiently large, an = sup specess((Pn −Pref)

2) > 0 and bn = min{
an+1
2 , 2an} ∈ (an, 1), and

the function fn : [0, 1] → [0, 1] defined by

fn(x) = χ[0,an](x) + (x − bn)(an − bn)
−1χ(an ,bn)(x)

is continuous. Moreover,

sup
x∈[0,1]

󵄨󵄨󵄨󵄨f (x) − fn(x)
󵄨󵄨󵄨󵄨 → 0 (8.8)

for f : [0, 1] → [0, 1] as in (8.5). Furthermore, let us set

Rn = QnQref + QrefQn = 21 − 4(Pn − Pref)
2

and

Hn,t = 1 + Rn cos(
π
2
tfn((Pn − Pref)

2)) sin(π
2
tfn((Pn − Pref)

2)), t ∈ [0, 1],
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which by the same argument as above is invertible with inverse bounded by

󵄩󵄩󵄩󵄩H
−1
n,t
󵄩󵄩󵄩󵄩 ≤ min{1, 2 − 2bn}

−1. (8.9)

Clearly,

󵄩󵄩󵄩󵄩h(Pn, tn) − h(P, t)
󵄩󵄩󵄩󵄩 ≤
󵄩󵄩󵄩󵄩h(Pn, tn) − h(Pn, t)

󵄩󵄩󵄩󵄩 +
󵄩󵄩󵄩󵄩h(Pn, t) − h(P, t)

󵄩󵄩󵄩󵄩.

For the first summand, one has

󵄩󵄩󵄩󵄩h(Pn, tn) − h(Pn, t)
󵄩󵄩󵄩󵄩

=
1
2

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
(Hn,tn )

− 12(Qn cos(
π
2
tnfn((Pn − Pref)

2)) + Qref sin(
π
2
tnfn((Pn − Pref)

2)))

− (Hn,t)
− 12(Qn cos(

π
2
tfn((Pn − Pref)

2)) + Qref sin(
π
2
tfn((Pn − Pref)

2)))
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

≤
1
2

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
(Hn,t)
− 12 [Qn(cos(

π
2
tnfn((Pn − Pref)

2)) − cos(π
2
tfn((Pn − Pref)

2)))

+ Qref(sin(
π
2
tnfn((Pn − Pref)

2)) − sin(π
2
tfn((Pn − Pref)

2)))]
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

+
1
2

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
((Hn,tn )

− 12 − (Hn,t)
− 12 )

⋅ (Qn cos(
π
2
tfn((Pn − Pref)

2)) + Qref sin(
π
2
tfn((Pn − Pref)

2)))
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

≤
1
2
sup
n,t

󵄩󵄩󵄩󵄩(Hn,t)
− 12 󵄩󵄩󵄩󵄩( sup

x∈[0,1]

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
cos(π

2
tnx) − cos(

π
2
tx)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
+ sup
x∈[0,1]

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
sin(π

2
tnx) − sin(

π
2
tx)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
)

+ 󵄩󵄩󵄩󵄩(Hn,tn )
− 12 − (Hn,t)

− 12 󵄩󵄩󵄩󵄩.

Clearly, the first summand converges to 0 for tn → t (uniformly in Pn). To bound the
second summand, let us first note that limn→∞ bn = b and therefore by (8.9) ‖H

−1
n,t‖ is

uniformly bounded in t and Pn, namely the is a constant C ∈ ℝ>0 such that

sup
t∈[0,1],n∈ℕ

󵄩󵄩󵄩󵄩H
−1
n,t
󵄩󵄩󵄩󵄩 < C.

Then

󵄩󵄩󵄩󵄩(Hn,tn )
− 12 − (Hn,t)

− 12 󵄩󵄩󵄩󵄩 =
󵄩󵄩󵄩󵄩(Hn,tn )

− 12 ((Hn,t)
1
2 − (Hn,tn )

1
2 )(Hn,t)

− 12 󵄩󵄩󵄩󵄩

≤ 󵄩󵄩󵄩󵄩(Hn,tn )
− 12 󵄩󵄩󵄩󵄩
󵄩󵄩󵄩󵄩(Hn,t)

1
2 − (Hn,tn )

1
2 󵄩󵄩󵄩󵄩
󵄩󵄩󵄩󵄩(Hn,t)

− 12 󵄩󵄩󵄩󵄩

≤ C‖Hn,t − Hn,tn‖
1
2 , (8.10)

where the last step follows from Proposition A.2.2. Because
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‖Hn,t − Hn,tn‖ =
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
Rn[cos(

π
2
tfn((Pn − Pref)

2)) sin(π
2
tfn((Pn − Pref)

2))

− cos(π
2
tnfn((Pn − Pref)

2)) sin(π
2
tnfn((Pn − Pref)

2))]
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

≤ 2 sup
x∈[0,1]

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
cos(π

2
tx) sin(π

2
tx) − cos(π

2
tnx) sin(

π
2
tnx)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
,

one has

lim
m→0
‖Hn,tm − Hn,t‖ = 0

uniformly in n. Thus limtn→t ‖h(Pn, tn)−h(Pn, t)‖ = 0 uniformly in Pn. It remains to show
limn→∞ ‖h(Pn, t) − h(P, t)‖ = 0. One has

󵄩󵄩󵄩󵄩h(Pn, t) − h(P, t)
󵄩󵄩󵄩󵄩

=
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
(Hn,t)
− 12 [Qn cos(

π
2
tfn((Pn − Pref)

2)) + Qref sin(
π
2
tfn((Pn − Pref)

2))]

− (Ht)
− 12 [Q cos(π

2
tf ((P − Pref)

2)) + Qref sin(
π
2
tf ((P − Pref)

2))]
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

≤
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
(Ht)
− 12 [Qn cos(

π
2
tfn((Pn − Pref)

2)) − Q cos(π
2
tf ((P − Pref)

2))

+ Qref(sin(
π
2
tfn((Pn − Pref)

2)) − sin(π
2
tf ((P − Pref)

2)))]
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

+
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
((Hn,t)

− 12 − (Ht)
− 12 )

⋅ [Qn cos(
π
2
tfn((Pn − Pref)

2)) + Qref sin(
π
2
tfn((Pn − Pref)

2))]
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

≤ 󵄩󵄩󵄩󵄩(Ht)
− 12 󵄩󵄩󵄩󵄩(
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
(Qn − Q) cos(

π
2
tfn((Pn − Pref)

2))
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

+
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
Q(cos(π

2
tfn((Pn − Pref)

2)) − cos(π
2
tf ((P − Pref)

2)))
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

+
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
sin(π

2
tfn((Pn − Pref)

2)) − sin(π
2
tf ((P − Pref)

2))
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
)

+ 2󵄩󵄩󵄩󵄩(Hn,t)
− 12 − (Ht)

− 12 󵄩󵄩󵄩󵄩

≤ 󵄩󵄩󵄩󵄩(Ht)
− 12 󵄩󵄩󵄩󵄩‖Qn − Q‖

+ 󵄩󵄩󵄩󵄩(Ht)
− 12 󵄩󵄩󵄩󵄩
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
cos(π

2
tfn((Pn − Pref)

2)) − cos(π
2
tf ((Pn − Pref)

2))
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

+ 󵄩󵄩󵄩󵄩(Ht)
− 12 󵄩󵄩󵄩󵄩
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
cos(π

2
tf ((Pn − Pref)

2)) − cos(π
2
tf ((P − Pref)

2))
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

+ 󵄩󵄩󵄩󵄩(Ht)
− 12 󵄩󵄩󵄩󵄩
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
sin(π

2
tfn((Pn − Pref)

2)) − sin(π
2
tf ((Pn − Pref)

2))
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
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+ 󵄩󵄩󵄩󵄩(Ht)
− 12 󵄩󵄩󵄩󵄩
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
sin(π

2
tf ((Pn − Pref)

2)) − sin(π
2
tf ((P − Pref)

2))
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

+ C‖Hn,t − Ht‖
1
2 ,

where the last step follows from a similar argument as that leading to (8.10). Clearly, the
first and last summands converge to 0 for n→∞. Because f is a continuous function on
[0, 1] ⊃ ⋃n∈ℕ spec((Pn−Pref)

2)∪spec((P−Pref)
2)) the third and fifth summands converge

to 0. Finally the second and fourth summands converge to 0 by the same argument using
(8.8). This shows the claim for a > 0. Finally, let us consider the case a = 0. Then, by the
above, Pt = P for all t ∈ [0, 1]. One has to show

󵄩󵄩󵄩󵄩h(Pn, tn) − P
󵄩󵄩󵄩󵄩 → 0,

or equivalently

󵄩󵄩󵄩󵄩Q̃n − Q
󵄩󵄩󵄩󵄩 → 0,

for Q̃n = 1 − 2h(Pn, tn). Note that by the spectral radius theorem in the Calkin algebra
an = sup specess((Pn −Pref)

2) → 0. For 1
2 > ϵ > 0, there is λϵ ∈ (0, ϵ) \ spec(Pref −P)

2. Note
that

󵄩󵄩󵄩󵄩χ((Pn − Pref)
2 ≤ λϵ) − χ((P − Pref)

2 ≤ λϵ)
󵄩󵄩󵄩󵄩 → 0.

Then for n sufficiently large, an <
1
2λϵ and therefore

Q̃n(1 − χ((Pn − Pref)
2 ≤ λϵ)) = Qn(1 − χ((Pn − Pref)

2 ≤ λϵ)).

One then has

󵄩󵄩󵄩󵄩Q̃n − Q
󵄩󵄩󵄩󵄩 ≤
󵄩󵄩󵄩󵄩(Q̃n − Q)χ((P − Pref)

2 ≤ λϵ)
󵄩󵄩󵄩󵄩 +
󵄩󵄩󵄩󵄩(Q̃n − Q)(1 − χ((P − Pref)

2 ≤ λϵ))
󵄩󵄩󵄩󵄩

and the second term is bounded by

󵄩󵄩󵄩󵄩(Q̃n − Q)(1 − χ((P − Pref)
2 ≤ λϵ))
󵄩󵄩󵄩󵄩

≤ 󵄩󵄩󵄩󵄩Q̃n(χ((Pn − Pref)
2 ≤ λϵ) − χ((P − Pref)

2 ≤ λϵ))
󵄩󵄩󵄩󵄩

+ 󵄩󵄩󵄩󵄩(Qn − Q)(1 − χ((Pn − Pref)
2 ≤ λϵ))
󵄩󵄩󵄩󵄩

+ 󵄩󵄩󵄩󵄩Q(χ((Pn − Pref)
2 ≤ λϵ) − χ((P − Pref)

2 ≤ λϵ))
󵄩󵄩󵄩󵄩

≤ 2󵄩󵄩󵄩󵄩χ((Pn − Pref)
2 ≤ λϵ) − χ((P − Pref)

2 ≤ λϵ)
󵄩󵄩󵄩󵄩 + ‖Qn − Q‖

→ 0.

For the first summand, one has

󵄩󵄩󵄩󵄩(Q̃n − Q)χ((P − Pref)
2 ≤ λϵ)
󵄩󵄩󵄩󵄩
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= 󵄩󵄩󵄩󵄩(Qref − Q̃n)χ((P − Pref)
2 ≤ λϵ) − (Qref − Q)χ((P − Pref)

2 ≤ λϵ)
󵄩󵄩󵄩󵄩

≤ 󵄩󵄩󵄩󵄩(Qref − Q̃n)χ((P − Pref)
2 ≤ λϵ)‖ + ‖(Qref − Q)χ((P − Pref)

2 ≤ λϵ)
󵄩󵄩󵄩󵄩

≤ 󵄩󵄩󵄩󵄩(Qref − Q̃n)(χ((P − Pref)
2 ≤ λϵ) − χ((Pn − Pref)

2 ≤ λϵ))
󵄩󵄩󵄩󵄩

+ 󵄩󵄩󵄩󵄩(Qref − Q̃n)χ((Pn − Pref)
2 ≤ λϵ)
󵄩󵄩󵄩󵄩 +
󵄩󵄩󵄩󵄩(Qref − Q)χ((P − Pref)

2 ≤ λϵ)
󵄩󵄩󵄩󵄩.

The first summand is bounded by

󵄩󵄩󵄩󵄩(Qref − Q̃n)(χ((P − Pref)
2 ≤ λϵ) − χ((Pn − Pref)

2 ≤ λϵ))
󵄩󵄩󵄩󵄩

≤ 2󵄩󵄩󵄩󵄩χ((P − Pref)
2 ≤ λϵ) − χ((Pn − Pref)

2 ≤ λϵ)
󵄩󵄩󵄩󵄩

→ 0.

For the third summand, one has

󵄩󵄩󵄩󵄩(Qref − Q)χ((P − Pref)
2 ≤ λϵ)
󵄩󵄩󵄩󵄩 =
󵄩󵄩󵄩󵄩(2Pref − 2P)χ((P − Pref)

2 ≤ λϵ)
󵄩󵄩󵄩󵄩

= 2󵄩󵄩󵄩󵄩(Pref − P)
2χ((P − Pref)

2 ≤ λϵ)
󵄩󵄩󵄩󵄩
1
2

≤ 2λ
1
2
ϵ

≤ 2ϵ
1
2 .

And finally, the second summand is bounded by

󵄩󵄩󵄩󵄩(Qref − Q̃n)χ((Pn − Pref)
2 ≤ λϵ)
󵄩󵄩󵄩󵄩 =
󵄩󵄩󵄩󵄩(2Pref − 2h(Pn, tn))χ((Pn − Pref)

2 ≤ λϵ)
󵄩󵄩󵄩󵄩

= 2󵄩󵄩󵄩󵄩(Pref − h(Pn, tn))
2χ((Pn − Pref)

2 ≤ λϵ)
󵄩󵄩󵄩󵄩
1
2

≤ 2( sup
t∈[0,1],x∈[0,λϵ]

ht(x))
1
2

= 2λ
1
2
ϵ

≤ 2ϵ
1
2 ,

where ht(x) is defined in (8.7). Because ϵ > 0 was arbitrary ‖Q̃n − Q‖ → 0 follows
and therefore the considered homotopy is continuous. Thus, one can conclude that
(𝔽ℙC(H),ON ) is a deformation retract of (𝔽ℙ(H),ON ).

For n ∈ ℤ let us introduce the sets

𝔽nℙ(H) = {P ∈ 𝔽ℙ(H) : Ind(Pref, P) = n}

and

𝔽nℙ
C(H) = {P ∈ 𝔽ℙC(H) : Ind(Pref, P) = n}.



8.5 Homotopy groups of Fredholm pairs � 265

The next result shows that these are the connected components of 𝔽ℙ(H) and 𝔽ℙC(H),
respectively.

Proposition 8.5.3. The sets 𝔽nℙ(H) and 𝔽nℙ
C(H) are connected with respect to the op-

erator norm. Moreover, the space 𝔽nℙ(H) is homeomorphic to 𝔽0ℙ(H) and 𝔽nℙ
C(H) is

homeomorphic to 𝔽0ℙ
C(H).

Proof. The argument leading to Proposition 5.3.23 shows that both𝔽nℙ(H) and𝔽nℙ
C(H)

are connected.
To show that 𝔽nℙ(H) is homeomorphic to 𝔽0ℙ(H), let Pref,n ∈ 𝔽nℙ

C(H) be a fixed
projection. Then by Corollary 5.3.13, for any projection P ∈ ℙ(H), (Pref, P) is a Fredholm
pair if and only if the pair (Pref,n, P) is Fredholm. By Proposition 5.3.15,

𝔽nℙ(H) = {P ∈ ℙ(H) : (Pref,n, P) Fredholm, Ind(Pref,n, P) = 0}.

Moreover, by Proposition 5.1.7, there is a unitary U ∈ 𝕌(H) such that U∗Pref,nU = Pref.
Then, by the above, one has P ∈ 𝔽nℙ(H) if and only if U

∗PU ∈ 𝔽0ℙ(H). Therefore

f : 𝔽nℙ(H) → 𝔽0ℙ(H), P 󳨃→ U∗PU

is a homeomorphism. Thus the claim on 𝔽nℙ(H) is shown. Restricting f to 𝔽nℙ
C(H)

implies the last claim.

Proof of Theorem 8.5.1. ByProposition 8.5.2, the homotopy groups of𝔽ℙ(H) and𝔽ℙC(H)
coincide, namely πk(𝔽ℙ(H)) = πk(𝔽ℙ

C(H)) for all k ∈ ℕ0.
Recall from (8.3) that 𝕌Qref

(H) = {U ∈ 𝕌(H) : [U ,Qref] ∈ 𝕂(H)} denotes the set
of all unitaries that have a compact commutator with Qref = 1 − 2Pref. Then the map
π0 : 𝕌Qref

(H) → 𝔽ℙC(H) defined by

π0(U) = UPrefU
∗

is the base projection of a fiber bundle with fiber given by

𝕌Qref ,0(H) = {U ∈ 𝕌(H) : [U ,Qref] = 0}. (8.11)

For the justification, let us first note that π0 is surjective. For P0 ∈ 𝔽ℙ
C(H), one has

π−10 (P0) = {U ∈ 𝕌(H) : UPrefU
∗ = P0}.

For the neighborhood

U = {P ∈ 𝔽ℙC(H) : ‖P − P0‖ < 1},

one gets
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π−10 (U) = {U ∈ 𝕌(H) : UPrefU
∗ ∈ U}.

By Lemma 8.3.3, there is a continuous mapU→ π−10 (U), P 󳨃→ VP such that Pref = V
∗
P PVP .

For U ∈ π−10 (P), one gets UPrefU
∗ = P = VPPrefV

∗
P and therefore [Pref,U

∗VP] = 0. Thus

ϕ : π−10 (U) → U × 𝕌Qref ,0(H)

defined by

ϕ(U) = (UPrefU
∗,U∗VUPrefU∗)

is a homeomorphism.
Even though the base space 𝔽ℙC(H) is not connected, Proposition 8.5.3 implies that

the homotopy groups of all connected components are the same. Using the long ex-
act sequence of homotopy theory associated to this fiber bundle, one obtains isomor-
phisms πk(𝔽ℙ

C(H)) ≅ πk(𝕌Qref
(H)) because𝕌Qref ,0(H) is contractible by Kuiper’s theo-

rem and hence has vanishing homotopy groups. Then Proposition 8.3.5 combined with
Theorem 8.3.1 shows the claim.

Recall from (5.19) that 𝔽ℙℙ(H) denotes the set of Fredholm pairs of proper orthog-
onal projections. This set is then equipped with the topologyON ×ON whereON denotes
the norm topology on𝔹(H). The following result goes back to Abbondandolo andMajer
[2], but the proof below is different.

Theorem 8.5.4. The homotopy groups of 𝔽ℙℙ(H) are given by

πk(𝔽ℙℙ(H)) = {
ℤ, k even,
0, k odd.

The proof is based on the following fact on the homotopy groups of the set:

ℙ(H) = {P = P∗ = P2 ∈ 𝔹(H) : dim(Ran(P)) = dim(Ker(P))}

of all proper orthogonal projections onH, which goes back to [15].

Proposition 8.5.5. The space (ℙ(H),ON ) is contractible.

Proof. First note that, by Proposition 5.1.7, the space (ℙ(H),ON ) is connected. Let, as
above, Pref ∈ ℙ(H) be one fixed proper orthogonal projection. Then π0 : 𝕌(H) → ℙ(H)
defined by

π0(U) = UPrefU
∗

is the base projection of a fiber bundle with connected base space and fiber given by
𝕌Qref ,0(H). For the justification, let us first note that π0 is surjective by Proposition 5.1.7.
For P0 ∈ ℙ(H), one has
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π−10 (P0) = {U ∈ 𝕌(H) : UPrefU
∗ = P0}.

For the neighborhood

U = {P ∈ ℙ(H) : ‖P − P0‖ < 1},

one gets

π−10 (U) = {U ∈ 𝕌(H) : UPrefU
∗ ∈ U}.

By Lemma 8.3.3, there is a continuous map U → 𝕌(H), P 󳨃→ VP , such that P0 = V
∗
P PVP .

Moreover, there is a unitary U0 ∈ 𝕌(H) such that U
∗
0 P0U0 = Pref. Then for P ∈ U and

U ∈ π−10 (P), one has UPrefU
∗ = P = VPP0V

∗
P and therefore V∗P UPrefU

∗VP = P0, or equiva-
lently U∗0 V

∗
P UPrefU

∗VPU0 = Pref. Thus U
∗VPU0 ∈ 𝕌Qref ,0(H)where as in (8.11)𝕌Qref ,0(H)

denotes the set of unitaries that commute with Pref and

ϕ : π−10 (U) → U × 𝕌Qref ,0(H)

defined by

ϕ(U) = (UPrefU
∗,U∗VUPrefU∗U0)

is a homeomorphism.
Using the long exact sequence of homotopy theory associated to this fiber bundle,

one obtains that πk(ℙ(H)) = 0 for all k ∈ ℕ0 because 𝕌(H) and 𝕌Qref ,0(H) have van-
ishing homotopy groups by Kuiper’s theorem. Asℙ(H) is a metrizable Banach manifold
(see [2]), (ℙ(H),ON ) is contractible by Theorem A.3.5 combinedwith Theorem A.3.6.

Proof of Theorem 8.5.4. The map π0 : 𝔽ℙℙ(H) → ℙ(H) defined by

π0((P0, P1)) = P0

is the base projection of a fiber bundle with connected base space and fiber given by
𝔽ℙ(H). For the justification, let us first note that π0 is surjective. For P

′
0 ∈ ℙ(H), one has

π−10 (P
′
0) = {(P0, P1) ∈ 𝔽ℙℙ(H) : P0 = P

′
0}.

For the neighborhood

U = {P0 ∈ ℙ(H) : ‖P0 − P
′
0‖ < 1},

one gets

π−10 (U) = {(P0, P1) ∈ 𝔽ℙℙ(H) : P0 ∈ U}.
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ByLemma8.3.3, there is a continuousmapU→ 𝕌(H),P0 󳨃→ VP0 , such thatP
′
0 = V
∗
P0PVP0 .

Moreover, there is a unitary U ∈ 𝕌(H) such that U∗P′0U = Pref. Then for P0 ∈ U and
P1 ∈ ℙ(H), the pair (P0, P1) is Fredholm if and only if (P′0,V

∗
P0P1VP0 ) is Fredholm, which

is equivalent to the Fredholm property of (Pref,U
∗V∗P0P1VP0U). Thus

ϕ : π−10 (U) → U × 𝔽ℙ(H)

defined by

ϕ((P0, P1)) = (P0,U
∗V∗P0P1VP0U)

is a homeomorphism.
Using the long exact sequence of homotopy theory associated to this fiber bundle,

one obtains isomorphisms πk(𝔽ℙℙ(H)) ≅ πk(𝔽ℙ(H)) because ℙ(H) has vanishing ho-
motopy groups by Proposition 8.5.5. Then Theorem 8.5.1 allows finishing the proof.

8.6 Homotopy groups of unbounded self-adjoint Fredholm
operators

On the set of unbounded self-adjoint Fredholm operators 𝔽sa(H), there are two natural
topologies, the Riesz and gap topologies, see Section 6.3. As to the Riesz topology, Proposi-
tion 6.3.3 already shows that (𝔽sa(H),OR) is homotopy equivalent to the set of bounded
self-adjoint Fredholm operators (𝔽𝔹sa(H),ON ). Hence their homotopy groups coincide,
and one immediately deduces the next result.

Theorem 8.6.1. The homotopy groups of (𝔽sa(H),OR) are the same as the homotopy
groups of 𝔽𝔹sa(H), namely (𝔽sa(H),OR) has three connected components and the homo-
topy groups of the nontrivial component are as given by Theorem 8.3.1.

Note that the proof of Theorem8.6.1merely implements self-adjointness in the proof
of Theorem 8.2.4, because the same can be said already about Propositions 6.3.3 and
6.2.18.

The homotopy groups of the space (𝔽sa(H),OG) are much more difficult to access.
It was already proved in Theorem 6.3.16 that (𝔽sa(H),OG) is connected, which is a strik-
ing difference to (𝔽sa(H),OR). Of course, this reflects the fact that the Riesz topology
is strictly finer than the gap topology. Moreover, item (ii) of Theorem 7.1.7 and The-
orem 7.1.8 directly imply that the spectral flow on closed loops establishes a homo-
morphism Sf : π1(𝔽sa(H),OG) → ℤ. Whether this captures the whole fundamental
group was an open question, as pointed out in [31, 126]. An affirmative answer was
given in a paper by Joachim [108] which actually computed all the homotopy groups
of (𝔽sa(H),OG). This paper is placed in the more general framework of Hilbert modules
and, unfortunately, this made parts of the paper difficult to understand for many (in-
cluding ourselves). Very recently, Prokhorova provided a new and independent proof
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in a Hilbert space framework [154]. The arguments of [154] are in spirit close to the ap-
proach used in this book and are therefore followed closely in the remainder of this
section. The outcome is the following:

Theorem 8.6.2. Spaces (𝔽sa(H),OG) and (𝔽𝔹
∗
sa(H),ON ) are homotopy equivalent. In

particular, their homotopy groups coincide and are as given by Theorem 8.3.1.

Theorem 8.6.2 follows from the next result on the set-theoretic preimage

𝔽∗sa(H) = F
−1(𝔽𝔹∗sa(H))

of 𝔽𝔹∗sa(H) under the bounded transform.

Theorem 8.6.3. The embedding I : (𝔽∗sa(H),OR) → (𝔽sa(H),OG) is a homotopy equiva-
lence.

Proof of Theorem 8.6.2. By Theorem 8.6.3, (𝔽sa(H),OG) is homotopy equivalent to
(𝔽∗sa(H),OR). Because (𝔽

∗
sa(H),OR) is homotopy equivalent to (𝔽𝔹

∗
sa(H),ON ) by Propo-

sition 6.3.3 this implies the claim.

It now remains to prove Theorem 8.6.3, and this will make up the remainder of this
section. Let us state at the very beginning that the main novel ingredient of [154] is to
use a technique of tom Dieck to prove homotopy equivalence, stated in Theorem A.3.3
in Appendix A.3. This motivates many of the constructions that follow. Let us begin by
analyzing the space (𝔽∗sa,a(H),OR) where for a ≥ 0,

𝔽∗sa,a(H) = {H ∈ 𝔽
∗
sa(H) : spec(H) ∩ [−a, a] = 0}

denotes the set of operators in 𝔽∗sa,a(H) with spectral gap around 0 of size a.

Proposition 8.6.4. The space (𝔽∗sa,a(H),OR) is contractible for every a ≥ 0.

Proof. Consider the map f : (𝔽∗sa,a(H),OR) → (ℙ(H),ON ) defined by f (H) = χ(H >
0). Then f is well defined and continuous because for H ∈ 𝔽∗sa,a(H) one actually has
χ(H > 0) = χ(F(H) > 0) ∈ ℙ(H) as F(H) ∈ 𝔽𝔹∗sa(H) has positive and negative essential
spectrum. Thismap is a homotopy equivalencewith homotopy inverse given by themap
g : (ℙ(H),ON ) → (𝔽

∗
sa,a(H),OR) defined by g(P) = (2a + 1)(2P − 1). Clearly, f ∘ g is the

identity on ℙ(H). And g ∘ f is homotopic to the identity on 𝔽∗sa,a(H) via the homotopy
h : 𝔽∗sa,a(H) × [0, 1] → 𝔽

∗
sa,a(H) defined by

h(H , t) = F−1(tF(H) + (1 − t)F((2a + 1)(2χ(H > 0) − 1))),

where the argument in F−1 has no eigenvalues at ±1 by spectral calculus. By the spectral
mapping theorem,

spec(F(H)) ∩ [−F(a),F(a)] = 0
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and

spec(F((2a + 1)(2χ(H > 0) − 1))) ∩ [−F(a),F(a)] = 0.

Therefore and as χ(H > 0) = χ(F(H) > 0),

spec(tF(H) + (1 − t)F((2a + 1)(2χ(H > 0) − 1))) ∩ [−F(a),F(a)] = 0

for all t ∈ [0, 1]. Then, again by the spectral mapping theorem, h(H , t) is indeed in
𝔽∗sa,a(H) for all H ∈ 𝔽

∗
sa,a(H) and t ∈ [0, 1]. Thus h is well defined. By Proposition 6.2.17,

h is continuous with respect toOR. Because h(H , 0) = (2a + 1)(2χ(H > 0) − 1) = (g ∘ f )(H)
and h(H , 1) = H for allH ∈ 𝔽∗sa,a(H), one can conclude that f is a homotopy equivalence
with homotopy inverse g. By Proposition 8.5.5, (ℙ(H),ON ) is contractible and combined
with the above this concludes the proof.

Next it is shown that the space (𝔽sa,a(H),OG) is contractible where for a ≥ 0,

𝔽sa,a(H) = {H ∈ 𝔽sa(H) : spec(H) ∩ [−a, a] = 0}

denotes the set of operators in 𝔽∗sa,a(H) with spectral gap around 0 of size a. The argu-
ment is based on the following fact.

Proposition 8.6.5. The map f : (𝔽sa,0(H),OG) → (𝔹(H),ON ) given by f (H) = H
−1 is

continuous. It provides a homeomorphism

f0 : (𝔽sa,0(H),OG) → (𝔹sa,inj(H),ON ),

where 𝔹sa,inj(H) = {H ∈ 𝔹sa(H) : H injective} denotes the set of bounded self-adjoint
injective operators. For a > 0, the restriction of f gives another homeomorphism

fa : (𝔽sa,a(H),OG) → (𝔹a,sa,inj(H),ON ),

where 𝔹a,sa,inj(H) = {H ∈ 𝔹sa,inj(H) : ‖H‖ < a
−1}.

Proof. For any H ∈ 𝔽sa,0(H), the bounded linear map g : H ⊕H → H ⊕H defined by
g(ϕ,ψ) = (ψ,ϕ)maps the graph of H onto the graph of its inverse H−1. This implies that
the map ̃f : (𝔽sa,0(H),OG) → (𝔹(H),OG) defined by ̃f (H) = H

−1 is continuous. However,
OG and ON coincide on 𝔹(H) by Theorem 6.1.10 and therefore f is continuous. Because
H ∈ 𝔽sa,0(H) has a spectral gap containing 0, one hasH

−1 ∈ 𝔹sa,inj(H). ForH ∈ 𝔹sa,inj(H)
its inverse H−1 is, moreover, densely defined, closed, and symmetric. As Ran(H−1) = H,
this implies that H−1 is self-adjoint. Thus f0 is a homeomorphism. By the spectral radius
theorem, H ∈ 𝔹sa,inj(H) has norm less than a−1 if and only if spec(H) ⊂ (−a−1, a−1). By
the spectral mapping theorem, this is equivalent to the property spec(H−1) ∩ [−a, a] = 0.
Thus also fa is a homeomorphism.

Proposition 8.6.6. The space (𝔽sa,a(H),OG) is contractible for all a ≥ 0.



8.6 Homotopy groups of unbounded self-adjoint Fredholm operators � 271

Proof. Let us first focus on the case a = 0. By Proposition 8.6.5, it is sufficient to show
that (𝔹sa,inj(H),ON ) is contractible. Let K ∈ 𝕂(H) be a positive semidefinite injective
compact operator with ‖K‖ < 1, as already used in the proof of Proposition 6.4.7. Then

h1 : 𝔹sa,inj(H) × [0, 1] → 𝔹sa,inj(H), h1(H , t) = ((1 − t)1 + tK)H((1 − t)1 + tK),

is well defined because (1 − t)1 + tK is a convex combination of positive semidefinite
injective operators and therefore injective for all t ∈ [0, 1]. Thus h1(H , t) ∈ 𝔹sa,inj(H).
Clearly, h1 is a norm-continuous homotopy such that h1(H , 0) = H and h1(H , 1) = KHK
is an injective compact operator lying in 𝕂sa,inj(H) = 𝔹sa,inj(H) ∩ 𝕂(H) ⊂ 𝔹sa,inj(H). It
is thus sufficient to show that (𝕂sa,inj(H),ON ) is contractible. To do so, let us identifyH
with L2([0, 1]), but suppress the unitary in the following. For t ∈ (0, 1], let us consider
(inspired by [73] and as in the proof of Proposition 6.4.16) the partial isometry

Vt(ϕ)(x) = {
t−

1
2ϕ( xt ), for x ≤ t,

0, for x > t.

Similarly, for t ∈ [0, 1),

Wt(ϕ)(x) = {
0, for x ≤ t,
(1 − t)−

1
2ϕ( x−t1−t ), for x > t,

is also a partial isometry that is complementary toVt . Clearly,Vt ,V
∗
t ,Wt , andW

∗
t contin-

uously depend on t in the strong operator topology. Moreover, the projections Pt = VtV
∗
t

and Qt = WtW
∗
t fulfill

s- lim
t→0

Pt = 0, s- lim
t→1

Qt = 0,

as well as

P1 = V1 = 1 = W0 = Q0, Pt + Qt = 1. (8.12)

For H0 ∈ 𝕂sa,inj(H), we define the homotopy h2 : 𝕂sa,inj(H) × [0, 1] → 𝕂sa,inj(H) by

h2(H , t) =
{{{
{{{
{

H0, for t = 0,
tVtHV

∗
t + (1 − t)WtH0W

∗
t , for t ∈ (0, 1),

H , for t = 1.

Clearly, h2(H , t) is self-adjoint and compact. Moreover, VtHV
∗
t is an injective operator

on Ran(Pt) and WtH0W
∗
t is an injective operator on Ran(Qt) by (8.12) and therefore

h2(H , t) ∈ 𝕂sa,inj(H) so that h2 is well defined. Since H and H0 are compact and the
maps t ∈ (0, 1) 󳨃→ Vt and t ∈ (0, 1) 󳨃→ Wt are strongly continuous, h2 is norm-continuous
on𝕂sa,inj(H) × (0, 1). Moreover, for every H , H̃ ∈ 𝕂sa,inj(H) and t ∈ (0, 1],
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󵄩󵄩󵄩󵄩h2(H , 1) − h2(H̃ , t)
󵄩󵄩󵄩󵄩 ≤
󵄩󵄩󵄩󵄩H − h2(H , t)

󵄩󵄩󵄩󵄩 +
󵄩󵄩󵄩󵄩h2(H , t) − h2(H̃ , t)

󵄩󵄩󵄩󵄩
≤ ‖H − tVtHV

∗
t ‖ + (1 − t)‖WtH0W

∗
t ‖ + ‖H − H̃‖.

As limt→1 ‖H − tVtHV
∗
t ‖ = 0, this implies that h2 is continuous at all points (H , 1)

for H ∈ 𝕂sa,inj(H). Similarly, one shows that h2 is continuous at all points (H , 0) for
H ∈ 𝕂sa,inj(H). Thus h2 is continuous on the whole domain𝕂sa,inj(H) × [0, 1] and there-
fore 𝕂sa,inj(H) is contractible. Thus (𝔹sa,inj(H),ON ) is contractible and the claim on
(𝔽sa,0(H),OG) follows from Proposition 8.6.5.

For a > 0, the homotopy h1 defined as above maps 𝔹a,sa,inj(H) × [0, 1] to the set
𝔹a,sa,inj(H). Furthermore𝔹a,sa,inj(H)×{1} is mapped to𝕂a,sa,inj(H) = 𝔹a,sa,inj(H)∩𝕂(H).
For H0 ∈ 𝕂a,sa,inj(H) the homotopy h2 maps 𝕂a,sa,inj(H) × [0, 1] to 𝕂a,sa,inj(H) because
tVtHV

∗
t ∈ 𝕂a,sa,inj(Ran(Pt)) and (1 − t)WtH0W

∗
t ∈ 𝕂a,sa,inj(Ran(Qt)). Therefore the same

argument as for the case a = 0 shows that (𝔽sa,a(H),OG) is contractible for all a ≥ 0.

Now all is prepared to complete the

Proof of Theorem 8.6.3. The proof is based on Theorem A.3.3. Note that both spaces
(𝔽∗sa(H),OR) and (𝔽sa(H),OG) are metric and therefore paracompact. Thus every open
covering of these spaces is numerable. Let T denote the set of all finite symmetric (with
respect to 0) nonempty subsets of ℝ, such as τ = {−a, a} and τ = {−a, −b, b, a} for
a > b > 0. For τ ∈ T, let τ denote the convex hull of τ which is a closed symmetric
interval in ℝ. Then

𝔽sa,τ(H) = {H ∈ 𝔽sa(H) : spec(H) ∩ τ = 0 = specess(H) ∩ τ}

is open in the gap topology OG because

𝔽sa,τ(H) = F
−1({H ∈ 𝔽𝔹01,sa(H) : spec(H) ∩ F(τ) = 0 = specess(H) ∩ F(τ)}),

F : (𝔽sa(H),OG) → (𝔽𝔹
0
1,sa(H),OE) is continuous by Corollary 6.3.4 and, moreover,

{H ∈ 𝔽𝔹01,sa(H) : spec(H) ∩ F(τ) = 0 = specess(H) ∩ F(τ)} is an open subset of 𝔽𝔹
0
1,sa(H)

with respect to the extended gap topology by the spectralmapping theorem and because
τ is symmetric. Thus (𝔽sa,τ(H))τ∈T is an open and, by the above, numerable covering of
(𝔽sa,τ(H),OG). On the other hand,

𝔽∗sa,τ(H) = {H ∈ 𝔽
∗
sa(H) : spec(H) ∩ τ = 0 = specess(H) ∩ τ}

is open in the Riesz topology OR because

𝔽∗sa,τ(H) = F
−1({H ∈ 𝔽𝔹∗,01,sa(H) : spec(H) ∩ F(τ) = 0 = specess(H) ∩ F(τ)}),

the bounded transform F : (𝔽sa(H),OR) → (𝔽𝔹
0
1,sa(H),ON ) is continuous by Corol-

lary 6.3.2 and {H ∈ 𝔽𝔹∗,01,sa(H) : spec(H) ∩ F(τ) = 0 = specess(H) ∩ F(τ)} is an open
subset of 𝔽𝔹01,sa(H) with respect to the norm topology. Thus (𝔽∗sa,τ(H))τ∈T is an open
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and, by the above, numerable covering of (𝔽∗sa,τ(H),OR). For τ, τ
′ ∈ T one clearly has

𝔽∗sa,τ(H) ∩ 𝔽
∗
sa,τ′ (H) = 𝔽∗sa,τ∪τ′ (H) and 𝔽sa,τ(H) ∩ 𝔽sa,τ′ (H) = 𝔽sa,τ∪τ′ (H)with τ ∪ τ′ ∈ T.

Moreover, I(𝔽∗sa,τ(H)) ⊂ 𝔽sa,τ(H). Thus, by Theorem A.3.3, it is sufficient to show that
the embedding Iτ : (𝔽

∗
sa,τ(H),OR) → (𝔽sa,τ(H),OG) is a homotopy equivalence for every

fixed τ ∈ T.
Let ℙfin(H) = {P = P

∗ = P2 ∈ 𝔹(H) : dim(Ran(P)) < ∞} denote the set of finite-
dimensional orthogonal projections on H. Then πR : (𝔽

∗
sa,τ(H),OR) → (ℙfin(H),ON )

defined by

πR(H) = χτ(H)

is the base projection of a fiber bundle with fiber over P ∈ ℙfin(H) given by

𝔽∗sa,τ,P(H) = π
−1
R (P) = {H ∈ 𝔽

∗
sa,τ(H) : χτ(H) = P}.

Similarly, πG : (𝔽sa,τ(H),OG) → (ℙfin(H),ON ) defined by

πG(H) = χτ(H)

is the base projection of a fiber bundle with fiber over P ∈ ℙfin(H) given by

𝔽sa,τ,P(H) = π
−1
G (P) = {H ∈ 𝔽sa,τ(H) : χτ(H) = P}.

Both fiber bundles are locally trivial in the sense that, by Lemma 8.3.3, for P0 ∈ ℙfin(H)
there is a continuous map {P ∈ ℙfin(H) : ‖P − P0‖ < 1} → 𝕌(H), P 󳨃→ VP , such that
P0 = V

∗
P PVP . Let

H × ℙfin(H) = H
′ ⊕H′′

be the canonical decomposition of the trivial Hilbert bundle overℙfin(H) into the direct
sumof two vector bundles, whose fibers areH′P = Ran(P) andH

′′
P = Ker(P). Let𝔽

∗′
sa,τ(H)

and𝔽∗′′sa,τ(H) be the fiber bundles overℙfin(H) associatedwithH
′, respectivelyH′′, with

fibers given by

𝔽∗′sa,τ,P(H) = {H ∈ 𝔽sa,τ(Ran(P)) : spec(H) ⊂ τ \ τ}

and

𝔽∗′′sa,τ,P(H) = {H ∈ 𝔽
∗
sa,τ(Ker(P)) : spec(H) ∩ τ = 0},

where both fibers are equipped with the Riesz topology. By Lemma 8.3.3, these fiber
bundles are again locally trivial. Then taking fiberwise the direct sums, 𝔽∗sa,τ(H) can be
seen as fiber product bundle over ℙfin(H) of the form
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𝔽∗sa,τ(H) = 𝔽
∗′
sa,τ(H) ×ℙfin(H) 𝔽

∗′′
sa,τ(H)

with bundle maps 𝔽∗sa,τ(H) → 𝔽
∗′
sa,τ(H) given by the restriction H 󳨃→ H |Ran(χτ (H)) and

𝔽∗sa,τ(H) → 𝔽
∗′′
sa,τ(H) given by H 󳨃→ H |Ker(χτ (H)). In exactly the same way, one can view

𝔽sa,τ(H) as a fiber product

𝔽sa,τ(H) = 𝔽
′
sa,τ(H) ×ℙfin(H) 𝔽

′′
sa,τ(H),

where 𝔽′sa,τ(H) and 𝔽
′′
sa,τ(H) are the fiber bundles over ℙfin(H) with fibers given by

𝔽′sa,τ,P(H) = 𝔽
∗′
sa,τ,P(H) and

𝔽′′sa,τ,P(H) = {H ∈ 𝔽sa,τ(Ker(P)) : spec(H) ∩ τ = 0},

where both fibers are equipped with the gap topology. Now the embedding
Iτ : (𝔽

∗
sa,τ(H),OR) → (𝔽sa,τ(H),OG) is a product of the maps

I ′τ : 𝔽
∗′
sa,τ(H) → 𝔽

′
sa,τ(H), H |Ran(χτ (H)) 󳨃→ H |Ran(χτ (H))

and

I ′′τ : 𝔽
∗′′
sa,τ(H) → 𝔽

′′
sa,τ(H), H |Ker(χτ (H)) 󳨃→ H |Ker(χτ (H)).

On 𝔽∗′sa,τ,P(H) = 𝔽
′
sa,τ,P(H), the Riesz topology and the gap topology coincide with the

norm topology by Theorem 6.1.10, therefore I ′τ is a homeomorphism.
To show that I ′′τ is a homotopy equivalence note that the Hilbert bundleH′′ over the

(metric and thus) paracompact space ℙfin(H) has infinite-dimensional separable fibers.
Thus by Theorem A.3.12, it is a trivial Hilbert bundle. The trivialization map can be cho-
sen to be unitary, namely there is a norm-continuous map P ∈ ℙfin(H) 󳨃→ WP ∈ 𝔹(H)
whereWP is a partial isometrywith Ker(WP) = Ran(P) and Ran(WP) = H. Then themap
(ϕ, P) ∈ H′′ 󳨃→ (Wpϕ, P) ∈ H×ℙfin(H) is a trivialization ofH

′′. Therefore the fiber bun-
dles 𝔽∗′′sa,τ(H) and 𝔽

′′
sa,τ(H) overℙfin(H) are also trivial, namely isomorphic to the trivial

bundles 𝔽∗′′sa,τ,0(H) × ℙfin(H) → ℙfin(H), respectively 𝔽
′′
sa,τ,0(H) × ℙfin(H) → ℙfin(H),

via the trivalization maps A ∈ 𝔽∗′′sa,τ,P(H) 󳨃→ (WPAW
∗
P , P) ∈ 𝔽

∗′′
sa,τ,0(H) × ℙfin(H) and

A ∈ 𝔽′′sa,τ,P(H) 󳨃→ (WPAW
∗
P , P) ∈ 𝔽

′′
sa,τ,0(H) × ℙfin(H). After this, isomorphism I ′′τ trans-

poses to I ′′τ,0 : 𝔽
∗′′
sa,τ,0(H)×ℙfin(H) → 𝔽

′′
sa,τ,0(H)×ℙfin(H) simply given by (H , P) 󳨃→ (H , P).

As τ = [−a, a] for some a ≥ 0, one gets 𝔽∗′′sa,τ,0(H) = 𝔽
∗
sa,a(H) and 𝔽

′′
sa,τ,0(H) = 𝔽sa,a(H).

By Propositions 8.6.4 and 8.6.6, the spaces (𝔽∗sa,a(H),OR) and (𝔽sa,a(H),OG) are con-
tractible. This implies that I ′′τ is a homotopy equivalence and therefore Iτ is a homo-
topy equivalence as it is the product of two homotopy equivalences. This concludes the
argument.

Remark 8.6.7. Let us point out that the proof of Theorem 8.4.1 merely uses that the fun-
damental group of (𝔽𝔹∗sa(H),ON ) is infinitely cyclic. Thus, by the results of this section,
Theorem 8.4.1 also holds for (𝔽∗sa(H),OR) and (𝔽sa(H),OG). ⬦
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8.7 Resumé: homotopy equivalences of operator classes

For the convenience of the reader, this section summarizes various of the homotopy
equivalences of sets of Fredholmoperators proved in this and earlier chapters. Let us be-
ginwith a diagram for self-adjoint Fredholm operators. It is quite extended, even though
not all results proved in this book are included. For sake of compactness of the presen-
tation, we drop the specification of the Hilbert spaceH.

(𝔽𝔹sa,ON ) (𝔽𝔹1,sa,ON ) (𝔽sa,OR) (𝔽𝔹sa,ON )

(𝔽𝔹∗sa,ON )

(𝔽∗sa,OR) (𝔽𝔹∗,01,sa,ON )

(𝔽sa,OG) (𝔽𝔹01,sa,OE) (𝔽𝔹01,sa,OSE) (𝔽𝕌0,ON )

(𝔽Csa,OG) (𝔽𝔹C,01,sa,OE) (𝔽𝔹C,01,sa,OSE) (𝕌C,0,ON )

(𝔽𝔹C1,sa,OK) (𝔽𝔹C1,sa,OSE) (𝔽𝔹1,sa,OSE)

(𝔽𝔹C,∞1,sa ,OSE)

retr.
3.6.2

F

6.3.2
i

6.3.3

i6.3.3

incl.

I 8.6.3

F

6.3.2

6.3.4
F

i 6.4.2

6.4.6
id G

4.6.12

6.4.4
F

6.4.6
id G

4.6.15

id 6.4.7

id
6.4.15

retr. 6.4.16

retr.
6.4.12

The diagram splits in the top row and the rest. However, they are tightly connected as
it was shown in Proposition 3.6.1 that 𝔽𝔹sa = 𝔽𝔹

∗
sa ∪ 𝔽𝔹

+
sa ∪ 𝔽𝔹

−
sa is a disjoint union in

which the two components𝔽𝔹±sa are contractible. Hence the nontrivial part of the higher
homotopy groups (of degree greater or equal to k = 1) of the upper row stems from
the component 𝔽𝔹∗sa, namely the lower part of the diagram. These homotopy groups
have been computed in Section 8.3. Let us also note that many of the homotopy equiva-
lences in the diagram also hold for the operator sets without Fredholm properties. The
corresponding statements can always be found near by those on the Fredholm opera-
tors.

Next let us come to the set of (not necessarily self-adjoint) Fredholm operators. The
results are summarize as follows:



276 � 8 Homotopy theory of Fredholm operators

(𝔽𝔹(H),ON ) (𝔽(H),OR) (𝔽𝔹01 (H),ON ) (𝔽𝔹1(H),ON )

(𝔽(H),OG) (𝔽𝔹01 (H),OE).

6.2.18
i

id

6.2.17
F f

6.4.7

6.2.17
F

Here the two-sided errors designate homotopy equivalences by themaps on top of them
and the corresponding statement below them,while the hook error is a homotopy equiv-
alence by [154]. Hence the homotopy groups of all spaces are given in Section 8.2.



9 Bott–Maslov index via spectral flow

This chapter develops the theory of the Bott–Maslov and Conley–Zehnder indices in
the framework of a complex infinite-dimensional Krein space. It hence generalizes
many of the results of Chapter 2 by imposing suitable Fredholm conditions. Standard
monographs on Krein spaces are [29, 20]. The infinite-dimensional Bott–Maslov index
was introduced and studied by Swanson [187], Nicolaescu [138], Booß-Bavnbek and Fu-
rutani [30], Kirk and Lesch [113], and Furutani [90], see also [137, 33, 168, 203]. Apart
from these fundamental references, other literature is cited in the text below. Works
on the finite-dimensional case are already mentioned in Chapter 2. As an application
of the infinite-dimensional theory, Section 9.7 develops oscillation theory for the bound
states of a high-dimensional scattering setup. Let us note that numerous other ap-
plications can be found in the literature, in particular, most notably in Morse theory
[138, 113].

9.1 Krein spaces and operators thereon

In this chapter, the separable complex Hilbert spaceK is supposed to be equipped with
a proper symmetry J = J∗ = J−1 ∈ 𝔹(K), namely one which has infinite-dimensional
eigenspaces for the eigenvalues 1 and −1. We will always assume to be in the spectral
representation of J so that

J = (1 0
0 −1
) .

Thus J introduces a grading of K, namely K = H+ ⊕H−. Because J is proper, bothH+
and H− are infinite dimensional and therefore they can be naturally identified with a
separable Hilbert spaceH, namelyK = H ⊕H. One then calls the couple (K, J) a com-
plex Krein space with fundamental symmetry J . Let us note that this excludes the class
of infinite-dimensional Pontryagin spaces [29, 20] where one of the fibersH+ orH− is
finite-dimensional. However, later on (in particular, in Section 9.2) Pontryagin subspaces
of a Krein space and their Krein signature will be relevant.

Definition 9.1.1. Let P be an orthogonal projection on a Krein space (K, J) and let Φ be
a normalized frame for P, namely P = ΦΦ∗.
(i) P is called J -invariant if and only if PJ = JP.
(ii) P is called nondegenerate if 0 ̸∈ spec(Φ∗JΦ).
(iii) A nondegenerate orthogonal projection P is called a Pontryagin projection if and

only if Φ∗JΦ has only a finite number of positive eigenvalues or a finite number of
negative eigenvalues. Then the Krein signature of a Pontryagin projection P is

KSig(P) = Sig(Φ∗JΦ) ∈ ℤ ∪ {−∞, +∞}.
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(iv) A Pontryagin projection is called Krein-definite if Φ∗JΦ is either positive or negative
definite, or equivalently if the restricted quadratic form J |Ran(P) is either positive or
negative definite.

Identifying orthogonal projections with their range, all these notions directly transpose
to closed subspaces E ofK.

Note that every J -invariant projection is nondegenerate. In this section, Pontryagin
spaces and their Krein signature will not play any role, yet. The focus here is rather on
the analysis of linear operators on the Krein space that preserve J as a quadratic form.

Definition 9.1.2. A bounded invertible operator T ∈ 𝔹(K) on a Krein space (K, J) is
called J -unitary if

T∗JT = J . (9.1)

The set of J -unitary operators on K is denoted by 𝕌(K, J) and it will be equipped with
the norm metric dN and the associated norm topology ON .

Let us stress that 𝕌(K, J) does not denote the unitary operators on K viewed as a
Hilbert space. These latter operators are simply denoted by𝕌(K). Also note that the rela-
tion (9.1) alone does not imply that T is invertible. For example, setK = ℓ2(ℕ)⊕ℓ2(ℕ) in
the grading of J and define T = S ⊕ S where S denotes the right-shift on ℓ2(ℕ). Then (9.1)
holds butT is not invertible andhencenot in𝕌(𝕂, J).Manyof the basic algebraic proper-
ties of J -unitaries transfer from the finite-dimensional case. In particular, the spectrum
satisfies (2.16) and the Riesz projection of T ∈ 𝕌(K, J) are those given in Proposition 2.2.2.
Furthermore,𝕌(K, J) is clearly a subgroup of the set𝔾(K) of invertible operators onK.
One can also rewrite the definition of𝕌(K, J) as follows.

Proposition 9.1.3. The group 𝕌(K, J) is invariant under taking adjoints. In the grading
of J, one has

𝕌(K, J) = {(A B
C D
) ∈ 𝔾(K) : A∗A − C∗C = 1, D∗D − B∗B = 1, A∗B = C∗D}

= {(
A B
C D
) ∈ 𝔾(K) : AA∗ − BB∗ = 1, DD∗ − CC∗ = 1, AC∗ = BD∗} ,

and in this representation A and D are invertible and satisfy ‖A−1‖ ≤ 1, ‖D−1‖ ≤ 1. Also
‖A−1B‖ < 1, ‖D−1C‖ < 1, ‖BD−1‖ < 1, and ‖CA−1‖ < 1.
Proof. Inverting T∗JT = J shows T−1J(T∗)−1 = J so that J = TJT∗. The fact that A is
invertible follows from AA∗ ≥ 1 and A∗A ≥ 1. Analogously, one shows that D is invert-
ible. Furthermore, AA∗ − BB∗ = 1 implies that A−1B(A−1B)∗ = 1 − A−1(A−1)∗ < 1, so that
‖A−1B‖ < 1. The same argument leads to the other inequalities.



9.1 Krein spaces and operators thereon � 279

As in finite dimension (Proposition 2.2.5), the polar decomposition of J -unitary op-
erators only involves J -unitary operators. In fact, the proof in finite dimension is based
on Lemma 2.2.6 which directly generalizes to the Krein space framework.

Proposition 9.1.4. Let T ∈ 𝕌(K, J) have the polar decomposition T = W |T |, namely
where |T | = (T∗T) 12 and W is unitary. Then |T | ∈ 𝕌(K, J) and W ∈ 𝕌(K, J) ∩ 𝕌(K).

Now let us turn to study the topology of (𝕌(K, J),ON ) and some of its subspaces. As
in the finite-dimensional case, one has the following.

Corollary 9.1.5. The group (𝕌(K, J),ON ) is path connected.

Proposition 9.1.6. The group (𝕌(K, J) ∩ 𝕌(K),ON ) is contractible and given by

𝕌(K, J) ∩ 𝕌(K) = {diag(V+,V−) ∈ 𝕌(K) : V+,V− ∈ 𝕌(H)}.
Proof. Let us fist note that𝕌(K, J)∩𝕌(K) is the set of unitaries commutingwith J . These
are the, in the grading of J , diagonal unitaries, just as stated. Therefore the contractibility
of𝕌(K, J) ∩ 𝕌(K) follows as𝕌(H) is contractible by Kuiper’s theorem.

Let us next consider another subgroup of𝕌(K, J), namely the set of J -unitary oper-
ators that are compact perturbations of the identity,

𝕌C(K, J) = {1 + K invertible : K ∈ 𝕂(K), (1 + K)∗J(1 + K) = J}.
This is the norm-closure of the finite-dimensional J -unitaries, under suitable embedding
of the latter in𝕌(K, J). Proposition 9.1.4 directly implies the following result.

Corollary 9.1.7. Let T ∈ 𝕌C(K, J) have the polar decomposition T = W |T |, then one has
|T | ∈ 𝕌C(K, J) and W ∈ 𝕌C(K, J) ∩ 𝕌(K).

The next result follows from Corollary 9.1.7 combined with (8.1).

Proposition 9.1.8. The space (𝕌C(K, J) ∩𝕌(K),ON ) is a deformation retract of the space
(𝕌C(K, J),ON ). The homotopy groups of (𝕌

C(K, J),ON ) are

πk(𝕌
C(K, J)) = {

ℤ ⊕ ℤ, k odd,
0, k even.

Proof. Using the polar decomposition in𝕌C(K, J) as given in Corollary 9.1.7 and deform-
ing the radial part shows that𝕌C(K, J) can be retracted to𝕌C(K, J) ∩ 𝕌(K). Moreover,
Proposition 9.1.6 shows that 𝕌C(K, J) ∩ 𝕌(K) = 𝕌C(H) × 𝕌C(H) where K = H ⊕ H.
Therefore, the claim follows from (8.1).

Next let us come to the Lie algebra of𝕌(K, J).
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Definition 9.1.9. A bounded operator H ∈ 𝔹(K) on a Krein space (K, J) is called J -self-
adjoint if

JH∗J = H . (9.2)

The set of J -self-adjoint bounded operators on K is denoted by 𝔹sa(K, J) and it is
equipped with the norm metric dN and the associated norm topology ON .

There is a close connection between J -self-adjoint operators and self-adjoint opera-
tors on K. More precisely, H is J -self-adjoint if and only if S = JH is self-adjoint. Let us
note that𝔹sa(K, J) is anℝ-vector space. Moreover,𝔹sa(K, J) is the Lie algebra of𝕌(K, J)
in the sense that

H ∈ 𝔹sa(K, J) 󳨐⇒ e𝚤H ∈ 𝕌(K, J).
If H ∈ 𝔹sa(K, J) is such that H + 𝚤1 ∈ 𝔹(K) is invertible, also the Cayley transform
C(H) = (H−𝚤1)(H+𝚤1)−1 lies in𝕌(K, J). Finally, the set𝔹sa(K)∩𝔹sa(K, J) is the real vector
space which is the Lie algebra of𝕌(K)∩𝕌(K, J), namelyH ∈ 𝔹sa(K)∩𝔹sa(K, J) implies
e𝚤H ∈ 𝕌(K) ∩𝕌(K, J). Statements and formulas similar to those in Proposition 9.1.3 also
hold for operators in the Lie algebra 𝔹sa(K, J).

Proposition 9.1.10. The ℝ-vector space 𝔹sa(K, J) is invariant under taking adjoints. In
the grading of J, one has

𝔹sa(K, J) = {(
A B
C D
) : A = A∗, D = D∗, B = −C∗} .

Proof. The claim follows directly by writing out (9.2).

There is another natural class of bounded operators on the Krein spaceK = H⊕H,
namely for a given operator B ∈ 𝔹(H) one can set

H = ( 0 B
B∗ 0
) .

By construction, H = H∗ is self-adjoint and satisfies JHJ = −H , namely 𝚤H is J -self-
adjoint. In a quantum-mechanical setting, the operator H is then called a Hamiltonian
and the relation JHJ = −H either a supersymmetry [67] or a chiral symmetry [152]. This
motivates the following definition.

Definition 9.1.11. A self-adjoint operator H ∈ 𝔹sa(K) satisfying JHJ = −H is called chi-
ral.

Chiral operators clearly have a spectral symmetry spec(H) = − spec(H) ⊂ ℝ. A par-
ticular example of a chiral operator is a chiral symmetry. For every chiral symmetry Q,
there is a unitary operator U onH such that
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Q = ( 0 −U
−U∗ 0

) . (9.3)

As will be discussed below, there is a tight connection between invertible chiral oper-
ators and J -Lagrangian projections, and this also explains why we choose to add the
minus sign in (9.3).

9.2 J-isotropic subspaces

Definition 9.2.1. A closed subspace E of a Krein space (K, J) is called J -isotropic if J
viewed as a hermitian sesquilinear form vanishes when restricted to E. More explicitly,
for all ϕ,ψ ∈ E, one has ϕ∗Jψ = 0. Two closed subspaces E and E′ are called J -orthogonal
if and only if ϕ∗Jψ = 0 for all ϕ ∈ E and ψ ∈ E′.

Let us note that any subspace on which J vanishes can be closed and its closure
will then be J -isotropic so that it is natural to require closedness in Definition 9.2.1. Fur-
thermore, every J -isotropic subspace is J -orthogonal to itself. As there is a bijection be-
tween closed subspaces of a Hilbert space and orthogonal projections (self-adjoint idem-
potents), the following definition is hence in line with the above.

Definition 9.2.2. An orthogonal projection P is called J -isotropic if PJP = 0. The set of
J -isotropic projections will be denoted by 𝕀(K, J). Two orthogonal projections P and P′
are called J -orthogonal if and only if PJP′ = 0.

One has the following characterization of J -isotropic projections.

Lemma 9.2.3. An orthogonal projection P is J-isotropic if and only if

P ≤ J(1 − P)J .

Proof. First note that J(1 − P)J is an orthogonal projection. Moreover, P ≤ J(1 − P)J is
equivalent to Ran(P) ⊂ Ran(J(1 − P)J) because if P ≤ J(1 − P)J holds and ϕ1 ∈ Ran(P) is
a vector in the range of P then one has

‖ϕ1‖
2 = ⟨ϕ1|Pϕ1⟩ ≤ ⟨ϕ1

󵄨󵄨󵄨󵄨 J(1 − P)Jϕ1⟩ ≤ ‖ϕ1‖
2󵄩󵄩󵄩󵄩J(1 − P)J

󵄩󵄩󵄩󵄩 = ‖ϕ1‖
2.

Therefore, as the Cauchy–Schwarz inequality is an equality in this case, J(1− P)Jϕ1 = ϕ1
and ϕ1 is in the range of J(1−P)J . Conversely, assume that Ran(P) ⊂ Ran(J(1−P)J) holds.
Then for ϕ = ϕ0 + ϕ1 ∈ H with ϕ0 ∈ Ker(P) and ϕ1 ∈ Ran(P), one has J(1 − P)Jϕ1 = ϕ1
and therefore

⟨ϕ󵄨󵄨󵄨󵄨 J(1 − P)Jϕ⟩
= ⟨ϕ1
󵄨󵄨󵄨󵄨 J(1 − P)Jϕ1⟩ + ⟨ϕ0

󵄨󵄨󵄨󵄨 J(1 − P)Jϕ1⟩ + ⟨ϕ1
󵄨󵄨󵄨󵄨 J(1 − P)Jϕ0⟩ + ⟨ϕ0

󵄨󵄨󵄨󵄨 J(1 − P)Jϕ0⟩
= ⟨ϕ1|ϕ1⟩ + ⟨ϕ0|ϕ1⟩ + ⟨ϕ1|ϕ0⟩ + ⟨ϕ0

󵄨󵄨󵄨󵄨 J(1 − P)Jϕ0⟩
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= ⟨ϕ1|ϕ1⟩ + ⟨ϕ0
󵄨󵄨󵄨󵄨 J(1 − P)Jϕ0⟩ ≥ ⟨ϕ1|ϕ1⟩

= ⟨ϕ|Pϕ⟩,

thus P ≤ J(1 − P)J follows. We show

P ≤ J(1 − P)J ⇐⇒ P = PJ(1 − P)JP = P − PJPJP. (9.4)

Let us first suppose that P = PJ(1 − P)JP holds. Then for ϕ1 ∈ Ran(P), one obtains
the equalities ϕ1 = Pϕ1 = PJ(1 − P)Jϕ1 = J(1 − P)Jϕ1 where the last step follows as
‖J(1 − P)Jϕ1‖ ≤ ‖ϕ1‖. This implies Ran(P) ⊂ Ran(J(1 − P)J) and therefore P ≤ J(1 − P)J .
Conversely, P ≤ J(1−P)J implies Ran(P) ⊂ Ran(J(1−P)J) and therefore J(1−P)Jϕ1 = ϕ1 for
ϕ1 ∈ Ran(P). Thus Pϕ1 = PJ(1−P)JPϕ1 follows. As Pϕ0 = 0 = PJ(1−P)JPϕ0 forϕ0 ∈ Ker(P)
is obvious, P = PJ(1 − P)JP follows. This concludes the proof of (9.4). If P is J -isotropic,
the right-hand side of (9.4) is obviously correct and therefore P ≤ J(1 − P)J holds. Con-
versely, P ≤ J(1 − P)J implies by (9.4) that 0 = PJPJP = (PJP)2, as PJP is self-adjoint, and
this implies that P is J -isotropic.

Associated to a given J -unitary operator T ∈ 𝕌(K, J) there are numerous J -isotropic
subspaces. Recall that a subset Δ ⊂ spec(T) is called separated spectral subset if it is a
closed subset and has trivial intersection with the closure of spec(T) \ Δ.

Proposition 9.2.4. Let T ∈ 𝕌(K, J) and Δ, Δ′ ⊂ spec(T) be separated spectral subsets. Set
Δ−1 = {z ∈ ℂ : z−1 ∈ Δ}.
(i) If Δ′ ∩ Δ−1 = 0, then the associated Riesz projections of T satisfy

(RΔ)
∗JRΔ′ = 0.

(ii) If Δ ∩ Δ−1 = 0, then the range of the Riesz projection RΔ is J-isotropic.
(iii) If Δ ∩ Δ−1 = 0, then the projection on the cokernel of RΔ is J-isotropic.
(iv) Suppose that spec(T) = Δ ∪ Δ′ and

Δ = Δ−1, Δ′ = Δ′−1, Δ ∩ Δ′ = 0.
Furthermore, let RΔ only have finite-dimensional range. Then both Ran(RΔ) and
Ran(RΔ′ ) are nondegenerate.

Proof. First of all, let us note that Proposition 2.2.2 remains valid for infinite-dimensional
Krein spaces by the same proof, namely the Riesz projections satisfy

(RΔ)
∗ = JR

Δ
−1 J .

Therefore

(RΔ)
∗JRΔ′ = JRΔ−1 JJRΔ′ = JRΔ−1RΔ′ = 0,
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the latter by the assumption and the properties of the Riesz projections, see Ap-
pendix A.1. The claim (ii) is now a direct consequence and (iii) follows from the identity
RΔJ(RΔ)

∗ = 0 obtained in a similar manner.
(iv) By item (i), Ran(RΔ) and Ran(RΔ′ ) are J -orthogonal. Moreover, these two sub-

spaces span allK due to RΔ + RΔ′ = 1 which follows from Proposition A.1.1(iii). Suppose
that Ran(RΔ) is not nondegenerate. Then there exists a nonvanishing vector ϕ ∈ Ran(RΔ)
such that (ϕ′)∗Jϕ = 0 for all ϕ′ ∈ Ran(RΔ) and hence ϕ is J -orthogonal to all vectors inK.
This is a contradiction to the fact that J is invertible. Now let Φ be a normalized frame
with Ran(ϕ) = Ran(RΔ′ ). Then ΦΦ∗JΦΦ∗ − J is finite dimensional. Hence the essential
spectrum of ΦΦ∗JΦΦ∗ is {−1, 1}. But spec(Φ∗JΦ) ∪ {0} = spec(ΦΦ∗JΦΦ∗), unless Δ = 0.
However, by the same argument as above, Ker(Φ∗JΦ) = {0}. Taking these facts together,
one deduces that also RΔ′ is nondegenerate.
Remark 9.2.5. Results similar to Proposition 9.2.4 also hold for a J -self-adjoint opera-
tor H . One merely has to replace the spectral reflection on the unit circle 𝕊1 by a reflec-
tion on the real axis, namely by complex conjugation. For example, let Δ ⊂ spec(H) be a
spectral subset such that Δ ∩ Δ = 0 where the complex conjugate is Δ = {z ∈ ℂ : z ∈ Δ}.
Then the range and cokernel of the Riesz projection RΔ of H are J -isotropic subspaces.
Several of the results below transfer in the sameway, even though thiswill not be spelled
out. The reader may consult [29, 175]. ⬦

Next let us note that for a J -isotropic orthogonal projection P, also P + JPJ is an or-
thogonal projection. Its range is a J -invariant subspace, and so is therefore its orthogonal
complement which will be denoted

FP = Ran(P + JPJ)
⊥ = Ker(P) ∩ Ker(JPJ).

Definition 9.2.6. A J -isotropic projection P is called semi-Fredholm ifFP is a Pontryagin
space, and it is called Fredholm if FP is finite dimensional.

Let us establish an elementary link between the Fredholm property of J -isotropic
projections and Fredholm pairs of projections.

Proposition 9.2.7. A J-isotropic projection P is Fredholm if and only if (1 − P, JPJ) is a
Fredholm pair. Its index is given by

Ind(1 − P, JPJ) = dim(FP).

Proof. The characterization of the Fredholm property given in Proposition 5.3.2 can be
readily checked and

Ind(1 − P, JPJ) = dim(Ran(1 − P) ∩ Ker(JPJ)) − dim(Ran(JPJ) ∩ Ker(1 − P))
= dim(Ker(P) ∩ Ker(JPJ)) − dim(Ran(JPJ) ∩ Ran(P)),

which is indeed equal to dim(FP) because JPJ and P are orthogonal.
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The invariant Ind(1−P, JPJ) is, however, not the only interesting integer that can be
associated to a Fredholm J -isotropic projection. Even for any semi-Fredholm J -isotropic
projection P, one can furthermore consider the Krein signature

KSig(1 − P − JPJ) = Sig(J |FP
) ∈ ℤ ∪ {−∞, +∞}.

It turns out that these two quantities are related for the following class of J -isotropic
subspaces.

Definition 9.2.8. A J -isotropic subspace E is called maximally J -isotropic if there is
no J -isotropic subspace F with E ⊂ F and E ̸= F. A projection P is called maximally
J -isotropic if its range is maximally J -isotropic. The set of all Fredholm maximally
J -isotropic projections will be denoted by

𝔽𝕀(K, J) = {P ∈ ℙ(K) : P maximally J -isotropic and Fredholm}.

It is equipped with the norm topology ON .

Proposition 9.2.9. A J-isotropic projection P is maximal if and only if 1 − (P + JPJ) is a
Krein-definite Pontryagin projection.Moreover, for everymaximally J-isotropic projection
P, one has

Ind(1 − P, JPJ) = 󵄨󵄨󵄨󵄨KSig(1 − P − JPJ)
󵄨󵄨󵄨󵄨.

Proof. Note that 1 − (P + JPJ) is the projection onto FP . The J -isotropic projection P is
not maximal if and only if there exists a nontrivial subspace ofFP that is J -orthogonal to
itself. For any unit vector ϕ in this subspace, P + ϕϕ∗ is a J -isotropic projection. Then Jϕ
and ϕ are linearly independent vectors fromFP , and J restricted to the two-dimensional
subspace spanned by ϕ and Jϕ has eigenvalues 1 and −1, so that FP is not Krein-definite.
Conversely, if FP is not Krein-definite, there is a unit vector ϕ ∈ FP that is J -orthogonal
to itself. Then P + ϕϕ∗ is a J -isotropic projection and P is not maximal. The claim about
Ind(1 − P, JPJ) directly follows from Proposition 9.2.7.

For a finite-dimensional H, every maximally J -isotropic subspace is of dimension
dim(H) and is hence J -Lagrangian in the sense that JPJ = 1 − P holds for its range
projection P, see Definition 9.3.1 below. However, in infinite dimension there are more
maximally J -isotropic subspaces, namely maximally J -isotropic subspaces that are not
J -Lagrangian (other than incorrectly stated in Section 2 of [168]). This shows the follow-
ing example.

Example 9.2.10. Let us fix an orthonormal basis {bl : l ∈ ℕ} of Ker(J − 1) and an or-
thonormal basis {el : l ∈ ℕ} of Ker(J + 1). For k ∈ ℕ, let us then define Pk as the
projection onto Ran(Pk) = span{bl + el−k : l ∈ ℕ, l > k}. As (1 − Pk)J(1 − Pk)bl = bl for all
l = 1, . . . , k, one has (1−Pk)J(1−Pk) ̸= 0. (ThusPk is not J -Lagrangian.) One directly checks
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that Pk is J -isotropic and, equivalently, Ran(Pk) is J -isotropic. Because of the orthogonal
decomposition

K = Ran(Pk) ⊕ Ran(JPkJ) ⊕ span{b1, . . . , bk}, (9.5)

there is no extension of Ran(Pk) to a J -isotropic subspace, namely Ran(Pk) is maximally
J -isotropic. Along the same lines, it is also possible to construct an example of a maxi-
mally J -isometric projection P∞ such that Ran(P∞) ⊕ Ran(JP∞J) has infinite codimen-
sion, by setting, e. g., Ran(P∞) = span{bl + e2l : l ∈ ℕ}. ⬦

The maximally J -isotropic projections Pk constructed in Example 9.2.10 are Fred-
holm for k < ∞ and their Krein signature is k > 0. In the same manner, it is also possi-
ble to construct maximally J -isotropic projections with negative Krein signature. On the
other hand, P∞ is not Fredholm and has Krein signature +∞.

Proposition 9.2.11. The space (𝔽𝕀(K, J),ON ) hasℤ connected components labeled by the
Krein signature, that is, the map K : π0(𝔽𝕀(K, J)) → ℤ given by

K(P) = KSig(1 − P − JPJ)

is an isomorphism.

Proof. It is shown that everyP ∈ 𝔽𝕀(K, J)withKSig(1−P−JPJ) = k is unitarily equivalent
to a fixed maximally J -isotropic projection Pk with KSig(1 − Pk − JPkJ) = k via a unitary
that commutes with J (Example 9.2.10 constructs such projections Pk for k ≥ 0). From
this unitary equivalence, one readily constructs the desired connecting path by taking a
root of the unitary. For the construction of the unitary, it is convenient to use normalized
frames (see Definition 5.1.5). Hence let Φk be a normalized frame for Pk , namely one has
Pk = ΦkΦ

∗
k . Then JΦk is a normalized frame for JPkJ . Further set Ψk = (Φk , JΦk)

⊥ which
is then a normalized frame for the orthogonal projection onto the finite-dimensional
space FPk . Note that JΨk = sgn(k)Ψk . Similarly, let Φ, JΦ and Ψ be associated to P. Then
one checks that U = (Φ, JΦ,Ψ)(Φk , JΦk ,Ψk)

∗ is well defined, unitary, commutes with J ,
and satisfies UPkU

∗ = P.
Given a maximally J -isotropic projection P, one can set

TP =
1
2
P + 2JPJ + (1 − P − JPJ), (9.6)

and then readily checks that TP ∈ 𝕌(K, J) is J -unitary. The same holds, e. g., for the oper-
ator zP+z−1JPJ+e𝚤φ(1−P−JPJ)where z is a complex numberwith |z| ∈ (0, 1) and e𝚤φ ∈ 𝕊1
a phase. Even further, one can spread out the spectrum on the unit circle within the class
of J -unitary operators. On the other hand, it is impossible for these unit eigenvalues to
leave the unit circle under any perturbation within the set of J -unitaries. Indeed, each
such eigenvalue λ would lead to another eigenvalue λ

−1
by (2.16), and a more detailed
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elementary analysis shows that the J -inertia on the joint eigenspace has to be (1, 0, 1)
which is impossible because Ran(1 − P − JPJ) is a J -definite subspace. This is the essence
of Krein stability which associates a signature to each unit eigenvalue of a J -unitary
operator, for details see, e. g., [168]. In Definition 9.2.12 below, the Krein signature is not
associated to a single eigenvalue on the unit circle, but rather jointly to all eigenvalues
on 𝕊1, which corresponds to taking the sum of all Krein signatures of unit eigenval-
ues. The example of TP suggests the following natural situation in which Fredholm
J -isotropic projections appear. This is relevant for applications, such as in [168, 175].

Definition 9.2.12. A J -unitary operator T ∈ 𝕌(K, J) is said to be essentially 𝕊1-gapped if
it only has discrete spectrum (isolated eigenvalues of finite algebraic multiplicity) on 𝕊1.
The total Krein signature of such an essentially 𝕊1-gapped J -unitary T is

KSig(T) = KSig(P=),
where P= denotes the finite-dimensional range projection of all eigenvalues on the unit
circle 𝕊1.

Let us note that Proposition 9.2.4(iv) applies directly, in particular, to an essentially
𝕊1-gapped operator T ∈ 𝕌(K, J) if one chooses Δ = 𝕊1∩spec(T) and Δ′ = spec(T)\Δ. Thus
Ran(P=) = Ran(RΔ) and Ran(RΔ′ ) are J -orthogonal and nondegenerate. As P= is finite
dimensional, it is hence a Pontryagin projection with a well-defined Krein signature.
Therefore KSig(T) is well defined.

Proposition 9.2.13. Let T ∈ 𝕌(K, J) be an essentially 𝕊1-gapped J-unitary. Then let R<
and R> be the Riesz projections of T associated to the spectral subsets spec(T) ∩ B1(0)
and spec(T) \ B1(0), respectively, and let P

< and P> be the orthogonal projections onto
the subspaces E< = Ran(R<) and E> = Ran(R>). Further let P= be the finite-dimensional
range projection of all eigenvalues on the unit circle 𝕊1. The (total) Krein signatureKSig(T)
of the essentially 𝕊1-gapped J-unitary T is continuous in T. The projections P< and P> are
Fredholm J-isotropic projections,which aremaximal (namely in𝔽𝕀(K, J)) if the restriction
J |Ran(P=) of the quadratic form J to Ran(P=) is definite.
Proof. The fact that P< and P> are J -isotropic follows from Proposition 9.2.4 applied to
Δ = spec(T)∩B1(0). The Fredholmproperty follows directly from the hypothesis because
JP<J is the orthogonal projection onto Ker(R>)⊥ and thus FP< = Ker(R>) ∩ Ran(R<)⊥
is finite dimensional as P= is finite dimensional. The same argument shows that also
FP> = Ker(R<) ∩ Ran(R>)⊥ is finite dimensional. Now an eigenvalue λ of T can leave
𝕊1 only together with its reflected λ

−1
(Krein collision). But on the span of the two cor-

responding eigenvectors, J has vanishing signature (this requires an addendum to the
argument leading to Proposition 9.2.4, see [168]). Even though this process changes the
projection P=, it does therefore not change the Krein signature KSig(T). Once J is definite
on the range of P=, no eigenvalue can leave the unit circle and neither P< nor P> can be
enlarged, and are thus maximal.
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Admittedly, the above proof of Proposition 9.2.13 is only a sketch of what is the heart
of the celebrated Krein stability result [118]. The reader interested in further details is
referred to [168, 175].

Remark 9.2.14. Once again, one can also introduce essentiallyℝ-gappedbounded J -self-
adjoint operators, namely those bounded J -self-adjoints that only have discrete spec-
trum of finite multiplicity on ℝ. Then one can consider their global Krein signature.
Using Riesz projections for the upper and lower half-plane, as well as a perturbative
argument for the real eigenvalues of indefinite signature, one can show that the set
of all essentially ℝ-gapped bounded J -self-adjoint operators can be retracted to the set
𝔽𝕀(K, J), if the latter is identified with the J -self-adjoint operators H = 𝚤P − 𝚤JPJ (this
is similar to (9.6)). Moreover, it is possible to show by analytic Fredholm theory that
the set of all essentially ℝ-gapped bounded J -self-adjoint operators is equal to the set
{H ∈ 𝔹sa(K, J) : H−λ1 ∈ 𝔽𝔹(K) for all λ ∈ ℝ}. Detailed proofs can be found in [175]. Such
a characterizationwith a Fredholmproperty is not possible for the essentially𝕊1-gapped
J -unitaries, see [168] for a counterexample. It is likely also not true that the essentially
𝕊1-gapped J -unitaries can be retracted to 𝔽𝕀(K, J). ⬦

9.3 J-Lagrangian subspaces

Definition 9.3.1. Projection P = P∗ = P2 ∈ ℙ(K) is called J -Lagrangian if and only
if JPJ = 1 − P. A closed subspace is called J -Lagrangian if its range projection is
J -Lagrangian. The J -Lagrangian Grassmannian is defined as

ℙ(K, J) = {P = P∗ = P2 ∈ 𝔹(K) : JPJ = 1 − P}.
It is equipped with the metric dN and thus the norm topology ON .

A Fredholmmaximally J -isotropic projection P is J -Lagrangian if and only if one has
KSig(1 − P − JPJ) = 0. Clearly, one can reformulate Definition 9.3.1 as

P J -Lagrangian ⇐⇒ P + JPJ = 1.

The definition implies that 1−P is J -Lagrangian if and only if P is J -Lagrangian. Further-
more, every J -Lagrangian projection P provides a chiral symmetry Q = 1 − 2P, and vice
versa. More generally, the negative spectral projection P = χ(H < 0) of an invertible chi-
ral operatorH is J -Lagrangian. Definition 9.3.1 can further be reformulated algebraically.
In view of (9.3), every J -Lagrangian projection is of the form

P = 1
2
(
1 U
U∗ 1
) , (9.7)
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where U is a unitary on H, see also Proposition 9.3.4 below. Let us next give another
characterization of J -Lagrangian projections.

Lemma 9.3.2. An orthogonal projection P is J-Lagrangian if and only if

PJP = 0 and (1 − P)J(1 − P) = 0,

or alternatively if and only if the restrictions J |Ran(P) and J |Ran(1−P) of the quadratic form
J vanish.

Proof. Multiplying JPJ = 1 − P by P from the left and J from the right shows PJP = 0.
Proceeding similarly with P = J(1 − P)J shows (1 − P)J(1 − P) = 0. Conversely,

JPJ = JPJP + JPJ(1 − P)

= JPJ(1 − P)

= J(P + 1 − P)J(1 − P)

= (1 − P),

showing the claimed equivalence.

The following result describes a natural situation in which J -Lagrangian subspaces
arise. It is the infinite-dimensional analogue of Proposition 2.2.3.

Proposition 9.3.3. Let T ∈ 𝕌(K, J) satisfy spec(T) ∩ 𝕊1 = 0. Then let R< and R> be the
Riesz projections of T associated to the separated spectral subsets spec(T) ∩ B1(0) and
spec(T) \ B1(0), respectively, and let P

< and P> be the orthogonal projections onto the
subspaces E< = Ran(R<) and E> = Ran(R>). Then P< and P> are J-Lagrangian.
Proof. This follows directly from Proposition 9.2.13.

Next let us consider the set of all J -Lagrangian subspaces. Due to (9.7), the J -La-
grangian Grassmannianℙ(K, J) onK can naturally be identified with the unitary group
onH.

Proposition 9.3.4. The stereographic projection Π : ℙ(K, J) → 𝕌(H) defined by

Π(P) = U , P = 1
2
(
1 U
U∗ 1
) ,

is a bijective isometry.

Proof. The stereographic projection is surjective because, for U ∈ 𝕌(H),

P = 1
2
(
1 U
U∗ 1
) ∈ ℙ(K, J)
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is a Lagrangian projection and Π(P) = U . Moreover, the stereographic projection is in-
jective as, for P, P′ ∈ ℙ(K, J) with U = Π(P) and U ′ = Π(P′), one has

󵄩󵄩󵄩󵄩P − P
′󵄩󵄩󵄩󵄩 = 12 󵄩󵄩󵄩󵄩Π(P) − Π(P′)󵄩󵄩󵄩󵄩 = 12 󵄩󵄩󵄩󵄩U − U ′󵄩󵄩󵄩󵄩.

Therefore Π is injective. In conclusion, the stereographic projection is a bijection. The
above identity also shows that it is bi-Lipshitz-continuous.

The spectral theory in𝕌(H) is of importance for the intersection of two Lagrangian
subspaces, as shows the following result which is at the heart of intersection theory
of J -Lagrangian subspaces and hence of crucial relevance for the Bott–Maslov index
introduced and analyzed in the next section.

Proposition 9.3.5. Let P0 and P1 be J-Lagrangian projections with stereographic projec-
tions U0 = Π(P0) and U1 = Π(P1). One has

dim(Ran(P0) ∩ Ker(P1)) = dim(Ker(U
∗
1 U0 + 1))

= dim(Ker(U1U
∗
0 + 1)),

or alternatively

dim(Ran(P0) ∩ Ran(JP1J)) = dim(Ker(U
∗
1 U0 + 1)).

Proof. A vector ϕ = (ϕ1ϕ2) ∈ K with ϕ1,ϕ2 ∈ H is in the range of P0 if and only if

P0ϕ =
1
2
(
ϕ1 + U0ϕ2
U∗0 ϕ1 + ϕ2) = (ϕ1ϕ2)

which is equivalent to U0ϕ2 = ϕ1. Then

P1ϕ =
1
2
(
ϕ1 + U1ϕ2
U∗1 ϕ1 + ϕ2) = 0

if and only if −U∗1 ϕ1 = ϕ2. In conclusion, ϕ ∈ Ran(P0) ∩ Ker(P1) implies ϕ2 = −U∗1 U0ϕ2
and dim(Ran(P0) ∩ Ker(P1)) ≤ dim(Ker(U

∗
1 U0 + 1)). Conversely, for ϕ2 ∈ Ker(U

∗
1 U0 + 1),

one has U0ϕ2 = −U1ϕ2 and therefore ϕ = (U0ϕ2ϕ2
) ∈ Ran(P0) ∩ Ker(P1). This implies that

dim(Ran(P0) ∩ Ker(P1)) ≥ dim(Ker(U
∗
1 U0 + 1)) and thus the claim follows.

A J -unitary operator T ∈ 𝕌(K, J) sends a J -Lagrangian subspace E to a J -Lagrangian
subspace TE. Indeed, for all vectors ψ0 = Tϕ0 ∈ TE and ψ1 = Tϕ1 ∈ TE, one deduces
ψ∗0 Jψ1 = ϕ∗0T∗JTϕ1 = ϕ∗0 Jϕ1 = 0. Analogously, for ψ̃0 = (T∗)−1ϕ̃0 ∈ (TE)⊥ = (T∗)−1E⊥
and ψ̃1 = (T

∗)−1ϕ̃1 ∈ (TE)⊥, one has (ψ̃0)∗Jψ̃0, so that Lemma 9.3.2 implies that TE is
J -Lagrangian. (Note that this also shows that the image of J -isotropic subspaces under
a J -unitary is J -isotropic.) If P ∈ ℙ(K, J) is the range projection of E, then the range
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projection of TE is denoted by T ⋅ P, namely ⋅ : 𝕌(K, J) × ℙ(K, J) → ℙ(K, J) is a group
action. This action is transitive. Actually, already the subgroup 𝕌(K, J) ∩ 𝕌(K) does so
as shows the following result.

Proposition 9.3.6. The group 𝕌(K, J) ∩ 𝕌(K) acts continuously and transitively on
ℙ(K, J).

Proof. The action of 𝕌(K, J) ∩ 𝕌(K) on ℙ(K, J) is simply given by V ⋅ P = VPV∗ for
V ∈ 𝕌(K, J) ∩ 𝕌(K) and P ∈ ℙ(K, J). One directly checks that VPV∗ is in ℙ(K, J) and
therefore the action is well defined. To show that the action is transitive, consider two
J -Lagrangian projections

P0 =
1
2
(
1 U0
U∗0 1

) and P1 =
1
2
(
1 U1
U∗1 1

) ,

where U0,U1 ∈ 𝕌(H) are unitaries. One directly checks that VP0V
∗ = P1 for

V = (U1 0
0 U0
) ∈ 𝕌(K, J) ∩ 𝕌(K),

finishing the proof.

Now the action (5.7) of invertibles on projections becomes an action of 𝕌(K, J) on
ℙ(K, J). Recall that for T ∈ 𝕌(K, J) on P ∈ ℙ(K, J), it is given by

T ⋅ P = (TPT∗)(TPT∗)−2(TPT∗).
The following elementary fact will be used later on.

Proposition 9.3.7. For T ∈ 𝕌(K, J) and P ∈ ℙ(K, J), one has

T ⋅ P = J((T−1)∗ ⋅ (1 − P))J .
Proof. The computation

J(T ⋅ P)J = (JTPT∗J)(JTPT∗J)−2(JTPT∗J)
= ((T−1)∗JPJT−1)((T−1)∗JPJT−1)−2((T−1)∗JPJT−1),

combined with JPJ = 1 − P, shows the claim.

Under the stereographic projection, the action takes a simpler form.

Proposition 9.3.8. The group𝕌(K, J) acts continuously on the Siegel disc

𝔻(H) = {U ∈ 𝔹(H) : ‖U‖ < 1}

and also on the unitary group𝕌(H) by Möbius transformation denoted by a dot and de-
fined by



9.4 Fredholm pairs of J-Lagrangian projections � 291

(
A B
C D
) ⋅ U = (AU + B)(CU + D)−1, U ∈ 𝔻(H).

TheMöbius action on𝕌(H) implements the action ⋅ : 𝕌(K, J)×ℙ(K, J) → ℙ(K, J), namely

T ⋅ Π(P) = Π(T ⋅ P).

Proof. One first has to show that for U ∈ 𝔹(H)with ‖U‖ ≤ 1 and T ∈ 𝕌(K, J) the inverse
in the Möbius transformation T ⋅ U is well defined. By Proposition 9.1.3, one concludes
that (CU +D) = D(D−1CU +1) is indeed invertible. Then the identities of Proposition 9.1.3
imply

(CU + D)∗(CU + D) − (AU + B)∗(AU + B) = 1 − U∗U . (9.8)

Now multiplying (9.8) from the left by ((CU + D)∗)−1 and from the right by (CU + D)−1
and using 1 − U∗U > 0 for U ∈ 𝔻(H) shows (T ⋅ U)∗(T ⋅ U) < 1 so that T ⋅ U ∈ 𝔻(H). By
the same argument, if U ∈ 𝕌(H), then T ⋅ U ∈ 𝕌(H). A short algebraic calculation also
shows that (TT ′) ⋅ U = T ⋅ (T ′ ⋅ U).

To prove the last formula, let us note that the range of P = 1
2 (

1 U
U∗ 1 ) is

Ran(P) = {(Uϕ
ϕ
) : ϕ ∈ H} ,

therefore

Ran(T ⋅ P) = {((AU + B)ϕ
(CU + D)ϕ

) : ϕ ∈ H}

= {(
(AU + B)(CU + D)−1ϕ̃

ϕ̃
) : ϕ̃ ∈ H}

= Ran( 1
2
(

1 (AU + B)(CU + D)−1
((AU + B)(CU + D)−1)∗ 1

)) .

Proposition 9.3.4 implies the claim.

9.4 Fredholm pairs of J-Lagrangian projections

Recall from Section 5.2 the notion of Fredholm pairs (P0, P1) of orthogonal projec-
tions and their index given by the difference of the finite dimensions of the subspaces
Ran(P0) ∩ Ker(P1) = Ran(P0) ∩ Ran(P1)

⊥ and Ran(P1) ∩ Ker(P0) = Ran(P1) ∩ Ran(P0)⊥.
It is now natural to consider Fredholm pairs of J -Lagrangian projections and introduce
the following notation:

𝔽ℙℙ(K, J) = {(P0, P1) : P0, P1 ∈ ℙ(K, J) and (P0, P1) Fredholm pair}. (9.9)
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Again ON (or more precisely, ON × ON ) is the natural topology on this set. Noting that
J -Lagrangian Fredholm pairs are always proper and recalling the notation for proper
Fredholm pairs from (5.19), this can be rewritten as

𝔽ℙℙ(K, J) = (ℙ(K, J), ℙ(K, J)) ∩ 𝔽ℙℙ(K).

Let us provide a simple way to produce Fredholm pairs of J -Lagrangian projections.

Proposition 9.4.1. Let P ∈ ℙ(K, J) and T ∈ 𝕌C(K, J). Then (P, T ⋅ P) ∈ 𝔽ℙℙ(K, J).

Proof. The hypothesis implies that T ⋅P −P ∈ 𝕂(K), e. g., by using the formula in Propo-
sition 9.3.8. Therefore the Fredholm property of the pair (P, T ⋅ P) follows from Proposi-
tion 5.2.4.

The first aim will be to characterize the Fredholm property of pairs of J -Lagrangian
projections (P0, P1) in terms of the associated stereographic projections. That this
should be possible is plausible due to Proposition 9.3.5 which shows that the above
finite-dimensional intersections can precisely be determined from the spectral the-
ory of the stereographic projections. For the formulation of the result, which goes
back at least to [113], let us recall the relevant spectral notions from Section 3.4.
The discrete spectrum specdis(A) of a normal operator A ∈ 𝔹(H) consists of all iso-
lated eigenvalues of finite multiplicity, and then the essential spectrum is defined by
specess(A) = spec(A) \ specdis(A). Also recall form Section 3.7 that the set of unitaries
U ∈ 𝕌(H) such that −1 ∉ specess(U) is denoted by 𝔽𝕌(H).

Theorem 9.4.2. Let P0 and P1 be two J-Lagrangian projections with stereographic pro-
jections U0 = Π(P0) and U1 = Π(P1). Then

(P0, P1) ∈ 𝔽ℙℙ(K, J) Fredholm pair ⇐⇒ −1 ̸∈ specess(U
∗
1 U0)

⇐⇒ U∗1 U0 ∈ 𝔽𝕌(H)
⇐⇒ U1U

∗
0 ∈ 𝔽𝕌(H).

Proof. As above, Q0 = 1 − 2P0 and Q1 = 1 − 2P1 are chiral symmetries. If (P0, P1) is a
Fredholm pair,

(Q0 + Q1)
2 = (
(U0 + U1)(U0 + U1)

∗ 0
0 (U0 + U1)

∗(U0 + U1))
is Fredholm by Proposition 5.4.2 and therefore 0 ∉ specess((Q0 + Q1)

2). Multiplying out
shows that

(U0 + U1)
∗(U0 + U1) = 21 + U∗1 U0 + U∗0 U1

and
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(U0 + U1)(U0 + U1)
∗ = 21 + U1U∗0 + U0U∗1

are Fredholm. Let us define U∗1 U0 = Û . Then
21 + Û + Û∗ = (1 + Û)(1 + Û)∗ = (1 + Û)∗(1 + Û)

is Fredholm. Thus, by Corollary 3.4.4, 0 ∉ specess(21 + Û + Û
∗) and 1 + Û is Fredholm by

Theorem 3.4.1. Again by Corollary 3.4.4, one has −1 ̸∈ specess(Û) = specess(U0U
∗
1 ).

Conversely, if −1 ̸∈ specess(U
∗
1 U0), then 1 + U∗1 U0 is Fredholm by Corollary 3.4.4.

Therefore U0 +U1 and (U0 +U1)
∗ are Fredholm. Thus Q0 +Q1 is Fredholm and, by Propo-

sition 5.4.2, (P0, P1) is a Fredholm pair.

Corollary 9.4.3. Let (P0, P1) be a pair of J-Lagrangian projections and let furthermore
V ∈ 𝕌(K, J) ∩ 𝕌(K). Then

(P0, P1) ∈ 𝔽ℙℙ(K, J) ⇐⇒ (V ⋅ P0,V ⋅ P1) ∈ 𝔽ℙℙ(K, J).

Proof. Recall from Proposition 9.1.6 that V = diag(V+,V−) with V± ∈ 𝕌(H). By Proposi-
tion 9.3.8, one hence has Π(V ⋅ Pj) = V+Π(Pj)V∗− so that

Π(V ⋅ P1)
∗Π(V ⋅ P0) = V−Π(P1)∗Π(P0)V∗− . (9.10)

Hence the claim follows from Theorem 9.4.2.

Proposition 9.4.4. Let P ∈ ℙ(K, J) with U = Π(P) and T ∈ 𝕌(K, J). Then

(P, T ⋅ P) ∈ 𝔽ℙℙ(K, J) ⇐⇒ (U
1
)
∗
T(U

1
) ∈ 𝔽𝔹(H).

Proof. By Theorem 9.4.2, the Fredholm property of (P, T ⋅ P) ∈ 𝔽ℙℙ(K, J) is equivalent
to −1 not being in the essential spectrum ofU∗T ⋅U , which is equivalent to 0 not being in
the essential spectrum of the self-adjoint operatorℜe(U∗T ⋅U) + 1. Now let A, B, C, D be
the entries of T , e. g., as in Proposition 9.3.8. This proposition also shows that (CU +D)−1
is invertible. Then

ℜe(U∗T ⋅ U) + 1 = 1
2
(U∗T ⋅ U + (T ⋅ U)∗U) + 1
=
1
2
(U∗T ⋅ U + 1)∗(U∗T ⋅ U + 1)
=
1
2
((CU + D)−1)∗[(U

1
)
∗
T(U

1
)]
∗
(
U
1
)
∗
T(U

1
)(CU + D)−1

=
1
2
(
U
1
)
∗
T(U

1
)󵄨󵄨󵄨󵄨(CU + D)

∗󵄨󵄨󵄨󵄨−2[(U1)∗T(U1)]∗.
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Due to Theorem 3.4.1, the stated Fredholm property implies a lower bound on the essen-
tial spectrumofℜe(U∗T ⋅U)+1, and, conversely, the Fredholmproperty is a consequence
of the lower bound on the essential spectrum.

Example 9.4.5. There are P ∈ ℙ(K, J) and T ∈ 𝕌(K, J) such that (P, T ⋅ P) is not a Fred-
holm pair. For example, take U = 1 (which corresponds to P being the reference projec-
tion Pref given in (9.11) below) and T = J . ⬦

The following result provides another natural situation in which Fredholm pairs of
J -Lagrangian projections arise. It merely extends Proposition 9.3.3.

Proposition 9.4.6. Let T ∈ 𝕌(K, J) satisfy spec(T) ∩ 𝕊1 = 0. Let R< and R> be the Riesz
projections of T associated to the spectral subsets spec(T) ∩ B1(0) and spec(T) \ B1(0), re-
spectively, and let P< and P> be the orthogonal projections onto their rangesE< = Ran(R<)
and E> = Ran(R>). Then (P<, 1 − P>) forms a Fredholm pair.

Proof. In Proposition 9.3.3 it was already shown that P< and P> are J -Lagrangian so
that also 1 − P> is J -Lagrangian. It remains to check the conditions in Definition 5.3.2
for P0 = P< and P1 = 1 − P>. First of all, Ran(P0) + Ran(1 − P1) = E< + E> = K is
closed. Secondly, Ran(P0) ∩ Ker(P1) = E

< ∩ E> = {0} is finite dimensional, and finally,
Ker(P0)

⊥ + Ran(P1)⊥ = Ran(P0) + Ker(P1) = E< + E> = K so that Ker(P0) ∩ Ran(P1) = {0}
is also finite dimensional.

The next results states that for a Fredholm pair of J -Lagrangian projections the in-
dex as defined in Section 5.2 is of little interest (for the finite-dimensional case, see al-
ready Remark 5.2.3).

Proposition 9.4.7. For all (P0, P1) ∈ 𝔽ℙℙ(K, J), one has

Ind(P0, P1) = 0.

Moreover, (𝔽ℙℙ(K, J),ON ) is connected.

Proof. Let (P0, P1) be a Fredholm pair of J -Lagrangian projections. Then, by Theo-
rem 9.4.2, −1 is not in the essential spectrum of Π(P0)Π(P1)

∗. By spectral calculus with
a root for which the branch cut is chosen to be on the negative real axis, the paths
s ∈ [0, 1] 󳨃→ (Π(P0)Π(P1)

∗)1−s lies entirely in 𝔽𝕌(H). For U(s) = (Π(P0)Π(P1)∗)1−sΠ(P1),
let us define a path of J -Lagrangian projections by

s ∈ [0, 1] 󳨃→ P(s) = 1
2
(

1 U(s)
U(s)∗ 1

) .

Again by Theorem 9.4.2, one checks that s ∈ [0, 1] 󳨃→ (P(s), P1) is a path of Fredholmpairs
of J -Lagrangian projections. It connects (P0, P1) to (P1, P1). Therefore by Proposition 5.2.7,

Ind(P0, P1) = Ind(P1, P1) = 0.
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The second claim follows because the set𝕌(H) of unitaries onH is connected and
therefore there is a path s ∈ [0, 1] 󳨃→ Û(s) of unitaries connecting Π(P1) to 1. Then
s ∈ [0, 1] 󳨃→ Π−1(Û(s)) is a path of J -Lagrangian projections connecting P1 to the refer-
ence J -Lagrangian projection Pref =

1
2 (

1 1
1 1). Thus s ∈ [0, 1] 󳨃→ (Π

−1(Û(s)),Π−1(Û(s))) is
a path of Fredholm pairs of J -Lagrangian projections connecting (P1, P1) to (Pref, Pref).
In conclusion, there is a path of Fredholm pairs of J -Lagrangian projections connecting
(P0, P1) to (Pref, Pref) and therefore the set of Fredholm pairs of J -Lagrangian projections
is connected.

In many applications of the Fredholm pairs of J -Lagrangian projections, one of the
projections, say P0, is fixed and given by a reference J -Lagrangian projection which we
choose to be

Pref =
1
2
(
1 1
1 1
) . (9.11)

Thus let us introduce the Fredholm J -Lagrangian Grassmannian (with respect to Pref) by

𝔽ℙ(K, J) = {P ∈ ℙ(K, J) : (Pref, P) ∈ 𝔽ℙℙ(K, J)}.

As Π(Pref) = 1, Theorem 9.4.2 implies the following

Corollary 9.4.8. The map Π : (𝔽ℙ(K, J),ON ) → (𝔽𝕌(H),ON ) is a bijective isometry.

Due to Corollary 8.1.2, this directly implies the next statement:

Corollary 9.4.9. The homotopy groups of (𝔽ℙ(K, J),ON ) are

πk(𝔽ℙ(K, J)) = {
ℤ, k odd,
0, k even.

The next result also allows accessing the homotopy groups of 𝔽ℙℙ(K, J).

Proposition 9.4.10. The space (𝔽ℙ(K, J),ON ) is homotopy equivalent to the space
(𝔽ℙℙ(K, J),ON ).

Proof. Let (P0, P1) ∈ 𝔽ℙℙ(K, J) be a pair. Recall that there is a unitaryU0 ∈ 𝕌(H) (where
K = H ⊕H in the grading of J) such that

P0 =
1
2
(
1 U0
U∗0 1

) .

Set V = diag(1,U0), which is an element in𝕌(K, J) ∩ 𝕌(K). Then

(P0, P1) = V
∗(Pref,VP1V∗)V .

Due to the natural identification
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𝔽ℙ(K, J) ≅ {(Pref, P) : P ∈ ℙ(K, J) and (Pref, P) ∈ 𝔽ℙℙ(K, J)},

one hence has 𝔽ℙℙ(K, J) = 𝔽ℙ(K, J) × 𝕌(H). Therefore the claim follows from the
contractibility of𝕌(H).

Combining Corollary 9.4.9 with Proposition 9.4.10, one deduces

Theorem 9.4.11. The homotopy groups of (𝔽ℙℙ(K, J),ON ) are

πk(𝔽ℙℙ(K, J)) = {
ℤ, k odd,
0, k even.

9.5 Paths of Fredholm pairs of J-Lagrangian projections

Proposition 9.4.7 shows that the index of a Fredholm pair (P0, P1) ∈ 𝔽ℙℙ(K, J) of
J -Lagrangian projections always vanishes. As already stated in Theorem 9.4.11, there is
interesting topological information contained in paths in 𝔽ℙℙ(K, J). As shown in Corol-
lary 9.5.7 at the end of this section, this is captured by the Bott–Maslov index which will
be introduced and studied in this section. For the definition, recall the characterization
of Fredholm pairs of J -Lagrangian projections as given in Theorem 9.4.2.

Definition 9.5.1. Let t ∈ [0, 1] 󳨃→ (P0(t), P1(t)) ∈ 𝔽ℙℙ(K, J) be a path of Fredholm pairs
of J -Lagrangian projections and set U(t) = Π(P0(t))

∗Π(P1(t)) ∈ 𝔽𝕌(H). Then the Bott–
Maslov index of the path is defined by

BM(t ∈ [0, 1] 󳨃→ (P0(t), P1(t))) = Sf(t ∈ [0, 1] 󳨃→ U(t)).

By Proposition 9.3.5, the Bott–Maslov index counts the number of finite-dimensional
intersections of Ker(P0(t)) with Ran(P1(t)) along the path, with the orientation of the
passage through the intersection as a weight. This two-sidedness will be further dis-
cussed below, and wewill also provide a crossing form formulation for the Bott–Maslov
index. Let us first note a few obvious properties that the Bott–Maslov index directly
inherits from the spectral flow. More precisely, the next Proposition 9.5.2 is a direct con-
sequence of Theorem 4.5.6, and Proposition 9.5.3 further down follows from item (ii) of
Theorem 4.5.5.

Proposition 9.5.2. Let t ∈ [0, 1] 󳨃→ (P0(t), P1(t)) ∈ 𝔽ℙℙ(K, J) be a path of Fredholm pairs
of J-Lagrangian projections. Then its Bott–Maslov index is a homotopy invariant under
homotopies within the set of paths of Fredholm pairs of J-Lagrangian projections keeping
the endpoints (P0(0), P1(0)) and (P0(1), P1(1)) fixed.

In particular, the Bott–Maslov index associates to every closed path of Fredholm
pairs of J -Lagrangianprojections an integer invariant. Aswill be shown inCorollary 9.5.7
below, this characterizes the fundamental group of 𝔽ℙℙ(K, J).
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Proposition 9.5.3. Let t ∈ [0, 1] 󳨃→ (P0(t), P1(t)) and t ∈ [0, 1] 󳨃→ (P
′
0(t), P

′
1(t)) be two

paths in 𝔽ℙℙ(K, J) such that P0(1) = P
′
0(0) and P1(1) = P

′
1(0). Then their concatenation

(P0 ∗ P
′
0, P1 ∗ P

′
1), defined by

Pj ∗ P
′
j (t) = {

Pj(2t), t ∈ [0, 12 ],
P′j (2t − 1), t ∈ [ 12 , 1],

has a Bott–Maslov index given by

BM(t ∈ [0, 1] 󳨃→ (P0 ∗ P
′
0(t), P1 ∗ P

′
1(t)))

= BM(t ∈ [0, 1] 󳨃→ (P0(t), P1(t))) + BM(t ∈ [0, 1] 󳨃→ (P
′
0(t), P

′
1(t))).

The next result also follows directly from the definition and the identity (9.10).

Proposition 9.5.4. Let t ∈ [0, 1] 󳨃→ (P0(t), P1(t)) ∈ 𝔽ℙℙ(K, J) be a path of Fredholm pairs
of J-Lagrangian projections and V ∈ 𝕌(K, J) ∩ 𝕌(K). Then

BM(t ∈ [0, 1] 󳨃→ (V ⋅ P0(t),V ⋅ P1(t))) = BM(t ∈ [0, 1] 󳨃→ (P0(t), P1(t))).

Next crossing forms for differentiable paths t ∈ [0, 1] 󳨃→ (P0(t), P1(t)) ∈ 𝔽ℙℙ(K, J)
are introduced. Let us set U(t) = Π(P0(t))

∗Π(P1(t)) ∈ 𝔽𝕌(H) as in Definition 9.5.1. Then
the crossing form at t as in Definition 4.5.7 is given by

Γt : Ker(U(t) + 1) → ℝ, Γt(ϕ) = −𝚤⟨ϕ
󵄨󵄨󵄨󵄨U(t)
∗𝜕tU(t)ϕ⟩.

A crossing is called regular if Γt is nondegenerate. Now Proposition 4.5.9 immediately
implies the following result.

Proposition 9.5.5. Let t ∈ [0, 1] 󳨃→ (P0(t), P1(t)) ∈ 𝔽ℙℙ(K, J) be a continuously differen-
tiable path having only regular crossings. Then

BM(t ∈ [0, 1] 󳨃→ (P0(t), P1(t))) =
1
2
Sig(Γ0) + ∑

t∈(0,1) Sig(Γt) + 12 Sig(Γ1). (9.12)

As in the finite-dimensional case (Lemma 2.1.9), it is useful to have an explicit for-
mula for the crossing form in terms of the projections. This can be deduced from the
first part of the next statement.

Lemma 9.5.6. Let t ∈ [0, 1] 󳨃→ (P0(t), P1(t)) be a differentiable path of pairs of J-La-
grangian projections with associated U0(t) = Π(P0(t)) and U1(t) = Π(P1(t)). Then for
U(t) = U0(t)

∗U1(t) one has
U(t)∗𝜕tU(t) = 4(U1(t)0 )∗P0(t)𝜕tP0(t)(U1(t)0 ) + 4(01)∗P1(t)𝜕tP1(t)(01).
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If, moreover, 𝜕tP0(t) and 𝜕tP1(t) are trace class, then U(t)
∗𝜕tU(t) is trace class and given

by

Tr(U(t)∗𝜕tU(t)) = 2 Tr(JP0(t)𝜕tP0(t)∗) − 2 Tr(JP1(t)𝜕tP1(t)∗).
Proof. By the formulas in Proposition 9.3.4, one has for j = 0, 1,

Pj(t)𝜕tPj(t) =
1
4
(
Uj(t)𝜕tUj(t)

∗ 𝜕tUj(t)
𝜕tUj(t)

∗ Uj(t)
∗𝜕tUj(t)) .

As

U(t)∗𝜕tU(t) = U1(t)∗(U0(t)𝜕tU0(t)∗)U1(t) + U1(t)∗𝜕tU1(t),
this implies the first formula. The summability in the second claim is now clear, and

Tr(U(t)∗𝜕tU(t)) = − Tr(U(t)𝜕tU(t)∗)
= 2 Tr(JP0(t)𝜕tP0(t)

∗) − 2 Tr(JP1(t)𝜕tP1(t)∗),
by taking the trace of the above formula for Pj(t)𝜕tPj(t) times J .

Next let us state that the Bott–Maslov index restricted to closed paths identifies the
fundamental group of 𝔽ℙℙ(K, J) given in Theorem 9.4.11.

Corollary 9.5.7. The Bott–Maslov index defined in Definition 9.5.1 establishes an isomor-
phism

BM : π1(𝔽ℙℙ(K, J)) → ℤ.

For differentiable closed paths and under a trace class condition on 𝜕tU(t), it is now
possible to plug in the formula for Tr(U(t)∗𝜕tU(t)) given in Lemma 9.5.6 into Proposi-
tion 4.5.11.

Corollary 9.5.8. Let t ∈ [0, 1] 󳨃→ (P0(t), P1(t)) ∈ 𝔽ℙℙ(K, J) be a continuously differen-
tiable closed path. Suppose that 𝜕tP0(t) and 𝜕tP1(t) are trace class. Then

BM(t ∈ [0, 1] 󳨃→ (P0(t), P1(t)))

=
1
π𝚤

1

∫
0

dt(Tr(JP0(t)𝜕tP0(t)
∗) − Tr(JP1(t)𝜕tP1(t)∗)).

Next let us note that one has an infinite-dimensional analogue of Proposition 2.2.14.
Further down in Proposition 9.6.17 a link to the Conley–Zehnder index will be given.

Proposition 9.5.9. Let t ∈ [0, 1] 󳨃→ Tt ∈ 𝕌
C(K, J) be a closed path. Then the Bott–Maslov

index BM(t ∈ [0, 1] 󳨃→ (P, Tt ⋅ P)) is well defined and independent of P ∈ ℙ(K, J).
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Proof. First of all, Proposition 9.4.1 indeed shows that (P, Tt ⋅ P) ∈ 𝔽ℙℙ(K, J) so that
the Bott–Maslov index of the path is well defined. As the path is closed, it is given by a
winding number in the sense of Proposition 4.5.10 and thus is homotopy invariant. Now
given P0, P1 ∈ ℙ(K, J), there exists a unitary U ∈ 𝕌(K, J) ∩ 𝕌(K) such that P1 = U ⋅ P0
by Proposition 9.3.6. Then, because𝕌(K, J) ∩ 𝕌(K) is connected, one can choose a path
s ∈ [0, 1] 󳨃→ Us ∈ 𝕌(K, J) ∩ 𝕌(K) such that Ps = Us ⋅ P0 connects P0 to P1 in ℙ(K, J).
Then s ∈ [0, 1] 󳨃→ (Ps, Tt ⋅ Ps) is a homotopy of closed loops in 𝔽ℙ(K, J), showing that the
Bott–Maslov index of the stated path is independent of P.

Based on Proposition 9.4.4, one can also deal with other situations than that in
Proposition 9.5.9 in which t 󳨃→ (P, Tt ⋅ P) has a well-defined Bott–Maslov index that has
stability properties in P. For example, suppose Tt = T0(1+Kt) for some fixed T0 and loop
t ∈ [0, 1] 󳨃→ Kt ∈ 𝕂(K) in the Lie algebra such that (P, T0 ⋅ P) is a Fredholm pair. Then
indeed (P, Tt ⋅ P) is a Fredholm pair (by the same argument as in Proposition 9.4.1) and,
furthermore, the Fredholm property is stable along this path under small perturbations
of P due to Proposition 9.4.4. By homotopy invariance of the Bott–Maslov index, one
then also deduces its stability as in Proposition 9.5.9. As to explicit formulas, of course,
Corollary 9.5.8 applies to the case of differentiable closed paths (P, Tt ⋅ P) and actually
only one of the summands remains. Further formulas (such as an infinite-dimensional
analogue of Proposition 2.2.14) will be given below.

As already pointed out, often one of the two projections of a pair of J -Lagrangian
projections is fixed. Also Proposition 9.5.9 considers such a situation. In the following,
this reference projection is again chosen to be P0 = Pref, and then the Bott–Maslov index
of the path t 󳨃→ (Pref, P(t)) is considered for P(t) ∈ 𝔽ℙ(K, J). Moreover, it will be shown
below (by essentially the same argument as in the proof of Proposition 9.4.10) that one
can always arrange one of the J -Lagrangian projections to be moved into the reference
J -Lagrangian projection Pref (or any other one). In this situation, the following is just a
special case of Definition 9.5.1, simply because Π(Pref) = 1.

Definition 9.5.10. For a path t ∈ [0, 1] 󳨃→ P(t) ∈ 𝔽ℙ(K, J) in the Fredholm J -Lagrangian
Grassmannian, the Bott–Maslov index is defined by

BM(t ∈ [0, 1] 󳨃→ P(t)) = Sf(t ∈ [0, 1] 󳨃→ U(t)),

where U(t) = Π(P(t)) ∈ 𝔽𝕌(H).

Proposition 9.5.11. Let t 󳨃→ Tt = (At BtCt Dt
) be a differentiable closed path in 𝕌(K, J)

and P ∈ ℙ(K, J). Suppose that (P, Tt ⋅ P) ∈ 𝔽ℙℙ(K, J) and that 𝜕tTtJT
∗
t is trace class.

Then

BM(t ∈ [0, 1] 󳨃→ Tt ⋅ P) =
1
𝚤π

1

∫
0

dt Tr((1 − Tt ⋅ P)(𝜕tTtJT
∗
t )).
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Due to Corollary 4.5.10, the proof of Proposition 9.5.11 is completed by the following
algebraic lemma which generalizes Lemma 2.2.13 dealing with the finite-dimensional
case.

Lemma 9.5.12. Let t 󳨃→ Tt = (At BtCt Dt
) be a differentiable path in 𝕌(K, J) and P ∈ ℙ(K, J).

Then Ut = Π(Pt) associated to Pt = Tt ⋅ P satisfies

U∗t 𝜕tUt = (Ut−1)∗ (𝜕tTtJT∗t ) (Ut−1) .
Moreover, if 𝜕tTtJT

∗
t is trace class, then also 𝜕tUt is trace class and

Tr(U∗t 𝜕tUt) = 2 Tr((1 − Pt)(𝜕tTtJT∗t )).
Proof. For sake of notational simplicity, let us suppress the index tand set W = Π(P).
First note that

U∗𝜕U = Π(T ⋅ P)∗𝜕Π(T ⋅ P) = (T ⋅W )∗𝜕(T ⋅W ),
because Π(T ⋅ P) = T ⋅Π(P) = T ⋅W . Using (T ⋅W )∗ = (T ⋅W )−1 and the laws of operator
differentiation, one finds

(T ⋅W )∗𝜕(T ⋅W )
= (Tt ⋅W )

∗(𝜕(AW + B))(CW + D)−1 − (𝜕(CW + D))(CW + D)−1
= ((CW + D)−1)∗[(AW + B)∗𝜕(AW + B) − (CW + D)∗𝜕(CW + D)](CW + D)−1
= ((CW + D)−1)∗(W

1
)
∗
T∗J𝜕T(W

1
)(CW + D)−1.

But

(
W
1
) (CW + D)−1 = T−1 (U

1
) .

Now

(T−1)∗(T∗J𝜕T)T−1 = J(𝜕TJT∗)J
concludes the proof of the first identity. Plugging it into the trace leads to the second
one.

It is always possible to recourse to the Bott–Maslov index with respect to a fixed
reference plane as in Definition 9.5.10 by appealing to Proposition 9.3.6 to deform P0(t)
into Pref. More precisely, given a path t ∈ [0, 1] 󳨃→ (P0(t), P1(t)) of J -Lagrangian projec-
tions, set as in the proof of Proposition 9.4.10
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V (t) = (1 0
0 Π(P0(t))

) .

Clearly, t ∈ [0, 1] 󳨃→ V (t) is a path in𝕌(K, J) ∩ 𝕌(H), and one checks that

V (t)P0(t)V (t)
∗ = Pref.

In this manner, one obtains the path t ∈ [0, 1] 󳨃→ (Pref,V (t)P1(t)V (t)
∗) which consists of

Fredholm pairs if (P0(t), P1(t)) are Fredholm pairs. The basis change can be suppressed
in the following by setting P(t) = V (t)P1(t)V (t)

∗. Then U(t) = Π(P(t)) lies in 𝔽𝕌(H) by
Theorem 9.4.2.

Remark 9.5.13. Another alternative to attain a situation with a fixed reference frame
is a doubling procedure, e. g., [90]. Suppose given t 󳨃→ (P0(t), P1(t)) ∈ 𝔽ℙℙ(K, J). Then
one constructs a new Krein space (K̂, ̂J) by setting K̂ = K ⊕ K and Ĵ = J ⊕ (−J). Then
P̂(t) = P0(t) ⊕ (1 − P1(t)) is clearly Ĵ -Lagrangian by construction. Moreover, the doubled
reference frame

P̃ref =
1
2
(
12 12
12 12
)

is also Ĵ -Lagrangian. One can then check that

dim(Ran(P0(t)) ∩ Ker(P1(t))) = dim(Ran(P̂(t)) ∩ Ker(P̃ref))

and, with U0(t) = Π(P0(t)) and U1(t) = Π(P1(t)),

BM(t ∈ [0, 1] 󳨃→ (P0(t), P1(t))) = Sf(t ∈ [0, 1] 󳨃→ U0(t)
∗U1(t))

= Sf(t ∈ [0, 1] 󳨃→ ( 0 −U1(t)
U0(t)
∗ 0

))

= BM(t ∈ [0, 1] 󳨃→ (P̂(t), P̃ref)),

i. e., the latter expression is a Bott–Maslov index in the sense of Definition 9.5.10. This
approach may be of some theoretical use, but has the disadvantage of doubling dimen-
sion and consequently only producing a special type of Ĵ -Lagrangian subspaces, namely
the diagonal ones P̂(t). ⬦

Combining Corollaries 9.4.9 and 9.4.8 with Corollary 8.1.3 now leads to

Corollary 9.5.14. The Bott–Maslov index induces an isomorphism

BM : π1(𝔽ℙ(K, J)) → ℤ.



302 � 9 Bott–Maslov index via spectral flow

Let us also note that both Corollary 9.5.8 and Proposition 9.5.11 cover the situation
of a fixed reference Pref. There is, however, an even more explicit formula extending
Proposition 2.2.14 of the finite-dimensional case.

Proposition 9.5.15. Let t ∈ [0, 1] 󳨃→ Tt = (At BtCt Dt
) ∈ 𝕌(K, J) be a closed differentiable path

such that all four entries of 𝜕tTt are trace class. Then

BM(t ∈ [0, 1] 󳨃→ Tt ⋅ Pref)

=
1
2π𝚤

1

∫
0

dt Tr((At + Bt)
−1𝜕t(At + Bt) − (Ct + Dt)−1𝜕t(Ct + Dt)).

Proof. Set Ut = Π(Tt ⋅ Pref). Then, by Lemma 9.5.12, the hypothesis implies that U
∗
t 𝜕tUt is

trace class so that Corollary 4.5.10 can be applied to compute the Bott–Maslov index. As
Ut = Tt ⋅ Π(Pref) = Tt ⋅ 1 = (At + Bt)(Ct + Dt)

−1, the usual derivative rule and the cyclicity
of the trace then immediately lead to the claimed identity.

In the remainder of this section, let us next discuss a geometric interpretation of
the Bott–Maslov index that has been put forward by Arnold. Let us now consider a
path t ∈ [0, 1] 󳨃→ P(t) ∈ 𝔽ℙ(K, J). By Proposition 9.3.5, the Bott–Maslov index counts
the number of intersections of Ran(P(t))with the fixed subspace Ran(JPrefJ), with their
multiplicity and with an orientation as a weight. The following definition, generalizing
Arnold’s definition [9], is hence natural.

Definition 9.5.16. The singular cycle of J -Lagrangian subspaces with nontrivial inter-
sections with JPrefJ is

𝕊ℙ(K, J) = ⋃
l≥1 𝕊ℙl(K, J),

where

𝕊ℙl(K, J) = {P ∈ 𝔽ℙ(K, J) : dim(Ran(P) ∩ Ker(Pref)) = l}.

First of all, let us note that the Fredholm property assures that the intersection of
Ran(P)with Ran(JPrefJ) = Ker(Pref) is always finite dimensional. Note also that Proposi-
tion 9.3.5 implies

Π(𝕊ℙl(K, J)) = {U ∈ 𝔽𝕌(H) : dim(Ker(U + 1)) = l}.

Hence the codimension of 𝕊ℙl(K, J) increaseswith l and thismakes 𝕊ℙ(K, J) into a strat-
ified spacewith strata 𝕊ℙl(K, J). Finally, the singular cycle 𝕊ℙ(K, J) is two-sided, namely
a point close to 𝕊ℙ(K, J) can either be on its right or its left, depending on whether the
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eigenvalue of its stereographic projectionhas a positive or negative imaginary part. Hav-
ing inmind the image of the path under the stereographic projection, all these geometric
properties become self-evident.

9.6 Conley–Zehnder index

Section 2.3 analyzed the Conley–Zehnder index in finite dimensions. It turned out
that the Conley–Zehnder index is nothing but the Bott–Maslov index of the graphs of
J -unitaries, considered as Lagrangian subspaces in a doubled Krein space. The same
algebraic setup transposes to infinite-dimensional Krein spaces, provided that suitable
Fredholm conditions are imposed. This is carried out in this section. Most of the alge-
braic expressions and identities are identical to those in Section 2.3, but several are
repeated to facilitate readability.

Associated to a Krein space (K, J) and a given J -unitary T is another doubled Krein
space (K ⊕ K, (−J) ⊕ J) on which then acts 1 ⊕ T as ((−J) ⊕ J)-unitary. The range of the
operator (1 ⊕ T)(11) is the graph GT of T . It is hence a ((−J) ⊕ J)-Lagrangian subspace. In
order to use the stereographic projection in the form of Section 9.3, it is convenient to
use the basis transformation F̂ given in (2.24). Note that it actually is a symmetry. It then
leads to a standard form for the doubled Krein space,

(K̂, Ĵ) = (K ⊕K, F̂((−J) ⊕ J)F̂),

with Ĵ = diag(1, −1). The group of Ĵ -unitary operators is again denoted by𝕌(K̂, Ĵ). A par-
ticular operator therein is

T̂ = F̂(1 ⊕ T)F̂ ∈ 𝕌(K̂, Ĵ),

and an example of a Ĵ -Lagrangian subspace is the F̂-transformed graph ĜT = F̂GT . The
stereographic projection from the space ℙ(K̂, Ĵ) of Ĵ -Lagrangian subspaces to𝕌(K) de-
fined as in Proposition 9.3.4 is denoted by Π̂. As a reference Ĵ -Lagrangian projection, we
will use

P̂ref =
1
2
(
1 1
1 1
) . (9.13)

It satisfies Π̂(P̂ref) = 1 and F̂P̂refF̂ = P̂ref. Its range is denoted by Êref = Ran(P̂ref). More-
over, it allowswriting the projection on ĜT as T̂ ⋅P̂ref. The algebraic proof of the following
theorem is identical to that of Theorem 2.3.1 covering the finite-dimensional case.

Theorem 9.6.1. To a given T ∈ 𝕌(K, J) let us associate a unitary S(T) by

S(T) = Π̂(ĜT ) = Π̂(P̂ref)
∗Π̂(T̂ ⋅ P̂ref) ∈ 𝕌(K). (9.14)
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If T = (A B
C D), then

S(T) = (A − BD
−1C BD−1

−D−1C D−1 ) = ((A∗)−1 BD−1
−D−1C D−1 ) .

The map T ∈ 𝕌(K, J) 󳨃→ S(T) ∈ 𝕌(K) is a continuous embedding with image

{(
α β
γ δ
) ∈ 𝕌(K) : α, δ ∈ invertible} . (9.15)

Also the proof of the next structural result for S(T) is as in the finite-dimensional
case, see Proposition 2.3.2.

Proposition 9.6.2. Given T ∈ 𝕌(K, J), one has

S(−T) = −JS(T)J ,

and

S(T)∗ = S(T)−1 = S(T−1) = JS(T∗)J .
The following result justifies the above constructions. The algebraic proof is identi-

cal to the proof of Theorem 2.3.3.

Theorem 9.6.3. Let T and S(T) be as in Theorem 9.6.1. Then

Ker(T − 1) = Ker(S(T) − 1), Ker(T + 1) = J Ker(S(T) + 1).

Theorem 9.6.3, as well as the connection between eigenvectors, can easily be
adapted to study other eigenvalues on the unit circle. Indeed, if Tϕ = zϕ for z ∈ 𝕊1,
then also (zT)ϕ = ϕ. But the operator zT is also J -unitary so that one can apply the
above again to construct an associated unitary. This shows the following.

Proposition 9.6.4. Let T = (A B
C D) be a J-unitary and set, for z ∈ 𝕊

1,

S(zT) = (z(A
∗)−1 BD−1
−D−1C zD−1) . (9.16)

Then the geometric multiplicity of z as eigenvalue of T is equal to the multiplicity of 1 as
eigenvalue of S(zT).

Therefore, the unitaries S(zT) are a tool to study eigenvalues of T which lie on the
unit circle. Let us focus again on z = ±1. Theorem9.6.3 concerns the kernel of S(T)±1. It is
natural to analyze howmuchmore spectrum S(T) has close to ±1, or, what is equivalent,
howmuch spectrum the self-adjoint operatorℜe(S(T)) = 1

2 (S(T)+S(T)
∗) has close to ±1.
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For this purpose, it is useful to have an explicit formula forℜe(S(T)). Again the algebraic
proof is identical to that in the finite-dimensional cases stated in Proposition 2.3.7.

Proposition 9.6.5. Let T be a J-unitary and S(T) as above. Then

ℜe(S(T)) = (1 + T)(1 + T∗T)−1(1 + T)∗ − 1. (9.17)

The most robust compactness property of J -unitaries implies the following:

Proposition 9.6.6. For T ∈ 𝕌C(K, J), one has S(T) ∈ 𝕌C(K). Furthermore, the image of
the map S : T ∈ 𝕌(K, J) 󳨃→ S(T) ∈ 𝕌(K) is

S(𝕌C(K, J)) = {(α β
γ δ
) ∈ 𝕌C(K) : α, δ ∈ invertible} .

Proof. As T = 1 + K ∈ 𝕌C(K, J), the claim directly follows from Theorem 9.6.1.

Remark 9.6.7. Proposition 9.6.6 holds irrespective of the choice of the reference pro-
jection. More precisely, if one uses some other reference plane P̃ref ∈ ℙ(K̂, Ĵ) to define
S̃(T) = Π̂(P̃ref)

∗Π̂(T̂ ⋅ P̃ref), then also S̃(T) ∈ 𝕌C(K) for T ∈ 𝕌C(K, J). ⬦

Let us now come to a Fredholm condition for the J -unitaries.

Definition 9.6.8. A J -unitary T ∈ 𝕌(K, J) is called Fredholm if S(T) ∈ 𝔽𝕌(K). The set of
all J -unitaries T ∈ 𝕌(K, J) with this Fredholm property is denoted by 𝔽𝕌(K, J).

Clearly, one has𝕌C(K, J) ⊂ 𝔽𝕌(K, J). Let us now provide several characterizations
of the Fredholm property of T ∈ 𝕌(K, J), one of which shows that it is independent of
the choice of P̂ref (similar as in Remark 9.6.7). Another comment is that characterization
(iv) below explains that operators in 𝔽𝕌(K, J) were called (−1)-Fredholm J -unitaries in
[168] (and then the more restricted class of 𝕊1-Fredholm unitaries was considered there
for which T − z1 is Fredholm for all z ∈ 𝕊1, which is a strictly larger class than the
essentially 𝕊1-gapped J -unitaries considered in Definition 9.2.12).

Proposition 9.6.9. For T ∈ 𝕌(K, J), the following are equivalent:
(i) T ∈ 𝔽𝕌(K, J);
(ii) (P̂ref, T̂ ⋅ P̂ref) ∈ 𝔽ℙℙ(K̂, Ĵ);
(iii) −1 ̸∈ specess(S(T));
(iv) T + 1 ∈ 𝔽𝔹(K).

Proof. (i)⇐⇒ (ii). This follows directly from Theorem 9.4.2 applied to the Krein space
(K̂, Ĵ) and the Fredholm pair of Ĵ -Lagrangian projections (P̂ref, T̂ ⋅ P̂ref).

(i)⇐⇒ (iii). This follows immediately from thedefinitionbecause S(T) ∈ 𝔽𝕌(K) is equiv-
alent to −1 ̸∈ specess(S(T)).
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(iii)⇐⇒ (iv). For any unitary S,−1 ̸∈ specess(S) is equivalent tomin specess(ℜe(S)+1) > 0.
Now ℜe(S(T)) + 1 is given by Proposition 9.6.5 which can also be rewritten as

ℜe(S(T)) + 1 = (1 + T)(1 + T∗T)−1(1 + T)∗.
Because (1 + T∗T)−1 is a bounded invertible operator and therefore Fredholm, (iv) im-
plies by Corollary 3.3.2 thatℜe(S(T)) + 1 is Fredholm which, by Corollary 3.4.4, is equiv-
alent to (iii). Conversely, if ℜe(S(T)) + 1 is Fredholm also

J(ℜe(S(T)) + 1)J = (1 + T∗)(1 + TT∗)−1(1 + T)
is Fredholm. Therefore dim(Ker(J(ℜe(S(T)) + 1)J)) < ∞ and, because one moreover has
Ker(1 + T) ⊂ Ker(J(ℜe(S(T)) + 1)J), this implies dim(Ker(1 + T)) < ∞. Furthermore, the
range of ℜe(S(T)) + 1 is closed. Thus

Ran(1 + T) = Ran(ℜe(S(T)) + 1) ⊕ (Ran(1 + T) ⊖ Ran(ℜe(S(T)) + 1))

is closed because Ran(1+T)⊖Ran(ℜe(S(T))+1) ⊂ Ran(ℜe(S(T))+1)⊥ is finite dimensional
and therefore closed. As Ran(1 + T)⊥ ⊂ Ran(ℜe(S(T)) + 1)⊥ is finite dimensional, this
implies that 1 + T is Fredholm.

Combined with Theorem 9.6.1, more precisely (9.15), Proposition 9.6.9 implies the
following:

Corollary 9.6.10. The image of 𝔽𝕌(K, J) under S : T ∈ 𝕌(K, J) 󳨃→ S(T) ∈ 𝕌(K) is

S(𝔽𝕌(K, J)) = {(α β
γ δ
) ∈ 𝔽𝕌(K) : α, δ ∈ invertible} .

Corollary 9.6.10 suggests that𝕌C(K, J) is a deformation retract of 𝔽𝕌(K, J) because
𝕌C(K) is a deformation retract of 𝔽𝕌(K) by Proposition 3.7.2. This is, however, not
clear because the retract in the proof of Proposition 3.7.2 may not stay within the im-
age S(𝔽𝕌(K, J)) of the map S given in Corollary 9.6.10.

Now all preparations for the following definition are carried out.

Definition 9.6.11. The Conley–Zehnder index of a path t ∈ [0, 1] 󳨃→ Tt ∈ 𝔽𝕌(K, J) is
defined as

CZ(t ∈ [0, 1] 󳨃→ Tt) = Sf(t ∈ [0, 1] 󳨃→ S(Tt)).

Note that, indeed, Proposition 9.6.9 implies that the spectral flow of unitaries on
the right-hand side is well defined (as the spectral flow through −1 in the sense of Sec-
tion 4.5). As such, the Conley–Zehnder index inherits several properties of the spectral
flowwhich are not spelled out in detail: concatenation, homotopy invariance (with fixed
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endpoints), integrality, and additivity. From these properties, one directly deduces the
following statement:

Proposition 9.6.12. The Conley–Zehnder index applied to closed paths induces group ho-
momorphisms CZ : π1(𝔽𝕌(K, J)) → ℤ and CZ : π1(𝕌

C(K, J)) → ℤ.

Remark 9.6.13. Proposition 9.1.8 shows that π1(𝕌
C(K, J)) = ℤ ⊕ ℤ. Hence the Conley–

Zehnder index extracts one of these ℤ. ⬦

Inmany applications, one deals with differentiable paths t 󳨃→ Tt of J -unitaries. Then
it is useful to be able to compute the derivatives of the eigenvalues of S(Tt) when they
cross −1, namely those points which can contribute to the Conley–Zehnder index. The
following proposition then leads to a crossing form formulation of the Conley–Zehnder
index. This is not spelled out in detail as it is essentially the same as in Section 4.3. The
formulas below also allow to analyze the transversality of the path.

Proposition 9.6.14. Let t 󳨃→ Tt = (At BtCt Dt
) be a differentiable path in𝕌(K, J). Then

S(Tt)
∗𝜕tS(Tt) = ( 1 0

−D−1t Ct D−1t )
∗
(T∗t J𝜕tTt) ( 1 0

−D−1t Ct D−1t ) .
For a vector ϕt ∈ K satisfying Ttϕt = −ϕt , one has S(Tt)Jϕt = −Jϕt and

ϕ∗t JS(Tt)∗𝜕tS(Tt)Jϕt = ϕ∗t T∗t J𝜕tTtϕt .
Proof. The proof is essentially the same as that of Lemma 2.3.9.

Let us now provide an integral formula for the Conley–Zehnder index of differen-
tiable closed paths. It is an infinite-dimensional version of Proposition 2.3.11 with an
identical proof, provided supplementary trace class properties are imposed. In particu-
lar, the algebraic Lemma 2.3.10 transposes directly.

Proposition 9.6.15. Let t 󳨃→ Tt = (At BtCt Dt
) be a continuously differentiable closed path in

𝕌(K, J) such that all four entries of 𝜕tTt are trace class. Then

CZ(t ∈ [0, 1] 󳨃→ Tt) =
1
2π𝚤

1

∫
0

dt Tr((At)
−1𝜕tAt − (Dt)−1𝜕tDt).

Also the statement andproof of Corollary 2.3.12 transpose to the infinite-dimensional
setting. It provides a connection between the Bott–Maslov and Conley–Zehnder indices.

Corollary 9.6.16. Let t 󳨃→ Tt = (At BtCt Dt
) be a continuously differentiable closed path in

𝕌C(K, J) such that all four entries of 𝜕tTt are trace class. Then for any P ∈ ℙ(K, J),

CZ(t ∈ [0, 1] 󳨃→ Tt) = BM(t ∈ [0, 1] 󳨃→ (P, Tt ⋅ P)).
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Based on Corollary 9.6.16, as well as Propositions 9.5.9 and 9.5.15, one can now prove
an infinite-dimensional version of Corollary 2.3.13, simply by realizing that the finite-
dimensional arguments transpose to a trace class situation.While it is certainly possible
to weaken the hypothesis, this is not further studied here.

Proposition 9.6.17. Let t ∈ [0, 1] 󳨃→ Pt ∈ 𝔽ℙ(K, J) and t ∈ [0, 1] 󳨃→ Tt ∈ 𝕌
C(K, J) be two

continuously differentiable closed paths such that all four entries of 𝜕tTt are trace class.
Then

BM(t ∈ [0, 1] 󳨃→ Tt ⋅ Pt) = BM(t ∈ [0, 1] 󳨃→ Pt) + CZ(t ∈ [0, 1] 󳨃→ Tt).

9.7 Oscillation theory for bound states of scattering systems

This section provides an application of the Bott–Maslov index and spectral flow in the
infinite-dimensional setting as described in this chapter. It is about oscillation theory
for bound states of a higher-dimensional quantum scattering system (within a single-
particle framework). This basically consists of transposing the setup and results of Sec-
tion 2.6 to a situation where the fibers are infinite dimensional and the locality of the
scattering perturbation directly leads to the required Fredholm property. Therefore it is
possible to simply refer to Section 2.6 for most of the algebraic arguments, and merely
add the required functional analytic elements to the proofs. Let us also note that we are
not aware of other results on oscillation theory with infinite dimensional fibers except
for [101] where, however, the Fredholm property rather holds in a Breuer–Fredholm
sense and the spectral flow is with respect to a semifinite trace so that it determines the
density of states.

Let us begin by describing the Hamiltonian. It acts on the Hilbert space ℓ2(ℤd , ℂN )
over a d-dimensional lattice with N internal degrees of freedom over every site and is
of the next-neighbor form

(Hψ)m = ∑|m−k|=1 am,kψk + vmψm, (9.18)

where ψ = (ψm)m∈ℤd with ψm ∈ ℂ
N , the sum runs over all sites neighboring n (the

distance |n − m| is meant in the maximum norm on ℤd), and am,k = a∗k,m and vm are
N × N matrices that are invertible and self-adjoint. As in Section 2.6, we will suppose
to be in a scattering situation where the coefficient matrices am,k and vm are all equal
to a and v except for a finite number of sites. Let L > 0 be such that all these sites lie
in a strip ℤd−1 × {1, . . . , L}. Hence H is a finite-rank perturbation of a periodic Hamilto-
nian

(Hperψ)m = ∑|m−k|=1 aψk + vψm.
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By discrete Fourier transform, one can show thatHper has purely absolutely continuous
spectrum spec(Hper) = specac(Hper) consisting of at most N intervals. This section is
about computing discrete eigenvalues ofH not lying in spec(Hper), thus so-called bound
states, by a formula similar as in Theorem 2.6.5. The dimension is throughout assumed
to satisfy d ≥ 2.

For this purpose, the Hamiltonian is rewritten as a (two-sided) infinite block Jacobi
operator. The fiber Hilbert space will beH = ℓ2(ℤd−1, ℂN ). Then ℓ2(ℤd , ℂN ) ≅ ℓ2(ℤ,H).
Under this identification, the Hamiltonian (9.18) can be rewritten as

(Hψ)n = An+1ψn+1 + Anψn−1 + Vnψn,
where now n ∈ ℤ and (An)n∈ℤ, (Vn)n∈ℤ are both sequences of invertible and self-adjoint
operators on H, respectively. We do not write out explicit formulas for An and Vn in
terms of the am,k and vm, but stress that the coefficient operators are such that

An = A, Vn = V , n ̸∈ {1, . . . , L}, (9.19)

just as in Section 2.6. The Schrödinger equation HψE = EψE will be considered for all
sequences ψE = (ψEn)n∈ℤ of vectors ψEn ∈ H, and not only square-integrable states from
ℓ2(ℤ,H). Explicitly written out, it becomes

An+1ψEn+1 + VnψEn + AnψEn−1 = EψEn . (9.20)

Regrouping two neighboring vectors into

ΨE
n = (

An+1ψEn+1
ψEn
) ,

one can then rewrite (9.20) as

ΨE
n = M

E
nΨ

E
n−1, (9.21)

where the I-unitary transfer matrices ME
n on the Krein space (K, I) = (H ⊕ H, I) are

defined by

ME
n = (
(E1 − Vn)A

−1
n −An

A−1n 0
) . (9.22)

Let us stress that (9.21) looks exactly as the corresponding equation (2.50) in the setting
with finite-dimensional fibers. Indeed, all structural algebraic facts transpose directly.
In particular, we will use (9.21) also as an equation for frames ΨE

n : H → K = H ⊕H. If
one of the ΨE

n spans an I-Lagrangian subspace, then all others do as well because allM
E
n

are I-unitary. Let us note that due to (9.19) theME
n are for all n ̸∈ {1, . . . ,N} equal to one

fixed I-unitary
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ME = (
(E1 − V )A−1 −A

A−1 0
) .

The matrix entries of this transfer matrix specify Hper, and thereforeM
E is also closely

linked to the spectral properties of Hper. The following result extends Propositions 2.6.1
and 2.6.2.

Proposition 9.7.1. The following statements hold:
(i) E ∈ σ(Hper) ⇐⇒ σ(ME) ∩ 𝕊1 ̸= 0.
(ii) For real E ̸∈ σ(Hper), the subspaces E

E,< and EE,> given by the range of the Riesz pro-
jection ofME on spec(ME)∩B1(0) and spec(M

E)\B1(0), respectively are I-Lagrangian.
(iii) For real E ̸∈ σ(Hper), the subspaces EE,< and (EE,>)⊥ form a Fredholm pair of

I-Lagrangian subspaces.

Proof. Thefirst claim follows by aWeyl sequence argument, just as in the proof of Propo-
sition 2.6.1. The second and third claims follow from Proposition 9.4.6, after a Cayley
transform.

As in Section 2.6 now follows the analysis of the energy dependence of the unitaries

WE,< = Π(CEE,<), WE,> = Π(CEE,>),
using the half-space restrictions of Hper. Let H

+
per and H

−
per be the (Dirichlet) restrictions

of Hper to the subspaces ℓ
2(ℕ,H) and ℓ2(ℕ−,H), respectively, whereℕ = {1, 2, . . .} and

ℕ− = {. . . , −1, 0}. In the situation of Section 2.6, the fiber Hilbert space H is finite di-
mensional, and this implies that the new spectrum spec(H±per) \ spec(Hper) only consists
of a finite number of eigenvalues (bound states) of finite multiplicity. In the present
situation, it is possible that spec(H±per) acquires new essential spectrum resulting from
surface states along the boundary. This spectrum is typically topologically protected.
It can be studied via K -theoretic methods [152] or via transfer matrix methods along
the boundary [17, 174]. We believe that the computation of the density of states of this
boundary spectrum is possible by adapting Corollary 2.6.4 to a semifinite setting (either
by using the Fourier decomposition along the boundary or, more generally, by transpos-
ing the techniques from [101]), but this is not carried out here. Irrespective of this, one
can prove the following analogue of Proposition 2.6.3.

Proposition 9.7.2. One has, for E ∈ ℝ \ spec(Hper),

1
𝚤
(WE,<)∗𝜕EWE,< < 0, 1

𝚤
(WE,>)∗𝜕EWE,> > 0.

Proof. The whole setup is translation invariant with respect to shifts along the bound-
ary. Hence it is possible to carry out a (d−1)-dimensional discrete Fourier decomposition
of all objects involved. In particular,
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H±per ≅ ⊕∫
𝕋d−1 dk H

±
per(k),

where k ∈ 𝕋d−1 󳨃→ H±per(k) is a real-analytic family of half-space block Jacobi matrices
with a finite-dimensional fiber. Furthermore, also the transfer operators admit such a
Fourier decomposition

ME ≅
⊕
∫

𝕋d−1 dk M
E(k),

with finite-dimensional J -unitaries depending real analytically on k ∈ 𝕋d−1. Thus also
EE,< and EE,>, as well asWE,< andWE,>, can be decomposed. For each k ∈ 𝕋d−1, one can
now apply Proposition 2.6.3, and integrating over 𝕋d−1 concludes the proof.

To continue the analysis of the scattering Hamiltonian H , let us now set

mE = multiplicity of E as eigenvalue of H .

Each eigenstate ψE ∈ ℓ2(ℤd , ℂN ) ≅ ℓ2(ℤ,H) decays both at −∞ and +∞. To construct
such an eigenstate, one can again proceed as in Section 2.6. Outside of [1, L] ∩ ℤ, the
decaying solution satisfies (9.21) withME

n = M
E . Hence neighboring sites must produce

vectors lying in EE,> on (−∞, 0] ∩ ℤ and lying in EE,< on [L + 1,∞) ∩ ℤ. Matching of the
solutions thus shows

mE = dim(ME(L, 1)EE,> ∩ EE,<), (9.23)

whereME(L, 1) = ME
L ⋅ ⋅ ⋅M

E
1 .

Proposition 9.7.3. For E ∈ ℝ \ spec(Hper), the multiplicity m
E is finite and given by

mE = dim(Ker(Π(CEE,<)∗Π(CME(L, 1)EE,>) − 1)). (9.24)

Proof. By Proposition 9.7.1, the right-hand side of (9.23) is an intersection between the
two I-Lagrangian subspaces ME(L, 1)EE,> and EE,<. This intersection can thus be com-
puted by (9.24) due to Proposition 9.3.5. It remains to show that this intersection is finite.
For that purpose, let us first note that by Proposition 9.7.1 one has EE,< ∩ EE,> = {0}, and
therefore 1 is not in the spectrum of Π(CEE,<)∗Π(CEE,>) = (WE,<)∗WE,>, again by Propo-
sition 9.3.5. Furthermore, let us note thatEE,> isME -invariant by construction. Therefore
(ME)LEE,> = EE,>. Due to the assumption (9.19),ME

n −M
E is of finite rank and therefore

ME
n (M

E)−1 = 1 + Fn where Fn is of finite rank (and such that 1 + Fn is J -unitary). Iter-
ating one concludes that ME(L, 1)(ME)−L = 1 + F where F is of finite rank. Finally, by
Proposition 9.3.8,
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Π(CME(L, 1)EE,>) = Π(CME(L, 1)(ME)
−L
E
E,>)

= (C(1 + F)C∗) ⋅WE,>
= (1 + CFC∗) ⋅WE,>
= WE,> + K ,

where K is some compact operator (such that WE,> + K is unitary). In conclusion,
Π(CEE,<)∗Π(CME(L, 1)EE,>) is a compact perturbation of (WE,<)∗WE,> and therefore
has no essential spectrum in a neighborhood of 1.

Note that the above proof combined with Theorem 9.4.2 also shows that the sub-
spacesME(L, 1)EE,> and (EE,<)⊥ form a Fredholm pair of I-Lagrangians. As in Section 2.6,
let us now set

UE = −Π(CEE,<)∗Π(CME(L, 1)EE,>)
= −(WE,<)∗(CME(L, 1)C∗) ⋅WE,>.

Theorem 9.7.4. One has

1
𝚤
(UE)
∗
𝜕EU

E > 0. (9.25)

Suppose that [E0, E1] ∩ spec(Hper) = 0 and that E0 and E1 are not eigenvalues of H. Then
the number of bound states of H in [E0, E1] is given by

#{eigenvalues of H in [E0, E1]} = Sf(E ∈ [E0, E1] 󳨃→ UE through −1).

Proof. Given the preparations in Propositions 9.7.2 and 9.7.3, the proof is identical to
that of Theorem 2.6.5.



10 Index pairings and spectral localizer

Index theory in the classical setting of the Atiyah–Singer index theorem pairs a Dirac
operator on a compact spin manifold with a homotopy class of vector bundles, and con-
structs a Fredholm operator and its associated index [98, 32, 28]. The Dirac operator
provides cohomological information via a certain de Rham differential form, while the
vector bundle is thought of as homological data. Already Atiyah [12] interpreted this as
a pairing of K -theory with what would become K -homology. The first and most elemen-
tary example of this type is Noether’s index theorem [140] which expresses the winding
number of an invertible complex function as the index of a Fredholm operator. Later on
and based on Atiyah’s ideas came far-fetching noncommutative generalizations, going
back to the work of Connes and Kasparov [63, 111, 104, 92]. These noncommutative index
theorems have numerous applications, in particular in the theory of disordered topo-
logical insulators [25, 19, 152]. For such solid state systems, it is of great interest to have
local formulas for the index that can be implemented numerically. Such local expres-
sions were provided in [128, 129] in terms of the so-called spectral localizer, which was
motivated by earlier work of Kitaev [114, Appendix C] and Hastings and Loring [102].
This spectral localizer is a quite universal tool for the computation of index pairings
and can be formulated in the purely functional-analytic framework of the earlier chap-
ters. The main mathematical tool connecting the spectral localizer to index pairings is
the spectral flow [130, 131, 170, 75], making this chapter a nice application of the theory
developed above.

10.1 Fredholmmodules and index pairings

Fredholmmodules can be even or odd, reflecting whether the underlying (possibly non-
commutative) manifold is even or odd dimensional. Let us start out with the even case.

Definition 10.1.1. An even unbounded Fredholmmodule for an invertible bounded op-
eratorH = H∗ onH consists of a self-adjoint, invertible operatorDev onH⊕H satisfying
the following conditions:
(i) Dev has a compact resolvent;
(ii) Dev is odd with respect to the symmetry

Γ = (1 0
0 −1
) ∈ 𝕌(H ⊕H),

namely

ΓDevΓ = −Dev

(iii) the domainD(Dev) of Dev is left invariant by H ⊕ H ;
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(iv) the commutator [H ⊕ H ,Dev] extends to a bounded operator.

The operator Dev is of the form

Dev = ( 0 D∗0
D0 0

) , (10.1)

with an invertible unbounded operator D0 onH. One then extracts a unitary operator
F onH,

F = D0|D0|
−1.

The operator Dev is then called the Dirac operator and F the Dirac phase. The identity
ΓDevΓ = −Dev is also referred to as the chirality of Dev.

In the literature [63, 92], unbounded Fredholm modules are also called spectral
triples or unbounded K -cycles. Furthermore, a Fredholm module usually involves rep-
resentations of some C∗-algebra A and requires the bounded commutator property to
hold for all elements of A. Then H is supposed to be a representative of A, or a ma-
trix algebra over A, and then specifies a class in the K0-group K0(A) via the projection
P = 1

2 (1 − H |H |
−1). Here in Definition 10.1.1 we rather work with a hands-on purely

operator-theoretic approach in whichA is simply the enveloping commutative algebra
ofH . Let us also stress, following Carey and Phillips [55], that the condition (iii) does not
imply that (ii) holds, see Remark 10.1.5 below. An extension to Definition 10.1.1 is the so-
called nonunital case in which H = H∗ is allowed to be unbounded (e. g., [54, 171]). Let
us also note that it is not necessary to require that Dev is invertible, as this can always
be achieved by a standard doubling trick and adding a mass term.

Remark 10.1.2. If Dev is not invertible, then replaceH byH ⊕H and

D̃ev = (D
ev μ1
μ1 −Dev

) , H̃ = (H 0
0 1
) , Γ̃ = (Γ 0

0 −Γ
) ,

for some μ > 0. Then D̃ev is invertible and an even Fredholm module for H̃ . This leads
to the same index pairings; see, e. g., [51] or [171]. ⬦

Let us next provide a standard example of an even Fredholm module stemming
from a flat manifold with a trivial spin bundle. It also indicates why the notation Γ is
used for the symmetry in Definition 10.1.1, rather than J as in Chapter 9 on Krein spaces.

Example 10.1.3. Let d be even and γ1, . . . , γd be an irreducible self-adjoint representa-
tion of the Clifford algebra with d generators, namely one has

γiγj + γjγi = 2δi,j .
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The representation space isℂd
′
with d′ = 2 d

2 . As d is even, there exists a symmetry Γ (of-
ten also denoted by γd+1) anticommutingwith γ1, . . . , γd . Now chooseH⊕H = L2(𝕋d , ℂd

′
)

and set

Dev = 𝚤
d
∑
j=1 γj𝜕j , (10.2)

where 𝜕j denotes the partial derivative on L
2(𝕋d) in the jth direction. The operatorDev is

self-adjoint and fulfills ΓDevΓ = −Dev as required. It has a d′-dimensional kernel spanned
by the constant functions, but this is not of relevance as explained above. If H is a mul-
tiplication operator by a continuously differentiable function x ∈ 𝕋d 󳨃→ Hx ∈ ℝ, indeed
Dev is an unbounded Fredholm module for H . By replacing 𝜕j by covariant derivatives
and the constant γj by a varying representation, this example can readily be generalized
to arbitrary Riemannian manifolds equipped with a spin structure, e. g., [122]. ⬦

The following result is well known (e. g., [63, 55, 92]), and it is crucial for the later
sections.

Theorem 10.1.4. Let Dev provide an even unbounded Fredholm module for a self-adjoint
invertible H and let F be the associated Dirac phase. If P = χ(H < 0) is the spectral
projection of H on the negative spectrum, then

T = PFP + 1 − P, (10.3)

is a bounded Fredholm operator onH.

Proof. (Following Section 2 of [55].) SetH2 = H ⊕H and drop the upper index onDev = D
for the sake of notational simplicity. The proof consists in showing that both summands
on the right-hand side of

[D|D|−1,H2] = [D,H2]|D|
−1 + D[|D|−1,H2]

are compact. For the first summand, this is immediately clear from assumptions (i) and
(iv) of Definition 10.1.1. For the second summand, oneuses the following spectral calculus
for the square root:

|D|−1 = (D2)− 12 = ∞∫
0

dλ
πλ

1
2

(λ1 + D2)−1.
Thus

D[|D|−1,H2] =
∞
∫
0

dλ
πλ

1
2

D[(λ1 + D2)−1,H2].
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The computation of the commutator has to be carried out with great care because it is
not assumed thatH2 leaves the domain ofD

2 invariant, butmerely thatD(D) is invariant.
Let us start from

[(λ1 + D2)−1,H2] = (λ1 + D
2)−1H2(λ1 + D

2)(λ1 + D2)−1 − H2(λ1 + D
2)−1

= ((λ1 + D2)−1H2(λ1 + D
2) − H2)(λ1 + D

2)−1
= ((λ1 + D2)−1H2D

2 + (λ1 + D2)−1λH2 − H2)(λ1 + D
2)−1

= ((λ1 + D2)−1H2D
2 + (1 − D2(λ1 + D2)−1)H2 − H2)(λ1 + D

2)−1
= −(λ1 + D2)−1H2D

2(λ1 + D2)−1 + D2(λ1 + D2)−1H2(λ1 + D
2)−1.

Now D2(λ1+D2)−1 = D(λ1+D2)−1D onD(D). Moreover, Ran((λ1+D2)−1) = D(D2) ⊂ D(D)
so that, because H2 leavesD(D) invariant by (ii) of Definition 10.1.1, one has on all ofH
the identity

D2(λ1 + D2)−1H2(λ1 + D
2)−1 = D(λ1 + D2)−1DH2(λ1 + D

2)−1.
In the same way, one shows that on allH,

D(λ1 + D2)−1H2D(λ1 + D
2)−1 = (λ1 + D2)−1DH2D(λ1 + D

2)−1.
Replacing in the above, one finds that on allH,

[(λ1 + D2)−1,H2]

= −(λ1 + D2)−1H2D
2(λ1 + D2)−1 + D(λ1 + D2)−1DH2(λ1 + D

2)−1
= −(λ1 + D2)−1H2D

2(λ1 + D2)−1 + (λ1 + D2)−1DH2D(λ1 + D
2)−1

− D(λ1 + D2)−1H2D(λ1 + D
2)−1 + D(λ1 + D2)−1DH2(λ1 + D

2)−1
= (λ1 + D2)−1[D,H2]D(λ1 + D

2)−1 + D(λ1 + D2)−1[D,H2](λ1 + D
2)−1.

Replacing shows

D[|D|−1,H2] =
∞
∫
0

dλ
πλ

1
2

[D(λ1 + D2)−1[D,H2]D(λ1 + D
2)−1

+ D2(λ1 + D2)−1[D,H2](λ1 + D
2)−1].

Now (λ + D2)− 12 is compact as the square root of a compact positive operator; because
D(λ+D2)−1 = D(λ+D2)− 12 (λ+D2)− 12 is the product of a bounded with a compact operator,
it is also compact. This shows that both summands under the integral are compact. All
integrals are absolutely convergent in norm, so that one concludes thatD[|D|−1,H2], and
hence also [D|D|−1,H2], is compact. But
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[D|D|−1,H2] = [(
0 F∗
F 0
) , (

H 0
0 H
)] = (

0 [F∗,H]
[F ,H] 0

) .

Hence [F ,H] is compact. Writing P as a Riesz projection with a contour γ around the
negative spectrum, one concludes that

[F , P] = ∮
γ

dz
2π𝚤
[F , (z1 − H)−1] = ∮

γ

dz
2π𝚤
(z1 − H)−1[F ,H](z1 − H)−1

is also compact. This implies that PF∗PFP + 1 − P and PFPF∗P + 1 − P are Fredholm
operators, and this implies the claim by Theorem 3.4.1.

Remark 10.1.5. It is not possible to remove the hypothesis (iii) from Definition 10.1.1
because otherwise the operator T defined in (10.3) may not be Fredholm. In [88] one
finds several examples of Dirac operators (actually, odd ones in the sense of the Defini-
tion 10.1.7 below) satisfying (i) and (iv) of Definition 10.1.1 for which the operator T is not
Fredholm. ⬦

Definition 10.1.6. Given an even unbounded Fredholm module for an invertible
H = H∗, the associated Fredholm operator T given in (10.3) and its index Ind(T) are
referred to as the even index pairing.

Using the notion of the index of a pair of projection discussed at length in Chapter 5,
the index pairing can be expressed as

Ind(T) = Ind(P, F∗PF),
see Proposition 5.5.3 for the explicit statement. In the literature on K -theory and K -ho-
mology (in particular, [63, 104, 92]), the index pairing is also denoted by ⟨[Dev]0, [H]0⟩
expressing that the pairing does not change when the unbounded Fredholm module
and gapped self-adjoint are changed within their class in K -homology and K -theory (by
suitable continuous homotopies).

Let us now turn to oddunboundedFredholmmodules for invertible bounded opera-
tors. In a K -theoretic formulation, these latter represent K1-group elements of a suitable
algebra, and the odd Fredholmmodules specify odd K -homology classes. The definition
of odd Fredholm modules is as that of even ones.

Definition 10.1.7. An odd unbounded Fredholm module for an invertible bounded op-
erator A onH is a self-adjoint, invertible operator D0 onHwith compact resolvent such
that A leaves the domain D(D0) invariant and [D0,A] extends to a bounded operator.
Then the spectral projection E = χ(D0 > 0) is called the associated Hardy projection.

In slight deviation of standard terminology, the odd Dirac operator is not D0, but
rather
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Dod = (D0 0
0 −D0

) (10.4)

acting onH⊕H. This will allow treating the even and odd case in an analogousmanner,
if one associates an invertible self-adjoint operator H onH ⊕H to A by

H = ( 0 A
A∗ 0
) . (10.5)

The operator is odd with respect to J = diag(1, −1), namely satisfies JHJ = −H , which is
also called a chiral symmetry. Let us provide a standard example of an odd Fredholm
module.

Example 10.1.8. This example completely parallels Example 10.1.3 of even Fredholm
modules on an even-dimensional torus. Let now d be odd and γ1, . . . , γd be an irreducible
representation of the Clifford algebrawith d generators. The representation space isℂd

′
with d′ = 2 d−1

2 . Then set

D0 = 𝚤
d
∑
j=1 γj𝜕j . (10.6)

If A is now a multiplication operator by a differentiable function x ∈ 𝕋d 󳨃→ Ax ∈ ℝ,
indeed D0 specifies an unbounded odd Fredholm module for A. ⬦

The next result is proved in a similar manner as Theorem 10.1.4.

Theorem 10.1.9. Let D0 specify an odd unbounded Fredholm module for an invertible
bounded operator A and let E = χ(D0 > 0) be the associated Hardy projection. If now
U = A|A|−1 denotes the unitary phase of A, then

T = EUE + 1 − E (10.7)

is a bounded Fredholm operator onH.

Definition 10.1.10. Given an odd unbounded Fredholm module for an invertible A, the
associated Fredholm operator T given in (10.7) and its index Ind(T) are referred to as
the odd index pairing.

Let us stress that both index pairings (10.3) and (10.7) result from a Fredholm pair
of unitarily conjugate orthogonal projections as in Section 5.5, namely (P, F∗PF) and
(E,U∗EU), respectively. However, in the even index pairing the projection P stems from
H and is hence the cohomological (K -theoretic) input to the pairing, while in the odd
index pairing the projection E rather stems from the homological input Dod.
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10.2 Spectral flow formulas for index pairings

In the last section, it was shown that an odd unbounded Fredholm module for either
a projection or an invertible operator leads to an index pairing. Section 5.5 shows that
such index pairings are connected to a spectral flow. This leads directly to the following
result.

Theorem 10.2.1. Let D0 specify an odd unbounded Fredholm module for a unitary oper-
ator U and let E = χ(D0 > 0) be the associated Hardy projection. Then the linear path
t ∈ [0, 1] 󳨃→ Dt = (1 − t)D0 + tU

∗D0U is Riesz-continuous and lies entirely in 𝔽Csa(H). Its
spectral flow is equal to the index pairing,

Ind(EUE + 1 − E) = − Sf(t ∈ [0, 1] 󳨃→ Dt). (10.8)

Proof. First of all, note that Dt = D0 + tU
∗[D0,U] is a bounded perturbation of an op-

erator D0 with compact resolvent. Hence the domain D(Dt) is constant by the Kato–
Rellich theorem. The path is continuous in the Riesz topology by Proposition 7.1.5 and
indeed in𝔽Csa(H) so that its spectral flow is well defined as the spectral flow of t 󳨃→ F(Ft)
where F is the bounded transform. Next let δ = ‖D−10 ‖−1 be the invertibility gap of D0.
Then Dt only has discrete spectrum in (−δ, δ). Let s ∈ [0, 1] 󳨃→ gs be the linear ho-
motopy of nondecreasing smooth functions gs : ℝ → ℝ between some nondecreasing
continuous function g0 satisfying g0(λ) = sgn(λ) for |λ| > δ and g1(λ) = F(λ). Then
(s, t) 󳨃→ gs(Dt) ∈ 𝔽𝔹sa(H) is norm-continuous. By homotopy invariance of the spectral
flow, one now has

Sf(t ∈ [0, 1] 󳨃→ Dt) = Sf(t ∈ [0, 1] 󳨃→ g1(Dt)) = Sf(t ∈ [0, 1] 󳨃→ g0(Dt)).

But g0(D0) = 2E − 1 and g0(D1) = U
∗(2E − 1)U . Furthermore, the linear path between

g0(D0) and g0(D1) is homotopic to t ∈ [0, 1] 󳨃→ g0(Dt) within 𝔽𝔹sa(H). Therefore

Sf(t ∈ [0, 1] 󳨃→ Dt) = Sf(t ∈ [0, 1] 󳨃→ (1 − t)(2E − 1) + tU
∗(2E − 1)U),

so that, by Corollary 5.6.2,

Sf(t ∈ [0, 1] 󳨃→ Dt) = Ind((1 − E)U(1 − E) + E)
= − Ind(EUE + 1 − E),

concluding the proof.

Given that Theorem 10.2.1 connects the index pairing to the spectral flow of a path
of self-adjoint Fredholm operators with compact resolvent, one can now use the results
of Section 7.2 to provide an integral formula for the index pairing. For this purpose, the
following supplementary property will be required.
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Definition 10.2.2. Let D be the Dirac operator of a Fredholm module, hence D = Dev as
in (10.1) or D = Dod as in (10.4). Then D is said to be θ-summable if Tr(e−tD2 ) < ∞ for any
t > 0.

Theorem 10.2.3. Let D0 specify a θ-summable, odd, unbounded Fredholm module for a
unitary operator U and let E = χ(D0 > 0) be the associated Hardy projection. Then the
spectral flow of t ∈ [0, 1] 󳨃→ Dt = (1 − t)D0 + tU

∗D0U satisfies, for any ϵ > 0,

Sf(t ∈ [0, 1] 󳨃→ Dt) =
ϵ

1
2

π
1
2

1

∫
0

dt Tr(𝜕tDte
−ϵD2t ) = − Ind(EUE + 1 − E).

It appears that this formula was first found by Wojciechowski (see the discussion
in Section 8 of [26]) and then it is stated in Getzler’s work [96]. It is dubbed the easy
adiabatic formula in [26] and is the starting point for the proof of the Connes–Moscovici
index formula [64]. The reference [26] also provides a semifinite version of this formula.

Proof of Theorem 10.2.3. In the final part of the proof of Theorem 7.2.2, it is shown that

Sf(t ∈ [0, 1] 󳨃→ Dt) =
1
2
ηϵ(D1) −

1
2
ηϵ(D0) +

ϵ
1
2

π
1
2

1

∫
0

dt Tr(𝜕tDte
−ϵD2t ),

where ηϵ(D1) and ηϵ(D0) are the regularized η-invariants defined in (7.5). Due to the
unitary invariance of the trace, one directly deduces ηϵ(D1) = ηϵ(D0) and therefore due
to Theorem 10.2.1 the claim.

Also even index pairings can be computed in terms of the heat semigroup of the
Dirac operator. This is the celebrated McKean–Singer formula, see Section 3 in [54].

10.3 Spectral localizer for even index pairings

This section provides an alternative expression for an even index pairing as the signa-
ture of a suitable finite dimensional self-adjoint matrix called the finite volume even
spectral localizer. This matrix will essentially be given by suitable matrix elements of
Dev and H , and it therefore provides a very efficient numerical algorithm for the com-
putation of the index pairing. The corresponding result for odd index pairings will be
given in Section 10.4 below.

Let us construct the even spectral localizer, directly following [129, 131, 170]. There-
fore, let H = H∗ ∈ 𝔹(H) be invertible and Dev a self-adjoint, invertible Dirac operator
specifying an unbounded even Fredholm module for H . The even spectral localizer is
defined as the operator

Levκ = (
−H κD∗0
κD0 H

) , (10.9)
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acting onH ⊕H, where κ > 0 is a tuning parameter. To construct finite volume restric-
tions of the spectral localizer, let us now set (H ⊕H)ρ = Ran(χ(|D

ev| ≤ ρ)), for a radius
ρ > 0. Recall that Dev has compact resolvent so that each (H⊕H)ρ is finite dimensional.
Let πρ : H ⊕H → (H ⊕H)ρ denote the surjective partial isometry onto (H ⊕H)ρ with
Ker(πρ) = ((H⊕H)ρ)

⊥ and such that πρ|(H⊕H)ρ is the identity on (H⊕H)ρ. Let 1ρ = πρπ∗ρ
denote the identity on (H⊕H)ρ. For any operator B onH⊕H, we set Bρ = πρBπ

∗
ρ which

is an operator on (H⊕H)ρ. With these notations, the finite volume spectral localizer on
(H ⊕H)ρ is

Levκ,ρ = (−H κD∗0
κD0 H

)
ρ
.

The following connection of the index pairing to the half-signature of the spectral local-
izer was first shown in [129].

Theorem 10.3.1. Let g = ‖H−1‖−1 be the gap of the invertible self-adjoint operator H.
Suppose that

κ ≤ g3

12‖H‖‖[D,H ⊕ H]‖
, 2g

κ
< ρ. (10.10)

Then (Levκ,ρ)2 ≥ g2
4 1ρ. In particular, L

ev
κ,ρ is invertible and thus has a well-defined signature

Sig(Levκ,ρ) which is independent of κ and ρ satisfying (10.10), and
Ind(PFP + 1 − P) = 1

2
Sig(Levκ,ρ). (10.11)

The proof of Theorem 10.3.1 given in [129] is of K -theoretic nature (and thus also
provides a stronger K -theoretic result). Here, however, we rather provide a proof based
on spectral flow and, more precisely, on Theorem 5.7.3 which gives a spectral flow for-
mula for Ind(PFP + 1 − P). Such a spectral flow proof was first put forward in the odd
case in [130], and then for the even case in [131, 170]. The proof presented below is a
further improvement requiring neither the normality of D0 (as in [131]) nor the Lipshitz
property (as in [170]).

Proof. For sake of notation simplicity, let us denote D = Dev. To show that the signa-
ture of Levκ,ρ is independent of κ and ρ provided that (10.10) holds, we closely follow the
argument in Section 3 of [129]. The proof will use an even and differentiable tapering
function Gρ : ℝ → [0, 1] with three properties:
(i) Gρ(x) = 1 for |x| ≤

ρ
2 ;

(ii) Gρ(x) = 0 for |x| ≥ ρ;
(iii) The Fourier transform Ĝ′ρ : ℝ → ℝ, Ĝ′ρ(p) = 1

2π ∫
∞−∞ e−𝚤pxG′ρ(x)dx of the derivative

G′ρ has an L1-norm bounded by 8
ρ .
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Such a function can be constructed as follows, see also Lemma 4 in [128]. For ρ = 0, the
function

g : ℝ → ℝ, g(x) =

{{{{{{
{{{{{{
{

0, x < 1,
1
2 (1 + x)

2, x ∈ [−1, 0],
1 − 1

2 (1 − x)
2, x ∈ [0, 1],

1, x > 1,

is defined. The Fourier transform of the derivative is ĝ′(p) = 1−cos(p)
πp2 with L1-norm

‖ĝ′‖L1(ℝ) = 1. Then one introduces G1 : ℝ → ℝ by
G1(x) = g(4x + 3) − g(4x − 3).

It satisfies ‖Ĝ′1‖L1(ℝ) ≤ 8. Finally, Gρ : ℝ → ℝ defined by Gρ(x) = G1( xρ ) has the desired
properties. By Theorem 3.2.32 in [39], see also Lemma 10.15 in [92],

󵄩󵄩󵄩󵄩[Gρ(D),H ⊕ H]
󵄩󵄩󵄩󵄩 ≤

8
ρ
󵄩󵄩󵄩󵄩[D,H ⊕ H]

󵄩󵄩󵄩󵄩. (10.12)

To connect the radii ρ and ρ′ ≥ ρ, let us consider the operator
Lκ,ρ,ρ′ (λ) = κπρ′Dπ∗ρ′ + πρ′Gλ,ρ((−H) ⊕ H)Gλ,ρπ∗ρ′ ,

acting on (H ⊕H)ρ′ where 0 ≤ λ ≤ 1 and
Gλ,ρ = (1 − λ)π∗ρ′πρ′ + λGρ(D).

Also (10.10) is supposed to hold for the pair κ, ρ and thus also for the pair κ, ρ′. Notice
that Lκ,ρ,ρ′ (0) = Levκ,ρ′ . The first goal is to show that Lκ,ρ,ρ′ (λ) is invertible for all λ ∈ [0, 1]
and that its square is bounded from below by g2

4 1ρ′ when λ = 0. The square of Lκ,ρ,ρ′ (λ)
is

Lκ,ρ,ρ′ (λ)2 = κ2πρ′D2π∗ρ′ + (πρ′Gλ,ρ((−H) ⊕ H)Gλ,ρπ∗ρ′)2
− κπρ′Gλ,ρ[D,H ⊕ H]ΓGλ,ρπ∗ρ′ ,

where πρ′Dπ∗ρ′πρ′ = πρ′Dwas used and Γ = diag(1, −1). The second summand is bounded
from below as follows:

(πρ′Gλ,ρ(H ⊕ (−H))Gλ,ρπ∗ρ′)2
= πρ′Gλ,ρ(H ⊕ H)G2λ,ρ(H ⊕ H)Gλ,ρπ∗ρ′
≥ πρ′Gλ,ρ(H ⊕ H)Gρ(D)2(H ⊕ H)Gλ,ρπ∗ρ′
= πρ′Gλ,ρGρ(D)(H ⊕ H)2Gρ(D)Gλ,ρπ∗ρ′
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+ πρ′Gλ,ρ[Gρ(D)(H ⊕ H), [Gρ(D),H ⊕ H]]Gλ,ρπ∗ρ′
≥ g2πρ′G2λ,ρGρ(D)2π∗ρ′ + πρ′Gλ,ρ[Gρ(D)(H ⊕ H), [Gρ(D),H ⊕ H]]Gλ,ρπ∗ρ′
≥ g2πρ′Gρ(D)4π∗ρ′ + πρ′Gλ,ρ[Gρ(D)(H ⊕ H), [Gρ(D),H ⊕ H]]Gλ,ρπ∗ρ′ ,

where the first step holds because [Gλ,ρ, Γ] = 0 and (H ⊕ H) ⊖ (H ⊕ H)ρ′ ⊂ Ker(Gλ,ρ),
while the first, as well as the last, inequality follows from Gρ(D)

2 ≤ G2λ,ρ. For the special
case of λ = 0, one has G0,ρ = π∗ρ′πρ′ and therefore a better estimate

(πρ′G0,ρHG0,ρπ∗ρ′)2
≥ g2πρ′Gρ(D)2π∗ρ′ + πρ′[Gρ(D)(H ⊕ H), [Gρ(D),H ⊕ H]]π∗ρ′ .

Furthermore, by spectral calculus of D, one has the bound

κ2πρ′D2π∗ρ′ ≥ g2πρ′(1 − Gρ(D)2)π∗ρ′ ,
because the bound holds for spectral parameters in [ 12ρ, ρ

′] due to (10.10) and because
1 − Gρ(D)

2 ≤ 1, while it holds trivially on [0, 12ρ]. Since

1 − Gρ(D)
2 + Gρ(D)

4 ≥ 3
4
1,

it thus follows

Lκ,ρ,ρ′ (λ)2 ≥ 34g21ρ′ + πρ′Gλ,ρ[Gρ(D)(H ⊕ H), [Gρ(D),H ⊕ H]]Gλ,ρπ∗ρ′
− κπρ′Gλ,ρ[D,H ⊕ H]ΓGλ,ρπ∗ρ′ ,

and in the special case λ = 0,

Lκ,ρ,ρ′ (λ)2 ≥ g21ρ′ + πρ′Gλ,ρ[Gρ(D)(H ⊕ H), [Gρ(D),H ⊕ H]]Gλ,ρπ∗ρ′
− κπρ′Gλ,ρ[D,H ⊕ H]ΓGλ,ρπ∗ρ′ .

Finally, the error term is bounded using the tapering estimate (10.12):

󵄩󵄩󵄩󵄩[Gρ(D)(H ⊕ H), [Gρ(D),H ⊕ H]] − κ[D, (H ⊕ H)]Γ
󵄩󵄩󵄩󵄩

≤ ( 16
ρ
󵄩󵄩󵄩󵄩Gρ(D)(H ⊕ H)

󵄩󵄩󵄩󵄩 + κ)
󵄩󵄩󵄩󵄩[D,H ⊕ H]

󵄩󵄩󵄩󵄩

< ( 8
g
‖H‖ + 1)κ󵄩󵄩󵄩󵄩[D,H ⊕ H]

󵄩󵄩󵄩󵄩

≤ 9
g
‖H‖κ󵄩󵄩󵄩󵄩[D,H ⊕ H]

󵄩󵄩󵄩󵄩

≤ 3
4
g2,
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where the second step used the second inequality in (10.10), as well as ‖Gρ(D)‖ ≤ 1, the
third one took advantage of ‖H‖ ≥ g, and the last inequality came from the first inequal-
ity in (10.10). Putting all together, one infers Lκ,ρ,ρ′ (λ)2 > 0 and Lκ,ρ,ρ′ (0)2 ≥ 1

4g
21ρ′ .

Next, let us show that

Sig(Levκ,ρ) = Sig(Levκ′ ,ρ′),
for pairs κ, ρ and κ′, ρ′ in the permitted range of parameters. Without loss of generality,
let ρ ≤ ρ′. As Lκ,ρ is continuous in κ, it is sufficient to consider the case κ = κ′. Thus one
needs to show

Sig(Lκ,ρ,ρ(0)) = Sig(Lκ,ρ,ρ′ (0)),
when ρ ≤ ρ′ and (10.10) is true for κ and ρ. Clearly, Lκ,ρ,ρ′ (λ) is continuous in λ and it was
shown above that Lκ,ρ,ρ′ (λ) is also invertible for all λ ∈ [0, 1], so it suffices to prove

Sig(Lκ,ρ,ρ(1)) = Sig(Lκ,ρ,ρ′ (1)). (10.13)

Consider

Lκ,ρ,ρ′ (1) = κπρ′Dπ∗ρ′ + πρ′Gρ(D)((−H) ⊕ H)Gρ(D)π∗ρ′ .
Now D commutes with π∗ρ′πρ′ so that Lκ,ρ,ρ′ (1) decomposes into a direct sum. Let next
πρ′ ,ρ = πρ′ ⊖ πρ be the surjective partial isometry onto (H ⊕H)ρ′ ⊖ (H ⊕H)ρ. Then

Lκ,ρ,ρ′ (1) = Lκ,ρ,ρ(1) ⊕ πρ′ ,ρκDπ∗ρ′ ,ρ.
The signature of πρ′ ,ρDπ∗ρ′ ,ρ vanishes so that (10.13) follows.

It remains to show (10.11), for which κ > 0 can be chosen as small as needed and ρ as
large as needed. Let us consider the odd increasing differentiable function F1 : ℝ → ℝ
given by

F1(x) =

{{{{{{{{{
{{{{{{{{{
{

−2, x < −2,
−x3 − 4x2 − 4x − 2, x ∈ [−2, −1],
x, x ∈ [−1, 1],
−x3 + 4x2 − 4x + 2, x ∈ [1, 2],
2, x > 2.

The Fourier transform F̂′1 of the derivative F′1 can be computed explicitly to be
F̂′1(p) = 1π(−4 cos(2p)p2

+ −2 cos(p)
p2
+ 6 sin(2p)

p3
+ −6 sin(p)

p3
).
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Hence one has an L1-norm bound ‖F̂′1‖1 ≤ 28
π . Let us scale to Fρ : ℝ → ℝ given by

Fρ(x) = ρF1(
x
ρ
). (10.14)

Hence Fρ is an odd increasing differentiable function with Fρ(x) = x for x ≤ ρ and
Fρ(x) = 2ρ = −Fρ(−x) for |x| ≥ 2ρ. Furthermore, the L

1-norm of the Fourier transform
of the derivative is still bounded by 28

π . Again by either Theorem 3.2.32 in [39] or Lemma
10.15 in [92], one has the bounds

󵄩󵄩󵄩󵄩[Fρ(D),H ⊕ H]
󵄩󵄩󵄩󵄩 ≤

28
π
󵄩󵄩󵄩󵄩[D,H ⊕ H]

󵄩󵄩󵄩󵄩. (10.15)

Moreover, Fρ(D) anticommutes with Γ, hence is of the form

Fρ(D) = (
0 (D′0)∗
D′0 0

) .

By Theorem 5.7.3,

Ind(PFP + 1 − P) = Sf(t ∈ [0, 1] 󳨃→ (1 − t)H + tF∗HF)
= Sf(t ∈ [0, 1] 󳨃→ (1 − t)FHF∗ + tH),

where item (vi) of Theorem 4.2.1 was used. For self-adjoint bounded Fredholm operators
H0 andH1 such that the linear path t ∈ [0, 1] 󳨃→ (1− t)H0 + tH1 connecting them is within
the bounded Fredholm operators, the spectral flow of this path is from now on denoted
by

Sf(H0,H1) = Sf(t ∈ [0, 1] 󳨃→ (1 − t)H0 + tH1).

Using (v) of Theorem 4.2.1, one obtains

Ind(PFP + 1 − P) = Sf((1 0
0 F
)(
−H 0
0 H
)(

1 0
0 F∗) , (−H 0

0 H
)) .

One has

(−H ⊗ Γ + tκFρ(D))
2 = (

H2 + (tκ)2|D′0|2 tκ[H ,D′0]∗
tκ[H ,D′0] H2 + (tκ)2|(D′0)∗|2)

≥ (g2 − tκ󵄩󵄩󵄩󵄩[Fρ(D),H ⊕ H]
󵄩󵄩󵄩󵄩)1,

for t ∈ [0, 1]. By (10.15), the linear path connecting the operator −H ⊗Γ to −H ⊗Γ+κFρ(D)
is within the invertibles for κ sufficiently small. As [H , F] is compact, the linear path
connecting
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(
1 0
0 F
) (−H ⊗ Γ) (1 0

0 F∗) to −H ⊗ Γ + tκFρ(D)

is within the Fredholm operators for all t ∈ [0, 1]. The homotopy invariance of the spec-
tral flow, see Theorem 4.2.2, implies

Ind(PFP + 1 − P) = Sf((1 0
0 F
)(
−H 0
0 H
)(

1 0
0 F∗) , (−H κ(D′0)∗

κD′0 H
)) .

Next one directly checks that

s ∈ [0, κρ] 󳨃→ (1 0
0 F
)(
−H s
s H
)(

1 0
0 F
)
∗
= (
−H sF∗
sF FHF∗)

is a path of invertibles. Let us also show that

A(s, t) = t (−H κ(D′0)∗
κD′0 H

) + (1 − t) (−H sF∗
sF FHF∗)

= (
−H tκ(D′0)∗ + (1 − t)sF∗

tκD′0 + (1 − t)sF H − (1 − t)[H , F]F∗ )
is Fredholm for all (s, t) ∈ [0, κρ] × [0, 1]. Because [H , F] is compact, it is sufficient to
show that

B(s, t) = ( −H tκ(D′0)∗ + (1 − t)sF∗
tκD′0 + (1 − t)sF H

)

is Fredholm. One can replace D|D|−1 by 1
2ρFρ(D) as

Ran( 1
2ρ
Fρ(D) − D|D|

−1) ⊂ (H ⊕H)2ρ
is finite dimensional, so that 1

2ρFρ(D) − D|D|
−1 is compact. Therefore it is sufficient to

show that

C(s, t) = −H ⊗ Γ + tκFρ(D) + (1 − t)s
1
2ρ
Fρ(D)

is Fredholm. Now

C(s, t)2 = (H ⊗ Γ)2 + (tκFρ(D) + (1 − t)s
1
2ρ
Fρ(D))

2

− [tκFρ(D) + (1 − t)s
1
2ρ
Fρ(D),H ⊕ H]Γ

≥ (g2 − (tκ + (1 − t)s 1
2ρ
)󵄩󵄩󵄩󵄩[Fρ(D),H ⊕ H]

󵄩󵄩󵄩󵄩)1
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≥ (g2 − (κ + κ
2
)󵄩󵄩󵄩󵄩[Fρ(D),H ⊕ H]

󵄩󵄩󵄩󵄩)1

≥ (g2 − 42κ
π
󵄩󵄩󵄩󵄩[D,H ⊕ H]

󵄩󵄩󵄩󵄩)1,

where the last step follows form (10.15). Therefore C(s, t) is invertible and A(s, t) is Fred-
holm for all (s, t) ∈ [0, κρ] × [0, 1] and κ sufficiently small. This implies by the homotopy
invariance of the spectral flow

Ind(PFP + 1 − P) = Sf((−H κρF∗
κρF FHF∗) , (−H κ(D′0)∗

κD′0 H
))

= Sf((−H κρF∗
κρF FHF∗) , Lκ,ρ)

for

Lκ,ρ = (−H κ(D′0)∗
κD′0 H

) .

For (H ⊕ H)ρc = (H ⊕ H) ⊖ (H ⊕ H)ρ, we denote the surjective partial isometry onto
(H ⊕H)ρc by πρc , and for any operator B onH ⊕H set Bρc = πρcB(πρc )

∗. Then one has
Fρ(D) = Fρ(D)ρ ⊕ Fρ(D)ρc and Fρ(D)ρ = Dρ. Moreover, (L

κ,ρ)ρ = Levκ,ρ. Next we show that
the linear path t ∈ [0, 1] 󳨃→ Lκ,ρ(t) for

Lκ,ρ(t) = ((Lκ,ρ)ρ 0
0 (Lκ,ρ)ρc) + t ( 0 πρ(−H ⊕ H)(πρc )

∗
πρc (−H ⊕ H)(πρ)

∗ 0
)

is within the invertibles. First, (Lκ,ρ)ρc can be bounded from below using (10.10):

((−H ⊗ Γ + κFρ(D))ρc )
2

= ((−H ⊗ Γ)ρc )
2 + κ2(Fρ(D)ρc )

2 − κ[Fρ(D)ρc , (H ⊗ 1)ρc ]Γρc

≥ (κ2ρ2 − κ󵄩󵄩󵄩󵄩[Fρ(D)ρc , (H ⊗ 1)ρc ]
󵄩󵄩󵄩󵄩)1ρc

≥ (κ2ρ2 − 28κ
π
󵄩󵄩󵄩󵄩[D,H ⊗ 1]

󵄩󵄩󵄩󵄩)1ρc

≥ 1
2
κ2ρ21ρc ,

where the third step follows from (10.15). Now Lκ,ρ(t) is given by
Lκ,ρ(t) = 󵄨󵄨󵄨󵄨(Lκ,ρ)ρ ⊕ (Lκ,ρ)ρc 󵄨󵄨󵄨󵄨 12 (G + t ( 0 B

B∗ 0
)) 󵄨󵄨󵄨󵄨(L

κ,ρ)ρ ⊕ (Lκ,ρ)ρc 󵄨󵄨󵄨󵄨 12 ,
whereG is a diagonal unitarywith respect to the direct sumH⊕H = (H⊕H)ρ⊕(H⊕H)ρc
and
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B = 󵄨󵄨󵄨󵄨(L
κ,ρ)ρ󵄨󵄨󵄨󵄨− 12 πρ(−H ⊕ H)(πρc )∗󵄨󵄨󵄨󵄨(Lκ,ρ)ρc 󵄨󵄨󵄨󵄨− 12 .

The off-diagonal entries satisfy

‖B‖ ≤
4√8‖H‖
√κρg
,

thus their norm is smaller than 1 for ρ sufficiently large. Because Lκ,ρ−((Lκ,ρ)ρ⊕(Lκ,ρ)ρc )
is finite dimensional and therefore compact, the homotopy invariance of the spectral
flow then implies

Ind(PFP + 1 − P) = Sf((−H κρF∗
κρF FHF∗) , (Lκ,ρ)ρ ⊕ (Lκ,ρ)ρc) .

The path

s ∈ [0, 1] 󳨃→ A(s) = (−sH κρF∗
κρF sFHF∗)

is within the invertibles for ρ sufficiently large. As tA(s)ρc + (1 − t)(L
κ,ρ)ρc is invertible

for all (s, t) ∈ [0, 1] × [0, 1] and ρ sufficiently large,

tA(s) + (1 − t)((Lκ,ρ)ρ ⊕ (Lκ,ρ)ρc )
is Fredholm for all (s, t) ∈ [0, 1] × [0, 1], so that again by the homotopy invariance of the
spectral flow

Ind(PFP + 1 − P) = Sf(κρD|D|−1, ((Lκ,ρ)ρ ⊕ (Lκ,ρ)ρc ))
= Sf(κρ(D|D|−1)ρ, (Lκ,ρ)ρ)
+ Sf(κρ(D|D|−1)ρc , (Lκ,ρ)ρc ),

where item (v) of Theorem 4.2.1 was used. The second summand vanishes because the
linear path

t ∈ [0, 1] 󳨃→ (1 − t)κρ(D|D|−1)ρc + t(Lκ,ρ)ρc
lies in the invertibles for ρ sufficiently large. As (Lκ,ρ)ρ = Levκ,ρ,

Ind(PFP + 1 − P) = Sf(κρ(D|D|−1)ρ, Levκ,ρ) = 12 (Sig(Levκ,ρ) − Sig(Dρ)),
and because ΓDΓ = −D, the signature of Dρ vanishes and the claim follows.
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10.4 Spectral localizer for odd index pairings

This section states and proves the equivalent to Theorem 10.3.1 for the odd index pair-
ings described in Section 10.1. Hence let A be an invertible operator onH and associate
to it the invertible chiral operator H on H ⊕ H as in (10.5). Further, let D0 be an odd
unbounded Fredholm module for A and associated to it is the odd Dirac operator Dod,
see (10.4). The aim is to provide a finite-volume expression for the index pairing given
in Theorem 10.1.9. The odd spectral localizer is now defined as the operator

Lodκ = (
κD0 A
A∗ −κD0) , (10.16)

acting onH⊕Hwhere κ > 0 is a tuning parameter. For the definition of the finite-volume
approximations, let us setHρ = Ran(χ(|D0| ≤ ρ)) and (H ⊕H)ρ = Ran(χ(|D

od| ≤ ρ)) for
ρ > 0. Note that (H⊕H)ρ = Hρ⊕Hρ. AsD

od has compact resolvent, eachHρ and (H⊕H)ρ
is finite dimensional. Let πρ : H → Hρ denote the surjective partial isometry ontoHρ
with Ker(πρ) = (Hρ)

⊥ and such that πρ|Hρ
is the identity onHρ. By abuse of notation, the

surjective partial isometry onto (H⊕H)ρ is also denoted by πρ : H⊕H → (H⊕H)ρ. As in
Section 10.3, for any operator B onH orH ⊕H, we set Bρ = πρBπ

∗
ρ which is an operator

on Hρ or (H ⊕ H)ρ. With these notations, the finite-volume odd spectral localizer on
Hρ ⊕Hρ is defined by

Lodκ,ρ = (κD0,ρ Aρ
A∗ρ −κD0,ρ) .

The following theorem goes back to [128] (at least with slightly stronger assumptions on
the constants κ and ρ). For the proof by spectral flow, we will essentially follow [130],
with some improvements stemming from [75]

Theorem 10.4.1. Let g = ‖A−1‖−1 be the gap of the invertible operator A. Suppose that
κ ≤ g3

12‖A‖‖[D0,A]‖
, 2g

κ
< ρ. (10.17)

Then the matrix Lodκ,ρ satisfies the bound (Lodκ,ρ)2 ≥ g2
4 1ρ. In particular, L

od
κ,ρ is invertible and

thus has a well-defined signature Sig(Lodκ,ρ). It is independent of κ and ρ satisfying (10.17),
and

Ind(EUE + 1 − E) = 1
2
Sig(Lodκ,ρ). (10.18)

Proof. For sake of notation simplicity, let us denoteD = Dod. The proof that the signature
of Lodκ,ρ is independent of κ and ρ satisfying (10.17) is essentially the same as in the proof
of Theorem 10.3.1. In particular, using the same function Gρ one now has
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󵄩󵄩󵄩󵄩[Gρ(D0),A]
󵄩󵄩󵄩󵄩 ≤

8
ρ
󵄩󵄩󵄩󵄩[D0,A]
󵄩󵄩󵄩󵄩.

With D and H as in (10.4) and (10.5), respectively, one has

DH + HD = ( 0 [D0,A]
[D0,A]

∗ 0
)

and, due to Gρ(−D0) = Gρ(D0), also

󵄩󵄩󵄩󵄩[Gρ(D),H]
󵄩󵄩󵄩󵄩 ≤

8
ρ
󵄩󵄩󵄩󵄩[D0,A]
󵄩󵄩󵄩󵄩. (10.19)

Even though essentially the same as in the proof of Theorem 10.3.1, let us spell out in
details how to connect the radii ρ and ρ′ ≥ ρ. Let us introduce

Lκ,ρ,ρ′ (λ) = κπρ′Dπ∗ρ′ + πρ′Gλ,ρHGλ,ρπ∗ρ′ ,
acting onHρ′ ⊕Hρ′ where 0 ≤ λ ≤ 1 and

Gλ,ρ = (1 − λ)π∗ρ′πρ′ + λGρ(D).
Also (10.17) is supposed to hold for the pair κ, ρ and for the pair κ, ρ′. Notice that
Lκ,ρ,ρ′ (0) = Lodκ,ρ′ . The first goal is to show that Lκ,ρ,ρ′ (λ) is always invertible and that

its square is bounded from below by g2
4 1ρ′ when λ = 0. The square of Lκ,ρ,ρ′ (λ) is

Lκ,ρ,ρ′ (λ)2
= κ2πρ′D2π∗ρ′ + (πρ′Gλ,ρHGλ,ρπ∗ρ′)2 + κπρ′Gλ,ρ(DH + HD)Gλ,ρπ∗ρ′ ,

where πρ′Dπ∗ρ′πρ′ = πρ′D was used. The second summand is bounded from below as
follows:

(πρ′Gλ,ρHGλ,ρπ∗ρ′)2
= πρ′Gλ,ρHG2λ,ρHGλ,ρπ∗ρ′
≥ πρ′Gλ,ρHGρ(D)2HGλ,ρπ∗ρ′
= πρ′Gλ,ρGρ(D)H2Gρ(D)Gλ,ρπ∗ρ′ + πρ′Gλ,ρ[Gρ(D)H , [Gρ(D),H]]Gλ,ρπ∗ρ′
≥ g2πρ′G2λ,ρGρ(D)2π∗ρ′ + πρ′Gλ,ρ[Gρ(D)H , [Gρ(D),H]]Gλ,ρπ∗ρ′
≥ g2πρ′Gρ(D)4π∗ρ′ + πρ′Gλ,ρ[Gρ(D)H , [Gρ(D),H]]Gλ,ρπ∗ρ′ ,

where the first step holds because (H ⊕H) ⊖ (H ⊕H)ρ′ ⊂ Ker(Gλ,ρ), while the first, as
well as the last, inequality follows from Gρ(D)

2 ≤ G2λ,ρ. For the special case of λ = 0, one
has G0,ρ = π∗ρ′πρ′ and therefore a better estimate
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(πρ′G0,ρHG0,ρπ∗ρ′)2 ≥ g2πρ′Gρ(D)2π∗ρ′ + πρ′[Gρ(D)H , [Gρ(D),H]]π∗ρ′ .
Furthermore, by spectral calculus of D, one has the bound

κ2πρ′D2π∗ρ′ ≥ g2πρ′(1 − Gρ(D)2)π∗ρ′ ,
because the bound holds for spectral parameters in [ 12ρ, ρ

′] due to (10.17) using that
1 − Gρ(D)

2 ≤ 1, while it holds trivially on [0, 12ρ]. Since

1 − Gρ(D)
2 + Gρ(D)

4 ≥ 3
4
1,

it thus follows

Lκ,ρ,ρ′ (λ)2 ≥ 34g21ρ′ + πρ′Gλ,ρ([Gρ(D)H , [Gρ(D),H]] + κ(DH + HD))Gλ,ρπ∗ρ′ ,
and in the special case λ = 0,

Lκ,ρ,ρ′ (0)2 ≥ g21ρ′ + πρ′Gλ,ρ([Gρ(D)H , [Gρ(D),H]] + κ(DH + HD))Gλ,ρπ∗ρ′ .
Finally, the error term is bounded using the tapering estimate (10.19):

󵄩󵄩󵄩󵄩[Gρ(D)H , [Gρ(D),H]] + κ(DH + HD)
󵄩󵄩󵄩󵄩

≤ ( 16
ρ
󵄩󵄩󵄩󵄩Gρ(D)H

󵄩󵄩󵄩󵄩 + κ)
󵄩󵄩󵄩󵄩[A,D0]
󵄩󵄩󵄩󵄩

< ( 8
g
‖A‖ + 1)κ󵄩󵄩󵄩󵄩[A,D0]

󵄩󵄩󵄩󵄩

≤ 9
g
‖A‖κ󵄩󵄩󵄩󵄩[A,D0]

󵄩󵄩󵄩󵄩

≤ 3
4
g2,

where the second step used the second inequality in (10.17), as well as ‖Gρ(D)‖ ≤ 1, the
third one took advantage of ‖A‖ ≥ g, and finally the last inequality came from the first
inequality in (10.17). Putting all together, one infersLκ,ρ,ρ′ (λ)2 > 0 andLκ,ρ,ρ′ (0)2 ≥ 1

4g
21ρ′ .

Next, let us show that

Sig(Lodκ,ρ) = Sig(Lodκ′ ,ρ′),
for pairs κ, ρ and κ′, ρ′ in the permitted range of parameters. Without loss of generality,
let ρ ≤ ρ′. As Lκ,ρ is continuous in κ, it is sufficient to consider the case κ = κ′. Thus one
needs to show

Sig(Lκ,ρ,ρ(0)) = Sig(Lκ,ρ,ρ′ (0)),
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when ρ ≤ ρ′ and (10.17) is true for κ and ρ. Clearly, Lκ,ρ,ρ′ (λ) is continuous in λ, so it
suffices to prove

Sig(Lκ,ρ,ρ(1)) = Sig(Lκ,ρ,ρ′ (1)).
Consider

Lκ,ρ,ρ′ (1) = κπρ′Dπ∗ρ′ + πρ′Gρ(D)HGρ(D)π∗ρ′ .
Now D commutes with π∗ρ′πρ′ so that Lκ,ρ,ρ′ (1) decomposes into a direct sum. Further let
πρ′ ,ρ = πρ′ ⊖ πρ be the surjective partial isometry onto (H ⊕H)ρ′ ⊖ (H ⊕H)ρ. Then

Lκ,ρ,ρ′ (1) = Lκ,ρ,ρ(1) ⊕ πρ′ ,ρκDπ∗ρ′ ,ρ.
The signature of πρ′ ,ρDπ∗ρ′ ,ρ vanishes so that

Sig(Lκ,ρ,ρ′ (1)) = Sig(Lκ,ρ,ρ(1)).
It remains to show (10.18), for which κ > 0 can be chosen as small as needed and ρ

as large as needed. Let again F1 and Fρ be as in the proof of Theorem 10.3.1. Then one
has, again similar to (10.15),

󵄩󵄩󵄩󵄩[Fρ(D0),A]
󵄩󵄩󵄩󵄩 ≤

28
π
󵄩󵄩󵄩󵄩[D0,A]
󵄩󵄩󵄩󵄩,
󵄩󵄩󵄩󵄩[Fρ(D0),U]

󵄩󵄩󵄩󵄩 ≤
28
π
󵄩󵄩󵄩󵄩[D0,U]

󵄩󵄩󵄩󵄩, (10.20)

where [D0,U] is bounded by Theorem 3.3.6 in [163]. Because Fρ(D0) − 2ρ(2E − 1) is finite
dimensional and [E,U] is compact, it follows that U∗Fρ(D0)U − Fρ(D) is compact. By
construction, χ(Fρ(D0) ≥ 0) = E, thus by Theorem 5.7.3,

Ind(EUE + 1 − E) = − Sf(t ∈ [0, 1] 󳨃→ (1 − t)Fρ(D0) + tU
∗Fρ(D0)U)

= Sf(t ∈ [0, 1] 󳨃→ (1 − t)U∗Fρ(D0)U + tFρ(D0)),
where items (iii) and (iv) of Theorem 4.2.1 were used. As in the proof of Theorem 10.3.1,
for self-adjoint bounded Fredholm operators H0 and H1 such that the straight-line path
t ∈ [0, 1] 󳨃→ (1 − t)H0 + tH1 connecting them is within the bounded Fredholm operators,
the spectral flow of this path is denoted by

Sf(H0,H1) = Sf(t ∈ [0, 1] 󳨃→ (1 − t)H0 + tH1).

Using (v) and (vi) of Theorem 4.2.1, one has

Ind(EUE + 1 − E)

= Sf((κFρ(D0) 0
0 −κFρ(D0)

) , (
U 0
0 1
)(

κFρ(D0) 0
0 −κFρ(D0)

) (
U 0
0 1
)
∗
) .
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The homotopy invariance of the spectral flow, see Theorem 4.2.4, implies

Ind(EUE + 1 − E)

= Sf((κFρ(D0) 0
0 −κFρ(D0)

) , (
U 0
0 1
)(

κFρ(D0) 1
1 −κFρ(D0)

) (
U 0
0 1
)
∗
) , (10.21)

because

s ∈ [0, 1] 󳨃→ (κFρ(D0) s1
s1 −κFρ(D0)

)

is a norm-continuous path of invertibles and the linear path connecting

(
κFρ(D0) 0

0 −κFρ(D0)
) to (U 0

0 1
)(

κFρ(D0) s1
s1 −κFρ(D0)

) (
U 0
0 1
)
∗

is within the Fredholm operators for all s ∈ [0, 1] as [Fρ(D),U] is compact. Multiplying
out (10.21) shows

Ind(EUE + 1 − E) = Sf((κFρ(D0) 0
0 −κFρ(D0)

) , (
κUFρ(D0)U

∗ U
U∗ −κFρ(D0)

)) .

For κ sufficiently small, the linear path from

(
κUFρ(D0)U

∗ U
U∗ −κFρ(D0)

) to (κFρ(D0) U
U∗ −κFρ(D0)

)

is within the invertibles because of the bound (10.20). As [Fρ(D0),U] is compact, the ho-
motopy invariance of the spectral flow implies

Ind(EUE + 1 − E) = Sf((κFρ(D0) 0
0 −κFρ(D0)

) , (
κFρ(D0) U
U∗ −κFρ(D0)

)) .

For κ sufficiently small,

s ∈ [0, 1] 󳨃→ (κFρ(D0) U |A|s

(U |A|s)∗ −κFρ(D0))
is a norm-continuous path of invertibles. Using that [Fρ(D0),U |A|

s] is compact for all
s ∈ [0, 1], one directly checks that

t ∈ [0, 1] 󳨃→ ( κFρ(D0) tU |A|s

t(U |A|s)∗ −κFρ(D0))
is a norm-continuous paths of bounded Fredholm operators for all s ∈ [0, 1]. Then again
by the homotopy invariance of the spectral flow,
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Ind(EUE + 1 − E) = Sf((κFρ(D0) 0
0 −κFρ(D0)

) , (
κFρ(D0) A
A∗ −κFρ(D0)

))

= Sf(κFρ(D), L
κ,ρ)

for

Lκ,ρ = (κFρ(D0) A
A∗ −κFρ(D0)

) .

ForHρc = H ⊖Hρ, we denote the surjective partial isometry ontoHρc andHρc ⊕Hρc

by πρc . For any operator B on H or H ⊕ H, let us define Bρc = πρcB(πρc )
∗. One clearly

has Fρ(D0) = Fρ(D0)ρ ⊕ Fρ(D0)ρc and Fρ(D0)ρ = (D0)ρ, and similarly for D. Moreover,
(Lκ,ρ)ρ = Lodκ,ρ. Next we show that the linear path

t ∈ [0, 1] 󳨃→ Lκ,ρ(t) = ((Lκ,ρ)ρ 0
0 (Lκ,ρ)ρc) + t ( 0 πρH(πρc )

∗
πρcH(πρ)

∗ 0
)

is within the invertibles. Let us first check that

(Lκ,ρ)ρc = (κFρ(D0)ρc Aρc
A∗ρc −κFρ(D0)ρc

)

is invertible. One has

((Lκ,ρ)ρc )2 = ( κ2Fρ(D0)
2
ρc + Aρc (Aρc )

∗ κ(Fρ(D0)Aρc − AρcFρ(D0))
κ(Fρ(D0)Aρc − AρcFρ(D0))

∗ κ2Fρ(D0)
2
ρc + (Aρc )

∗Aρc )
≥ (κ2ρ2 − κ󵄩󵄩󵄩󵄩[Fρ(D0),A]

󵄩󵄩󵄩󵄩)1ρc

≥ (κ2ρ2 − κ 28
π
󵄩󵄩󵄩󵄩[D0,A]
󵄩󵄩󵄩󵄩)1ρc

≥ 1
2
κ2ρ21ρc ,

where the third step follows from (10.20) and the last from (10.17). Hence Lκ,ρ(t) is given
by

󵄨󵄨󵄨󵄨(L
κ,ρ)ρ ⊕ (Lκ,ρ)ρc 󵄨󵄨󵄨󵄨 12 (G + t ( 0 B

B∗ 0
)) 󵄨󵄨󵄨󵄨(L

κ,ρ)ρ ⊕ (Lκ,ρ)ρc 󵄨󵄨󵄨󵄨 12
whereG is a diagonal unitarywith respect to the direct sumH⊕H = (H⊕H)ρ⊕(H⊕H)ρc
and

B = 󵄨󵄨󵄨󵄨(L
κ,ρ)ρ󵄨󵄨󵄨󵄨− 12 πρH(πρc )∗󵄨󵄨󵄨󵄨(Lκ,ρ)ρc 󵄨󵄨󵄨󵄨− 12 .

The off-diagonal entries satisfy
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‖B‖ ≤
4√8‖H‖
√κρg
,

thus their norm is smaller than 1 for ρ sufficiently large. Because Lκ,ρ−((Lκ,ρ)ρ⊕(Lκ,ρ)ρc )
is finite dimensional and therefore compact, the homotopy invariance of the spectral
flow implies

Ind(EUE + 1 − E) = Sf(κFρ(D), (L
κ,ρ)ρ ⊕ (Lκ,ρ)ρc )

= Sf(κFρ(D)ρ, (L
κ,ρ)ρ) + Sf(κFρ(D)ρc , (Lκ,ρ)ρc ).

Now (κFρ(D)ρc )
2 ≥ κ2ρ2 so that the path t ∈ [0, 1] 󳨃→ tκFρ(D)ρc + (1 − t)(L

κ,ρ)ρc con-
sists of invertibles for ρ sufficiently large and its spectral flow vanishes by item (i) of
Theorem 4.2.1. Therefore, using Fρ(D)ρ = Dρ and (L

κ,ρ)ρ = Lodκ,ρ, one concludes
Ind(EUE + 1 − E) = Sf(κFρ(D)ρ, L

od
κ,ρ) = 12 (Sig(Lodκ,ρ) − Sig(Dρ))

by Definition 1.1.3. As Dρ = diag(D0,ρ, −D0,ρ) fulfills (0 1
1 0)Dρ(

0 1
1 0) = −Dρ, its signature

vanishes. This implies the claim.

10.5 The η-invariant of the spectral localizer

Section 7.2 provided the definition of the η-invariant, as well as themotivation behind it,
as ameasure of the spectral asymmetry of an invertible self-adjoint operator, see Defini-
tion 7.2.1. Here the latter operator will be the spectral localizer Lκ associated to an index
pairing. It is the first aim of this section to show that the η-invariant of the spectral lo-
calizer is well defined under suitable supplementary assumptions and that it can be
computed as the finite-volume half-signature, as expected. Furthermore, a connection
between η-invariant and spectral flow will be established and this provides yet another
spectral flow approach to index theory.

In the following, it will be necessary to associate a spatial dimension to a Fredholm
module. This will first be done via trace class property of the resolvent of the Dirac oper-
ator which, as shown in Lemma 10.5.3 below, is tightly connected to a short time asymp-
totics of the associated heat kernel. Later on wewill also consider a spinorial dimension
of the Dirac operator.

Definition 10.5.1. Let D be the Dirac operator of a Fredholm module, hence D = Dev as
in (10.1) or D = Dod as in (10.4). Then D is said to be (at least) of dimension d if, for every
ϵ > 0,

Tr(|D|−d−ϵ) < ∞.
Then D and the associated Fredholm module is also called (d + ϵ)-summable.
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Note that every (d+ϵ)-summable Fredholmmodule is also θ-summable in the sense
of Definition 10.2.2. Indeed, θ-summability is a considerably weaker condition.

Example 10.5.2. Let D be the Dirac operator on the torus 𝕋d given in Examples 10.1.3
and 10.1.8. Then D2 = −∑dj=1 𝜕2j is the Laplacian. By Fourier transform, one sees that the
eigenvalues of D2 are |n|2 = ∑dj=1 n2j for n = (n1, . . . , nd). Eliminating n = 0 (by going to
2 × 2 matrices and adding a mass as in Remark 10.1.2), one then readily checks that D is
of dimension d in the sense of Definition 10.5.1.

Lemma 10.5.3. Let D be the Dirac operator of a Fredholm module satisfying

Tr(e−tD2) ≤ Ct− d2 . (10.22)

Then D is of dimension d, namely (d + ϵ)-summable for all ϵ > 0.

Proof. Let us first use functional calculus to rewrite

|D|−d−ϵ = 1
Γ( d+ϵ2 )

∞
∫
0

dt t
d+ϵ
2 −1e−tD2 .

Hence splitting e−tD2 = e− t2D2e− t2D2 and using that D2 ≥ g2 for some positive g, one de-
duces from the hypothesis

Tr(|D|−d−ϵ) ≤ C
Γ( d+ϵ2 )

∞
∫
0

dt t
d+ϵ
2 −1( t

2
)
− d2
e− t2 g2 ,

and thus the integral is finite.

If (10.22) holds, then Lemma 7.2.3 applied to H0 = D and V = 0 implies that

Tr(|D|αe−tD2) ≤ Cαt− d+α2 , α ≥ 0. (10.23)

Let us now first note that Dirac operators have well-defined, albeit uninteresting
η-invariants.

Proposition 10.5.4. Let D be an even or odd Dirac operator given by (10.1) or (10.4) satis-
fying (10.22). Then the η-invariant exists and vanishes, η(D) = 0.

Proof. Wewill use (10.23) for α = 1. For both an even and odd Dirac operator D, one has
Tr(|D|e−tD2 ) = Tr(|D0|e−t|D0|2 + |D∗0 |e−t|D∗0 |2 ) < ∞ so that D0e

−t|D0|2 and D∗0e−t|D∗0 |2 are trace
class. Hence one can compute, for the odd Dirac operator,

Tr(De−tD2) = Tr(D0e−tD20 − D0e−tD20) = 0,
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and, for even Dirac operator given by (10.1), the diagonal vanishes, so that the trace also
vanishes. Consequently, also the η-invariant given by (7.4) vanishes.

For the proof of Proposition 10.5.4, merely the particular structure of the Dirac op-
erator given as a 2 × 2 matrix in (10.1) and (10.4) was of importance. If D is the Dirac
operator of a spin manifold, one has further expressions in D and its heat kernel that
have a vanishing trace. Let us show this explicitly for the example of a Dirac operator
on a torus already analyzed in Examples 10.1.3 and 10.1.8.

Example 10.5.5. Let D0 on L
2(𝕋d , ℂd

′
) be given in terms of the irreducible Clifford al-

gebra representation γ1, . . . , γd just as in (10.2) and (10.6). Recall that γ1, . . . , γd are con-
structed iteratively using 2×2 Paulimatrices and therefore, in particular, have vanishing
trace. Hence for a bounded operator A acting as the identity on ℂd

′
, one has

Tr(D0e
−t|D0|2A) = 𝚤 d∑

j=1 Tr(γj𝜕je−t|D0|2A) = 0,
because already the partial trace of ℂd

′
vanishes. Using further algebraic properties of

the Clifford algebra representation, it is possible to show that also other traces involving
several heat kernels as factors vanish, but this is not further developed here. ⬦

The aim in the following is to show that the η-invariant of the spectral localizer
exists, at least for low-dimensional Fredholm modules. We will deal with both the even
and odd case simultaneously and simply write Lκ instead of L

ev
κ and Lodκ , and similarly

D for Dev and Dod.

Theorem 10.5.6. Let d = 1, 2, 3 and suppose that the Dirac operator satisfies (10.22). Fur-
ther, suppose that the first condition in (10.10) or (10.17) holds. Then the spectral localizer
Lκ defined in (10.9) and (10.16) has a well-defined η-invariant in the following cases:
(i) d = 1;
(ii) d = 2 and D0 normal;
(iii) d = 3 and Tr(D0e

−tD20A) = 0 for any t > 0 and bounded operator A acting as the
identity on the spinorial part ℂd

′
of the Hilbert space.

The first task of the proof will be to deduce heat kernel estimates for Lκ from those
for D.

Lemma 10.5.7. Suppose that (10.22) holds. Set V = Lκ − κD. Then there are C
′
α > 0 such

that

󵄩󵄩󵄩󵄩(Lκ)
αe−tL2κ󵄩󵄩󵄩󵄩1 ≤ C′αet‖V‖2 t− d+α2 , α ≥ 0. (10.24)

Moreover, for r ≥ 1, there are C′α,r > 0 such that
󵄩󵄩󵄩󵄩(Lκ)

αe−tL2κ󵄩󵄩󵄩󵄩 1r ≤ C′α,ret‖V‖2 t− d2 r− α2 , α > 0.
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Proof. This follows directly from Lemma 7.2.3 applied to H0 = κD and V = Lκ − κD,
combined with the bound (10.22).

For the remainder of the proof, the square of the localizer will be used. Let us write

L2κ = Δ + V,

where Δ = κ2D2 and in the even, respectively odd, case

V = (
H2 κ[D∗0 ,H]

κ[H ,D0] H2 ) , V = (
AA∗ κ[D0,A]

κ[D0,A]
∗ A∗A ) .

Then Δ > 0 and, by the hypothesis in Theorem 10.5.6, V is a bounded operator. Let us
note that Δ is even with respect to σ3 = (1 0

0−1) in the grading of V, namely Δσ3 = σ3Δ. Due
to the boundedness of V, DuHamel’s formula holds [163]:

e−tL2κ = e−tΔ − t 1

∫
0

dr e−(1−r)tΔVe−rtL2κ . (10.25)

Proof of Theorem 10.5.6. We will use the representation (7.3) of the η-function ηs(Lκ) in
terms of the heat kernel of L2κ and split it into three summands

η(Lκ , s) =
1

Γ( s+12 ) (η′(Lκ) + η′′(Lκ) + η′′′(Lκ))
with

η′(Lκ) = 1

∫
0

dt t
s−1
2 Tr(κDe−tL2κ ),

η′′(Lκ) = 1

∫
0

dt t
s−1
2 Tr((Lκ − κD)e

−tL2κ ),
η′′′(Lκ) = ∞∫

1

dt t
s−1
2 Tr(Lκe

−tL2κ ).
It will be shown below that it is relatively straightforward to bound η′′′(Lκ) by using
that Lκ is invertible. It turns out to be more challenging to bound the two other terms
because the bounds on the heat kernel given in Lemma 10.5.7 are insufficient due to the
nonintegrable singularity at t = 0. Beneath these two terms, η′(Lκ) seems to be more
singular due to the presence of the unbounded operator D.

Let us start out with η′(Lκ). Replacing DuHamel’s formula (10.25) leads to
η′(Lκ) = κ 1

∫
0

dt t
s−1
2 (Tr(De−tΔ) + t 1

∫
0

dr Tr(De−(1−r)tΔVe−rtL2κ ))



10.5 The η-invariant of the spectral localizer � 339

= κ
1

∫
0

dt t
s+1
2

1

∫
0

dr Tr(De−(1−r)tΔVe−rtL2κ ), (10.26)

because

Tr(De−tΔ) = Tr(De−tκ2D2) = 0.
For d odd, this holds due to the symmetry of the spectrum of D = D0 ⊗ σ3, or because
D and Δ are odd and even with respect to σ1, respectively. For d even, it follows directly
from the fact that D is off-diagonal and e−tΔ diagonal.

For d = 1, one can bound (10.26) directly by using the Cauchy–Schwarz inequality
as follows:

󵄨󵄨󵄨󵄨Tr(κDe
−(1−r)tΔ

Ve−rtL2κ )󵄨󵄨󵄨󵄨 ≤ Tr(Δe−2(1−r)tΔ) 12 Tr(V∗Ve−2rtL2κ ) 12
≤ ‖V‖ Tr(Δe−2(1−r)tΔ) 12 Tr(e−2rtL2κ ) 12
≤ C((1 − r)t)− 34 (rt)− 14 , (10.27)

due to Lemma 10.5.7, so that

η′(Lκ) ≤ 1

∫
0

dt t
s−1
2

1

∫
0

dr C(1 − r)− 34 r− 14 < ∞,
as long as s > −1, so in particular for s = 0.

For d > 1, one has to further expand the heat kernel of Lκ using the DuHamel’s
formula. Hence let us again substitute (10.25) into (10.26):

η′(Lκ) = −κ 1

∫
0

dt t
s+1
2

1

∫
0

dr Tr(De−(1−r)tΔVe−rtΔ)
− κ

1

∫
0

dt t
s+1
2

1

∫
0

dr (rt)
1

∫
0

dr′ Tr(De−(1−r)tΔVe−(1−r′)rtΔVe−r′rtL2κ )
= −κ

1

∫
0

dt t
s+1
2 Tr(De−tΔV)

− κ
1

∫
0

dt t
s+3
2

1

∫
0

dr r
1

∫
0

dr′ Tr(De−(1−r)tΔVe−(1−r′)rtΔVe−r′rtL2κ ). (10.28)

The lowest-order term has to be dealt with separately for an even and odd Fredholm
module. For d even, one finds using the normality of D0 that
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Tr(De−tΔV) = κ Tr((D∗0e−tκ2D0D∗0 [H ,D0] + D0e−tκ2D∗0D0[D∗0 ,H])),
which vanishes due to the normality of D0. For odd d, one finds

Tr(De−tΔV) = Tr(D0e−tκ2D20(A∗A − AA∗)),
which vanishes because the spinorial degrees of freedom of D0 have a vanishing trace
due to the hypothesis for d = 3. Hence remains to bound the double integral in (10.28).
This will be possible for dimension d = 2 and d = 3, but not for d > 3 for which again
DuHamel’s formula has to be replaced. For d = 1, it was sufficient to bound the integrand
of the remainder by the Cauchy–Schwarz inequality, see (10.27). Here one rather has to
use the multiple Hölder inequality and then the bound of Lemma 10.5.7:

󵄨󵄨󵄨󵄨Tr(De
−(1−r)tΔ

Ve−(1−r′)rtΔVe−r′rtL2κ )󵄨󵄨󵄨󵄨
= 󵄨󵄨󵄨󵄨Tr(e

−r′rtL2κDΔ−αΔαe−(1−r)tΔVe−(1−r′)rtΔV)󵄨󵄨󵄨󵄨
≤ 󵄩󵄩󵄩󵄩Δ

1
2−αe−r′rtL2κ󵄩󵄩󵄩󵄩 1q1 󵄩󵄩󵄩󵄩Δαe−(1−r)tΔ󵄩󵄩󵄩󵄩 1q2 󵄩󵄩󵄩󵄩e−(1−r′)rtΔ󵄩󵄩󵄩󵄩 1q3 ‖V‖2κ−1

≤ C(r′rt)−( d2 q1+ 12−α)((1 − r)t)−( d2 q2+α)((1 − r′)rt)− d2 q3
= Ct−( d2 + 12 )r−( d2 (q1+q3)+( 12−α))(1 − r)−( d2 q2+α)(r′)−( d2 q1+ 12−α)(1 − r′)− d2 q3 ,

where q1 + q2 + q3 = 1. Note that the bound in t is sufficient to bound the integral over t
in (10.28) as long as d ≤ 3. Now to insure integrability in r at 0 and 1, as well as in r′ at 0
and 1, one needs respectively

d
2
(q1 + q3) − α <

3
2
, d

2
q2 + α < 1,

d
2
q1 +

1
2
− α < 1, d

2
q3 < 1.

One can hence choose α = 1
4 and q1 = q2 =

1
4 so that q3 =

1
2 to obtain

󵄨󵄨󵄨󵄨Tr(De
−(1−r)tΔ

Ve−(1−r′)rtΔVe−r′rtL2κ )󵄨󵄨󵄨󵄨
≤ Ct−( d2 + 12 )r− 3d+28 ((1 − r)r′)−( d4 + 18 )(1 − r′)− d4 .

Replacing this into (10.28) shows that all integrals converge for d ≤ 3 and s = 0.
Next turning to η′′(Lκ), one starts out as in (10.26) to find
η′′(Lκ) = 1

∫
0

dt t
s−1
2 (Tr((Lκ − κD)e

−tΔ) − t 1

∫
0

dr Tr((Lκ − κD)e
−(1−r)tΔ

Ve−rtL2κ )).
The first summand vanishes. For odd d, this results from the fact that Lκ − κD is off-
diagonal while e−tΔ is diagonal. For even d, (Lκ − κD)e

−tΔ is diagonal, but, due to the
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normality of D0, one diagonal entry is minus the second one so that the trace vanishes.
Hence

η′′(Lκ) = − 1

∫
0

dt t
s+1
2

1

∫
0

dr Tr((Lκ − κD)e
−(1−r)tΔ

Ve−rtL2κ ). (10.29)

Now setH′ = Lκ −κDwhich for odd dmeansH = H′ and for even d ratherH′ = −H ⊗σ3.
For dimension d = 2, it is sufficient to bound the integrand with the Cauchy–Schwarz
inequality and Lemma 10.5.7:

󵄨󵄨󵄨󵄨Tr(H
′e−(1−r)tΔVe−rtL2κ )󵄨󵄨󵄨󵄨 ≤ 󵄩󵄩󵄩󵄩H′󵄩󵄩󵄩󵄩‖V‖C((1 − r)rt2)− d4

because replacing in (10.29) shows that η′′(Lκ) is finite for s = 0. For d ≥ 3, it is again
necessary to replace DuHamel’s formula

η′′(Lκ) = − 1

∫
0

dt t
s+1
2

1

∫
0

dr Tr(H′e−(1−r)tΔVe−rtΔ)
−

1

∫
0

dt t
s+1
2

1

∫
0

dr (rt)
1

∫
0

dr′ Tr(H′e−(1−r)tΔVe−(1−r′)rtΔVe−r′rtL2κ ).
For d = 3, the integrand in the leading term vanishes because

Tr(He−tΔVe−t′Δ) = Tr(A∗e−tκ2D20 [D0,A]e−t′κ2D20 + Ae−tκ2D20[A∗,D0]e−t′κ2D20)
and the trace vanishes due to the spinorial degrees of freedom of D0. Then the second
summand can be bounded as the term in (10.28) (actually it is less singular here).

For η′′′(Lκ) and hence large t, the estimate (10.24) is of little help. It has to be boosted
by using the gap of Lκ . Suppose that L

2
κ ≥ ϵ, a lower bound that holds for ϵ =

g2
2 . Then,

for any α ∈ (0, 1), by Cauchy–Schwarz inequality,

Tr(Lκe
−tL2κ )2 ≤ Tr(L2κe−2αtL2κ ) Tr(e−2(1−α)tL2κ )
≤ (2αt)−1 Tr(e−αtL2κ )󵄩󵄩󵄩󵄩e−2(1−2α)tL2κ󵄩󵄩󵄩󵄩 Tr(e−2αtL2κ ),

where the bound xe−xt ≤ t−1e− xt2 for x, t > 0 was used. Hence with (10.24),
Tr(Lκe

−tL2κ ) ≤ (2αt)− 12 e−(1−2α)tϵ Tr(e−αtL2κ )
≤ (2αt)− 12 e−(1−2α)tϵeαt‖V‖2C(αt)− d2 .

Choosing α ≤ 1
4 min{1,

ϵ‖V‖2 }, one infers that, for some constant C′′′ depending on ϵ,
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Tr(Lκe
−tL2κ ) ≤ C′′′e− tϵ4 .

Hence also η′′′(Lκ) is bounded, actually for all s.
Remark 10.5.8. Let us briefly indicate how to address the existence of the η-invariant
for the spectral localizer of pairings with a Dirac operator that satisfies (10.23) for some
d > 3, namely to extend Theorem 10.5.6 to this case. First of all, the contribution η′′′(Lκ)
in the proof of Theorem 10.5.6 can be dealt with in the samemanner, but the expressions
η′(Lκ) and η′′(Lκ) require more care. Let us focus on η′(Lκ). Starting from (10.28) it is
then necessary to replace once again DuHamel’s formula to obtain

η′(Lκ) = 1

∫
0

dt t
s+3
2

1

∫
0

dr r
1

∫
0

dr′ κ Tr(De−(1−r(1−r′))tΔVe−(1−r′)rtΔV)
+

1

∫
0

dt t
s+5
2

1

∫
0

dr r2
1

∫
0

dr′ r′ 1∫
0

dr′′
⋅ κ Tr(De−(1−r)tΔVe−(1−r′)rtΔVe−(1−r′′)r′rtΔVe−r′′r′rtL2κ ).

Again the first summand has to be shown to vanish for d even and d odd separately, by
imposing supplementary conditions on D0. Such conditions should, in particular, hold
for the example of the Dirac operator on the torus, see Example 10.5.5. When this is
achieved, a multiple Hölder inequality then allows us to control the termwith the triple
integral in dimension d ≤ 5. For d > 5, yet another iteration is needed. The term η′′(Lκ)
can then be handled in a similar manner. Just as in Example 10.5.5, no further algebraic
details are provided here. ⬦

Next the general connection between the η-invariants and spectral flow as de-
scribed in Section 7.2 will be applied to the particular case of a spectral localizer. This
shows that the spectral asymmetry of the spectral localizers is acquired by a spectral
flow while the Hamiltonian (namely K -theoretic part of the index pairing) is added to
the free spectral localizer which is essentially given by the Dirac operator. For d = 1, this
connection was first proved in [128].

Theorem 10.5.9. Suppose that all hypothesis of Theorem 10.5.6 hold. Consider the path
λ ∈ [0, 1] 󳨃→ Lκ(λ) = (1 − λ)κD + λLκ of self-adjoint operators with compact resolvents.
Then

η(Lκ) = 2 Sf(λ ∈ [0, 1] 󳨃→ Lκ(λ)).

Proof. Because η(Lκ(0)) = η(D) = 0, the claim follows from Theorem 7.2.2 once it is
shown that

lim
ϵ↓0 ϵ

1
2

π
1
2

1

∫
0

dλ Tr(𝜕λLκ(λ)e
−ϵLκ(λ)2) = 0. (10.30)
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One hence needs to control Tr(𝜕λLκ(λ)e
−ϵLκ(λ)2 ). This can be done exactly as the bound

on the term η′′(Lκ) in the proof of Theorem 10.5.6, the only difference being the supple-
mentary integral in η′′(Lκ). Further details are not spelled out.

The previous result implies that the η-invariant of the spectral localizer is an integer,
provided the conditions of Theorem 10.5.6 hold. Finally, let us note that it is actually
equal to the finite-volume signature and hence the value of the index pairing.

Proposition 10.5.10. Suppose that all hypothesis of Theorem 10.5.6 hold. If, moreover, ρ
is as in (10.10) or (10.17), then

η(Lκ) = Sig(Lκ,ρ).
Proof. By the definition of the finite-dimensional spectral flow, see Definition 1.1.3, one
has

Sig(Lκ,ρ) = Sig(Lκ,ρ) − Sig(Dρ) = 2 Sf(λ ∈ [0, 1] 󳨃→ (1 − λ)κDρ + λLκ,ρ).
Comparing this to Theorem 10.5.9 shows that it is sufficient to prove

Sf(λ ∈ [0, 1] 󳨃→ (1 − λ)κDρ + λLκ,ρ) = Sf(λ ∈ [0, 1] 󳨃→ (1 − λ)κD + λLκ).
Let us first show that (1 − λ)κDρc + λLκ,ρc ∈ 𝕃((H ⊕H)ρc ) is invertible for all λ ∈ [0, 1]
and ρ sufficiently large. For the even spectral localizer, one directly checks

((1 − λ)κDρc + λLκ,ρc )2
= κ2D2ρc + λ

2(Lκ,ρc − κDρc )2 + λκ ( 0 D∗0H − HD∗0
HD0 − D0H 0

)

≥ κ2ρ2 − κ󵄩󵄩󵄩󵄩[D0,H]
󵄩󵄩󵄩󵄩.

Thus for ρ sufficiently large, one has

((1 − λ)κDρc + λLκ,ρc )2 ≥ 12κ2ρ2. (10.31)

A similar argument shows that (10.31) holds for the odd spectral localizer if ρ is suffi-
ciently large. Then (1 − λ)κDρc + λLκ,ρc is invertible for all λ ∈ [0, 1], and therefore

Sf(λ ∈ [0, 1] 󳨃→ (1 − λ)κDρc + λLκ,ρc ) = 0.
Hence the additivity of the spectral flow, see item (v) of Theorem 7.1.7, implies

Sf(λ ∈ [0, 1] 󳨃→ (1 − λ)κDρ + λLκ,ρ)
= Sf(λ ∈ [0, 1] 󳨃→ (1 − λ)κ(Dρ ⊕ Dρc ) + λ(Lκ,ρ ⊕ Lκ,ρc )).
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The linear homotopy h : [0, 1] × [0, 1] → 𝕃(H ⊕H) defined by

h(λ, s) = (1 − λ)κD + λ(Lκ,ρ ⊕ Lκ,ρc ) + sλ(πρc (Lκ − κD)(πρ)∗ + πρ(Lκ − κD)(πρc )∗)
connects

λ ∈ [0, 1] 󳨃→ h(λ, 0) = (1 − λ)κ(Dρ ⊕ Dρc ) + λ(Lκ,ρ ⊕ Lκ,ρc )
to the path

λ ∈ [0, 1] 󳨃→ h(λ, 0) = (1 − λ)κD + λLκ .

Moreover, h(0, s) = D is invertible and an argument similar to that in the proofs of The-
orems 10.3.1 and 10.4.1 shows that

h(1, s) = (Lκ,ρ ⊕ Lκ,ρc ) + s(πρc (Lκ − κD)(πρ)∗ + πρ(Lκ − κD)(πρc )∗)
is invertible for all s ∈ [0, 1] for ρ sufficiently large. Thus the claim follows from the
homotopy invariance of the spectral flow, see Theorem 7.1.8, provided it is shown that h
is gap-continuous. To show the gap-continuity, note that

(λ, s) ∈ [0, 1] × [0, 1] 󳨃→ H(λ, s) = h(λ, s) − κD

is bounded and norm-continuous. By Theorem 6.3.12, the gap metric on 𝕃sa(H ⊕H) is
equivalent to the metric d′′G defined in (6.19). For (λ, s), (λ′, s′) ∈ [0, 1] × [0, 1], one has

d′′G (h(λ, s) − h(λ′, s′)) = 2󵄩󵄩󵄩󵄩(h(λ, s) + 𝚤1)−1 − (h(λ′, s′) + 𝚤1)−1󵄩󵄩󵄩󵄩
= 2󵄩󵄩󵄩󵄩(h(λ, s) + 𝚤1)

−1(h(λ′, s′) − h(λ, s))(h(λ′, s′) + 𝚤1)−1󵄩󵄩󵄩󵄩,
due to the resolvent identity. Because ‖(h(λ, s) + 𝚤1)−1‖ ≤ 1 for (λ, s) ∈ [0, 1] × [0, 1] by the
spectral radius theorem, one concludes that h is gap-continuous.



11 Spectral flow in semifinite von Neumann algebras

In this chapter the theory of Fredholm operators in a von Neumann algebra N with re-
spect to a semifinite, normal, faithful trace T is developed and then used to introduce
a spectral flow for paths of self-adjoint T-Fredholm operators, generalizing the more
conventional spectral flow studied in prior chapters. This semifinite spectral flow is, in
general, not integer-valued and measures, e. g., how much possibly absolutely continu-
ous spectral density flows through 0 from left to right. The notion of semifinite spectral
flow goes back to the work of Perera [144] and Phillips [148], and there are numerous
later contributions [26, 197, 110, 93]. In Section 11.1, some basic facts about von Neu-
mann algebras and traces thereon are reviewed. All of these facts can be found in the
textbooks [72, 189]. Following the Appendix of [149] and [40, 41], T-Fredholm operators
(often also called Breuer–Fredholm operators) are introduced and then the generaliza-
tion of Atkinson’s theorem is proved. In Section 11.2, this is generalized to skew-corner
Fredholm operators (also called (P ⋅ Q)-Fredholm operators for orthogonal projections
P,Q ∈ N), following [54]. Sections 11.1 and 11.2 both provide considerably more detailed
arguments than the references [149, 54] which at several places are sketchy or incom-
plete. Section 11.3 discusses semifinite Fredholm pairs of projections and generalizes
many of the results of Chapter 5. The spectral flow for paths of self-adjoint T-Fredholm
operators is then defined in Section 11.4 by closely following [26]. Several basic prop-
erties of the semifinite spectral flow are shown. They are all generalizations of results
from Chapter 4. Finally, Section 11.5 is about index formulas for the semifinite spectral
flow, and Section 11.6 generalizes the concept and results on the spectral localizer from
Chapter 10. This is based on [170].

11.1 Fredholm operators in semifinite von Neumann algebras

LetN be a subset of 𝔹(H). Its commutantN′ is the algebra
N
′ = {B ∈ 𝔹(H) : AB = BA ∀A ∈ N}.

If N is self-adjoint (namely invariant under taking adjoints), this also holds for N′. The
bicommutantN′′ = (N′)′ ofN is the commutant ofN′.
Definition 11.1.1. A unital self-adjoint subalgebra N ⊂ 𝔹(H) is called a von Neumann
algebra if it coincides with its bicommutant, namelyN = N′′.

Let us recall that the weak operator topology on 𝔹(H) is the coarsest topology for
which all functions

fϕ,ψ : 𝔹(H) → ℂ, A 󳨃→ ⟨ϕ|Aψ⟩, ϕ,ψ ∈ H,
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are continuous.Moreover, the strong operator topology on𝔹(H) is the topology of point-
wise convergence, namely the coarsest topology for which all maps

fϕ : 𝔹(H) → H, A 󳨃→ Aϕ, ϕ ∈ H,

are continuous. The von Neumann bicommutant theorem, see [72, 189], states the fol-
lowing:

Theorem 11.1.2. Let N ⊂ 𝔹(H) be a unital self-adjoint subalgebra, then the closure of N
in the weak and strong operator topology both coincide withN′′.

In particular, every von Neumann algebra is closed with respect to the weak and
strong operator topology. For a von Neumann algebraN ⊂ 𝔹(H), let

N+ = {A ∈ N : A ≥ 0}
denote the set of positive semidefinite elements in N. Also recall that the set ℙ(N) of
all projections in N is a complete lattice, namely given a family (Pi)i∈I of orthogonal
projections inN, also infi∈I Pi is an orthogonal projection inN onto the closed subspace
⋂i∈I Ran(Pi). Then supi∈I Pi = 1 − infi∈I (1 − Pi) is also in N. Now all notions needed for
the definition of semifinite, faithful, and normal traces are available.

Definition 11.1.3. Let N ⊂ 𝔹(H) be a von Neumann algebra. A map T : N+ → [0,∞] is
called a trace if it is positive additive and unitarily invariant, namely satisfies

T(a0A0 + a1A1) = a0T(A0) + a1T(A1),

for all A0,A1 ∈ N+ and a0, a1 ∈ ℝ+, and
T(U∗AU) = T(A)

for all unitary elements U ∈ N and all positive elements A ∈ N+.
(i) A trace T : N+ → [0,∞] is called semifinite if for every orthogonal projection

P ∈ N there exists an increasing net of orthogonal projections (Pi)i∈I inN such that
T(Pi) < ∞ and such that P = supi∈I Pi.

(ii) A trace T : N+ → [0,∞] is said to be faithful if T(A) = 0 implies A = 0 for all A ∈ N+.
(iii) A semifinite trace T : N+ → [0,∞] is called normal if for any increasing net (Ai)i∈I

with Ai ∈ N+ with supremum A = supi∈I Ai ∈ N+, one has
T(A) = sup

i∈I T(Ai).

If A ∈ N can be decomposed as A = ∑Nn=1 anAn for some N ∈ ℕ with an ∈ ℂ and
An ∈ N+ such that T(An) < ∞ for all n = 1, . . . ,N , then A is called T-finite and its trace is
defined as
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T(A) =
N
∑
n=1 anT(An).

One directly checks that this is independent of the decomposition of A. Moreover, the set
of T-finite elements ofN is a two-sided ideal inN and (see Chapter 6 of Part 1 in [72], or
Section V.2 in [189]) the trace is cyclic in the sense that

T(AB) = T(BA),

whenever A,B ∈ N and A is T-finite. One can readily check that the canonical trace on
H is a semifinite, faithful, and normal trace on the von Neumann algebra 𝔹(H).

From now on let N be a von Neumann algebra with a semifinite faithful normal
trace T. We introduce the notion of compact operators and of Fredholm operators with
respect to T. LetK denote the norm-closure of the smallest algebraic ideal inN contain-
ing the T-finite projections. This is called the ideal of T-compact operators inN (in part
of the literature, this is denoted byKT to stress the dependence on T). It is known that
any projection inK is T-finite. Associated toK is a short exact sequence

0→ K→ N → N/K→ 0.

The quotientQ = N/K is called the Calkin algebra and the quotient map is denoted by π.
In this chapter a lot of orthogonal projections appear. They are denoted by P, Q, R,

and F . Thus, in this chapter Q is an orthogonal projection and not a symmetry, and F is
an orthogonal projection and not an arbitrary element of𝔹(H). Moreover, the following
notation will be used:

Notation. For any subspace E of H, the orthogonal projection onto the closure of E is
denoted by PE.

Hence Ran(PE) = E. For example, with this notation one has, for any orthogonal
projection P,

P = PRan(P) = PKer(P)⊥ = 1 − PKer(P).
As in this chapter all projections are orthogonal, we drop the specification “orthogonal”
and simply speak of projections.

Definition 11.1.4. An operator T ∈ N is T-Fredholm (or Breuer–Fredholm relative to T)
if PKer(T) is T-finite and there is a T-finite projection P ∈ N such that Ran(1−P) ⊂ Ran(T).
Its T-index is defined by

T-Ind(T) = T(PKer(T)) − T(PKer(T∗)).
The set of T-Fredholm operators will be denoted by 𝔽(N,T).
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Note that Ran(1 − P) ⊂ Ran(T) implies Ker(T∗) = Ran(T)⊥ ⊂ Ran(P) and therefore
T(Ker(T∗)) is T-finite and the T-index of T is a real number.

Remark 11.1.5. If N = 𝔹(H) is equipped with the canonical trace Tr, which is a semifi-
nite, faithful, normal trace, then the condition in Definition 11.1.4 implies that Ran(T) is
a subspace of finite codimension and hence, in particular, a closed subspace. Therefore
𝔽(N,T) is precisely the set𝔽𝔹(H) of bounded Fredholm operators studied in Section 3.2.
Let us stress that in general Fredholm operators in the sense of Definition 11.1.4 need not
have a closed range. ⬦

The following result generalizes Atkinson’s theorem, which is made up of parts of
Theorem 3.2.4, Corollary 3.3.2, and Theorem 3.3.4.

Theorem 11.1.6. LetN ⊂ 𝔹(H) be a von Neumann algebra with a semifinite faithful nor-
mal trace T.
(i) Let K ∈ K be a T-compact operator inN. Then 1 − K is T-Fredholm and

T-Ind(1 − K) = 0.

(ii) T ∈ N is a T-Fredholm operator if and only if the image π(T) of T in Q is invertible.
(iii) If T and S areT-Fredholm operators inN, then so are T∗ and ST. TheirT-indices fulfill

T-Ind(T∗) = −T-Ind(T) and T-Ind(ST) = T-Ind(S) + T-Ind(T).

The proof is based on several lemmas andwill take up the remainder of this section,
except for Corollary 11.1.13 below that contains important supplementary information
on semifinite Fredholm operators.

Lemma 11.1.7. For A ∈ N, the range projection PRan(A) is inN, and one has
T(PRan(A)) = T(PRan(A∗)).

Proof. LetA = V |A| be the polar decomposition ofA in the sense of vonNeumann. Let us
first check that V is an element of N′′ and therefore also of N. First of all, as A,A∗ ∈ N,
also A∗A ∈ N and, by writing the square root as a series, also |A| ∈ N. Thus for any
B ∈ N′, one has 0 = [B,A] = [B,V ]|A| + V [B, |A|] so that [B,V ]|A| = 0. As B leaves
Ker(A) = Ker(V ) invariant, this implies that [B,V ] = 0, namely V ∈ N′′. One then also
has VV∗ = PRan(A) ∈ N and V∗V = PRan(A∗) ∈ N. If T(VV∗) < ∞, then also V = VV∗V
is T-finite and therefore T(V∗V ) < ∞. Hence one can assume that both T(PRan(A)) and
T(PRan(A∗)) are T-finite because otherwise the claim is trivial. If the trace class condition
holds, then the cyclicity of the trace implies

T(PRan(A∗)) = T(V∗V) = T(VV∗) = T(PRan(A)),
concluding the proof.
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The following is also known as the semifinite parallelogram law, see Proposi-
tion V.1.6 in [189].

Lemma 11.1.8. For projections P,Q ∈ N, one has inf(P,Q) ∈ N and

T(P − inf(P, 1 − Q)) = T(Q − inf(Q, 1 − P)).

Proof. As Ker(PQ) = Ker(Q) ⊕ (Ran(Q) ∩ Ker(P)), one has

PRan(QP) = PKer(PQ)⊥
= 1 − PKer(PQ)
= 1 − PKer(Q) − PRan(Q)∩Ker(P)
= Q − inf(Q, 1 − P).

Because PRan(QP) is inN by Lemma 11.1.7, this implies that inf(Q, 1−P) is inN. Replacing P
by 1 − P shows inf(P,Q) ∈ N for all projections P,Q ∈ N. Similarly, as one has Ker(QP) =
Ker(P) ⊕ (Ran(P) ∩ Ker(Q)), it follows that

PRan(PQ) = PKer(QP)⊥ = P − inf(P, 1 − Q).
The claim now follows from Lemma 11.1.7.

Lemma 11.1.9. For every T ∈ N, there is a nondecreasing sequence (Pn)n∈ℕ of projections
inN such that
(i) Ran(Pn) ⊂ Ran(T) for all n ∈ ℕ,
(ii) supn Pn = PRan(T).
Proof. Because Ran(T) ⊃ Ran(TT∗) and Ran(T) = Ker(T∗)⊥ = Ker(TT∗)⊥ = Ran(TT∗),
it is sufficient to prove the lemma for T ≥ 0. Then let the projection-valued spectral
resolution of T be denoted by (Eλ)λ∈ℝ, namely

T =
∞
∫
0

λ dEλ.

One has Eλ ∈ N for all λ ∈ [0,∞) by Appendix 1 of [72]. Moreover,

PKer(T) = E0, PRan(T) = 1 − E0 = sup
ϵ>0 (1 − Eϵ).

For ϵ > 0, the restriction of T to the range of 1 − Eϵ is denoted by Tϵ . Then the operator
Tϵ : Ran(1 − Eϵ) → Ran(1 − Eϵ) is invertible with inverse

T−1ϵ = ∞∫
ϵ

1
λ
dEλ.
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Therefore Ran(1 − Eϵ) ⊂ Ran(T). Setting Pn = 1 − E 1
n
, the sequence (Pn)n∈ℕ satisfied the

properties stated in the lemma.

Corollary 11.1.10. For every T-Fredholm operator T ∈ 𝔽(N,T), there is a nondecreasing
sequence (Pn)n∈ℕ of projections inN such that
(i) Ran(Pn) ⊂ Ran(T) for all n ∈ ℕ,
(ii) supn Pn = PRan(T),
(iii) T(1 − P1) < ∞.

Proof. Because T is T-Fredholm, there exists a T-finite projection P ∈ N such that
Ran(1 − P) ⊂ Ran(T). Applying Lemma 11.1.9 to PT , one gets a nondecreasing se-
quence (P′n)n∈ℕ of projections with Ran(P′n) ⊂ Ran(PT) and supn P

′
n = PRan(PT). As

T = (1−P)T +PT and Ran((1−P)T) ⊂ Ran(T) by hypothesis, one has Ran(PT) ⊂ Ran(T).
Therefore setting Pn = (1 − P) + P

′
n, one has Ran(Pn) ⊂ Ran(T) for all n ∈ ℕ and

supn Pn = (1 − P) + PRan(PT) = PRan(T). Moreover, T(1 − P1) ≤ T(P) < ∞.
Lemma 11.1.11. Let (Pn)n∈ℕ be a nondecreasing sequence of projections in N and Q a
projection inN. If T(supn Pn) < ∞, then

T(inf(sup
n
Pn,Q)) = T(sup

n
(inf(Pn,Q))).

Proof. The supremum of the sequence is denoted by P∞ = supn Pn. For ϕ ∈ H, the limit
limn→∞ ‖Pnϕ‖ = supn ‖Pnϕ‖ exists so that P∞ = s- limn→∞ Pn ∈ N. By Lemma 11.1.8,

T(1 − Q − inf(1 − Q, 1 − Pn)) = T(Pn − inf(Pn,Q)) (11.1)

for all n ∈ ℕ and

T(1 − Q − inf(1 − Q, 1 − P∞)) = T(P∞ − inf(P∞,Q)). (11.2)

As Pn ≤ P∞ for all n ∈ ℕ,

1 − Q − inf(1 − Q, 1 − Pn) ≤ 1 − Q − inf(1 − Q, 1 − P∞).
Thus, by (11.1) and (11.2),

T(Pn − inf(Pn,Q)) ≤ T(P∞ − inf(P∞,Q)).
Using the additivity (and thus monotonicity) of the trace, one gets

0 ≤ T(inf(P∞,Q) − inf(Pn,Q)) ≤ T(P∞ − Pn).
By the normality of the trace,
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lim
n→∞T(P∞ − Pn) = 0,

and therefore

lim
n→∞T(inf(P∞,Q) − inf(Pn,Q)) = 0.

Hence

T(inf(P∞,Q)) = lim
n→∞T(inf(Pn,Q))

= sup
n

T(inf(Pn,Q))

= T(sup
n
(inf(Pn,Q))),

where the last step follows form the normality of the trace.

Lemma 11.1.12. For T-Fredholm operators S, T ∈ 𝔽(N,T), one has

T(PKer(ST) − PKer(T)) = T(inf(PRan(T), PKer(S))).
Proof. One has, with ⊕ and ⊖ being orthogonal direct sums and differences,

Ker(TPKer(ST) − TPKer(T)) = Ker(TPKer(ST))
= Ker(ST)⊥ ⊕ Ker(T)
= (Ker(ST) ⊖ Ker(T))⊥,

where in the second equality we used Ker(AP) = Ker(P) ⊕ (Ran(P) ∩ Ker(A)) for any
operator A ∈ 𝔹(H) and any orthogonal projection P ∈ 𝔹(H), here applied to A = T and
P = PKer(ST) so that Ker(P) = Ker(ST)⊥ and Ran(P) = Ker(ST) ⊃ Ker(T). Therefore

Ran((PKer(ST) − PKer(T))T∗) = Ker(TPKer(ST) − TPKer(T))⊥
= Ker(ST) ⊖ Ker(T).

This implies

PRan((PKer(ST)−PKer(T))T∗) = PKer(ST) − PKer(T). (11.3)

On the other hand, using

Ran(TPKer(ST)) = {Tϕ : STϕ = 0} = Ran(T) ∩ Ker(S),
one has

Ran(TPKer(ST) − TPKer(T)) = Ran(TPKer(ST))
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= Ran(T) ∩ Ker(S)

⊂ Ran(T) ∩ Ker(S),

and therefore

PRan(T(PKer(ST)−PKer(T))) ≤ inf(PRan(T), PKer(S)). (11.4)

Let (Pn)n∈ℕ be a nondecreasing sequence of projections in N as in Corollary 11.1.10,
namely such that Ran(Pn) ⊂ Ran(T) for all n ∈ ℕ and such that supn Pn = PRan(T) and
such that the trace of 1 − P1 is finite. Then

Ran(Pn) ∩ Ker(S) ⊂ Ran(T) ∩ Ker(S) ⊂ Ran(TPKer(ST) − TPKer(T))
for all n ∈ ℕ and therefore

inf(Pn, PKer(S)) ≤ PRan(T(PKer(ST)−PKer(T))). (11.5)

Setting P0 = inf(P1, 1 − PKer(S)), one has
T(1 − P0) = T(1 − inf(P1, 1 − PKer(S)))

= T(PKer(S) + 1 − PKer(S) − inf(P1, 1 − PKer(S)))
= T(PKer(S)) + T(1 − P1 − inf(PKer(S), 1 − P1))
= T(PKer(S)) + T(1 − P1)
< ∞,

where in the third step Lemma 11.1.8 was used. Moreover, P0PKer(S) = 0 and P0 ≤ Pn for
all n ∈ ℕ. It follows that

inf(Pn, PKer(S)) = inf(Pn − P0, PKer(S))
for all n ∈ ℕ and, as Ran(P0) ⊂ Ran(T),

inf(PRan(T), PKer(S)) = inf(PRan(T) − P0, PKer(S)).
As T(supn(Pn − P0)) ≤ T(1 − P0) < ∞, Lemma 11.1.11 applies and one gets, together with
the above,

T(sup
n
(inf(Pn, PKer(S)))) = T(sup

n
(inf(Pn − P0, PKer(S))))

= T(inf(sup
n
(Pn − P0), PKer(S)))

= T(inf(PRan(T) − P0, PKer(S)))
= T(inf(PRan(T), PKer(S))).
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Using the normality of the trace, (11.4) and (11.5), this implies

T(inf(PRan(T), PKer(S))) = T(PRan(T(PKer(ST)−PKer(T)))).
Finally, using first (11.3) and then Lemma 11.1.7 implies

T(PKer(ST) − PKer(T)) = T(PRan((PKer(ST)−PKer(T))T∗))
= T(PRan(T(PKer(ST)−PKer(T))))
= T(inf(PRan(T), PKer(S))).

This concludes the proof.

Proof of Theorem 11.1.6. Let us first suppose that the range projection PRan(K) of K is
T-finite. By Lemma 11.1.7, one then has

T(PRan(K∗)) = T(PRan(K)) < ∞.
For

Q = sup(PRan(K), PRan(K∗)) ∈ N,
one has Q ≤ PRan(K) + PRan(K∗) and therefore T(Q) ≤ T(PRan(K)) + T(PRan(K∗)) < ∞. As
Ran(K) ⊂ Ran(Q) and Ran(K∗) ⊂ Ran(Q),

(1 − Q)(1 − K) = 1 − Q, (1 − Q)(1 − K∗) = 1 − Q.
As Ker(Q) ⊂ Ker(K) and Ker(Q) ⊂ Ker(K∗) (or alternatively by taking adjoints), one also
has

(1 − K)(1 − Q) = 1 − Q, (1 − K∗)(1 − Q) = 1 − Q.
This implies, in particular,

PKer(1−K) ≤ Q, PKer(1−K∗) ≤ Q.
Therefore PKer(1−K) and PKer(1−K∗) areT-finite. On the other hand, Ran(1−Q) ⊂ Ran(1−K)
andT(Q) is finite by assumption. Putting all together, this shows that 1−K isT-Fredholm.
It remains to show that its T-index vanishes. By Lemma 11.1.7,

T(PRan(Q−K)) = T(PRan(Q−K∗)). (11.6)

Again using Ran(K∗) ⊂ Ran(Q) and Ker(Q) ⊂ Ker(K∗), one has
Ran(Q − K) = Ker(Q − K∗)⊥ = (Ker(Q) ⊕ Ker(1 − K∗))⊥,
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and therefore

PRan(Q−K) = 1 − (PKer(Q) + PKer(1−K∗)) = Q − PKer(1−K∗).
Analogously,

PRan(Q−K∗) = Q − PKer(1−K).
Using the linearity of T on T-finite operators and (11.6), this implies

T(PKer(1−K)) = T(PKer(1−K∗)). (11.7)

One concludes that the T-index of 1 − K vanishes.
For a T-compact operator K ∈ K with infinite range projection, there exists by def-

inition an operator K0 ∈ K such that ‖K − K0‖ < 1 and such that the range projection
PRan(K0) of K0 is T-finite. Then

S = 1 − (K − K0)

is invertible. As (S − K0)PKer(S−K0) = 0 and therefore
(1 − K0S

−1)SPKer(S−K0) = 0,
one has

Ran(SPKer(S−K0)) ⊂ Ker(1 − K0S−1).
As T(PRan(SPKer(S−K0))) = T(PRan(PKer(S−K0)S∗)) = T(PKer(S−K0)) by Lemma 11.1.7, this implies

T(PKer(S−K0)) ≤ T(PKer(1−K0S−1)).
Similarly, (1 − K0S

−1)SS−1PKer(1−K0S−1) = 0 implies
Ran(S−1PKer(1−K0S−1)) ⊂ Ker(S − K0)

and therefore, using again Lemma 11.1.7,

T(PKer(1−K0S−1)) ≤ T(PKer(S−K0)).
Putting all together, one can conclude that

T(PKer(S−K0)) = T(PKer(1−K0S−1)) < ∞.
As Ker(S∗ − K∗0 ) = Ker(1 − (S∗)−1K∗0 ) and the range projection of K0S−1 is T-finite, one
can use (11.7) to conclude
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T(PKer(1−K)) = T(PKer(S−K0))
= T(PKer(1−K0S−1))
= T(PKer(1−(S−1)∗K∗0 ))
= T(PKer(S∗−K∗0 ))
= T(PKer(1−K∗)) < ∞.

Moreover, PRan((S∗)−1K∗0 ) is T-finite and
(1 − K)S−1(1 − PRan((S∗)−1K∗0 )) = (S − K0)S−1(1 − PRan((S∗)−1K∗0 ))

= (1 − K0S
−1)PKer(K0S−1)

= PKer(K0S−1)
= 1 − PRan((S∗)−1K∗0 ).

This shows that Ran(1 − PRan((S∗)−1K∗0 )) ⊂ Ran(1 − K), showing that indeed 1 − K is
T-Fredholm because PKer(1−K) is T-finite. By the above equality, its T-index indeed van-
ishes.

To show (ii), let us first suppose that π(T) is invertible. Then there is S ∈ N such that

π(S)π(T) = π(T)π(S) = π(1),

or equivalently

ST = 1 − K1, TS = 1 − K2, (11.8)

for T-compact operators K1,K2 ∈ K. Thus Ker(T) ⊂ Ker(1 − K1) by the first equation in
(11.8) and therefore PKer(T) ≤ PKer(1−K1). As 1 − K1 is T-Fredholm by the first part of this
theorem and therefore T(PKer(1−K1)) < ∞, one can conclude that T(PKer(T)) is finite. The
second equation in (11.8) implies that Ran(1 − K2) is a subset of Ran(T). Since 1 − K2 is
T-Fredholm, there is a T-finite projection P ∈ N such that the range of 1 − P is a subset
of the range of 1 − K2. Consequently,

Ran(1 − P) ⊂ Ran(T)

and T is T-Fredholm. For the converse, assume that T is T-Fredholm. Then there is a
T-finite projection P ∈ N such that Ran(1 − P) ⊂ Ran(T). By Lemma 11.1.12,

T(PKer((1−P)T)) − T(PKer(T)) = T(inf(PRan(T), P)).
In particular, PKer((1−P)T) is T-finite. As Ran(1 − P) ⊂ Ker(T∗)⊥, one has

Ker(T∗(1 − P)) = Ker(1 − P)
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and, due to Ran(1 − P) ⊂ Ran(T), one has

Ran((1 − P)T) = Ran(1 − P).

Therefore Ran(T∗(1 − P)) = Ran(T∗(1 − P)) = Ker((1 − P)T)⊥ and
(1 − P)TT∗(1 − P)

maps Ran(1 − P) bijectively onto Ran(1 − P). Thus there is T ′ ∈ N such that

(1 − P)TT∗(1 − P)T ′ = 1 − P,
and thus

π(T)π(T∗T ′) = π((1 − P)TT∗(1 − P)T ′) = π(1 − P) = π(1).
On the other hand,

Ker((1 − P)T(1 − PKer((1−P)T))) = Ker(1 − PKer((1−P)T))
and

Ran((1 − PKer((1−P)T))T∗(1 − P)) = Ran(1 − PKer((1−P)T)),
so that

(1 − PKer((1−P)T))T∗(1 − P)T(1 − PKer((1−P)T))
maps Ran(1 − PKer((1−P)T)) bijectively onto Ran(1 − PKer((1−P)T)). Hence there is T ′′ ∈ N
such that

T ′′(1 − PKer((1−P)T))T∗(1 − P)T(1 − PKer((1−P)T)) = 1 − PKer((1−P)T).
As above,

π(T ′′T∗)π(T) = π(T ′′(1 − PKer((1−P)T))T∗(1 − P)T(1 − PKer((1−P)T)))
= π(1 − PKer((1−P)T))
= π(1).

One concludes that π(T) is invertible.
The fact that for T-Fredholm operators T , S ∈ N also T∗ and TS are T-Fredholm

directly follows from (ii). Also the first equation in (iii) is obvious. To prove the second
equation, let us note that, by Lemma 11.1.12,
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T(PKer(ST) − PKer(T)) = T(inf(PRan(T), PKer(S))) (11.9)

and

T(PKer((ST)∗) − PKer(S∗)) = T(inf(PRan(S∗), PKer(T∗))). (11.10)

By Lemma 11.1.8,

T(PKer(S)) − T(inf(1 − PKer(T∗), PKer(S))) = T(PKer(T∗)) − T(inf(1 − PKer(S), PKer(T∗))),
or equivalently

T(PKer(S)) − T(inf(PRan(T), PKer(S))) = T(PKer(T∗)) − T(inf(PRan(S∗), PKer(T∗))). (11.11)

Equations (11.9), (11.10), and (11.11) imply

T(PKer(S)) − T(PKer(ST) − PKer(T)) = T(PKer(T∗)) − T(PKer((ST)∗) − PKer(S∗)),
which shows that

T-Ind(TS) = T(PKer(ST)) − T(PKer((ST)∗))
= T(PKer(S)) + T(PKer(T)) − T(PKer(S∗)) − T(PKer(T∗))
= T-Ind(T) + T-Ind(S),

concluding the argument.

Theorem 11.1.6 implies the following generalization of item (i) and (ii) of Theo-
rem 3.3.4.

Corollary 11.1.13. (i) With respect to the norm topology, the set𝔽(N,T) is open inN and
the index map T 󳨃→ T-Ind(T) is locally constant.

(ii) If T ∈ N is T-Fredholm and K ∈ K is T-compact, then T + K is also T-Fredholm and
T-Ind(T + K) = T-Ind(T).

Proof. As the set of invertible elements in the Calkin algebra Q is open with respect to
the norm topology and the Calkin quotient map π : N → Q is continuous, item (ii) of
Theorem 11.1.6 implies that 𝔽(N,T) is open in N with respect to the norm topology. For
T ∈ 𝔽(N,T) and S ∈ N such that

ST = 1 + K1, TS = 1 + K2

with T-compact operators K1,K2 ∈ K, let A ∈ N be such that ‖A‖ < ‖S‖−1. Then
S(T + A) = 1 + SA + K1, (T + A)S = 1 + AS + K2,
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and 1+SA and 1+AS are invertiblewith inverse given by aNeumann series and therefore
(1 + SA)−1, (1 + AS)−1 ∈ N. Then

(1 + SA)−1S(T + A) = 1 + (1 + SA)−1K1
and

(T + A)S(1 + AS)−1 = 1 + K2(1 + AS)−1,
where (1 + SA)−1K1 and K2(1 + AS)−1 are T-compact. By item (ii) of Theorem 11.1.6, one
concludes that T + A ∈ 𝔽(N,T) is T-Fredholm, and item (i) of the same theorem implies

0 = T-Ind(ST) = T-Ind(S) + T-Ind(T)

and

0 = T-Ind((1 + SA)−1S(T + A))
= T-Ind((1 + SA)−1) + T-Ind(S) + T-Ind(T + A).

As (1 + SA)−1 is invertible and therefore T-Ind((1 + SA)−1) = 0, one can conclude that
T-Ind(T) = −T-Ind(S) = T-Ind(T + A). This shows that the index map T 󳨃→ T-Ind(T)
is locally constant. The first part of claim (ii), namely that T + K is T-Fredholm for all
T ∈ 𝔽(N,T) and K ∈ K, directly follows from item (ii) of Theorem 11.1.6. Moreover,
because t ∈ [0, 1] 󳨃→ T + tK is a norm-continuous path of T-Fredholm operators, one has
by the first part of this corollary that t ∈ [0, 1] 󳨃→ T-Ind(T + tK) is constant and therefore
T-Ind(T + K) = T-Ind(T).

11.2 (P ⋅ Q)-Fredholm operators

For the definition of the semifinite spectral flow in Section 11.4 below, an extension of
the concepts and results of Section 11.1 to skew-corners is needed and will be described
in this section.

Definition 11.2.1. Associated to projections P,Q ∈ N, the skew-corner PNQ consists of
operators in N vanishing on Ran(Q)⊥ and mapping Ran(Q) to Ran(P). Moreover, PKQ
denotes the set of T-compact operators from PNQ.

Let us point out that T∗ ∈ QNP if and only if T ∈ PNQ. Note also that PNQ is an
algebra only if P = Q. The most basic example is PQ ∈ PNQ and this special case will be
further discussed in Section 11.3.

Definition 11.2.2. Let P,Q ∈ N be projections and T ∈ PNQ. Then T is called (P ⋅ Q)-
Fredholm if inf(PKer(T),Q) and inf(PKer(T∗), P) are T-finite projections and there exists
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a T-finite projection F ∈ N such that F ≤ P and Ran(P − F) ⊂ Ran(T). Its (semifinite
skew-corner) index is then defined as

T-Ind(P⋅Q)(T) = T(inf(PKer(T),Q)) − T(inf(PKer(T∗), P)).
If P = Q = 1, this reduces to the T-index of Definition 11.1.4. The following is a

generalization of Theorem 11.1.6 and Corollary 11.1.13.

Theorem 11.2.3. Let P,Q,R ∈ N be projections and T ∈ PNQ.
(i) T is (P ⋅ Q)-Fredholm if and only if there exists S ∈ QNP with TS − P ∈ PKP and

ST − Q ∈ QKQ.
(ii) If T is (P ⋅ Q)-Fredholm and S ∈ RNP is (R ⋅ P)-Fredholm, then ST is (R ⋅ Q)-Fredholm

with index

T-Ind(R⋅Q)(ST) = T-Ind(R⋅P)(S) + T-Ind(P⋅Q)(T).
(iii) The set of (P⋅Q)-Fredholm operators is open in PNQwith respect to the norm topology

and the index map T 󳨃→ T-Ind(P⋅Q)(T) is locally constant.
(iv) If T is (P ⋅ Q)-Fredholm, then T + K is (P ⋅ Q)-Fredholm for all K ∈ PKQ and one has

T-Ind(P⋅Q)(T + K) = T-Ind(P⋅Q)(T).
The following proposition is the first preparation for the proof of Theorem 11.2.3,

and it is of independent interest.

Proposition 11.2.4. Let P,Q ∈ N be projections and let T ∈ PNQ be (P ⋅ Q)-Fredholm.
Then T∗ is (Q ⋅ P)-Fredholm with index

T-Ind(Q⋅P)(T∗) = −T-Ind(P⋅Q)(T).
Let T = V |T | be the polar decomposition of T in the sense of von Neumann, then V is
(P ⋅ Q)-Fredholm with index given by

T-Ind(P⋅Q)(V ) = T-Ind(P⋅Q)(T).
Moreover, |T | is (Q ⋅ Q)-Fredholm with vanishing index T-Ind(Q⋅Q)(|T |) = 0.
Proof. Let us first recall that VV∗ = PRan(T) and V∗V = PRan(T∗). Furthermore,

Ran(V ) = Ran(T), Ran(V∗) = Ran(T∗),
and

Ker(V ) = Ker(T), Ker(V∗) = Ker(T∗).
Since T is (P ⋅ Q)-Fredholm,
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T(inf(PKer(T),Q)) = T(inf(PKer(V ),Q))
and

T(inf(PKer(T∗), P)) = T(inf(PKer(V∗), P))
are finite. Moreover, there is as T-finite projection F ∈ N such that F ≤ P and such that
Ran(P − F) ⊂ Ran(T) ⊂ Ran(V ). Altogether, this shows that V is (P ⋅ Q)-Fredholm with
index T-Ind(P⋅Q)(V ) = T-Ind(P⋅Q)(T).

Furthermore, as T∗ ∈ QNP and Ran(V ) ⊂ Ran(P) so that V∗V = V∗PV ,
Q = PRan(T∗) + inf(PKer(T),Q) = V∗FV + V∗(P − F)V + inf(PKer(T),Q),

where T(V∗FV ) = T(FVV∗) ≤ T(F) is finite and inf(PKer(T),Q) is T-finite by assumption.
Therefore F̃ = V∗FV + inf(PKer(T),Q) ≤ Q is a T-finite projection. One has

Ran(Q − F̃) ⊂ Ran(V∗(P − F)) ⊂ Ran(V∗T) = Ran(|T |) = Ran(T∗),
where in the second stepRan(P−F)⊂Ran(T)wasused. As inf(PKer(|T |),Q) = inf(PKer(T),Q)
is T-finite by assumption and |T | ∈ QNQ is self-adjoint, this implies that |T | is (Q ⋅ Q)-
Fredholm with vanishing index. Finally, the existence of F̃ , combined with the fact that
T(inf(PKer(T∗), P)) and T(inf(PKer((T∗)∗),Q)) are finite because T is (P ⋅ Q)-Fredholm, im-
plies that T∗ is indeed (Q ⋅ P)-Fredholm with index as stated.

The following generalization of Lemma 11.1.12 is the key element for the proof of
item (ii) of Theorem 11.2.3.

Lemma 11.2.5. Let P,Q,R ∈ N be projections and let T ∈ PNQ be (P ⋅ Q)-Fredholm and
S ∈ RNP be (R ⋅ P)-Fredholm. Then

T(inf(PKer(ST),Q) − inf(PKer(T),Q)) = T(inf(PRan(T), inf(PKer(S), P))).
Proof. The proof implements the properties of skew-corner operators in the proof
of Lemma 11.1.12. First, let us note that inf(PKer(ST),Q) = PKer(ST)∩Ran(Q) as well as
inf(PKer(T),Q) = PKer(T)∩Ran(Q), and inf(PKer(S), P) = PKer(S)∩Ran(P). One has, by the same
argument as in the proof of Lemma 11.1.12,

Ker(TPKer(ST)∩Ran(Q) − TPKer(T)∩Ran(Q))
= Ker(TPKer(ST)∩Ran(Q))
= (Ker(ST) ∩ Ran(Q))⊥ ⊕ (Ker(T) ∩ Ran(Q))
= ((Ker(ST) ∩ Ran(Q)) ⊖ (Ker(T) ∩ Ran(Q)))⊥
= (Ker(ST) ⊖ Ker(T))⊥
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and therefore

Ran((PKer(ST)∩Ran(Q) − PKer(T)∩Ran(Q))T∗)
= Ker(TPKer(ST)∩Ran(Q) − TPKer(T)∩Ran(Q))⊥ = Ker(ST) ⊖ Ker(T).

As Ran(T∗) ⊂ Ran(Q), one thus has
PRan((PKer(ST)−PKer(T))T∗) = PKer(ST) − PKer(T)

= PKer(ST)∩Ran(Q) − PKer(T)∩Ran(Q). (11.12)

Furthermore,

Ran(TPKer(ST)∩Ran(Q) − TPKer(T)∩Ran(Q)) = Ran(TPKer(ST)∩Ran(Q))
= Ran(T) ∩ Ker(S)

⊂ Ran(T) ∩ Ker(S)

and therefore

PRan(T(PKer(ST)∩Ran(Q)−PKer(T)∩Ran(Q))) ≤ inf(PRan(T), PKer(S))
= inf(PRan(T)∩Ran(P), PKer(S)∩Ran(P)). (11.13)

Let (Pn)n∈ℕ be a nondecreasing sequence of projections inN such that Ran(Pn) ⊂ Ran(T)
for all n ∈ ℕ, supn Pn = PRan(T), and the trace of P − P1 is finite. Such a sequence can be
constructed as in Corollary 11.1.10 as will be shown next. Because T is (P,Q)-Fredholm,
there is a T-finite projection F ≤ P such that Ran(P − F) ⊂ Ran(T). By Lemma 11.1.9,
there is a nondecreasing sequence (P′n)n∈ℕ of projections such that Ran(P′n) ⊂ Ran(FT)
and supn P

′
n = PRan(FT). In particular, P′n is orthogonal to P − F . Then Pn = (P − F) + P′n is

a nondecreasing sequence of projections inN such that Ran(Pn) ⊂ Ran(T) for all n ∈ ℕ,
supn Pn = PRan(T), and T(P − P1) ≤ T(F) is finite. Now, using the sequence (Pn)n∈ℕ, one
has

Ran(Pn) ∩ Ker(S) ⊂ Ran(T) ∩ Ker(S) ⊂ Ran(TPKer(ST)∩Ran(Q) − TPKer(T)∩Ran(Q))
for all n ∈ ℕ, and therefore

inf(Pn, PKer(S)) = inf(Pn, PKer(S)∩Ran(P))
≤ PRan(T(PKer(ST)∩Ran(Q)−PKer(T)∩Ran(Q))). (11.14)

Setting P0 = inf(P1, P − PKer(S)∩Ran(P)), one has
T(1 − P0) = T(P − inf(P1, P − PKer(S)∩Ran(P)))

= T(P − P1 + P1 − inf(P1, P − PKer(S)∩Ran(P)))
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= T(P − P1) + T(PKer(S)∩Ran(P) − inf(PKer(S)∩Ran(P), P − P1))
≤ T(P − P1) + T(PKer(S)∩Ran(P))
< ∞,

where in the third step Lemma 11.1.8 was used. As P0 ≤ Pn for all n ∈ ℕ and
P0PKer(S)∩Ran(P) = 0, one concludes that

inf(Pn, PKer(S)∩Ran(P)) = inf(Pn − P0, PKer(S)∩Ran(P))
for all n ∈ ℕ, and

inf(PRan(T), PKer(S)) = inf(PRan(T) − P0, PKer(S)).
As T(supn(Pn − P0)) ≤ T(P − P0) < ∞, Lemma 11.1.11 applies and one gets

T(sup
n
(inf(Pn, PKer(S)∩Ran(P)))) = T(sup

n
(inf(Pn − P0, PKer(S)∩Ran(P))))

= T(inf(sup
n
(Pn − P0), PKer(S)∩Ran(P)))

= T(inf(PRan(T), PKer(S)∩Ran(P))).
Combining this with the normality of T, as well as (11.13) and (11.14), implies

T(inf(PRan(T), PKer(S)∩Ran(P))) = T(PRan(T(PKer(ST)∩Ran(Q)−PKer(T)∩Ran(Q)))).
Finally, using first (11.12) and then Lemma 11.1.7 shows

T(PKer(ST)∩Ran(Q) − PKer(T)∩Ran(Q)) = T(PRan((PKer(ST)∩Ran(Q)−PKer(T)∩Ran(Q))T∗))
= T(PRan(T(PKer(ST)∩Ran(Q)−PKer(T)∩Ran(Q))))
= T(inf(PRan(T), PKer(S)∩Ran(P))),

concluding the proof.

Proof of Theorem 11.2.3. For the proof of (i), let us first assume that there is S ∈ QNP
such that TS = P +K1 with K1 ∈ PKP and ST = Q+K2 with K2 ∈ QKQ. Then by item (i) of
Theorem 11.1.6, TS + 1 − P = 1 + K1 and ST + 1 − Q = 1 + K2 are T-Fredholm as K1,K2 ∈ K
are T-compact. Thus PKer(ST+1−Q) = inf(PKer(ST),Q) is T-finite and as Ker(T) ⊂ Ker(ST)
also T(inf(PKer(T),Q)) ≤ T(inf(PKer(ST),Q)) is finite. As TS + 1 − P is T-Fredholm, there is
a T-finite projection F̃ ∈ N such that Ran(1 − F̃) ⊂ Ran(TS + 1 − P). Then F = inf(P, F̃) is
T-finite and F ≤ P, as well as Ran(P − F) ⊂ Ran(TS) ⊂ Ran(T). Moreover, the projection
inf(PKer(T∗), P) = inf(1 − PRan(T), P) = P − PRan(T) ≤ F is T-finite. This shows that T is
(P ⋅ Q)-Fredholm.

Conversely, assume that T is (P ⋅ Q)-Fredholm. Then there is a T-finite projection
F ≤ P such that Ran(P − F) ⊂ Ran(T). Therefore
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(P − F)T |Ker((P−F)T)⊥ : Ker((P − F)T)⊥ → Ran((P − F)T) = Ran(P − F)

is invertible with bounded inverse

((P − F)T |Ker((P−F)T)⊥)−1 : Ran(P − F) → Ker((P − F)T)⊥.
The trivial extension of ((P−F)T |Ker((P−F)T)⊥ )−1 to an operator fromQNP is then denoted
by S ∈ QNP. Moreover, P − F is (P ⋅ P)-Fredholm as inf(PKer(P−F), P) = F is T-finite and
P − F is a projection (with closed range). Thus by Lemma 11.2.5,

T(inf(PKer((P−F)T),Q)) = T(inf(PKer(T),Q)) + T(inf(PRan(T), inf(PKer(P−F), P)))
≤ T(inf(PKer(T),Q)) + T(F),

which is finite by assumption. Then, due to SF = 0 and ST = SPT ,

ST = S(P − F)T
= PKer((P−F)T)⊥
= Q − inf(PKer((P−F)T),Q)
= Q − K1,

where K1 = inf(PKer((P−F)T),Q) ∈ QKQ because it is a T-finite projection. Also

TS = (P − F)TS + FTS = P − F + FTS = P − K2,

where K2 = F − FTS ∈ PKP because F ≤ P is T-finite. This shows (i).
To show (ii), note that by assumptions and (i) there is T0 ∈ QNP with

T0T = Q + K1, TT0 = P + K2,

where K1 ∈ QKQ and K2 ∈ PKP are T-compact. Similarly, there is S0 ∈ PNR such that

S0S = P + K3, SS0 = R + K4,

where K3 ∈ PKP and K4 ∈ RKR are T-compact. Then

T0S0ST = T0(P + K3)T = T0T + T0K3T = Q + K1 + T0K3T ,

where K1 + T0K3T ∈ QKQ is T-compact, and

STT0S0 = S(P + K2)S0 = SS0 + SK2S0 = R + K4 + SK2S0,

where K4 + SK2S0 ∈ RKR is T-compact. Item (i) implies that ST is (R ⋅ Q)-Fredholm. By
Proposition 11.2.4, one,moreover, concludes that S∗ ∈ PNR is (P ⋅R)-Fredholm, T∗ ∈ QNP
is (Q ⋅ P)-Fredholm, and thus (ST)∗ = T∗S∗ ∈ QNR is (Q ⋅ R)-Fredholm. By Lemma 11.2.5,
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T(inf(PKer(ST),Q) − inf(PKer(T),Q)) = T(inf(PRan(T), inf(PKer(S), P))) (11.15)

and

T(inf(PKer((ST)∗),R) − inf(PKer(S∗),R)) = T(inf(PRan(S∗), inf(PKer(T∗), P))). (11.16)

Next by Lemma 11.1.8 (in the second step),

T(inf(PKer(S), P)) − T(inf(inf(PKer(S), P), P − inf(PKer(T∗), P)))
= T(inf(PKer(S), P)) − T(inf(inf(PKer(S), P), 1 − inf(PKer(T∗), P)))
= T(inf(PKer(T∗), P)) − T(inf(inf(PKer(T∗), P), 1 − inf(PKer(S), P)))
= T(inf(PKer(T∗), P)) − T(inf(inf(PKer(T∗), P), P − inf(PKer(S), P))).

Substituting the identities P − inf(PKer(T∗), P) = PRan(T) and P − inf(PKer(S), P) = PRan(S∗),
one concludes that

T(inf(PKer(S), P)) − T(inf(inf(PKer(S), P), PRan(T)))
= T(inf(PKer(T∗), P)) − T(inf(inf(PKer(T∗), P), PRan(S∗))).

Using equations (11.15) and (11.16), this implies

T(inf(PKer(S), P)) − T(inf(PKer(ST),Q) − inf(PKer(T),Q))
= T(inf(PKer(T∗), P)) − T(inf(PKer((ST)∗),R) − inf(PKer(S∗),R)),

which leads to

T-Ind(R⋅Q)(ST)
= T(inf(PKer(ST),Q)) − T(inf(PKer((ST)∗),R))
= T(inf(PKer(S), P)) + T(inf(PKer(T),Q)) − T(inf(PKer(T∗), P)) − T(inf(PKer(S∗),R))
= T-Ind(R⋅P)(S) + T-Ind(P⋅Q)(T),

concluding the argument for (ii).
To show (iii), item (i) is used. If T ∈ PNQ is (P ⋅ Q)-Fredholm, there is S ∈ QNP such

that

ST = Q + K1, TS = P + K2,

for T-compact operators K1 ∈ QKQ and K2 ∈ PKP. Let next A ∈ PNQ be such that
‖A‖ < ‖S‖−1. Then

S(T + A) = Q + SA + K1, (T + A)S = P + AS + K2,
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andQ+SA : Ran(Q) → Ran(Q) and P+AS : Ran(P) → Ran(P) are invertible with inverse
given by a Neumann series, and therefore (Q + SA)−1 ∈ QNQ and also (P +AS)−1 ∈ PNP.
Then

(Q + SA)−1S(T + A) = Q + (Q + SA)−1K1
and

(T + A)S(P + AS)−1 = P + K2(P + AS)−1,
where (Q + SA)−1K1 ∈ QKQ and K2(P + AS)

−1 ∈ PKP are T-compact. By item (i), T + A is
(P ⋅ Q)-Fredholm and the set of (P ⋅ Q)-Fredholm operators is open in PNQ with respect
to the norm topology. Then

T-Ind(Q⋅Q)(Q + (Q + SA)−1K1) = T-Ind(1 + (Q + SA)−1K1) = 0
by item (i) of Theorem 11.1.6, and analogously

T-Ind(P⋅P)(P + K2(P + AS)−1) = T-Ind(1 + K2(P + AS)−1) = 0.
Item (ii) implies

0 = T-Ind(Q⋅Q)(ST) = T-Ind(Q⋅P)(S) + T-Ind(P⋅Q)(T)
and

0 = T-Ind(Q⋅Q)((Q + SA)−1S(T + A))
= T-Ind(Q⋅Q)((1 + SA)−1) + T-Ind(Q⋅P)(S) + T-Ind(P⋅Q)(T + A).

Because (Q + SA)−1 is invertible and therefore T-Ind(Q⋅Q)((1 + SA)−1) = 0, one concludes
that T-Ind(P⋅Q)(T) = −T-Ind(Q⋅P)(S) = T-Ind(P⋅Q)(T + A). This shows that the index map
T 󳨃→ T-Ind(P⋅Q)(T) is locally constant.

Finally, let us show (iv). That T +K is (P ⋅Q)-Fredholm if T ∈ PNQ is (P ⋅Q)-Fredholm
and K ∈ PKQ is T-compact directly follows from item (i). As t ∈ [0, 1] 󳨃→ T + tK is a
norm-continuous path of (P ⋅ Q)-Fredholm operators, t ∈ [0, 1] 󳨃→ T-Ind(P⋅Q)(T + tK) is
constant by item (iii) and therefore T-Ind(P⋅Q)(T + K) = T-Ind(P⋅Q)(T).
11.3 Semifinite Fredholm pairs of projections

In this section, the most prominent (P ⋅ Q)-Fredholm operators are considered, namely
the semifinite generalization of Fredholm pairs of projections as introduced in Defini-
tion 5.2.1 and studied abundantly in Chapter 5. Recall that in this chapter all projections
are orthogonal.
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Definition 11.3.1. Two projections P,Q ∈ N form a semifinite Fredholm pair in (N,T) if
and only if QP ∈ QNP is a (Q ⋅ P)-Fredholm operator. The (semifinite) index of the pair
of projections is denoted by

T-Ind(P,Q) = T-Ind(Q⋅P)(QP).
In many works [148, 54, 26], the semifinite index of a Fredholm pair of projections

is called the essential codimension. This terminology seems to go back to the work of
Brown, Douglas, and Filmore [42] (in the case T = Tr, however), who apparently were
unaware of Kato’s earlier work [112] which used the term index of a Fredholm pair. As
Definition 11.3.1 is a direct generalization of the concept introduced in Definition 5.2.1 we
stick with Kato’s terminology, thus deviating from [148, 54, 26]. Let us also comment that
there is a difference of sign with respect to the works [54, 26]. Spelling out the definition
of the index, one obtains

T-Ind(P,Q) = T(PRan(1−Q)∩Ran(P)) − T(PRan(1−P)∩Ran(Q))
= T(PKer(Q)∩Ran(P)) − T(PKer(P)∩Ran(Q)), (11.17)

which is again in complete analogy with Proposition 5.3.2. Most of the results of Chap-
ter 5 directly transpose to the semifinite context. Here we first focus on those which are
relevant for the definition and analysis of the semifinite spectral flow in the next section
and give detailed proofs of them. First of all, from (11.17) one obviously concludes

T-Ind(P,Q) = −T-Ind(Q, P).

Moreover, the following criterion is the generalization of Corollary 5.3.13, and it is crucial
for the definition of the spectral flow in the next section.

Proposition 11.3.2. If P,Q ∈ N are projections, then QP is (Q ⋅ P)-Fredholm if and only if
‖π(Q − P)‖ < 1.

Proof. Let us first suppose that ‖π(Q − P)‖ < 1. Then

󵄩󵄩󵄩󵄩π(Q) − π(QPQ)
󵄩󵄩󵄩󵄩 ≤
󵄩󵄩󵄩󵄩π(Q − P)

󵄩󵄩󵄩󵄩 < 1.

Therefore there is a T-compact operator K ∈ QNQ such that ‖Q − QPQ + K‖ < 1 and
therefore Q − (Q − QPQ + K) = QPQ − K : Ran(Q) → Ran(Q) is invertible. Thus
QPQ − K is (Q ⋅ Q)-Fredholm, and item (iv) of Theorem 11.2.3 implies that QPQ is (Q ⋅ Q)-
Fredholm. Thus inf(PKer(QPQ),Q) is T-finite and as Ker(PQ) ⊂ Ker(QPQ) this implies that
inf(QKer((QP)∗),Q) = inf(PKer(PQ),Q) ≤ inf(PKer(QPQ),Q) is T-finite. Exchanging the roles of
P and Q implies that also T(inf(PKer(QP), P)) is finite. Moreover, Ran(QPQ) ⊂ Ran(QP)
and because QPQ is (Q ⋅ Q)-Fredholm there is a T-finite projection F ≤ Q such that
Ran(Q − F) ⊂ Ran(QPQ) ⊂ Ran(QP). This shows that QP is (Q ⋅ P)-Fredholm.



11.3 Semifinite Fredholm pairs of projections � 367

Conversely, assume that QP is (Q ⋅ P)-Fredholm. Then by Proposition 11.2.4 and item
(ii) of Theorem 11.2.3, QPQ is (Q ⋅Q)-Fredholm with vanishing index. Thus π(Q)π(P)π(Q)
is an invertible element of π(Q)Qπ(Q). Hence ϵπ(Q) < π(Q)π(P)π(Q) ≤ π(Q) for ϵ > 0
sufficiently small, and one concludes ‖π(Q)−π(Q)π(P)π(Q)‖ < 1. As (QP)∗ = PQ is (P ⋅Q)-
Fredholm, exchanging the roles of P and Q shows that ‖π(P) − π(P)π(Q)π(P)‖ < 1. As

(π(Q) − π(P))3 = (π(Q) − π(Q)π(P)π(Q)) − (π(P) − π(P)π(Q)π(P))

and as π(Q) − π(Q)π(P)π(Q) and π(P) − π(P)π(Q)π(P) are positive semidefinite,

−(π(P) − π(P)π(Q)π(P)) ≤ (π(Q) − π(P))3 ≤ π(Q) − π(Q)π(P)π(Q).

This shows that

󵄩󵄩󵄩󵄩(π(Q) − π(P))
3󵄩󵄩󵄩󵄩 ≤ max{

󵄩󵄩󵄩󵄩π(P) − π(P)π(Q)π(P)
󵄩󵄩󵄩󵄩,
󵄩󵄩󵄩󵄩π(Q) − π(Q)π(P)π(Q)

󵄩󵄩󵄩󵄩}

< 1

and, as π(Q) − π(P) is self-adjoint, one can conclude that

󵄩󵄩󵄩󵄩π(Q) − π(P)
󵄩󵄩󵄩󵄩 =
󵄩󵄩󵄩󵄩(π(Q) − π(P))

3󵄩󵄩󵄩󵄩
1
3 < 1.

Thus the claim is shown.

Moreover, a concatenation property similar to that for the index of Fredholm pairs
of orthogonal projections holds; compare with Proposition 5.3.15.

Proposition 11.3.3. Let P1, P2, P3 ∈ N be projections such that one has ‖π(P1 − P2)‖ <
1
2

and ‖π(P2 − P3)‖ <
1
2 . Then

T-Ind(P1, P3) = T-Ind(P1, P2) + T-Ind(P2, P3).

Proof. Let us first note that ‖π(P1 − P3)‖ ≤ ‖π(P1 − P2)‖ + ‖π(P2 − P3)‖ < 1. Therefore PiPj
is (Pi ⋅ Pj)-Fredholm for all i, j ∈ {1, 2, 3}. Then by item (ii) of Theorem 11.2.3,

T-Ind(P1, P2) + T-Ind(P2, P3) = T-Ind(P2 ⋅P1)(P2P1) + T-Ind(P3 ⋅P2)(P3P2)
= T-Ind(P3 ⋅P1)(P3P2P1).

As T-Ind(P3 ⋅P1)(P3P1) = −T-Ind(P1 ⋅P3)((P3P1)∗) by Proposition 11.2.4, one concludes, invok-
ing again Theorem 11.2.3(ii),

T-Ind(P1, P2) + T-Ind(P2, P3) − T-Ind(P1, P3)
= T-Ind(P3 ⋅P1)(P3P2P1) + T-Ind(P1 ⋅P3)((P3P1)∗)
= T-Ind(P3 ⋅P3)(P3P2P1(P3P1)∗)
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= T-Ind(P3 ⋅P3)(P3P2P1P3).
Therefore it is sufficient to show T-Ind(P3 ⋅P3)(P3P2P1P3) = 0. As

󵄩󵄩󵄩󵄩π(P3P2P1P3) − π(P3)
󵄩󵄩󵄩󵄩 ≤
󵄩󵄩󵄩󵄩π(P2P1) − π(P3)

󵄩󵄩󵄩󵄩
≤ 󵄩󵄩󵄩󵄩π(P2P1) − π(P2)

󵄩󵄩󵄩󵄩 +
󵄩󵄩󵄩󵄩π(P2) − π(P3)

󵄩󵄩󵄩󵄩
≤ 󵄩󵄩󵄩󵄩π(P1) − π(P2)

󵄩󵄩󵄩󵄩 +
󵄩󵄩󵄩󵄩π(P2) − π(P3)

󵄩󵄩󵄩󵄩 < 1,

there is a T-compact operator K ∈ P3KP3 such that

‖P3P2P1P3 + K − P3‖ < 1.

This implies that P3P2P1P3 + K − P3 + P3 : Ran(P3) → Ran(P3) is invertible and therefore
T-Ind(P3 ⋅P3)(P3P2P1P3) = T-Ind(P3 ⋅P3)(P3P2P1P3 + K) = 0.

As already mentioned above, most of the results of Chapter 5 directly transpose to
the semifinite context. Let us conclude this section by pointing out the most important
ones, leaving it to the interested reader to extend the list. Most proofs transpose directly
and are thus not spelled out here. First of all, one has the following generalization of
Proposition 5.2.7.

Proposition 11.3.4. Let t ∈ [0, 1] 󳨃→ P(t) ∈ N and t ∈ [0, 1] 󳨃→ Q(t) ∈ N be norm-
continuous paths of projections such that (P(t),Q(t)) is a semifinite Fredholm pair for
every t ∈ [0, 1]. Then t ∈ [0, 1] 󳨃→ T-Ind(P(t),Q(t)) is constant.

The proof is the same as the one of Proposition 5.2.7 and therefore omitted. The
arguments leading to Proposition 5.2.10 and Theorem 5.2.11 transpose to the semifinite
setting and one gets the following result. Let us note that there are further (slight) gen-
eralizations of these results in [56].

Proposition 11.3.5. Let P,Q ∈ N be projections and n ∈ ℕ such that

(P − PQP)n and (Q − QPQ)n

are T-finite. Then (P,Q) is a semifinite Fredholm pair in (N,T) and, for all m ≥ n, one has

T-Ind(P,Q) = T((P − PQP)m) − T((Q − QPQ)m).

Proposition 11.3.6. Let (P,Q) be a semifinite Fredholm pair of projections in N. If then
(P − Q)2n+1 ∈ N is T-finite for some integer n ≥ 0, then for all k ≥ n,

T-Ind(P,Q) = T((P − Q)2k+1).
Proposition 5.3.1 generalizes in the sense that projections P,Q ∈ N form a semifinite

Fredholm pair (P,Q) if and only if
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PQP + 1 − P and QPQ + 1 − Q

are T-Fredholm operators. Then

T-Ind(P,Q) = T(PKer(PQP+1−P)) − T(PKer(QPQ+1−Q)).
For the following generalization of Theorem 5.3.8, we provided a simpler proof.

Theorem 11.3.7. Two projections P,Q ∈ N form a semifinite Fredholm pair if and only if

P − Q − 1 and P − Q + 1

are T-Fredholm. Then

T-Ind(P,Q) = T(PKer(P−Q−1)) − T(PKer(P−Q+1)).
Proof. ByProposition 11.3.2, (P,Q) is a semifinite Fredholmpair if and only if ‖π(P−Q)‖ <
1. Then π(P − Q − 1) and π(P − Q + 1) are invertible with inverse given by a Neumann
series. Therefore P − Q − 1 and P − Q + 1 are T-Fredholm by item (ii) of Theorem 11.1.6.
Conversely, assume that P − Q − 1 and P − Q + 1 are T-Fredholm. Then π(P − Q − 1) and
π(P−Q+1) are invertible and therefore spec(π(P−Q)) ⊂ (−1, 1). Then the spectral radius
theorem in the C∗-algebra Q implies ‖π(P − Q)‖ < 1.

For the computation of the index, let us note that, because the kernel of a sum of
two nonnegative operators is given by the intersection of their kernels,

Ker(P − Q − 1) = Ker(Q + (1 − P))
= Ker(Q) ∩ Ker(1 − P)
= Ker(Q) ∩ Ran(P).

Similarly, Ker(P − Q + 1) = Ker(P) ∩ Ran(Q). Comparing this to (11.17) implies the last
claim.

Proposition 5.3.19 transposes as follows to the semifinite setting:

Proposition 11.3.8. Let (P,Q) be a pair of orthogonal projections in N satisfying the
bound ‖P − Q‖ < 1. Then there exists a path t ∈ [0, 1] 󳨃→ Pt of orthogonal projections
connecting P0 = P with P1 = Q such that (P, Pt) is a semifinite Fredholm pair for all
t ∈ [0, 1].

As the proof is the same as that leading to Proposition 5.3.19, it is not spelled out
again. Then the argument leading to Proposition 5.3.18 shows the following:

Proposition 11.3.9. Let (P,Q) be a semifinite Fredholm pair of projections in N. Then
there exists a path t ∈ [0, 1] 󳨃→ Q(t) of orthogonal projections such that (P,Q(t)) is a
semifinite Fredholmpair for all t ∈ [0, 1]withQ(1) = Qand such that P−Q(0) isT-compact.
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In view of the last two propositions, one may expect that also a generalization of
Proposition 5.3.23 holds in the semifinite setting. This is, however, not true as the follow-
ing example shows.

Example 11.3.10. This example shows that the set of semifinite Fredholm pairs with
vanishing index is, in general, not connected. Let N = L∞(ℝ) and T be the Lebesgue
integral. Set

P(x) = {
1, x ≤ 0,
0, x > 0,

and

P′(x) = {0, x ≤ 0,
1, x > 0.

Then, clearly, P, P′ ∈ N are projections and (P, P) and (P′, P′) are Fredholm pairs with
vanishing semifinite indices. As N is commutative and therefore ‖P − Q‖ = 1 for all
projections Q ∈ N with Q ̸= P, there is no norm-continuous path of projections in N

connecting P to P′. Thus there is no continuous path of Fredholm pairs of projections
connecting (P, P) and (P′, P′). ⬦

11.4 Definition and basic properties of the spectral flow

Denote by 𝔽sa(N,T) ⊂ N the space of self-adjoint T-Fredholm operators in N. Then let
t ∈ [0, 1] 󳨃→ Ht ∈ 𝔽sa(N,T) be a norm-continuous path. Hence π(Ht) is invertible inQ for
all t ∈ [0, 1]. Thus the path t ∈ [0, 1] 󳨃→ χ(π(Ht) ≥ 0) is norm-continuous in Q. Therefore
there is a partition 0 = t0 < t1 < ⋅ ⋅ ⋅ < tM = 1 such that form ∈ {1, . . . ,M},

󵄩󵄩󵄩󵄩χ(π(Ht) ≥ 0) − χ(π(Ht′ ) ≥ 0)
󵄩󵄩󵄩󵄩 <

1
2

for all t, t′ ∈ [tm−1, tm]. (11.18)

It is now natural to consider the associated projections Pt = χ(Ht ≥ 0) and interpret the
bound in (11.18) as a Fredholm property in the sense of Proposition 11.3.2. This is possible
due to the following technical fact.

Lemma 11.4.1. For a self-adjoint operator H = H∗ ∈ N such that π(H) is invertible, one
has π(χ(H ≥ 0)) = χ(π(H ≥ 0)).

Proof. First recall that von Neumann algebras are invariant under measurable func-
tional calculus so that χ(H ≥ 0) ∈ N. As π(H) is invertible, χ(π(H) ≥ 0) is a well-defined
element of the C∗-algebra Q and there is an ϵ > 0 such that [−ϵ, ϵ] ∩ spec(π(H)) = 0. Let
f1, f2 : ℝ → ℝ be defined as follows:



11.4 Definition and basic properties of the spectral flow � 371

f1(x) =
{{{
{{{
{

0, for x ≤ 0,
1
ϵx, for x ∈ (0, ϵ),
1, for x ≥ ϵ,

f2(x) =
{{{
{{{
{

0, for x ≤ −ϵ,
1 + 1

ϵx, for x ∈ (−ϵ, 0),
1, for x ≥ 0.

As f1 ≤ χ[0,∞) ≤ f2 on ℝ and all three functions are equal on spec(π(H)),
χ(π(H ≥ 0)) = f1(π(H)) = π(f1(H)) ≤ π(χ(H ≥ 0))

≤ π(f2(H)) = f2(π(H)) = χ(π(H ≥ 0)),

and therefore π(χ(H ≥ 0)) = χ(π(H ≥ 0)).

Now the definition of the semifinite spectral flow is a generalization that uses the
formulation of the spectral flow in terms of a sum of indices of Fredholm pairs as given
in Proposition 5.8.2. Let us stress that this approach uses infinite-dimensional projec-
tions and does not proceed as the definition of the spectral flow in Section 4.1 where
merely compact (and hence finite-dimensional) projections are used. Actually, it is not
clear whether it is in general possible to give a formulation of the semifinite spectral
flow in terms of T-compact projections. In the following definition, we again include the
boundary terms so that the definition slightly deviates from [148, 26, 110]. As before, this
assures that the semifinite spectral flow is antisymmetric under sign change.

Definition 11.4.2. Let t ∈ [0, 1] 󳨃→ Ht be a norm-continuous path in 𝔽sa(N,T) and fur-
thermore let 0 = t0 < t1 < ⋅ ⋅ ⋅ < tM = 1 be a partition such that (11.18) holds. Set-
ting Pm = Ptm = χ(Htm ≥ 0) for m = 0, . . . ,M , the semifinite spectral flow of the path
t ∈ [0, 1] 󳨃→ Ht is defined as the real number

Sf(t ∈ [0, 1] 󳨃→ Ht) =
1
2
T(PKer(H0)) + M

∑
m=1T-Ind(Pm, Pm−1) − 12T(PKer(H1)).

Let us note that T-Ind(Pm, Pm−1) is indeed well defined by Proposition 11.3.2 and the
above lemma. As in Chapter 4, the first task is prove that the semifinite spectral flow is
well defined.

Proposition 11.4.3. Let t ∈ [0, 1] 󳨃→ Ht be norm-continuous paths in 𝔽sa(N,T). The defi-
nition of the spectral flow Sf(t ∈ [0, 1] 󳨃→ Ht) is independent of the choice of the partition
satisfying (11.18).

Proof. As the boundary terms in Definition 11.4.2 are independent of the choice of the
partition, they can and will be neglected in the remainder of the argument. Now let
0 = t0 < t1 < ⋅ ⋅ ⋅ < tM = 1 be a partition such that ‖χ(π(Ht) ≥ 0) − χ(π(Ht′ ) ≥ 0)‖ <

1
2 for

all m ∈ {1, . . . ,M} and for all t, t′ ∈ [tm−1, tm] and let 0 = s0 < s1 < ⋅ ⋅ ⋅ < sM+1 = 1 be a
second partition such that there is anm ∈ {1, . . . ,M} such that si = ti for i ∈ {0, . . . ,m−1},
sm = t∗, and si = ti−1 for i ∈ {m + 1, . . . ,M + 1}. Then



372 � 11 Spectral flow in semifinite von Neumann algebras

M+1
∑
j=1 T-Ind(Psj , Psj−1 ) = m−1∑j=1 T-Ind(Psj , Psj−1 ) + T-Ind(Psm , Psm−1 )

+ T-Ind(Psm+1 , Psm ) +
M+1
∑

j=m+2T-Ind(Psj , Psj−1 )
=

m−1
∑
i=1 T-Ind(Pti , Pti−1 ) + T-Ind(Pt∗ , Ptm−1 )
+ T-Ind(Ptm , Pt∗ ) +

M
∑

i=m+1T-Ind(Pti , Pti−1 ).
As ‖π(Ptm−1 ) − π(Pt∗ )‖ <

1
2 and ‖π(Pt∗ ) − π(Ptm )‖ <

1
2 , one has, by Proposition 11.3.3,

T-Ind(Pt∗ , Ptm−1 ) + T-Ind(Ptm , Pt∗ ) = T-Ind(Ptm , Ptm−1 ).

Therefore

M+1
∑
j=1 T-Ind(Psj , Psj−1 ) = M

∑
i=1 T-Ind(Pti , Pti−1 ).

Iterating this procedure shows that the definition of the spectral flow is independent of
the choice of the partition.

Example 11.4.4. This example provides an example of nontrivial semifinite spectral
flow. LetN = L∞(ℝ) and T be the Lebesgue integral. Set

H0(x) =
{{{
{{{
{

−1, x ≤ −1,
x, x ∈ [−1, 1],
1, x ≥ 1.

For any s > 0, t > 0, and x ∈ ℝ, set

Ht(r) = H0(x + ts).

Then t ∈ [0, 1] 󳨃→ Ht is a norm-continuous path of self-adjoint elements fromN = L∞(ℝ).
Moreover, χ(Ht ≥ 0) = χ[−ts,∞) is a projection that is not finite. However, the pair of pro-
jections (χ(Ht ≥ 0), χ(H0 ≥ 0)) = (χ[−ts,∞), χ[0,∞)) is T-Fredholm because the difference
is a finite projection χ[−ts,0) with T(χ[−ts,0)) = ts. Therefore

Sf(t ∈ [0, 1] 󳨃→ Ht) = T-Ind(χ(H1 ≥ 0), χ(H0 ≥ 0)) = s.

Note that π(Ht) is constant and has spectrum {−1, 1} in this example, while spec(Ht) =
[−1, 1] for all t. However, the spectrum of Ht in (−1, 1) is continuous and thin. It moves
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through 0 and this flow of continuous spectrum is measured by the semifinite spectral
flow. ⬦

Next let us state and prove themain properties of the spectral flow. This generalizes
the most important results of Section 4.2.

Theorem 11.4.5. Let t ∈ [0, 1] 󳨃→ Ht ∈ 𝔽sa(N,T) be a continuous path.
(i) If t ∈ [0, 1] 󳨃→ χ(Ht ≥ 0) is norm-continuous, then

Sf(t ∈ [0, 1] 󳨃→ Ht) =
1
2
T(PKer(H0)) − 12T(PKer(H1)).

(ii) If t ∈ [0, 1] 󳨃→ Ht and t ∈ [0, 1] 󳨃→ H′t ∈ 𝔽sa(N,T) have the same endpoints and are
connected by a norm-continuous homotopy within 𝔽sa(N,T), then

Sf(t ∈ [0, 1] 󳨃→ Ht) = Sf(t ∈ [0, 1] 󳨃→ H′t ).
(iii) The spectral flow has a concatenation property, namely if t ∈ [1, 2] 󳨃→ Ht ∈ 𝔽sa(N,T)

is a second continuous path, composable to the first one in the sense that the endpoint
of the first path is the initial point of the second path, then

Sf(t ∈ [0, 2] 󳨃→ Ht) = Sf(t ∈ [0, 1] 󳨃→ Ht) + Sf(t ∈ [1, 2] 󳨃→ Ht).

Proof. (i) As t ∈ [0, 1] 󳨃→ χ(Ht ≥ 0) is norm-continuous and [0, 1] is compact, there is
δ > 0 such that ‖χ(Ht ≥ 0) − χ(Ht′ ≥ 0)‖ < 1 for t, t

′ ∈ [0, 1] such that |t − t′| < δ.
Then χ(Ht ≥ 0)χ(Ht′ ≥ 0) : Ran(χ(Ht′ ≥ 0)) → Ran(χ(Ht ≥ 0)) is invertible, thus
T-Ind(χ(Ht′ ≥ 0), χ(Ht ≥ 0)) = 0. Choosing a partition 0 = t0 < t1 < ⋅ ⋅ ⋅ < tM = 1 such
that ‖χ(π(Ht ≥ 0)) − χ(π(Ht′ ≥ 0))‖ <

1
2 for m ∈ {1, . . . ,M} and t, t

′ ∈ [tm−1, tm] and such
that |tm−1 − tm| < δ for all m ∈ {1, . . . ,M} shows the first claim. The proofs of item (ii) is
essentially identical to the proofs of Theorem 4.2.2 and therefore not spelled out again.
Item (ii) directly follows from Definition 11.4.2.

Thenext result concerns natural additivity properties of the semifinite spectral flow.

Theorem 11.4.6. Let P ∈ N ⊂ 𝔹(H) be a projection and further let t ∈ [0, 1] 󳨃→ Ht ∈ N
and t ∈ [0, 1] 󳨃→ H′t ∈ N be two paths such that one has PHtP = Ht ∈ 𝔽sa(PN,T) and
(1 − P)H′t (1 − P) = H′t ∈ 𝔽sa((1 − P)N,T) for all t ∈ [0, 1]. Then

Sf(t ∈ [0, 1] 󳨃→ Ht ⊕ H
′
t ) = Sf(t ∈ [0, 1] 󳨃→ Ht) + Sf(t ∈ [0, 1] 󳨃→ H′t ),

where ⊕ is in the grading ofH = PH ⊕ (1 − P)H. The same equality holds for the direct
sum t ∈ [0, 1] 󳨃→ Ht ⊕H

′
t ∈ 𝔽sa(N ⊕ Ñ,T ⊕ T̃) of two paths t ∈ [0, 1] 󳨃→ Ht ∈ 𝔽sa(N,T) and

t ∈ [0, 1] 󳨃→ H′t ∈ 𝔽sa(Ñ, T̃).
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Proof. It is sufficient so show

T-Ind(χ((Htm ⊕ H
′
tm) ≥ 0), χ((Htm−1 ⊕ H

′
tm−1) ≥ 0))

= T-Ind(χ(Htm ≥ 0), χ(Htm−1 ≥ 0)) + T-Ind(χ(H
′
tm ≥ 0), χ(H

′
tm−1 ≥ 0))

for all tm, tm−1 ∈ [0, 1]. Let us note that
χ((Hs ⊕ H

′
s) ≥ 0) = inf(χ(Hs ≥ 0), P) + inf(χ(H

′
s ≥ 0), 1 − P)

for all s ∈ [0, 1]. Therefore

T(inf(1 − χ((Htm−1 ⊕ H
′
tm−1) ≥ 0), χ((Htm ⊕ H

′
tm) ≥ 0)))

= T(inf(1 − (inf(χ(Htm−1 ≥ 0), P) + inf(χ(H
′
tm−1 ≥ 0), 1 − P)),

inf(χ(Htm ≥ 0), P) + inf(χ(H
′
tm ≥ 0), 1 − P)))

= T(inf(P − inf(χ(Htm−1 ≥ 0), P) + (1 − P) − inf(χ(H
′
tm−1 ≥ 0), 1 − P),

inf(χ(Htm ≥ 0), P) + inf(χ(H
′
tm ≥ 0), 1 − P)))

= T(inf(P − inf(χ(Htm−1 ≥ 0), P), inf(χ(Htm ≥ 0), P)))

+ T(inf((1 − P) − inf(χ(H′tm−1 ≥ 0), 1 − P), inf(χ(H′tm ≥ 0), 1 − P)))
= T(inf(1 − χ(Htm−1 ≥ 0), χ(Htm ≥ 0)))

+ T(inf(1 − χ(H′tm−1 ≥ 0), χ(H′tm ≥ 0))),
where the last step follows as 1−P ≤ χ(Htm−1 ≥ 0) and P ≤ χ(H

′
tm−1 ≥ 0). Analogously, one

has

T(inf(1 − χ((Htm ⊕ H
′
tm) ≥ 0), χ((Htm−1 ⊕ H

′
tm−1) ≥ 0)))

= T(inf(1 − χ(Htm ≥ 0), χ(Htm−1 ≥ 0)))
+ T(inf(1 − χ(H′tm ≥ 0), χ(H′tm−1 ≥ 0))).

Thus by (11.17),

T-Ind(χ((Htm ⊕ H
′
tm) ≥ 0), χ((Htm−1 ⊕ H

′
tm−1) ≥ 0))

= T(inf(1 − χ((Htm ⊕ H
′
tm) ≥ 0), χ((Htm−1 ⊕ H

′
tm−1) ≥ 0)))

− T(inf(1 − χ((Htm−1 ⊕ H
′
tm−1) ≥ 0), χ((Htm ⊕ H

′
tm) ≥ 0)))

= T(inf(1 − χ(Htm ≥ 0), χ(Htm−1 ≥ 0)))

+ T(inf(1 − χ(H′tm ≥ 0), χ(H′tm−1 ≥ 0)))
− T(inf(1 − χ(Htm−1 ≥ 0), χ(Htm ≥ 0)))

− T(inf(1 − χ(H′tm−1 ≥ 0), χ(H′tm ≥ 0)))
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= T-Ind(χ(Htm ≥ 0), χ(Htm−1 ≥ 0)) + T-Ind(χ(H
′
tm ≥ 0), χ(H

′
tm−1 ≥ 0)),

implying the first claim. The second follows in the same way.

The attentive reader may note that this and the following sections do not contain
information about a semifinite spectral flow for essentially T-gapped unitaries, namely
for paths t ∈ [0, 1] 󳨃→ Ut ∈ N such that −1 ̸∈ spec(π(Ut)). Indeed, a general definition of
spectral flow for such paths does not seem to be available in the literature. The reason is
that there is no index formulation for the spectral flow of essentially gapped unitaries,
similar to Proposition 5.8.2. Under supplementary hypothesis, however, one can define
a semifinite spectral flow for essentially T-gapped unitaries. For instance, if the path has
a gap, say at 1 throughout, one can readily adapt Definition 11.4.2. Furthermore, if the
path is closed and differentiable with a derivative that is T-trace class, one can use for-
mulas as those in Proposition 4.5.10 as a definition. A density argument then also allows
extending the definition to continuous closed paths. This is carried out in [197]. Based on
this, it is subsequently possible (however, no further details are provided here) to define
a semifinite Bott–Maslov and Conley–Zehnder indices for closed paths by transposing
the formalism of Chapter 9.

11.5 Index formulas for semifinite spectral flow

This section generalizes some of the index formulas for the spectral flow to the semifi-
nite setting. Such results go back to the work of Phillips [148]. A KK -theoretic proof is
given in [110]. Let us begin with a generalization of Theorem 5.7.3. The index pairing of
a projection P ∈ N with a unitary F ∈ N having a T-compact commutator [P, F] ∈ K is
given by the T-Fredholm operator

T = PFP + 1 − P (11.19)

and its index T-Ind(T).

Theorem 11.5.1. Let t ∈ [0, 1] 󳨃→ Ht ∈ N be a norm-continuous path of self-adjoint oper-
ators with invertible endpoints H0 and H1 such that Ht −H0 is T-compact for all t ∈ [0, 1]
and H1 = F

∗H0F for a unitary F ∈ N. If P = χ(H0 ≤ 0), then PFP + 1 − P is T-Fredholm, or
equivalently PFP is (P ⋅ P)-Fredholm, with index

T-Ind(PFP + 1 − P) = T-Ind(P⋅P)(PFP) = Sf(t ∈ [0, 1] 󳨃→ Ht).

In particular, one has, for the linear path connecting 1 − 2P and F∗(1 − 2P)F,
T-Ind(PFP + 1 − P) = Sf(t ∈ [0, 1] 󳨃→ (1 − t)(1 − 2P) + tF∗(1 − 2P)F).
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Proof. First, H1 − H0 = F
∗H0F − H0 = F

∗[H0, F] ∈ K is T-compact by assumption. Thus
[H0, F] = FF

∗[H0, F] ∈ K is T-compact. Therefore, e. g., the argument in the proof of
Proposition 5.3.17, also [P, F] is T-compact. As

(PFP + 1 − P)(PF∗P + 1 − P) = PFPF∗P + 1 − P = 1 + P[F , P]F∗P
and

(PF∗P + 1 − P)(PFP + 1 − P) = PF∗PFP + 1 − P = 1 + PF∗[P, F]P,
where P[F , P]F∗P and PF∗[P, F]P are T-compact, PFP + 1 − P is T-Fredholm by item (ii)
of Theorem 11.1.6. Analogously,

(PFP)(PF∗P) = P + P[F , P]F∗P, (PF∗P)(PFP) = P + PF∗[P, F]P
implies that PFP is (P ⋅ P)-Fredholm by item (i) of Theorem 11.2.3. Its index is

T-Ind(PFP + 1 − P) = T(PKer(PFP+1−P)) − T(PKer(PF∗P+1−P))
= T(inf(PKer(PFP), P)) − T(inf(PKer(PF∗P), P))
= T-Ind(P⋅P)(PFP).

To show that this index equals the spectral flow of the path t ∈ [0, 1] 󳨃→ Ht , let us first
note that t ∈ [0, 1] 󳨃→ π(Ht) is constant as Ht − H0 is T-compact for all t ∈ [0, 1] by
assumption. Therefore t ∈ [0, 1] 󳨃→ χ(π(Ht ≥ 0)) is constant and thus it is sufficient to
consider the trivial partition t0 = 0 ≤ t1 = 1 in the definition of the spectral flow. Then

Sf(t ∈ [0, 1] 󳨃→ Ht) = T-Ind(χ(H1 ≥ 0), χ(H0 ≥ 0))

= T(PRan(1−χ(H0≥0))∩Ran(χ(H1≥0))) − T(PRan(1−χ(H1≥0))∩Ran(χ(H0≥0))).
Using χ(H0 ≥ 0) = 1 − P as H0 is invertible and analogously χ(H1 ≥ 0) = 1 − F

∗PF , one
gets

Sf(t ∈ [0, 1] 󳨃→ Ht)

= T(PRan(1−χ(H0≥0))∩Ran(χ(H1≥0))) − T(PRan(1−χ(H1≥0))∩Ran(χ(H0≥0)))
= T(PRan(P)∩Ran(1−F∗PF)) − T(PRan(F∗PF)∩Ran(1−P))
= T(PRan(P)∩Ker(F∗PF)) − T(FPRan(F∗PF)∩Ran(1−P)F∗)
= T(PRan(P)∩Ker(PF)) − T(PRan(P)∩Ran(1−FPF∗))
= T(PKer(PFP+1−P)) − T(PKer(PF∗P+1−P))
= T-Ind(PFP + 1 − P),

concluding the argument.
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As to other generalization of formulas from Chapter 5, let us note that [56] contains
a semifinite version of Theorem 5.2.11. Let us here rather turn to a semifinite signature
as introduced in [170].

Definition 11.5.2. LetH ∈ N be self-adjointwith support projection supp(H) = χ(H ̸= 0)
that is T-finite. Then the T-signature of H is defined by

T-Sig(H) = T(sgn(H)), sgn(H) = χ(H > 0) − χ(H < 0).

Note that χ(H > 0) ≤ χ(H ̸= 0) and χ(H < 0) ≤ χ(H ̸= 0) are T-finite and therefore
the signature of H is a well-defined real number. The following generalizes Sylvester’s
law of inertia.

Proposition 11.5.3. Let H ∈ N be self-adjoint with a T-finite support projection. Further,
let A ∈ N be invertible. Then

T-Sig(A∗HA) = T-Sig(H).
Proof. Decomposing into positive and negative part H = H+ − H−, it is enough to prove
the statement for H ≥ 0. In that case, one has

T-Sig(H) = T(supp(H)), T-Sig(A∗HA) = T(supp(A∗HA)),
with the respective support projections. Let HA = V |HA| be the polar decomposition of
HA in the sense of von Neumann. Then

Ran(V ) = Ran(HA) = Ran(H), Ran(V∗) = Ran(A∗H) = Ran(A∗HA).
As H and A∗HA are self-adjoint, their support projections are given by supp(H) = VV∗
and supp(A∗HA) = V∗V . Hence the claim follows from T(VV∗) = T(V∗V ).

There is a connection of the spectral flow to the signature of the endpoints of the
considered path, generalizing the finite dimensional result stated in Proposition 1.1.1.

Proposition 11.5.4. Let t ∈ [0, 1] 󳨃→ Ht be a norm-continuous path of self-adjoints in
N such that the support projections satisfy supp(Ht) ≤ P for all t and a single T-finite
projection P ∈ N. Then t ∈ [0, 1] 󳨃→ H′t = PHtP + 1 − P is a norm-continuous path in
𝔽sa(N,T) and

Sf(t ∈ [0, 1] 󳨃→ H′t ) = 12 (T-Sig(H1) − T-Sig(H0)).

Proof. Since π(H′t ) = 1, H′t is Fredholm of all t ∈ [0, 1] by item (ii) of Theorem 11.1.6.
The norm-continuity of the path t ∈ [0, 1] 󳨃→ H′t is obvious. Because t ∈ [0, 1] 󳨃→ π(H′t ) is
constant, the two-point partition t0 = 0 ≤ t1 = 1 is sufficiently fine and hence the spectral
flow is given by
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Sf(t ∈ [0, 1] 󳨃→ H′t )
= T-Ind(χ(H′1 ≥ 0), χ(H′0 ≥ 0)) + 12 (T(PKer(PH0P+1−P)) − T(PKer(PH1P+1−P)))
= T-Ind(χ(H′1 ≥ 0), χ(H′0 ≥ 0)) + 12 (T(PPKer(H0)) − T(PPKer(H1))),

because PPKer(Ht) = PKer(PHtP+1−P). Since P and Ht commute for all t ∈ [0, 1], one has

χ(H′t ≥ 0) = χ(PHtP ⊕ (1 − P) ≥ 0) = Pχ(Ht ≥ 0)P ⊕ (1 − P),

and hence

T(PRan(1−χ(H′0≥0))∩Ran(χ(H′1≥0))) = T(PRan(P(1−χ(H0≥0))P)∩Ran(Pχ(H1≥0)P))
= T(PRan(P−Pχ(H0≥0))∩Ran(χ(H1≥0)))
= T(Pχ(H1 ≥ 0)) − T(P inf(χ(H0 ≥ 0), χ(H1 ≥ 0))).

Switching 0 and 1 and taking the difference leads to

Sf(t ∈ [0, 1] 󳨃→ H′t )
= T(Pχ(H1 ≥ 0) − Pχ(H0 ≥ 0)) +

1
2
(T(PPKer(H0)) − T(PPKer(H1))).

Finally, noting that Pχ(Ht ≥ 0) = χ(Ht > 0) + PPKer(Ht) and thus
T(PPKer(Ht)) + T(χ(Ht > 0)) = T(Pχ(Ht ≥ 0)) = T(P) − T(χ(Ht < 0)),

one obtains

2 Sf(t ∈ [0, 1] 󳨃→ H′t ) = T(χ(H1 > 0)) + T(P) − T(χ(H1 < 0))
− (T(χ(H0 > 0)) + T(P) − T(χ(H0 < 0)))
= T-Sig(H1) − T-Sig(H0).

Dividing this by 2 implies the claim.

The signature also has an additional invariance property that is somewhat incon-
venient to express in terms of the spectral flow:

Proposition 11.5.5. If t ∈ [0, 1] 󳨃→ Ht ∈ N is a norm-continuous path of self-adjoints all of
which have T-finite support projections and such that for every t ∈ [0, 1] there is an open
interval (−δ, δ) around 0 such that (−δ, δ) ∩ spec(Ht) ⊂ {0}, then for all t, t

′ ∈ [0, 1],
T-Sig(Ht) = T-Sig(Ht′ ).

Proof. As [0, 1] is compact, the spectra spec(Ht) \ {0} have a common gap (−δ, δ) and
hence one can choose continuous functions f , g : ℝ → ℝ such that
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χ(Ht > 0) = f (Ht), χ(Ht < 0) = g(Ht), ∀t ∈ [0, 1].

Therefore the paths t 󳨃→ χ(Ht > 0) and t 󳨃→ χ(Ht < 0) are actually norm-continuous
paths of projections. Since projections that are close in norm are unitarily equivalent by
Lemma 8.3.3, this implies that the signature is constant along the path.

11.6 Semifinite spectral localizer

In this section the results from Chapter 10 are generalized to T-Fredholm operators. If
the index pairing (11.19) results from a pairing between a K -theory class and a semifi-
nite spectral triple (also called an unbounded semifinite Fredholm module), it can be
computed in terms of the spectral localizer, as shown in [170]. Other than in [170], we
here suppose that the Dirac operator of the spectral triple has T-compact resolvent. Us-
ing techniques of [51, 50], one can also deal with the so-called nonunital case where the
resolvent is only relatively compact.

As in Chapter 10, odd and even pairings have to be distinguished. Let us begin with
odd index pairings and their spectral localizer. Suppose given an invertible operator
A ∈ N. Associated with A is its unitary phase U = A|A|−1, as well as

H = ( 0 A
A∗ 0
) . (11.20)

Then H is an element of the von Neumann algebra N ⊗ ℂ2×2 and T ⊗ Tr is a semifinite
faithful normal trace on N ⊗ ℂ2×2 (e. g., Proposition V.2.14 in [189]). The self-adjoint and
invertible Dirac operator is supposed to be of the form

Dod = (D0 0
0 −D0

) ,

and to have a T ⊗Tr-compact resolvent. By proceeding as in Remark 10.1.2, one sees that
it is no restriction to assume the invertibility of the Dirac operator. Furthermore, it will
be assumed as in Definition 10.1.7 that A leaves the domain D(D0) of D0 invariant and
that the (densely defined) commutator [A,D0] extends to a bounded operator. Moreover,
it is assumed that D0 is affiliated to N or equivalently that Dod is affiliated to N ⊗ ℂ2×2
in the sense that it commutes with every unitary in (N ⊗ ℂ2×2)′. All these conditions
together imply that Dod specifies an unbounded semifinite spectral triple of the algebra
generated by A in the sense of [51, 53, 54].

Then for E = χ(D0 ≥ 0), one can check as in Theorem 10.1.4 that the commutator
[E,U] is T-compact. Hence

T = EUE + 1 − E (11.21)
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is a T-Fredholm operator. The odd spectral localizer is defined as the operator

Lodκ = (
κD0 A
A∗ −κD0) , (11.22)

acting onH ⊕H where κ > 0 is a tuning parameter. Let us set

Hρ = Ran(χ(|D0| ≤ ρ)), (H ⊕H)ρ = Ran(χ(|D
od| ≤ ρ)),

for ρ > 0. Let πρ = PHρ
: H → H denote the projection ontoHρ. By abuse of notation,

the projection P(H⊕H)ρ : H ⊕H → H ⊕H is also denoted by πρ : H ⊕H → H ⊕H. As
Dod has T ⊗ Tr-compact resolvent, each πρ is T ⊗ Tr-finite or T-finite, respectively. For
any operator B ∈ 𝔹(H) or B ∈ 𝔹(H⊕H), set Bρ = πρBπρ. With these notations, the finite
volume odd spectral localizer onHρ ⊕Hρ is defined by

Lodκ,ρ = (κD0,ρ Aρ
A∗ρ −κD0,ρ) .

Theorem 11.6.1. Let g = ‖A−1‖−1 be the gap of the invertible operator A. Suppose that
κ ≤ g3

12‖A‖‖[D0,A]‖
,

2g
κ
< ρ. (11.23)

Then Lodκ,ρ satisfies the bound (Lodκ,ρ)2 ≥ g2
4 πρ. In particular, L

od
κ,ρ + 1 − πρ is invertible. As

supp(Lodκ,ρ) ≤ πρ and πρ isT⊗Tr-finite, it has awell-definedT⊗Tr-signatureT⊗Tr-Sig(Lodκ,ρ).
This signature is independent of κ and ρ satisfying (11.23), and

T-Ind(EUE + 1 − E) = 1
2
T ⊗ Tr -Sig(Lodκ,ρ). (11.24)

The proof of Theorem 11.6.1 is essentially identical to that of Theorem 10.4.1. More-
over, the necessarymodifications are very similar to thosemade in the proof of themain
result in the even case (Theorem 11.6.2 below). Therefore the proof is not spelled out. Full
details are provided in [170].

Let us next describe the semifinite spectral localizer in the even case. Let us consider
an invertible operatorH = H∗ ∈ N. The self-adjoint, invertible, even Dirac operator Dev
is again assumed to be affiliated toN. Moreover, there is a symmetry Γ ∈ N such thatDev

anticommutes with Γ and H commutes with Γ. Without loss of generality, it is assumed
that Γ is of the form Γ = diag(1, −1). In this basis, the even Dirac operator is of the form

Dev = ( 0 D∗0
D0 0

) .

It is supposed that Dev has a T-compact resolvent,H leaves the domain of Dev invariant,
and the commutator [Dev,H] extends to a bounded operator. Moreover,H is of the form
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H = (H+ 0
0 H−) .

Furthermore, it is supposed that with respect to the grading induced by Γ,N ⊂ 𝔹(H⊕H)
is of the formN′⊗ℂ2×2 for some vonNeumann algebra Ñ ⊂ 𝔹(H) for someHilbert space
H and T is of the form T = T′ ⊗Tr for some semifinite faithful normal trace T′ on Ñ. Let
F = D0|D0|

−1 ∈ N′ denote the unitary phase of D0. Then
[H ,Dev󵄨󵄨󵄨󵄨D

ev󵄨󵄨󵄨󵄨
−1
] = (

0 H+F∗ − F∗H−
H−F − FH+ 0

)

is T-compact, again by following the proof of Theorem 10.1.4. Therefore H+F∗ − F∗H−
and H−F − FH+ are T′-compact. Thus setting P± = χ(H± ≤ 0), the operator P−FP+ is
(P− ⋅ P+)-Fredholm with index

T-Ind(P− ⋅P+)(P−FP+) = T′(PKer(P−FP+)∩Ran(P+)) − T′(PKer(P+F∗P−)∩Ran(P−))
= T′(PKer(P−F)∩Ran(P+)) − T′(PKer(P+F∗)∩Ran(P−))
= T′(PKer(F∗P−F)∩Ran(P+)) − T′(PKer(FP+F∗)∩Ran(P−))
= T′(PKer(P−)∩Ran(FP+F∗)) − T′(PRan(1−FP+F∗)∩Ran(P−))
= T′(PRan(1−P−)∩Ran(FP+F∗)) − T′(PRan(1−FP+F∗)∩Ran(P−))
= T′-Ind(FP+F∗, P−)
= Sf(F(1 − 2P+)F∗, 1 − 2P−)
= Sf(FH+F∗,H−).

The even spectral localizer is defined as the operator

Levκ = (
−H+ κD∗0
κD0 H− ) , (11.25)

that is affiliated to N where κ > 0 is a tuning parameter. To construct finite-volume
restrictions of the spectral localizer, let us now set (H ⊕H)ρ = Ran(χ(|D

ev| ≤ ρ)) for a
radius ρ > 0. Let πρ = P(H⊕H)ρ : H ⊕H → H ⊕H denote the projection onto (H ⊕H)ρ.
As Dev has T-compact resolvent, each πρ is T-finite. For any operator B ∈ 𝔹(H ⊕H), set
Bρ = πρBπρ. With these notations, the finite-volume even spectral localizer is defined by

Levκ,ρ = (−H+ κD∗0
κD0 H− )ρ .

Theorem 11.6.2. Let g = ‖H−1‖−1 be the gap of the invertible self-adjoint operator H.
Suppose that
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κ ≤ g3

12‖H‖‖[D,H]‖
,

2g
κ
< ρ. (11.26)

Then (Levκ,ρ)2 ≥ g2
4 πρ. In particular, L

ev
κ,ρ + 1 − πρ is invertible. As supp(Levκ,ρ) ≤ πρ is T-finite,

it has a well-defined T-signature T-Sig(Levκ,ρ) which is independent of κ and ρ satisfying
(11.26), and

T
′-Ind(P− ⋅P+)(P−FP+) = 12T-Sig(Levκ,ρ).

Proof. Even though similar to the proof of Theorem 10.3.1, most arguments are given in
detail. Again one starts out by showing that the T-signature of Levκ,ρ is independent of κ
and ρ satisfying (11.26). The proof will use an even and differentiable tapering function
Gρ : ℝ → [0, 1] with three properties:
(i) Gρ(x) = 1 for |x| ≤

ρ
2 ;

(ii) Gρ(x) = 0 for |x| ≥ ρ;
(iii) The Fourier transform Ĝ′ρ : ℝ → ℝ, Ĝ′ρ(p) = 1

2π ∫
∞−∞ e−𝚤pxG′ρ(x)dx of the derivative

G′ρ has an L1-norm bounded by 8
ρ .

This function is constructed in the proof of Theorem 10.3.1, and, by the argument given
there, one now has

󵄩󵄩󵄩󵄩[Gρ(D),H]
󵄩󵄩󵄩󵄩 ≤

8
ρ
󵄩󵄩󵄩󵄩[D,H]
󵄩󵄩󵄩󵄩, (11.27)

where D = Dev. To connect radii ρ and ρ′ ≥ ρ, let us consider the operator
Lκ,ρ,ρ′ (λ) = κπρ′Dπρ′ + πρ′Gλ,ρ((−H+) ⊕ H−)Gλ,ρπρ′ ,

where 0 ≤ λ ≤ 1 and

Gλ,ρ = (1 − λ)πρ′ + λGρ(D).
Also (11.26) is supposed to hold for the pair κ, ρ and thus also for the pair κ, ρ′. Notice
that Lκ,ρ,ρ′ (0) = Levκ,ρ′ . The first goal is to show that Lκ,ρ,ρ′ (λ) is invertible for all λ ∈ [0, 1]
and that its square is bounded from below by g2

4 πρ′ when λ = 0. The square of Lκ,ρ,ρ′ (λ)
is

Lκ,ρ,ρ′ (λ)2 = κ2πρ′D2πρ′ + (πρ′Gλ,ρ((−H+) ⊕ H−)Gλ,ρπρ′)2
− κπρ′Gλ,ρ[D,H]ΓGλ,ρπρ′ ,

where Dπρ′ = πρ′Dwas used and Γ = diag(1, −1). The second summand is bounded from
below as follows:
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(πρ′Gλ,ρ((−H+) ⊕ H−)Gλ,ρπρ′)2
= πρ′Gλ,ρHG2λ,ρHGλ,ρπρ′
≥ πρ′Gλ,ρHGρ(D)2HGλ,ρπρ′
= πρ′Gλ,ρGρ(D)H2Gρ(D)Gλ,ρπρ′
+ πρ′Gλ,ρ[Gρ(D)H , [Gρ(D),H]]Gλ,ρπρ′
≥ g2πρ′G

2
λ,ρGρ(D)2πρ′ + πρ′Gλ,ρ[Gρ(D)H , [Gρ(D),H]]Gλ,ρπρ′

≥ g2πρ′Gρ(D)
4πρ′ + πρ′Gλ,ρ[Gρ(D)H , [Gρ(D),H]]Gλ,ρπρ′ ,

where the first step holds because [Gλ,ρ, Γ] = 0 and (H ⊕ H) ⊖ (H ⊕ H)ρ′ ⊂ Ker(Gλ,ρ),
the first, as well as the last, inequality follows from Gρ(D)

2 ≤ G2λ,ρ. For the special case of
λ = 0, one has G0,ρ = πρ′ and therefore a better estimate

(πρ′G0,ρ((−H+) ⊕ H−)G0,ρπρ′)2
≥ g2πρ′Gρ(D)

2πρ′ + πρ′[Gρ(D)H , [Gρ(D),H]]πρ′ .

Furthermore, by spectral calculus of D, one has the bound

κ2πρ′D
2πρ′ ≥ g

2πρ′(1 − Gρ(D)
2)πρ′ ,

because the bound holds for spectral parameters in [ 12ρ, ρ
′] due to (11.26) where it was

used that 1 − Gρ(D)
2 ≤ 1 holds, while it holds trivially on [0, 12ρ]. Since

1 − Gρ(D)
2 + Gρ(D)

4 ≥
3
4
1,

it thus follows that

Lκ,ρ,ρ′ (λ)2 ≥ 34g2πρ′ + πρ′Gλ,ρ[Gρ(D)H , [Gρ(D),H]]Gλ,ρπρ′
− κπρ′Gλ,ρ[D,H]ΓGλ,ρπρ′ ,

and in the special case λ = 0,

Lκ,ρ,ρ′ (λ)2 ≥ g2πρ′ + πρ′Gλ,ρ[Gρ(D)H , [Gρ(D),H]]Gλ,ρπρ′
− κπρ′Gλ,ρ[D,H]ΓGλ,ρπρ′ .

Finally, the error term is bounded using the tapering estimate (11.27):

󵄩󵄩󵄩󵄩[Gρ(D)H , [Gρ(D),H]] − κ[D,H]Γ
󵄩󵄩󵄩󵄩

≤ (
16
ρ
󵄩󵄩󵄩󵄩Gρ(D)H

󵄩󵄩󵄩󵄩 + κ)
󵄩󵄩󵄩󵄩[D,H]
󵄩󵄩󵄩󵄩
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< (
8
g
‖H‖ + 1)κ󵄩󵄩󵄩󵄩[D,H]

󵄩󵄩󵄩󵄩

≤
9
g
‖H‖κ󵄩󵄩󵄩󵄩[D,H]

󵄩󵄩󵄩󵄩

≤
3
4
g2,

where the second step used the second inequality in (11.26), as well as ‖Gρ(D)‖ ≤ 1, the
third one ‖H‖ ≥ g, and finally the last inequality came from the first inequality in (11.26).
Putting all together, one infers Lκ,ρ,ρ′ (λ)2 > ϵπρ′ for some ϵ > 0 and Lκ,ρ,ρ′ (0)2 ≥ 1

4g
2πρ′ .

Next, let us show that

T-Sig(Levκ,ρ) = T-Sig(Levκ′ ,ρ′),
for pairs κ, ρ and κ′, ρ′ in the permitted range of parameters. Without loss of generality,
let ρ ≤ ρ′. As Lκ,ρ is continuous in κ, it is sufficient to consider the case κ = κ′. Thus one
needs to show

T-Sig(Lκ,ρ,ρ(0)) = T-Sig(Lκ,ρ,ρ′ (0)),
when ρ ≤ ρ′ and (10.10) is true for κ and ρ. Clearly, Lκ,ρ,ρ′ (λ) is continuous in λ, so it
suffices to prove

T-Sig(Lκ,ρ,ρ(1)) = T-Sig(Lκ,ρ,ρ′ (1)).
Consider

Lκ,ρ,ρ′ (1) = κπρ′Dπρ′ + πρ′Gρ(D)((−H+) ⊕ H−)Gρ(D)πρ′ .
Now D commutes with πρ′ so that Lκ,ρ,ρ′ (1) decomposes into a direct sum. Let further-
more πρ′ ,ρ = πρ′ − πρ be the projection onto (H ⊕H)ρ′ ⊖ (H ⊕H)ρ. Then

Lκ,ρ,ρ′ (1) = Lκ,ρ,ρ(1) ⊕ πρ′ ,ρκDπ∗ρ′ ,ρ.
The signature of πρ′ ,ρDπρ′ ,ρ vanishes because Γπρ′ ,ρDπρ′ ,ρΓ = −πρ′ ,ρDπρ′ ,ρ so that

T-Sig(Lκ,ρ,ρ′ (1)) = T-Sig(Lκ,ρ,ρ(1)).
It remains to show (11.24), for which κ > 0 can be chosen as small as needed and ρ

as large as needed. For that purpose, let Fρ be the function constructed in the proof of
Theorem 10.3.1, namely Fρ is an odd increasing differentiable function with Fρ(x) = x
for |x| ≤ ρ and Fρ(x) = 2ρ = −Fρ(−x) for x ≥ 2ρ. Furthermore, the L

1-norm of the Fourier
transform of the derivative is still bounded by 28

π so that

󵄩󵄩󵄩󵄩[Fρ(D),H]
󵄩󵄩󵄩󵄩 ≤

28
π
󵄩󵄩󵄩󵄩[D,H]
󵄩󵄩󵄩󵄩. (11.28)
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Moreover, Fρ(D) anticommutes with Γ, hence is of the form

Fρ(D) = (
0 (D′0)∗
D′0 0

) .

By the above,

T
′-Ind(P− ⋅P+)(P−FP+) = Sf(t ∈ [0, 1] 󳨃→ (1 − t)FH+F∗ + tH−).

Using Theorem 11.4.6, one has

T
′-Ind(P− ⋅P+)(P−FP+) = Sf((1 0

0 F
)(
−H+ 0
0 H+)(1 0

0 F∗) , (−H+ 0
0 H−)) ,

where the right-hand side denotes the semifinite spectral flow along the straight-line
path between the arguments. One has

((−H+ ⊕ H−) + tκFρ(D))2 = ( H2+ + (tκ)2|D′0|2 tκ((D′0)∗H− − H+(D′0)∗)
tκ(H−D′0 − D′0H+) H2− + (tκ)2|(D′0)∗|2 )
≥ (g2 − tκ󵄩󵄩󵄩󵄩[Fρ(D),H]

󵄩󵄩󵄩󵄩)1,

for t ∈ [0, 1]. By (11.28), the straight-line path connecting −H+ ⊕H− to −H+ ⊕H− + κFρ(D)
is within the invertibles for κ sufficiently small. As FH+F∗ −H− is T′-compact, the linear
path connecting

(
1 0
0 F
) (−H+ ⊕ H+) (1 0

0 F∗) to −H+ ⊕ H− + tκFρ(D)
is within the Fredholm operators for all t ∈ [0, 1]. The homotopy invariance of the spec-
tral flow implies

T
′-Ind(P− ⋅P+)(P−FP+) = Sf((1 0

0 F
)(
−H+ 0
0 H+)(1 0

0 F∗) , (−H+ κ(D′0)∗
κD′0 H− )) .

Next one directly checks that

s ∈ [0, κρ] 󳨃→ (1 0
0 F
)(
−H+ s
s H+)(1 0

0 F
)
∗
= (
−H+ sF∗
sF FH+F∗)

is a path of invertibles. Let us also show that

A(s, t) = t (−H+ κ(D′0)∗
κD′0 H− ) + (1 − t) (−H+ sF∗

sF FH+F∗)
= (

−H+ tκ(D′0)∗ + (1 − t)sF∗
tκD′0 + (1 − t)sF H− − (1 − t)(H− − FH+F∗))
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is T-Fredholm for all (s, t) ∈ [0, κρ] × [0, 1]. Because H− − FH+F∗ is T′-compact, it is
sufficient to show that

B(s, t) = ( −H+ tκ(D′0)∗ + (1 − t)sF∗
tκD′0 + (1 − t)sF H− )

is Fredholm. One can replace D|D|−1 by 1
2ρFρ(D) as Ran(

1
2ρFρ(D) −D|D|

−1) ⊂ (H ⊕H)2ρ is
T-finite, so that 1

2ρFρ(D) − D|D|
−1 is T-compact. Therefore it is sufficient to show that

C(s, t) = −H+ ⊕ H− + tκFρ(D) + (1 − t)s 12ρFρ(D)
is T-Fredholm. Now

C(s, t)2 = (−H+ ⊕ H−)2 + (tκFρ(D) + (1 − t)s 12ρFρ(D))2
− [tκFρ(D) + (1 − t)s

1
2ρ
Fρ(D),H]Γ

≥ (g2 − (tκ + (1 − t)s 1
2ρ
)󵄩󵄩󵄩󵄩[Fρ(D),H]

󵄩󵄩󵄩󵄩)1

≥ (g2 − (κ + κ
2
)󵄩󵄩󵄩󵄩[Fρ(D),H]

󵄩󵄩󵄩󵄩)1

≥ (g2 − 42κ
π
󵄩󵄩󵄩󵄩[D,H]
󵄩󵄩󵄩󵄩)1,

where the last step follows form (11.28). Therefore C(s, t) is invertible and A(s, t) is
T-Fredholm for all (s, t) ∈ [0, κρ] × [0, 1] and κ sufficiently small. This implies by the
homotopy invariance of the spectral flow

T
′-Ind(P− ⋅P+)(P−FP+) = Sf((−H+ κρF∗

κρF FH+F∗) , (−H+ κ(D′0)∗
κD′0 H− ))

= Sf((−H+ κρF∗
κρF FH+F∗) , Lκ,ρ)

for

Lκ,ρ = (−H κ(D′0)∗
κD′0 H

) .

Setting πρc = 1 − πρ, and Bρc = πρcB(πρc ) for any operator B on H ⊕ H, one then has
Fρ(D) = Fρ(D)ρ ⊕ Fρ(D)ρc and Fρ(D)ρ = Dρ. Moreover, (L

κ,ρ)ρ = Levκ,ρ. Next we show that
the linear path t ∈ [0, 1] 󳨃→ Lκ,ρ(t) for

Lκ,ρ(t) = ((Lκ,ρ)ρ 0
0 (Lκ,ρ)ρc) + t ( 0 πρ(−H+ ⊕ H−)(πρc )∗

πρc (−H+ ⊕ H−)(πρ)∗ 0
)
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is within the invertibles. First, (Lκ,ρ)ρc can be bounded from below using (11.26) as

(((−H+ ⊕ H−) + κFρ(D))ρc )2
= ((−H+ ⊕ H−)ρc )2 + κ2(Fρ(D)ρc )2 − κ[Fρ(D)ρc ,Hρc ]Γρc

≥ κ2ρ2 − κ󵄩󵄩󵄩󵄩[Fρ(D)ρc ,Hρc ]
󵄩󵄩󵄩󵄩πρc

≥ κ2ρ2 − 28κ
π
󵄩󵄩󵄩󵄩[D,H]
󵄩󵄩󵄩󵄩πρc

≥
1
2
κ2ρ2πρc ,

where the third step follows from (11.28). Now Lκ,ρ(t) is given by
Lκ,ρ(t) = 󵄨󵄨󵄨󵄨(Lκ,ρ)ρ ⊕ (Lκ,ρ)ρc 󵄨󵄨󵄨󵄨 12 (G + t ( 0 B

B∗ 0
)) 󵄨󵄨󵄨󵄨(L

κ,ρ)ρ ⊕ (Lκ,ρ)ρc 󵄨󵄨󵄨󵄨 12
whereG is a diagonal unitarywith respect to the direct sumH⊕H = (H⊕H)ρ⊕(H⊕H)ρc
and

B = 󵄨󵄨󵄨󵄨(L
κ,ρ)ρ󵄨󵄨󵄨󵄨− 12 πρ(−H+ ⊕ H−)πρc 󵄨󵄨󵄨󵄨(Lκ,ρ)ρc 󵄨󵄨󵄨󵄨− 12 .

The off-diagonal entries satisfy

‖B‖ ≤
4√8‖H‖
√κρg
,

thus their norm is smaller than 1 for ρ sufficiently large. Because Lκ,ρ−((Lκ,ρ)ρ⊕(Lκ,ρ)ρc )
is T-finite and therefore T-compact, the homotopy invariance of the spectral flow then
implies

T
′-Ind(P− ⋅P+)(P−FP+) = Sf((−H+ κρF∗

κρF FH+F∗) , (Lκ,ρ)ρ ⊕ (Lκ,ρ)ρc) .
The path

s ∈ [0, 1] 󳨃→ A(s) = (−sH+ κρF∗
κρF sFH+F∗)

is within the invertibles for ρ sufficiently large. As tA(s)ρc + (1 − t)(L
κ,ρ)ρc is invertible

for all (s, t) ∈ [0, 1] × [0, 1] and ρ sufficiently large,

tA(s) + (1 − t)((Lκ,ρ)ρ ⊕ (Lκ,ρ)ρc )
is T-Fredholm for all (s, t) ∈ [0, 1] × [0, 1], so that
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T
′-Ind(P− ⋅P+)(P−FP+) = Sf(κρD|D|−1, ((Lκ,ρ)ρ ⊕ (Lκ,ρ)ρc ))

= Sf(κρ(D|D|−1)ρ, (Lκ,ρ)ρ)
+ Sf(κρ(D|D|−1)ρc , (Lκ,ρ)ρc ).

The second summand vanishes because the linear path

t ∈ [0, 1] 󳨃→ (1 − t)κρ(D|D|−1)ρc + t(Lκ,ρ)ρc
lies in the invertibles for ρ sufficiently large. As (Lκ,ρ)ρ = Levκ,ρ, Theorem 11.4.6 implies

T
′-Ind(P− ⋅P+)(P−FP+) = Sf(κρ(D|D|−1)ρ, Levκ,ρ)

=
1
2
(T-Sig(Levκ,ρ) − T-Sig(Dρ)).

As ΓDΓ = −D, the T-signature of Dρ vanishes and the claim follows.



12 Spectral flow in bifurcation theory

The aim of this chapter is to explain the role of spectral flow in variational bifurcation
theory which is a branch of nonlinear functional analysis that deals with the sudden ap-
pearance of critical points of families of functionals when a parameter varies. Through-
out this chapter and in contrast to earlier chapters, the separable Hilbert space H is
assumed to be real. The spectral flow of a path of self-adjoint Fredholm operators onH

can verbatim be defined as in Definition 4.1.2, and it is readily seen that all properties
of the spectral flow from Section 4.2 also hold on real Hilbert spaces. Alternatively, one
can define the spectral flow by Definition 4.1.2 for the path of complexified operators on
H ⊗ ℂ.

For a differentiable functional f : H → ℝ, the derivative Du f at some u ∈ H is an
element of𝔹(H, ℝ). By the Riesz representation theorem, the latter space is canonically
isomorphic toH, and this yields some (∇f )(u) which is uniquely determined by

(Du f )(v) = ⟨(∇f )(u)
󵄨󵄨󵄨󵄨v⟩, v ∈ H.

The element (∇f )(u) ofH is called the gradient of f at u. If f is twice continuously differ-
entiable, the bounded symmetric bilinear form D2u f : H ×H → ℝ can canonically be
identified with a bounded self-adjoint operator H ∈ 𝔹sa(H) by

D2u f (v,w) = ⟨v|Hw⟩, v,w ∈ H, (12.1)

which is called the Hessian of f at u.

12.1 A primer of variational bifurcation theory

The main object of study in this chapter are continuous one-parameter families of
C2 -functionals f : [a, b] × H → ℝ, i. e., each ft = f (t, ⋅) : H → ℝ is a C

2-functional
such that ∇ft(u) and D

2
u ft depend continuously on (t, u) ∈ [a, b] ×H. Let us consider the

determining equations for a critical point u,

(∇ft)(u) = 0, (12.2)

where ∇ft = ∇Hft is the gradient with respect to the argument from H. The standing
assumption in the following is that

(∇ft)(0) = 0, t ∈ [a, b], (12.3)

i. e., 0 ∈ H is a critical point of all functionals ft : H → ℝ. The next definition will be
crucial in this section.
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Definition 12.1.1. Aparameter value t∗ ∈ [a, b] is called a bifurcation point for the equa-
tions (12.2) if, for every neighborhood U ⊂ [a, b] ×H of (t∗, 0), there is some (t, u) ∈ U
such that (∇ft)(u) = 0 and u ̸= 0.

The presumably simplest finite-dimensional example is f : [−1, 1] ×ℝ → ℝ given by
f (t, u) = u2

2 (
u2
2 − t), where two branches of nonzero critical points appear as t increases

past 0. This is called a continuous pitchfork bifurcation. The following more sophisti-
cated infinite-dimensional example will be continued below.

Example 12.1.2. Recall that the Sobolev spaceW 1,2
0 ([0, 1], ℝ

N ) consists of all absolutely
continuous vector-valued functions on [0, 1] which have a square integrable derivative
and vanish at 0 and 1. It is a Hilbert space with scalar product

⟨u|v⟩ =
1

∫
0

⟨u̇(s)󵄨󵄨󵄨󵄨v̇(s)⟩ℝN ds. (12.4)

Now let F : [0, 1] × ℝN → ℝ be a C2-function such that

󵄩󵄩󵄩󵄩D
2
uF(s, ⋅)
󵄩󵄩󵄩󵄩 ≤ c(1 + ‖u‖

r), u ∈ ℝn,

for some constants c, r > 0. Then

f (t, u) = 1
2

1

∫
0

⟨u̇(s)󵄨󵄨󵄨󵄨u̇(s)⟩ℝn ds − t
1

∫
0

F(s, u(s)) ds (12.5)

is a continuous family of C2-functionals on H = W 1,2
0 ([0, 1], ℝ

N ) (see [156, Proposition
B.34]). The derivative of ft = f (t, ⋅) at some u ∈ H is, when evaluated on v ∈ H, given by

(Du f )v =
1

∫
0

⟨u̇(s)󵄨󵄨󵄨󵄨v̇(s)⟩ℝN ds − t
1

∫
0

⟨(∇uF)(s, u(s))
󵄨󵄨󵄨󵄨v(s)⟩ℝN ds.

Now classical regularity theory [156] shows that the critical points of ft : H → ℝ are the
solutions of the boundary value problem

{
−ü(s) = t(∇uF)(s, u(s)), for s ∈ (0, 1),
u(0) = u(1) = 0.

(12.6)

If (∇uF)(s, 0) = 0 for all s ∈ [0, 1], then 0 ∈ H is a critical point of all ft , and thus one is
in the setting of (12.2) and (12.3). A bifurcation point of the family of functionals f yields
values of the parameter t at which nontrivial solutions of (12.6) appear. ⬦
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The aim of bifurcation theory is to understand which parameter values t∗ ∈ [a, b]
are bifurcation points. The first aim of this section is to give a necessary criterion for a
parameter value to be a bifurcation point.

Theorem 12.1.3. Let f : [a, b] × H → ℝ be a continuous family of C2-functionals that
satisfies (12.3) and let Ht ∈ 𝔹sa(H) be the Hessians of ft at 0 ∈ H, namely

⟨u|Htv⟩ = (D
2
0ft)(u, v), u, v ∈ H. (12.7)

If t∗ is a bifurcation point for f , then Ht∗ is not invertible.
Proof. This is a simple consequence of the implicit function theorem in Banach spaces
(see, e. g., [69, § 15]). By assumption, the map

G : [a, b] ×H → H, G(t, u) = (∇ft)(u),

is continuous and continuously differentiable with respect to u. Again set Gt = G(t, ⋅).
Now, if Ht∗ = D0Gt∗ is invertible, then there are an open interval J ⊂ [a, b] containing
t∗, a neighborhood V ⊂ H of 0, and a differentiable map g : J → V such that G(t, u) = 0
for (t, u) ∈ J × V if and only if u = g(t). As G(t, 0) = 0 for all t ∈ [a, b] by (12.3), it follows
that the only solutions of G(t, u) = 0 in J ×V are of the form (t, 0). Consequently, t∗ is not
a bifurcation point of f .

It is readily seen that Theorem 12.1.3 is necessary, but not sufficient, for the existence
of a bifurcation point. For example, let H = ℝ, I = [−1, 1] and consider the functions
f (t, u) = t2 u

2

2 +
u4
4 . Then Ht = t

2 is singular for t = 0, but none of the ft has other critical
points than 0 ∈ H. The following example shows that this can also happenwith an affine
parameter dependence, which will be of interest below.

Example 12.1.4. Consider onH = ℝ2 the family of functionals f : [0, 2] ×H → ℝ given
by

f (t, u, v) = 1
2
(1 − t)(v2 − u2) − t(u3v + v3u), (u, v) ∈ H.

Then

(∇ft)(u, v) = (1 − t) (
−u
v
) − t (3u

2v + v3

u3 + 3v2u
) (12.8)

and

Ht = (1 − t) (
−1 0
0 1
) . (12.9)

ThusHt is singular for t = 1. However, if onemultiplies in (∇ft)(u, v) = 0 thefirst equation
by v, the second by u, and adds the results, it follows that t(u4+v4+6u2v2) = 0, and hence
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u = v = 0 if t is close to 1. Consequently, there is no bifurcation of critical points for f . The
attentive readermay already note that the spectral flow Sf(t ∈ [0, 2] 󳨃→ Ht) vanishes. ⬦

Example 12.1.5. This is a continuation of Example 12.1.2, so all objects are as stated
there. Let A(s) = D20Fs be the Hessian matrix of Fs = F(s, ⋅) : ℝ

N → ℝ at the critical
point 0 ∈ ℝN . Then the second derivatives of the functionals ft : H → ℝ at 0 ∈ H are
given by (see [156, Proposition B.34])

⟨u|Htv⟩ =
1

∫
0

⟨u̇(s)󵄨󵄨󵄨󵄨v̇(s)⟩ℝN ds − t
1

∫
0

⟨A(s)u(s)󵄨󵄨󵄨󵄨v(s)⟩ℝN ds, u, v ∈ H.

As the first term on the right-hand side is the scalar product onH = W 1,2
0 ([0, 1], ℝ

N ) (see
(12.4)) and asH is compactly embedded into L2([0, 1], ℝN ), the self-adjoint operators Ht
are compact perturbations of the identity and thus Fredholm of index 0. Moreover, it
follows from standard regularity theory that the kernel ofHt consists of the solutions of
the linear boundary value problem

{
−ü(s) = tA(s)u(s), for s ∈ (0, 1),
u(0) = u(1) = 0.

(12.10)

Consequently, by Theorem 12.1.3, a bifurcation can only occur at those t ∈ ℝ for which
these boundary value problems have a nontrivial solution. ⬦

Let us now assume that f : [a, b] ×H → ℝ is a continuous family of C2-functionals
such that

∇ft = 1H − t(K + R), (12.11)

where K is a compact self-adjoint linear operator and R(u) = o(‖u‖) as u → 0. Note that
Ht = 1H − tK , and thus Theorem 12.1.3 shows that t = 0 cannot be a bifurcation point of
(12.2). Moreover, if t0 is a bifurcation point, then

1
t0
is an eigenvalue of the compact self-

adjoint operatorK . The following classical theorem in variational bifurcation theory has
its origin in the work of Krasnoselkii in the 1960s (see [117]). Various generalizations and
alternative proofs appeared over the following decades. The presentation here follows
the monograph [69, § 30].

Theorem 12.1.6. Suppose that f : [a, b] ×H → ℝ satisfies (12.3) and (12.11). If t0 ∈ (a, b)
is such that 1

t0
is an eigenvalue of K, then t0 is a bifurcation point.

Proof. As the theorem is also a direct consequence of Theorem 12.2.1 below, we only
sketch the argument (see [69] for details). As already observed above, t0 = 0 cannot be
a bifurcation point. Thus one can consider instead of (12.11) the family of equations

λu = Ku + R(u), u ∈ H, (12.12)
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where λ = 1
t . Now assume that λ0 is an eigenvalue of K and let P be the orthogonal

projection onto the kernel of

T = λ01H − K .

Setting λ = λ0 + μ, v = Pu and z = (1 − P)u, it follows that (12.12) is equivalent to the
equations

z = μSz − S(1 − P)R(v + z), μv = PR(v + z), (12.13)

where S denotes the inverse of T , which is defined and bounded on Ran(T). Now the
implicit function theorem yields a C1-map z = z(μ, v) that solves the first equation in
(12.13) for sufficiently small |μ| and ‖v‖ and such that z(μ, 0) = 0 for all μ. Plugging this
into the second equation in (12.13) yields

μv = PR(v + z(μ, v)). (12.14)

Hence (12.12) is reduced to finite dimensions and it remains to show that 0 is a bifurca-
tion point for the latter equation. This procedure is usually called Lyapunov–Schmidt
reduction. Now consider the function

g(μ, v) = {
μ − 1‖v‖2 ⟨PR(v + z(μ, v))|v⟩, v ̸= 0,

μ, v = 0,

which is continuous in a neighborhood of (0, 0) and continuously differentiable in μ
with a nonvanishing partial derivative at (0, 0). The implicit function theorem yields
a continuous map μ(v) defined in a neighborhood Br(0) of 0 in Ker(T) such that
g(μ(v), v) = 0, v ∈ Br(0), or equivalently

μ(v)‖v‖2 = ⟨PR(v + z(μ(v), v))󵄨󵄨󵄨󵄨v⟩. (12.15)

A careful analysis of the map G : Br(0) → Ran(T) given by G(v) = z(μ(v), v) shows that
G is actually C1 with G(v) = o(‖v‖) and DvG = o(1). Next consider the functional

Φ : Br(0) ⊂ Ker(T) → ℝ, Φ(v) = ̃f (v + G(v)),

where ̃f : H → ℝ is such that ∇ ̃f = K + R, and the sets

Mε = {v ∈ Ker(T) :
󵄩󵄩󵄩󵄩v + G(v)

󵄩󵄩󵄩󵄩 = ε}.

It is readily seen that Mε is a compact submanifold of Ker(T) if ε is sufficiently small.
Thus Φ|Mε

has at least two critical points. Now, calculating the derivative of Φ|Mε
and

using (12.13) yields that if v is a critical point of Φ|Mε
, then there is some real λ = λ(v)

such that
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⟨(λ0 − λ)v + PR(v + G(v))
󵄨󵄨󵄨󵄨h⟩ = −⟨(μ(v) + λ0 − λ)G(v)

󵄨󵄨󵄨󵄨(DvG)h⟩, (12.16)

for all h ∈ Ker(T). For h = v, this implies by (12.15)

(λ0 − λ + μ(v))(‖v‖
2 + ⟨G(v)󵄨󵄨󵄨󵄨(DvG)v⟩) = 0.

As G(v) = o(‖v‖) and DvG = o(1), it follows that

λ = λ0 + μ(v) (12.17)

for ‖v‖ sufficiently small. Moreover, note that, as Ran(G) ⊂ Ran(T), one can conclude
that ‖v+G(v)‖2 = ‖v‖2+‖G(v)‖2 and thus ‖v‖ ≤ ε as v ∈ Mε. Thus it is no loss of generality
to require ‖v‖ to be small. Plugging (12.17) into (12.16) shows that

μ(v)v = PR(v + G(v)) = PR(v + z(μ(v), v)),

and consequently (μ(v), v) is a solution of (12.14) and thus yields a solution of (12.12). Let
us denote this solution by vε. As μ is continuous, μ(0) = 0 and ‖vε‖ ≤ ε, it follows that
(μ(vε), vε) → (0, 0) as ε → 0 and thus λ0 is a bifurcation point for (12.12).

Example 12.1.7. Let us further elaborate on Example 12.1.5. It was shown in Exam-
ple 12.1.2 that if t ∈ [a, b] is a bifurcation point of critical points for f in (12.5), then the
boundary value problem (12.10) has a nontrivial solution. As ∇f is of the form (12.11),
Theorem 12.1.6 shows that also the converse is true. Hence the problem of finding the
bifurcation points of f is entirely reduced to finding nontrivial solutions of (12.10). Note
that the motivation of studying bifurcations of f is to find parameter values where
nontrivial solutions of the nonlinear differential equations (12.6) appear. ⬦

The final example of this section shows that the assumption that Ht is a compact
perturbation of the identity in Theorem 12.1.6 cannot be lifted.

Example 12.1.8. Consider onH = ℝ2 the family of functionals in Example 12.1.4. Here
the gradients are due to (12.8) of the form

(∇ft)(u) = Au − tKu + tR(u),

where A = K = diag(−1, 1) and R satisfies the required growth condition. As K is com-
pact on the finite-dimensional space ℝ2, the only difference to (12.11) is that A is not the
identity. Recall that f has no bifurcation points by Example 12.1.4. ⬦

12.2 The spectral flow in variational bifurcation theory

Themain theorem of the previous section states that if f : [a, b]×H → ℝ is a continuous
family of C2-functionals such that the gradients of ft are of the form (12.11), then t ∈ (a, b)
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is a bifurcation point of f if and only if 1
t is an eigenvalue of K . On the other hand,

Example 12.1.8 shows that the particular form of the operators in (12.11) is necessary
for this result. To motivate the main theorem of this chapter, note that the Hessians of
ft at 0 ∈ H in Theorem 12.1.6 are of the form Ht = 1H − tK . Clearly, Ht ∈ 𝔽𝔹

+
sa(H)

and Ht can only be noninvertible for finitely many t in the compact interval [a, b]. If
t0 is such a parameter in the interior of [a, b] and ε > 0 is such that Ht is invertible for
t ∈ [t0−ε, t0+ε]\{t0}, then Sf(t ∈ [t0−ε, t0+ε] 󳨃→ Ht) ̸= 0. If, however,Ht are the Hessians
of the functionals in Example 12.1.8, then Ht is given by (12.9) and here the spectral flow
through t = 1 clearly vanishes.

The following theorem is the main result of this chapter and it is due to Fitzpatrick,
Pejsachowicz, and Recht [84].

Theorem 12.2.1. Let f : [a, b] ×H → ℝ be a C2-map such that (12.3) holds. As in (12.1),
let Ht denote the Hessian of ft at 0 ∈ H and assume that Ht ∈ 𝔽𝔹sa(H) for all t ∈ [a, b].
If Ha, Hb are invertible and Sf(t ∈ [a, b] 󳨃→ Ht) ̸= 0, then there is a bifurcation of critical
points for f .

As shown in Proposition 4.3.1, Sf(t ∈ [a, b] 󳨃→ Ht) = ι−(Ha)−ι−(Hb) if the operatorsHt
are in the component 𝔽𝔹+sa(H) of 𝔽𝔹sa(H) andHa,Hb are invertible. Thus the following
corollary is an immediate consequence of the previous theorem (see [132, 180]).

Corollary 12.2.2. If Ha, Hb are invertible, Ht ∈ 𝔽𝔹
+
sa(H), t ∈ [a, b], and ι−(Ha) ̸= ι−(Hb),

then there is a bifurcation of critical points of f .

Note that Theorem 12.1.6 is an immediate consequence of this corollary.
The assumption on the invertibility of the endpoints in Theorem 12.2.1 cannot be

lifted as can be seen by the following simple example. Consider f : [0, 1] × ℝ → ℝ
defined by ft(u) = −

u2
2 (

u2
2 − t + 1). Then Ht = t − 1 and thus Sf(t ∈ [0, 1] 󳨃→ Ht) =

1
2 ̸= 0

by Proposition 4.3.1. However, it is readily seen that 0 is the only critical point of the
functionals ft for t ∈ [0, 1] and thus there is no bifurcation.

Actually, the following theorem which is cited without proof shows that also the
nonvanishing of the spectral flow cannot be lifted from the hypothesis of Theorem 12.2.1
in the following sense.

Theorem 12.2.3 ([4]). Let t ∈ [0, 1] 󳨃→ Ht ∈ 𝔽𝔹sa(H) be a path and t0 ∈ (0, 1) such that
Ht is invertible for t ̸= t0. If Sf(t ∈ [0, 1] 󳨃→ Ht) = 0, then there exist an open interval
J ⊂ [0, 1] containing t0, an open ball B ⊂ H and a continuous family f : J × B → ℝ of
C2-functionals such that Ht are the Hessians of ft at 0 ∈ H and (12.3) holds for t ∈ J , but
there is no bifurcation of critical points for f in J.

Let us stress that the proof of this theorem uses concepts of differential geometry
and transversality theory and is already highly nontrivial in finite dimensional Hilbert
spaces. As explained at the beginning of this section, the assertion of Theorem 12.2.3
occurs for the functionals in Example 12.1.8.



396 � 12 Spectral flow in bifurcation theory

The proof of Theorem 12.2.1will be split into twomain steps. The first step proves the
theorem in the case thatH is of finite dimension. Secondly, it is shown how the general
case can be reduced to finite dimensions by using basic properties of the spectral flow
and Theorem 5.9.3.

Step 1 (Proof in finite dimensions via Morse theory). LetH be of finite dimension and let
f : [a, b] ×H → ℝ be C2 and such that ∇ft(0) = 0 for all t ∈ [a, b]. As in Theorem 12.2.1,
Ha and Hb are supposed to be invertible. The nontriviality of Sf([a, b] ∋ t 󳨃→ Ht) is now
equivalent to

ι−(Ha) ̸= ι−(Hb). (12.18)

Note that it is no loss of generality to assume that ft(0) = 0 for all t ∈ [a, b].

The maps ft : H → ℝ induce a family of flows φt : Dt → H, where

Dt = {(s, u) ∈ ℝ ×H : αt(u) < s < ωt(u)}

is an open subset of ℝ × H and φt(⋅, u) : (αt(u),ωt(u)) → H is the unique maximal
solution of the initial value problem

{
𝜕sφt(s, u) = −∇ft(φt(s, u)),
φt(0, u) = u.

Note that

𝜕s ft(φt(s, u)) = −
󵄩󵄩󵄩󵄩∇ft(φt(s, u))

󵄩󵄩󵄩󵄩
2
, (s, u) ∈ Dt , (12.19)

and thus either φt(s, u) = u for all s or ft(φt(⋅, u)) is decreasing.
To prove Theorem 12.2.1, it will henceforth be assumed by contradiction that there

is no bifurcation point of f : [a, b] ×H → ℝ in [a, b]. Then there is ρ > 0 such that there
are no critical points of ft in B2ρ(0) for all t ∈ [a, b]. Now set f ct = f

−1
t ((−∞, c]) for c ∈ ℝ

and consider the dimensions dk(t) of the (singular) homology groups

Hk( f
0
t ∩ Bρ(0), ( f

0
t \ {0}) ∩ Bρ(0); ℤ2) (12.20)

with coefficients in ℤ2 for k ∈ ℕ0. Note that these homology groups are actually vector
spaces as ℤ2 is a field. Thus the dimension dk(t) is indeed defined. Moreover, by the
excision property of homology ρ can be replaced by any smaller 0 < ρ′ < ρ without
affecting dk(t). Set

δ = inf{󵄩󵄩󵄩󵄩∇ft(u)
󵄩󵄩󵄩󵄩 :

ρ
2
≤ ‖u‖ ≤ ρ, 0 ≤ t ≤ 1} > 0,

and
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ε = 1
4
δρ, B = B ρ

2
(0) ∩ f εt .

Note that ε does not depend on t. The next claim is that, if u ∈ B, then either φt(s, u) stays
in Bρ(0) for all s ∈ [0,ωt(u)), or φt(s, u) stays in Bρ(0) until ft(φt(s, u)) is less than −ε.
Indeed, if u ∈ B is such that φt(s, u) does not stay in Bρ(0) for all times s ∈ [0,ωt(u)),
then there are minimal 0 ≤ s1 < s2 < ωt(u) such that

ρ
2 ≤ ‖φt(s, u)‖ ≤ ρ, s1 ≤ s ≤ s2 and

‖φt(s1, u)‖ =
ρ
2 , as well as ‖φt(s2, u)‖ = ρ. Consequently,

ft(φt(s2, u)) ≤ ft(φt(s1, u)) − δ
s2

∫
s1

󵄩󵄩󵄩󵄩∇ft(φt(s, u))
󵄩󵄩󵄩󵄩ds

≤ ft(u) − δ
s2

∫
s1

󵄩󵄩󵄩󵄩φ̇t(s, u)
󵄩󵄩󵄩󵄩ds

≤ ft(u) − δ
󵄩󵄩󵄩󵄩φt(s1, u) − φt(s2, u)

󵄩󵄩󵄩󵄩
≤ ε − δ(󵄩󵄩󵄩󵄩φt(s2, u)

󵄩󵄩󵄩󵄩 −
󵄩󵄩󵄩󵄩φt(s1, u)

󵄩󵄩󵄩󵄩)

≤ ε − 2ε = −ε, (12.21)

which shows the claim.
Now define Xt as the closure of

{φt(s, u) : u ∈ B, 0 ≤ s < ωt(u)}.

By construction, Xt is a closed neighborhood of 0 such that φt(s, u) ∈ Xt for all u ∈ Xt
and all s < ωt(u) (see [6, Remark 16.3(e)]). Moreover, f

−1
t ([−ε, ε]) ∩ Xt ⊂ Bρ(0) by (12.21).

In particular, 0 is the only critical point of ft in f
−1
t ([−ε, ε]) ∩ Xt .

Set Xc
t = Xt ∩ f

c
t for c ∈ ℝ. It is a standard argument in Morse theory to use the

flow φt and (12.19) for showing that X
0
t is a strong deformation retract of X

ε
t , as well as

X−εt is a strong deformation retract of X0
t \ {0} (cf., e. g., [132, Lemma 8.3]), and that these

deformations induce isomorphisms

Hk(X
ε
t ,X
−ε
t ; ℤ2) ≅ Hk(X

0
t ,X

0
t \ {0}; ℤ2), k ∈ ℕ0. (12.22)

If now B′ ⊂ f −1t ([−ε, ε]) ∩ Xt ⊂ Bρ(0) is a closed ball of positive radius about 0, then by
the excision property of homology

Hk(X
0
t ,X

0
t \ {0}; ℤ2) ≅ Hk(X

0
t ∩ B
′, (X0

t \ {0}) ∩ B
′; ℤ2)

= Hk( f
0
t ∩ B
′, ( f 0t \ {0}) ∩ B′; ℤ2). (12.23)

Note that the dimension of the latter is dk(t).
After these preliminaries, the next aim is to show that for any t0 ∈ [a, b] fixed, there

is η > 0 such that dk(t) = dk(t0) for all t ∈ [t0 − η, t0 + η] ∩ [a, b] and all k. Let ζ > 0 be
such that
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B2ζ (0) ⊂ f
−1
t0 ([−

1
3
ε, 1
3
ε]) ∩ Xt0 ⊂ Bρ(0) (12.24)

and ψ : H → [0, 1] a C2-function such that ψ(u) = 1 if ‖u‖ ≤ ζ
2 , ψ(u) = 0 if ‖u‖ ≥ ζ and

γ = sup
u∈Bζ (0)󵄩󵄩󵄩󵄩∇ψ(u)󵄩󵄩󵄩󵄩 < ∞.

Set

δ̃ = inf{󵄩󵄩󵄩󵄩∇ft0 (u)
󵄩󵄩󵄩󵄩 :

ζ
2
≤ ‖u‖ ≤ ζ} > 0,

and

μ = min{ε
3
,

δ̃
2(1 + γ)
}.

Define ̃ft : H → ℝ by

̃ft(u) = ft0 (u) + ψ(u)(ft(u) − ft0 (u)).

As f is C2, there is η > 0 such that

sup
u∈Bζ (0)󵄨󵄨󵄨󵄨 ft(u) − ft0 (u)󵄨󵄨󵄨󵄨 + sup

u∈Bζ (0)󵄩󵄩󵄩󵄩∇ft(u) − ∇ft0 (u)󵄩󵄩󵄩󵄩 < μ
for all |t − t0| < η. Now, if |t − t0| < η and

ζ
2 ≤ ‖u‖ ≤ ζ , then

󵄩󵄩󵄩󵄩∇
̃ft(u)
󵄩󵄩󵄩󵄩 ≥
󵄩󵄩󵄩󵄩∇ft0 (u)
󵄩󵄩󵄩󵄩 − ψ(u)

󵄩󵄩󵄩󵄩∇ft(u) − ∇ft0 (u)
󵄩󵄩󵄩󵄩 −
󵄩󵄩󵄩󵄩∇ψ(u)
󵄩󵄩󵄩󵄩
󵄨󵄨󵄨󵄨 ft(u) − ft0 (u)

󵄨󵄨󵄨󵄨

≥ δ̃ − (1 + γ)μ ≥ δ̃
2
, (12.25)

and, moreover,

󵄨󵄨󵄨󵄨
̃ft(u) − ft0 (u)

󵄨󵄨󵄨󵄨 = ψ(u)
󵄨󵄨󵄨󵄨 ft(u) − ft0 (u)

󵄨󵄨󵄨󵄨 ≤ μ ≤
ε
3

(12.26)

for |t − t0| < η and u ∈ Bζ (0).
As ̃ft(u) = ft0 (u) for ‖u‖ ≥ ζ , it follows from (12.24) and (12.26) that ̃f ±εt = f ±εt0 and thus
̃f −1t ([−ε, ε]) ∩ Xt0 = f

−1
t0 ([−ε, ε]) ∩ Xt0 . Moreover, Bζ (0) is contained in the interior of Xt0 ,

showing that Xt0 is positively invariant for the flow of ̃ft . Finally, (12.25) implies that 0 is
the only critical point of ̃ft in Bζ (0). Hence, it follows by the same argument as in (12.22)
and (12.23) that

Hk(X
ε
t0 ,X
−ε
t0 ; ℤ2) ≅ Hk( ̃f

0
t ∩ B
′, ( ̃f 0t \ {0}) ∩ B′; ℤ2)
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and thus

Hk( f
0
t0 ∩ B
′, ( f 0t0 \ {0}) ∩ B′; ℤ2) ≅ Hk( ̃f

0
t ∩ B
′, ( ̃f 0t \ {0}) ∩ B′; ℤ2) (12.27)

if the radius of B′ is sufficiently small.
Finally, as the isomorphism class of (12.20) does not depend on the radius, and as
̃ft(u) = ft(u) for all ‖u‖ ≤

ζ
2 , it follows that

Hk( f
0
t ∩ B
′, ( f 0t \ {0}) ∩ B′; ℤ2) ≅ Hk( ̃f

0
t ∩ B
′, ( ̃f 0t \ {0}) ∩ B′; ℤ2)

and thus by (12.27)

Hk( f
0
t ∩ B
′, ( f 0t \ {0}) ∩ B′; ℤ2) ≅ Hk( f

0
t0 ∩ B
′, ( f 0t0 \ {0}) ∩ B′; ℤ2).

Consequently, dk(t) = dk(t0) for all t ∈ [t0 − η, t0 + η] ∩ [a, b] and all k. This in particular
shows that dk(a) = dk(b), k ∈ ℕ0.

The final step of the proof for a finite-dimensional H links dk(a) and dk(b) to the
Morse index ofHt for t = a, b. As 0 is a nondegenerate critical point, by theMorse lemma
(see, e. g., [132, Theorem 8.3]) there is a homeomorphism ht between neighborhoods of
0 inH such that ht(0) = 0 and

ft(ht(u)) =
1
2
⟨Htu|u⟩.

Consequently, for gt = ft ∘ ht and any sufficiently small closed ball B′′ about 0 inH,

Hk( f
0
t ∩ ht(B

′′), ( f 0t \ {0}) ∩ ht(B′′); ℤ2) ≅ Hk(g
0
t ∩ B
′′, (g0t \ {0}) ∩ B′′; ℤ2).

As ft is nondegenerate, it follows thatH is the orthogonal sum ofH+t andH−t such that
gt is positive definite onH+t and negative definite onH−t . Define a deformation D of B′′
by

D : [0, 1] × B′′ → B′′, (s, u) 󳨃→ u− + (1 − s)u+,
where u = u−+u+ is the decomposition of u according to the splittingH = H−t ⊕H+t . Then
gt(D(s, u)) = gt(u

−) + (1 − s)2gt(u+) which shows thatH−t ∩ B′′ is a deformation retract
of g0t ∩ B

′′ andH−t ∩ B′′ \ {0} is a deformation retract of g0t ∩ B′′ \ {0} by the homotopy D.
Now set N = dimH−t which is the Morse index ι−(Ht). Then, if N ≥ 1,

Hk(g
0
t ∩ B
′′, (g0t \ {0}) ∩ B′′; ℤ2) ≅ Hk(H

−
t ∩ B
′′, (H−t \ {0}) ∩ B′′; ℤ2)

≅ Hk(B
N , SN−1; ℤ2),

where BN is the closed unit ball of dimension N inH−t and SN−1 is its boundary, and for
N = 0
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Hk(g
0
t ∩ B
′′, (g0t \ {0}) ∩ B′′; ℤ2) ≅ Hk({0}, 0; ℤ2).

Thus for t = a, b the groups (12.20) are isomorphic to ℤ2 if k = ι−(Ht) and trivial other-
wise.

In summary, if there is no bifurcation, then dk(a) = dk(b) for all k and thus the
Morse indices of Ha and Hb coincide. This shows Theorem 12.2.1 under the additional
assumption thatH is of finite dimension.

Step 2 (Finite-dimensional reduction and proof in the general case).

For the proof of this step and thus Theorem 12.2.1, we closely follow [146]. First, note
that it suffices to prove the statement for families of functionals f : [a, b] ×H → ℝ such
that Ht ∈ 𝔽𝔹

∗
sa(H), t ∈ [a, b]. Indeed, the family of functionals f : [a, b] ×H

3 → ℝ given
by

f t(w, u, v) = ft(u) +
1
2
‖w‖2 − 1

2
‖v‖2

has the same bifurcation points of critical points as f . Moreover, the corresponding
Hessians H t are in 𝔽𝔹

∗
sa(H) and

Sf(t ∈ [a, b] 󳨃→ H t) = Sf(t ∈ [a, b] 󳨃→ Ht)

by Theorem 4.2.1(v). Thus it will henceforth be assumed that Ht ∈ 𝔽𝔹
∗
sa(H). By

Theorem 5.9.3, there are paths M : [a, b] → 𝔾(H), K : [a, b] → 𝕂(H) and a symmetry
Q such thatM∗t HtMt = Q + Kt for all t ∈ [a, b]. Let us set

̃ft(u) = ft(Mtu)

and note that ∇ ̃ft(u) = M
∗
t (∇ft)(Mtu), as well as H̃t = M

∗
t HtMt . As the operators Mt are

invertible, the families f and ̃f have the same bifurcation points. Moreover, it follows
from the homotopy invariance of the spectral flow in the form stated in Corollary 4.2.5
that Sf(t ∈ [a, b] 󳨃→ Ht) = Sf(t ∈ [a, b] 󳨃→ M∗t HtMt). Thus it is enough to prove The-
orem 12.2.1 under the additional assumption that Ht = Q + Kt for a symmetry Q and
compact symmetric operators Kt , t ∈ [a, b].

Let nowH± denote the eigenspaces of Q for the eigenvalues ±1 and let (e±k )k∈ℕ be
corresponding Hilbert bases. Moreover, let Hn be the span of {e±k : k = 1, . . . , n} and
denote by Pn the orthogonal projection onto Hn. Note that Pn commutes with Q and
thus Q(Hn) = Hn, as well as Q(H

⊥
n ) = H

⊥
n .

Lemma 12.2.4. There is n0 ∈ ℕ such that for all n ≥ n0,
(i) (1 − Pn)Ht|H⊥n ∈ 𝔾(H⊥n ) for t ∈ [a, b];
(ii) sHt + (1 − s)((1 − Pn)Ht(1 − Pn) + PnHtPn) ∈ 𝔾(H) for t = a, b and s ∈ [0, 1].
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Proof. Let us first note that

(1 − Pn)Ht|H⊥n = Q + (1 − Pn)Kt|H⊥n
is a compact perturbation of an invertible operator and thus a Fredholm operator of
index 0. Therefore, to prove the first assertion, it is sufficient to show that (1− Pn)Ht|H⊥n
is injective.

As ‖Qu‖ = ‖u‖,

󵄩󵄩󵄩󵄩(1 − Pn)Qu
󵄩󵄩󵄩󵄩 = ‖Qu‖ = ‖u‖, u ∈ H⊥n . (12.28)

Moreover, since t ∈ [a, b] 󳨃→ Kt is a continuous family of compact operators, the set
{Kt(u) : t ∈ [a, b], ‖u‖ = 1} is relatively compact. As 1 − Pn converges uniformly to 0 on
compact subsets ofH, there exists n0 ∈ ℕ such that

󵄩󵄩󵄩󵄩(1 − Pn)Ktu
󵄩󵄩󵄩󵄩 ≤

1
2
‖u‖, u ∈ H, t ∈ [a, b], n ≥ n0.

Hence one obtains from (12.28)

󵄩󵄩󵄩󵄩(1 − Pn)Ht(u)
󵄩󵄩󵄩󵄩 =
󵄩󵄩󵄩󵄩(1 − Pn)Qu + (1 − Pn)Ktu

󵄩󵄩󵄩󵄩 ≥
1
2
‖u‖, u ∈ H⊥n ,

showing the injectivity of (1 − Pn)Ht|H⊥n .
To show (ii), let us note at first that by a direct calculation

sHt + (1 − s)((1 − Pn)Ht(1 − Pn) + PnHtPn)
= Q + sKt + (1 − s)((1 − Pn)Kt(1 − Pn) + PnKtPn),

which are all Fredholm operators of index 0. Let us now assume by contradiction that an
n0 as in the assertion does not exist. Consequently, there are sequences (un)n∈ℕ, ‖un‖ = 1,
and (sn)n∈ℕ such that

Qun + snKaun + (1 − sn)((1 − Pn)Ka(1 − Pn)un + PnKaPnun) = 0, n ∈ ℕ.

As Ka is compact and Pn converges on compact subsets ofH to the identity, one sees that
there is a convergent subsequence of (Q(un))n∈ℕ. Henceforth, let us denote this sequence
by the same indices and assume as well that sn converges to some s

∗ ∈ [0, 1]. It follows
from the invertibility of Q that (un)n∈ℕ converges to some u ∈ H of norm 1. Thus

lim
n→∞(1 − Pn)Ka(1 − Pn)un = 0, lim

n→∞ PnKaPnun = Kau,
and so

Hau = Qu + Kau = Qu + s
∗Kau + (1 − s∗)Kau = 0,

in contradiction to the invertibility of Ha. Of course, the same argument applies to the
invertible operator Hb.
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Let us now setHn
t = PnHt|Hn

: Hn → Hn and note that it follows from Lemma 12.2.4
combined with Theorem 4.2.1 and Proposition 4.3.1 that for n ≥ n0,

Sf(t ∈ [a, b] 󳨃→ Ht) = Sf(t ∈ [a, b] 󳨃→ Hn
t ) = ι−(Hn

a ) − ι−(Hn
b ). (12.29)

For reducing the nonlinear problem to finite dimensions, the following technical lemma
is needed.

Lemma 12.2.5. LetH be a real Hilbert space,U ⊂ H an open neighborhood of 0 ∈ U, and
f : [a, b]×U→ ℝ a continuous family of C2-functionals. Let F(t, u) = (∇ft)(u) and assume
that F(t, 0) = 0 for all t ∈ [a, b]. Suppose that there is an orthogonal decomposition
H = X ⊕ Y, where X is of finite dimension, and such that for

F(t, u) = (F1(t, x, y), F2(t, x, y)) ∈ X ⊕ Y, u = (x, y) ∈ X ⊕ Y,

one has that (DyF2)(t, 0, 0) : Y→ Y is invertible for all t ∈ [a, b]. Then:
(i) There are an open ball BX = Bδ(0) ⊂ X and a unique continuous family of C1-maps

η : [a, b] × BX → Y such that η(t, 0) = 0 for all t ∈ [a, b], and

F2(t, x, η(t, x)) = 0, (t, x) ∈ [a, b] × BX. (12.30)

(ii) Let the family of functionals f : [a, b] × BX → ℝ and the map F : [a, b] × BX → X be
defined by

f (t, x) = f (t, x, η(t, x)), F(t, x) = F1(t, x, η(t, x)).

Then f is a continuous family of C2-functionals on BX and

∇f (t, x) = F(t, x), (t, x) ∈ [a, b] × BX. (12.31)

Proof. Let us first consider the map F2 : [a, b] × X × Y→ Y defined by

F2(t, x, y) = F2(t, x, (DyF2(t, 0, 0))
−1y),

and note that DyF2(t, 0, 0) = 1Y. Obviously, a map η as in (12.30) exists for F2 if and only
if it exists for F2. Thus we can henceforth assume without loss of generality that

DyF2(t, 0, 0) = 1Y. (12.32)

Now consider C : [a, b] × (X × Y) → X × Y defined by

C(t, x, y) = y − F2(t, x, y)

and note that DyC(t, 0, 0) = 0 for all t ∈ [a, b] by (12.32). As DyC(t, x, y) is continuous by
assumption, there exists ε > 0 such that
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󵄩󵄩󵄩󵄩DyC(t, x, y)
󵄩󵄩󵄩󵄩 ≤

1
2
, (t, x, y) ∈ [a, b] × BX,ε × BY,ε,

where BX,ε and BY,ε denote the closed balls of radius ε in X and Y. Consequently,

󵄩󵄩󵄩󵄩C(t, x, y) − C(t, x, y
′)󵄩󵄩󵄩󵄩 ≤ 12 󵄩󵄩󵄩󵄩y − y′󵄩󵄩󵄩󵄩, (t, x) ∈ [a, b] × BX,ε, y, y′ ∈ BY,ε. (12.33)

As F2(t, 0, 0) = 0, there is δ < ε such that

󵄩󵄩󵄩󵄩C(t, x, 0)
󵄩󵄩󵄩󵄩 =
󵄩󵄩󵄩󵄩F2(t, x, 0)

󵄩󵄩󵄩󵄩 <
ε
2
, (t, x) ∈ [a, b] × BX,δ ,

and one obtains from (12.33) that, for (t, x, y) ∈ [a, b] × BX,δ × BY,ε,
󵄩󵄩󵄩󵄩C(t, x, y)

󵄩󵄩󵄩󵄩 ≤
󵄩󵄩󵄩󵄩C(t, x, y) − C(t, x, 0)

󵄩󵄩󵄩󵄩 +
󵄩󵄩󵄩󵄩C(t, x, 0)

󵄩󵄩󵄩󵄩 < ε.

Thus for each (t, x) ∈ [a, b] × BX,δ , the map C(t, x, ⋅) : BY,ε → BY,ε is a strict contraction
and thus has a unique fixed point η(t, x). As these fixed points depend continuously on
parameters, one obtains a continuous map η : [a, b] × BX,δ → Y. Note that η satisfies
(12.30) and thus for each fixed t, η(t, ⋅) is the unique map that can be obtained from the
classical implicit function theorem. The latter theorem also shows that

Dxη(t, x) = −(DyF2(t, x, η(t, x)))
−1DxF2(t, x, η(t, x)),

which implies that Dxη(t, x) depends continuously on (t, x) ∈ [a, b] × BX,δ .
Finally, (12.31) is a direct consequence of the chain rule and (12.30).

Let us now set X = Hn, Y = H
⊥
n and consider the splitting F = (F

n
1 , F

n
2 ), where

Fn1 (t, u, v) = PnF(t, u, v), Fn2 (t, u, v) = (1 − Pn)F(t, u, v).

As DvF
n
2 (t, 0, 0) = (1 − Pn)Ht|H⊥n : H⊥n → H⊥n is an isomorphism for n ≥ n0 by Lem-

ma 12.2.4, one obtains from Lemma 12.2.5 a family of functionals f : [a, b] × Bn → ℝ for
some open ball Bn ⊂ Hn such that each bifurcation point of critical points of f is also a
bifurcation point of f . Thus it suffices to show that f has a bifurcation of critical points
from the trivial branch if (12.29) is nonzero. The following proposition is the final step
in the proof of Theorem 12.2.1.

Proposition 12.2.6. For the Hessians Hn
t of the functionals f t at 0 ∈ Hn, there exists

n1 ≥ n0 such that for n ≥ n1 and t = a, b, H
n
t is invertible and

ι−(Hn
t ) = ι−(Hn

t ).

Proof. Let ηnt : Bn → H⊥n be the continuous family of C1-maps as specified in Lem-
ma 12.2.5 for the splittingH = Hn ⊕H

⊥
n . Set C

n
t = D0η

n
t . By differentiating (12.30) implic-

itly, it follows that
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Cnt = −(DyF
n
2 (t, 0, 0))

−1DxFn2 (t, 0, 0) = −((1 − Pn)Ht|H⊥n )−1(1 − Pn)Ht|Hn
.

Now

(1 − Pn)Ht = Qu + (1 − Pn)Ktu, u ∈ H⊥n .
As (1 − Pn)Kt converges uniformly to 0 on bounded sets, there is k ∈ ℕ such that for
t = a, b,

󵄩󵄩󵄩󵄩(1 − Pn)Ktu
󵄩󵄩󵄩󵄩 ≤

1
2
‖u‖, u ∈ H, n ≥ k.

Consequently, as ‖Qu‖ = ‖u‖ for all u ∈ H,

󵄩󵄩󵄩󵄩(1 − Pn)Htu
󵄩󵄩󵄩󵄩 ≥

1
2
‖u‖, u ∈ H⊥n , n ≥ k,

which shows that

󵄩󵄩󵄩󵄩((1 − Pn)Ht|H⊥n )−1󵄩󵄩󵄩󵄩 ≤ 12 , n ≥ k, t = a, b.

Using once again that Ht = Q + Kt , this yields

󵄩󵄩󵄩󵄩C
n
t
󵄩󵄩󵄩󵄩 ≤

1
2
󵄩󵄩󵄩󵄩(1 − Pn)(Q + Kt)|Hn

󵄩󵄩󵄩󵄩 ≤
1
2
󵄩󵄩󵄩󵄩(1 − Pn)Kt|Hn

󵄩󵄩󵄩󵄩 → 0 as n→∞,

because (1−Pn)Kt converges to 0 in𝔹(H) as n→∞ by the compactness ofKt . Moreover,
there is a constant c > 0 such that ‖Hn

t u‖ = ‖PnHtu‖ ≥ c‖u‖ for all u ∈ Hn and all n ∈ ℕ.
Finally, it follows from the definition of Hn

t that

Hn
t = PnHt(1 + C

n
t ) = H

n
t + PnHtC

n
t ,

and thus there is n1 ∈ ℕ such that H
n
t is invertible and has the same Morse index as H

n
t

for n ≥ n1 and t = a, b.

Proof of Theorem 12.2.1. This now follows from the finite-dimensional case, the previous
Proposition 12.2.6, and (12.29).

12.3 Applications to Hamiltonian systems

The aim of this section is to study bifurcation of periodic solutions of families of Hamil-
tonian systems of the form

{
Iu̇(s) + ∇uF(t, s, u(s)) = 0, s ∈ [0, 2π],
u(0) = u(2π),

(12.34)
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where I is the 2N × 2N symplectic matrix that was already introduced in Section 2.1,
F : [0, 1] ×ℝ×ℝ2N → ℝ is 2π-periodic in s, satisfies a number of regularity assumptions
stated below, and

∇uF(t, s, 0) = 0.

The function F is called the Hamiltonian. Its arguments are the exterior parameter t, the
timevariable is denotedby s, andfinally,u are the phase space points. Usually, theHamil-
tonian is denotedby the letterH which, however, here is reserved for theHessian further
down. TheHamiltonian system (12.34) is called semilinear because it is linear in the time
derivative, but in general F is not linear in u. Furthermore, (12.34) is called autonomous
if the Hamiltonian has no explicit dependence on time, namely F(t, s, u) = F(t, u). Let
us also note that in many situations the dependence on t is of the form F(t, u) = tF(u)
where then t is proportional to the period of periodic orbits that one is looking for. Ex-
amples of systems like (12.34) not only come from classical mechanics, but also geodesic
equations can be written in such a Hamiltonian form.

Now, clearly, the constant function u ≡ 0 is a solution of (12.34) for all t ∈ [0, 1].
One is then interested in finding bifurcation points at which new branches of solutions
arise. One way to address this problem is to study the linearization of (12.34) at u ≡ 0. It
is given by

{
Iu̇(s) + (∇2uFt,s,0)u(s) = 0, s ∈ [0, 2π],
u(0) = u(2π),

(12.35)

and thus of the form (7.6). Periodic solutions of this equation can be accessed by the
oscillation theory techniques of Section 7.3, see also Section 2.5 for a discrete time set-
ting. It is then an analytic issue to connect those solutions to solutions of the nonlinear
problem (12.34). For the problem of finding periodic geodesics, this was the route fol-
lowed by Bott [35]. Here another strategy will be followed: one first constructs a family
ft of functionals on a suitable Hilbert space of functions u for which the critical points
are just the solutions of (12.34). For these functionals, one can then apply Theorem 12.2.1.
This was firstly done by Fitzpatrick, Pejsachowicz, and Recht in [85], which is the main
reference for this section.

Throughout the analysis, the following technical assumptions are supposed to
hold [22]:
(H1) F ∈ C2([0, 1] × ℝ × ℝ2N , ℝ);
(H2) F is 2π-periodic in the s-variable;
(H3) There are c > 0 and r > 2 such that for all (t, s, u) ∈ [0, 1] × ℝ × ℝ2N ,

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

𝜕2F
𝜕t2
(t, s, u)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
+ 󵄩󵄩󵄩󵄩(∇

2
uF)(t, s, u)

󵄩󵄩󵄩󵄩 ≤ c(1 + ‖u‖
r−2);

(H4) ∇uF(t, s, 0) = 0 for (t, s) ∈ [0, 1] × ℝ.
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As a technical preliminary, let us begin by introducing the spaces that will be needed be-
low to apply Theorem 12.2.1. The unit circle 𝕊1 will be identified withℝ/(2πℤ) ≅ [0, 2π).
Let us first recall that L2(𝕊1, ℝ2N ) consists of all functions u : [0, 2π) → ℝ2N such that

u(s) = c0 +
∞
∑
k=1 (ak sin(ks) + bk cos(ks)), (12.36)

where c0, ak , bk ∈ ℝ
2N , k ∈ ℕ, and∞

∑
k=1 (|ak |2 + |bk |2) < ∞.

The scalar product on L2(𝕊1, ℝ2N ) is given by

⟨u|v⟩L2 = 2π⟨c0| ̃c0⟩ + π
∞
∑
k=1 (⟨ak |ãk⟩ + ⟨bk |b̃k⟩),

where ̃c0 and ãk , b̃k denote the Fourier coefficients of v ∈ L2(𝕊1, ℝ2N ). The subset
W

1
2 ,2(𝕊1, ℝ2N ) of all functions u ∈ L2(𝕊1, ℝ2N ) such that∞

∑
k=1 k(|ak |2 + |bk |2) < ∞ (12.37)

is a Hilbert space in its own right with respect to the scalar product

⟨u|v⟩
W

1
2 ,2 = 2π⟨c0| ̃c0⟩ + π ∞∑

k=1 k(⟨ak |ãk⟩ + ⟨bk |b̃k⟩), (12.38)

and the embedding

W
1
2 ,2(𝕊1, ℝ2N ) 󳨅→ Lp(𝕊1, ℝ2N ) (12.39)

is compact for every p ∈ [1,∞) (e. g., [3, § 3.1]). Note that elements inW
1
2 ,2(𝕊1, ℝ2N ) do

not need to have continuous representatives. In contrast, replacing k by k2 in (12.37)
and (12.38), one obtainsW 1,2(𝕊1, ℝ2N ) and elements in this space can be represented by
absolutely continuous functions having a square integrable first derivative.

The first aim is to construct a family of C2-functionals f : [0, 1] × H → ℝ on the
Hilbert spaceH = W

1
2 ,2(𝕊1, ℝ2N ) such that the critical points of ft are the weak solutions

of (12.34). Let us first note that there is an orthogonal decompositionH = E+ ⊕ E0 ⊕ E−,
where

E0 = {u ∈ H : u ≡ c0, c0 ∈ ℝ
2N }

and
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E± = {u ∈ H : u(s) = ∞∑
k=1 (ak cos(ks) ∓ Iak sin(ks)) with ak ∈ ℝ2N}.

Let P± denote the orthogonal projections in H onto E±. For u as in (12.36), one has ex-
plicitly

(P+u)(s) = 12 ∞∑k=1 ((ak − Ibk) sin(ks) + (Iak + bk) cos(ks))
and

(P−u)(s) = 12 ∞∑k=1 ((ak + Ibk) sin(ks) + (−Iak + bk) cos(ks)).
Next let us define a bilinear form by

Γ : H ×H → ℝ, Γ(u, v) = ⟨P+u − P−u|v⟩H. (12.40)

For u ∈ W 1,2(𝕊1, ℝ2N ), the definition of E±, and the definition of the scalar product in
W 1,2(𝕊1, ℝ2N ) allow verifying by a direct computation that

Γ(u, v) =
2π

∫
0

⟨Iu̇|v⟩ℝ2N ds, v ∈ H. (12.41)

Now consider the family of functionals

f : [0, 1] ×H → ℝ, f (t, u) = 1
2
Γ(u, u) +

2π

∫
0

F(t, s, u(s)) ds. (12.42)

The following proposition shows, in particular, that the critical points of ft are the weak
solutions of the Hamiltonian system (12.34).

Proposition 12.3.1. The map f defined by (12.42) is C2 and

∇ft(u) = (P+ − P−)u + G(t, u),
where

⟨G(t, u)󵄨󵄨󵄨󵄨v⟩H =
2π

∫
0

⟨∇uF(t, s, u(s))
󵄨󵄨󵄨󵄨v(s)⟩ℝ2N ds, u, v ∈ H. (12.43)

Moreover, the Hessian Ht of ft at 0 ∈ H is given by
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⟨u|Htv⟩H = Γ(u, v) +
2π

∫
0

⟨u(s)󵄨󵄨󵄨󵄨At(s)v(s)⟩ℝ2N ds, u, v ∈ H, (12.44)

where

At(s) = ∇
2
uF(t, s, 0), (t, s) ∈ [0, 1] × ℝ.

Proof. The proof closely follows [205, Appendix A]. Let us first briefly recall that a map
G : X → Y between Banach spaces X, Y is Gateaux differentiable at x0 ∈ X if for all
h ∈ X the limit

dG(x0; h) = limτ→0 1τ (G(u + τh) − G(u))
exists. Moreover, G is (Fréchet) differentiable in x0 if there is Dx0G ∈ 𝔹(X,Y) such that

lim‖h‖→0 1
‖h‖
󵄩󵄩󵄩󵄩G(x0 + h) − G(x0) − Dx0Gh

󵄩󵄩󵄩󵄩 = 0.

Of course, ifG is differentiable, thenG is Gateaux differentiable and dG(x0; h) = (Dx0G)h.
Moreover, if G is everywhere Gateaux differentiable and for all x there is A(x) ∈ 𝔹(X,Y)
depending continuously on x and such that dG(x; h) = A(x)h, then G is differentiable
and DxG = A(x).

One only needs to discuss the second term in the definition of f : [0, 1] × H → ℝ
as the first is clearly smooth and its first and second derivatives are as stated in the
proposition. Thus let us henceforth consider the family

g : [0, 1] ×H → ℝ, g(t, u) =
2π

∫
0

F(t, s, u(s)) ds.

Note that by (H3) there is a constant d > 0 such that for all (t, s, u) ∈ [0, 1] × ℝ × ℝ2N ,

󵄩󵄩󵄩󵄩(∇uF)(t, s, u)
󵄩󵄩󵄩󵄩 ≤ d(1 + ‖u‖

r−1). (12.45)

Let us now first show that g(t, ⋅) : H → ℝ is Gateaux differentiable for every fixed
t ∈ [0, 1]. Let u, h ∈ H, s ∈ 𝕊1 and 0 < |τ| < 1. By the mean value theorem, there is
λ ∈ (0, 1) such that

1
|τ|
󵄨󵄨󵄨󵄨F(t, s, u(s) + τh(s)) − F(t, s, u(s))

󵄨󵄨󵄨󵄨 =
󵄩󵄩󵄩󵄩(∇uF)(t, s, u(s) + λτh(s))h(s)

󵄩󵄩󵄩󵄩

≤ d(1 + (󵄩󵄩󵄩󵄩u(s)
󵄩󵄩󵄩󵄩 +
󵄩󵄩󵄩󵄩h(s)
󵄩󵄩󵄩󵄩)
r−1
)󵄩󵄩󵄩󵄩h(s)
󵄩󵄩󵄩󵄩

≤ d(1 + 2r−1(󵄩󵄩󵄩󵄩u(s)󵄩󵄩󵄩󵄩r−1 + 󵄩󵄩󵄩󵄩h(s)󵄩󵄩󵄩󵄩r−1))󵄩󵄩󵄩󵄩h(s)󵄩󵄩󵄩󵄩,
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where (12.45) was used. As the embedding (12.39) is in particular continuous, ‖u(s)‖r−1
and ‖h(s)‖r−1 are in L2(𝕊1, ℝ2N ). Thus the right-hand side in the latter inequality is inte-
grable by Hölder’s inequality, and it follows from the dominated convergence theorem
that

lim
τ→0 1τ (g(t, u + τh) − g(t, u)) = limτ→0 2π

∫
0

1
τ
(F(t, s, u(s) + τh(s)) − F(t, s, u(s)))ds

=
2π

∫
0

⟨∇uF(t, s, u(s))
󵄨󵄨󵄨󵄨h(s)⟩ℝ2N ds.

Let us now set G : [0, 1] ×H → H as in (12.43) and show that G continuously depends
on (t, u) ∈ [0, 1] ×H. If h : [0, 1] × [0, 2π] × ℝ2N → ℝ2N is continuous and satisfies the
estimate

󵄩󵄩󵄩󵄩h(t, s, u)
󵄩󵄩󵄩󵄩 ≤ ̃c(1 + ‖u‖

p
q ) (12.46)

for some ̃c > 0 and 1 ≤ p, q < ∞, then h(t, ⋅, u) ∈ Lq(𝕊1, ℝ2N ) for all u ∈ Lp(𝕊1, ℝ2N ) and
the superposition operator

[0, 1] × Lp(𝕊1, ℝ2N ) → Lq(𝕊1, ℝ2N ), (t, u) 󳨃→ h(t, ⋅, u)

is continuous. A proof of this fact without a parameter t can be found in various text-
books in nonlinear analysis and is a rather straightforward application of the domi-
nated convergence theorem (cf., e. g., [5, 205]). The above parametrized version only
requires minor modifications of the argument. Now let r∗ be the conjugate exponent
of r, i. e., 1

r +
1
r∗ = 1. Because then r

r∗ = r − 1, it follows from (12.45) that the super-
position operator ∇F : [0, 1] × Lr(𝕊1, ℝ2N ) → Lr

∗
(𝕊1, ℝ2N ) is continuous. Finally, let

(tn, un) → (t, u) ∈ [0, 1] ×H. Then by the Hölder inequality,

󵄨󵄨󵄨󵄨⟨G(tn, un) − G(t, u)
󵄨󵄨󵄨󵄨v⟩
󵄨󵄨󵄨󵄨 =
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

2π

∫
0

⟨∇uF(tn, s, un(s)) − ∇uF(t, s, u(s))
󵄨󵄨󵄨󵄨v(s)⟩ds

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

≤ 󵄩󵄩󵄩󵄩∇uF(tn, ⋅, un) − ∇uF(t, ⋅, u)
󵄩󵄩󵄩󵄩r∗‖v‖r

≤ cr
󵄩󵄩󵄩󵄩∇uF(tn, ⋅, un) − ∇uF(t, ⋅, u)

󵄩󵄩󵄩󵄩r∗‖v‖H,
where cr > 0 exists by the boundedness of the inclusion (12.39). Thus

󵄩󵄩󵄩󵄩G(tn, un) − G(t, u)
󵄩󵄩󵄩󵄩 ≤ cr
󵄩󵄩󵄩󵄩∇uF(tn, ⋅, un) − ∇uF(t, ⋅, u)

󵄩󵄩󵄩󵄩r∗ → 0, n→∞,

which shows the continuity of G : [0, 1] ×H → H. In summary, it has been shown that
the functionals ft : H → ℝ are continuously differentiable, their derivatives are given
by (12.43), and they depend continuously on (t, u) ∈ [0, 1] ×H.
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Differentiation under the integral sign yields the partial derivative of g with respect
to t, and its continuous dependence on (t, u) ∈ [0, 1] ×H follows once again from (H3)
and (12.46).

The assertion about the second derivatives of f can be obtained from (H3) by direct
modifications of the above arguments.

The following lemma shows that the Hessians Ht in Proposition 12.3.1 are actually
Fredholm operators.

Lemma 12.3.2. The Hessians Ht of ft at 0 ∈ H are of the form Ht = A + Kt , where
A ∈ 𝔽𝔹∗sa(H) is a self-adjoint Fredholm operator and K is a continuous family of com-
pact operators.

Proof. At first, let us set A = P+ − P−, which clearly is an element of 𝔽𝔹∗sa(H). Secondly,
the maps

βt : L
2(𝕊1, ℝ2N ) × L2(𝕊1, ℝ2N ) → ℝ, (u, v) 󳨃→

2π

∫
0

⟨u(s)󵄨󵄨󵄨󵄨At(s)v(s)⟩ℝ2N ds

restrict to a continuous family of bounded bilinear forms onH, and thus

⟨u|Ktv⟩H = βt(u, v), u, v ∈ H,

defines a continuous family of bounded self-adjoint operators Kt on H such that
Ht = A + Kt , t ∈ [0, 1]. It remains to show the compactness of Kt . Let (un)n∈ℕ and
(vn)n∈ℕ be sequences in H which weakly converge to some elements u, v ∈ H. From
the compactness of (12.39), it follows that they converge strongly in L2(𝕊1, ℝ2N ). Con-
sequently, ⟨Ktun|vn⟩H = βt(un, vn) converges to βt(u, v) = ⟨Ktu|v⟩H, which shows the
compactness of Kt .

The previous lemma implies that t ∈ [0, 1] 󳨃→ Ht is a continuous family of bounded
self-adjoint Fredholm operators inH. Thus Sf(t ∈ [0, 1] 󳨃→ Ht) is well defined and, if it
is nontrivial and H0, H1 are invertible, then there is a bifurcation of critical points for f
by Theorem 12.2.1. Actually, by using relatively standard regularity arguments, this will
next be improved.

Theorem 12.3.3. If

Sf(t ∈ [0, 1] 󳨃→ Ht) ̸= 0

and the linear equations (12.35) only have the trivial solution for t = 0, 1, then there are
a sequence (tn)n∈ℕ converging to some t∗ ∈ (0, 1) and a sequence (un)n∈ℕ ⊂ C1(𝕊1, ℝ2N )
converging to 0 with respect to ‖u‖C1 = ‖u‖∞ + ‖u̇‖∞ such that un is a nontrivial periodic
solution of (12.34) for tn.
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Proof. The argument closely follows [156, § 6]. Let us first show that every critical point
of ft is in C

1(𝕊1, ℝ2N ). If u ∈ H is a critical point of ft , then one obtains from (12.41) that,
for v ∈ W 1,2(𝕊1, ℝ2N ),

⟨(∇u ft)(u)
󵄨󵄨󵄨󵄨v⟩W 1

2 ,2 =
2π

∫
0

(⟨u|Iv̇⟩ℝ2N + ⟨∇uF(t, s, u)
󵄨󵄨󵄨󵄨v⟩ℝ2N ) ds = 0. (12.47)

Plugging into this formula for v the 2N constant functions given by the standard basis
of ℝ2N yields ∫2π0 ∇uF(t, s, u) ds = 0. By using a Fourier expansion, it can be shown that
for all v ∈ L2(𝕊1, ℝ2N ) such that 1

2π ∫
2π
0 v ds = 0 and every ξ ∈ ℝ2N , there is a unique

ũ ∈ W 1,2(𝕊1, ℝ2N ) such that 1
2π ∫

2π
0 ũ ds = ξ and 𝜕sũ = v. If one applies this fact to

v = I∇F(t, s, u(t)) and ξ = 1
2π ∫

2π
0 u ds, one obtains a unique w ∈ W 1,2(𝕊1, ℝ2N ) such

that

2π

∫
0

wds =
2π

∫
0

u ds, ẇ = I∇uF(t, ⋅, u). (12.48)

Now let us take the scalar product of the latter equation with Iv for v ∈ W 1,2(𝕊1, ℝ2N )
and integrate by parts to obtain

2π

∫
0

(⟨w|Iv̇⟩ℝ2N + ⟨∇uF(t, s, u)
󵄨󵄨󵄨󵄨v⟩ℝ2N ) ds = 0.

Comparing this to (12.47) yields the L2-orthogonality relation

2π

∫
0

⟨u − w|Iv̇⟩ℝ2N ds = 0, v ∈ W 1,2(𝕊1, ℝ2N ).
This shows that u andw can differ only by a constant function which is actually zero by
the first equation in (12.48). Consequently, u ∈ W 1,2(𝕊1, ℝ2N ) satisfies

Iu̇ + ∇uF(t, ⋅, u) = 0 (12.49)

almost everywhere. As every function inW 1,2(𝕊1, ℝ2N ) is continuous, it actually follows
that u ∈ C(𝕊1, ℝ2N ). Finally, (12.49) shows that u ∈ C1(𝕊1, ℝ2N ).

The same argument applied to (12.44) yields that the kernel of Ht consists of the
classical solutions of (12.35). Thus if (12.35) has only the trivial solution for t = 0, 1, then
H0, H1 are invertible.

It remains to show that the sequence un converges to 0 with respect to the C
1 norm.

Let us first note that un → 0 in L2(𝕊1, ℝ2N ) as the embeddingH 󳨅→ L2(𝕊1, ℝ2N ) is contin-
uous. It follows by (H3) and an elementary estimate as in the proof of Proposition 12.3.1
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that ∇uF(tn, ⋅, un) → 0 in L2(𝕊1, ℝ2N ), and thus u̇n → 0 in L2(𝕊1, ℝ2N ) as un satisfies
(12.49). Since un and u̇n tend to zero in L

2(𝕊1, ℝ2N ), one sees that un → 0 inW 1,2(𝕊1, ℝ2N ).
As the embedding W 1,2(𝕊1, ℝ2N ) 󳨅→ C(𝕊1, ℝ2N ) is continuous, it follows that un → 0
in C(𝕊1, ℝ2N ). Finally, (12.49) shows that u̇n → 0 in C(𝕊1, ℝ2N ), and thus un → 0 in
C1(𝕊1, ℝ2N ) as claimed.

Note that it will usually be relatively easy to figure out if the linear equations (12.35)
have nontrivial solutions for t = 0, 1. Moreover, by Proposition 7.3.1, the spectral flow
in Theorem 12.3.3 is the Bott–Maslov index of a path of Lagrangians obtained from the
fundamental solutions of (12.35). However, Theorem 12.3.3 can only be useful if there are
appropriate ways to obtain the latter number. This is the topic of the remainder of this
section.

Let us first consider the case that (12.34) is a higher-order perturbation of an au-
tonomous system, i. e., we assume in addition to (H1)–(H4) that
(H5) At = ∇

2
uF(t, s, 0) does not depend on s.

Then (12.35) is autonomous and has a nontrivial solution if and only if 1 is an eigenvalue
of the matrix exp(2πIAt). The latter is equivalent to the existence of some k ∈ ℤ such
that k𝚤 is an eigenvalue of IAt .

The next aim is to obtain an explicit formula for the spectral flow of t ∈ [0, 1] 󳨃→ Ht
under the additional assumption (H5). Let us consider for k ≥ 0 the spaces

Vk = {a sin(ks) + b cos(ks) : a, b ∈ ℝ
2N } ⊂ H,

and note that it follows from (12.41) and (12.44) that each spaceVk is invariant under the
operatorsHt . Let e1, . . . , eN , eN+1, . . . , e2N be the standard basis ofℝ2N . This yields a basis
of Vk for k ∈ ℕ by

{uk1 , . . . , u
k
2N , v

k
1 , . . . , v

k
2N }, (12.50)

where uki = sin(ks)ei and v
k
i = cos(ks)ei for i = 1, . . . , 2N . As Iei = ei+N for i = 1, . . . ,N ,

it is readily seen from (12.41) and (12.44) that Ht|VK
, k ∈ ℕ, is given with respect to the

basis (12.50) by the 4N × 4N -matrix

Bk(t) = (
1
kAt I
−I 1

kAt
) . (12.51)

Moreover, {e1, . . . , e2N } is a basis of V0 and Lt|V0
is given by multiplication by At .

The aim is to find a decompositionH = X ⊕ Y into closed subspaces that reduce the
operators Ht and are such that dim(X) < ∞, as well as Ht|Y ∈ 𝔾(Y), t ∈ [0, 1].

Let m0 ∈ ℕ be such that Bk(t) is invertible for all k > m0 and t ∈ [0, 1]. Then the
operators Ht|Vk

: Vk → Vk are invertible as well for k > m0. Let us now consider the



12.3 Applications to Hamiltonian systems � 413

spaces X = ⨁m0
k=0 Vk and Y = X⊥. The operators Ht are reduced by the decomposition

H = X ⊕ Y, and one obtains from Theorem 4.2.1(v)

Sf(t ∈ [0, 1] 󳨃→ Ht) = Sf(t ∈ [0, 1] 󳨃→ Ht|X) + Sf(t ∈ [0, 1] 󳨃→ Ht|Y).

As Ht|Y ∈ 𝔽𝔹sa(Y) and Ht|Vk
: Vk → Vk is invertible for k ≥ m0 + 1, it follows that Ht|Y

is invertible for t ∈ [0, 1]. Consequently, by Theorem 4.2.1(i),

Sf(t ∈ [0, 1] 󳨃→ Ht) = Sf(t ∈ [0, 1] 󳨃→ Ht|X), (12.52)

and so the spectral flow computation is reduced to finite dimensions. Moreover, one
obtains from Theorem 4.2.1(i) and (v) that

Sf(t ∈ [0, 1] 󳨃→ Ht) =
m0

∑
k=0 Sf(t ∈ [0, 1] 󳨃→ Ht|Vk

)

=
∞
∑
k=0 Sf(t ∈ [0, 1] 󳨃→ Ht|Vk

), (12.53)

where it was used once again that Ht|Vk
: Vk → Vk is invertible for k > m0.

Let us now considerHt|Vk
for some k = 0, 1, 2, . . . . AsVk is of finite dimension, there

is a single a > 0 in (4.4) such that spec(Ht|Vk
) ⊂ [−a, a] and all elements in spec(Ht|Vk

)
are eigenvalues of finite multiplicity. Thus

Sf(t ∈ [0, 1] 󳨃→ Ht) =
1
2
TrH(P

>
a,1 − P<a,1 − P>a,0 + P<a,0). (12.54)

By Lemma 4.1.1, Tr(χ[−a,a](Ht)) is constant on [0, 1], and one obtains, as in the proof of
Proposition 4.3.1,

TrH(P
>
a,1) − TrH(P>a,0)

= TrH(P
<
a,0) + dim(Ker(H0)) − TrH(P

<
a,1) − dim(Ker(H1)).

Plugging this into (12.54) yields

Sf(t ∈ [0, 1] 󳨃→ Ht) = TrH(P
<
a,0) − TrH(P<a,1)

+
1
2
(dim(Ker(H0)) − dim(Ker(H1)))

= ι−(H0|Vk
) − ι−(H1|Vk

)

+
1
2
(dim(Ker(H0)) − dim(Ker(H1))).

Let us now assume that H0, H1 are invertible. Then, with respect to the basis (12.50),

Sf(t ∈ [0, 1] 󳨃→ Ht|Vk
) = ι−(Bk(0)) − ι−(Bk(1)), k ∈ ℕ,

Sf(t ∈ [0, 1] 󳨃→ Ht|V0
) = ι−(A0) − ι−(A1). (12.55)
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Moreover, the matrices Bk(i), i = 0, 1, are invertible as well, and thus

1
2
Sig(Bk(i)) = 2N − ι−(Bk(i)).

Consequently, by (12.53),

Sf(t ∈ [0, 1] 󳨃→ Ht) = ι−(A0) − ι−(A1) + 12 ∞∑k=1 (Sig(Bk(1)) − Sig(Bk(0))).
As Bk(i) converge to matrices of signature 0, the series∑

∞
k=1 Sig(Bk(i)), i = 0, 1, converge

as actually only finitely many of their terms are nonzero. Thus the definition

ν(Ai) = ι−(Ai) − 12 ∞∑k=1 Sig(Bk(i)) (12.56)

makes sense. The following theoremsummarizes the abovefindings. Itwas proved along
these lines by Fitzpatrick, Pejsachowicz, and Recht in [85] and recently obtained by other
methods in [24, 107].

Theorem 12.3.4. If (H1)–(H5) hold, no eigenvalue of the matrices IA0, IA1 is an integral
multiple of the imaginary unit 𝚤 and

ν(A0) ̸= ν(A1), (12.57)

then there are a sequence (tn)n∈ℕ in [0, 1] converging to some t∗ ∈ (0, 1) and a sequence
(un)n∈ℕ in C1(𝕊1, ℝ2N ) converging to 0 such that un is a nontrivial 2π-periodic solution of
(12.34) for tn.

The previous discussion has shown that the spectral flow of the family Ht , t ∈ [0, 1],
of the Hessians (12.44) can conveniently be computed by (12.56). The main advantage
of the latter formula is that it provides a way to compute the spectral flow just from
the coefficients of the linearized equation (12.35). In particular, neither eigenvalues nor
eigenfunctions of the operators Ht need to be determined. Note that (H5) is vital for the
arguments above as the spaces Vk will generally not reduce the operators Ht if St de-
pends on s. Thus a simple formula as (12.57) cannot be expected to hold without assum-
ing (H5). On the other hand, Theorem 12.3.3 only requires a nonvanishing spectral flow,
and so it would be enough to have an estimate that yields its nontriviality. The following
theorem is called the comparison principle of the spectral flow.

Theorem 12.3.5. Let t ∈ [0, 1] 󳨃→ Ht ∈ 𝔽𝔹sa(H) and t ∈ [0, 1] 󳨃→ H′t ∈ 𝔽𝔹sa(H) be two
paths such that Ht and H

′
t are Calkin equivalent for all t ∈ [0, 1]. If

H0 ≤ H
′
0, H′1 ≤ H1,

then

Sf(t ∈ [0, 1] 󳨃→ H′t ) ≤ Sf(t ∈ [0, 1] 󳨃→ Ht).
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Proof. Let us set Kt = H
′
t − Ht and define a homotopy

(s, t) ∈ [0, 1] × [0, 1] 󳨃→ h(s,t) ∈ 𝔽𝔹sa(H)
by h(s,t) = Ht + sKt . It follows from Theorem 4.2.2 and Theorem 4.2.1(ii)–(iii) that

Sf(t ∈ [0, 1] 󳨃→ Ht)

= Sf(s ∈ [0, 1] 󳨃→ h(s,0)) + Sf(t ∈ [0, 1] 󳨃→ H′t ) − Sf(s ∈ [0, 1] 󳨃→ h(s,1)),
which shows the assertion as

Sf(s ∈ [0, 1] 󳨃→ h(s,0)) ≥ 0 and Sf(s ∈ [0, 1] 󳨃→ h(s,1)) ≤ 0 (12.58)

by Theorem 4.2.6.

Let us now consider the equations (12.34) under the assumptions (H1)–(H4) and de-
fine for i = 0, 1,

αi = inf
s∈[0,2π] inf‖u‖=1⟨Ai(s)u󵄨󵄨󵄨󵄨u⟩ℝ2N , βi = sup

s∈[0,2π] sup‖u‖=1⟨Ai(s)u󵄨󵄨󵄨󵄨u⟩ℝ2N .
Note that inf‖u‖=1⟨Ai(s)u, u⟩ and sup‖u‖=1⟨Ai(s)u, u⟩ are the smallest and the largest eigen-
value of the symmetric matrix Ai(s), and

αi12N ≤ Ai(s) ≤ βi12N , x ∈ I . (12.59)

Let us now assume that β0 < α1 and consider the path t ∈ [0, 1] 󳨃→ H′t ∈ 𝔽𝔹sa(H) of
self-adjoint Fredholm operators defined by

⟨H′tu|v⟩W 1
2 ,2 = Γ(u, v) + (β0 + t(α1 − β0))

2π

∫
0

⟨u|v⟩ℝ2N ds,

where Γ is the bounded bilinear form in (12.40). It follows fromLemma 12.3.2 thatHt−H
′
t

is compact for all t ∈ [0, 1]. Moreover,

⟨(Ht − H
′
t )u
󵄨󵄨󵄨󵄨v⟩W 1

2 ,2 =
2π

∫
0

⟨(At(s) − (β0 + t(α1 − β0))12N )u
󵄨󵄨󵄨󵄨v⟩ℝ2N ds

= {
≤ 0, t = 0,
≥ 0, t = 1,

by (12.59), and hence it follows from Theorem 12.3.5 that

Sf(t ∈ [0, 1] 󳨃→ H′t ) ≤ Sf(t ∈ [0, 1] 󳨃→ Ht).
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Thus one obtains the existence of a bifurcation from Theorem 12.3.3 if
Sf(t ∈ [0, 1] 󳨃→ H′t ) > 0. Note at first that the crossing form of H′ at a crossing t∗ is

Γt∗ = α1 − β0 > 0,
and consequently only the existence of a crossing is needed. Now, the kernel of H′t
consists of the solutions of

{
Iu̇(s) + μ(t)u(s) = 0, s ∈ [0, 2π],
u(0) = u(2π),

(12.60)

where μ(t) = β0 + t(α1 − β0). The fundamental solution of this differential equation is

cos(μ(t)s)12N + sin(μ(t)s)I ,

which shows that there is a nontrivial solution of (12.60) if and only if μ(t) ∈ ℤ. Tak-
ing into account that t is in the unit interval, it follows that Sf(t ∈ [0, 1] 󳨃→ H′t ) ≥ 1 if
(β0, α1) ∩ ℤ ̸= 0. If one repeats the above argument for

⟨H′′t u󵄨󵄨󵄨󵄨v⟩W 1
2 ,2 = Γ(u, v) + (α0 + t(β1 − α0))

2π

∫
0

⟨u|v⟩ℝ2N ds,

under the assumption β1 < α0, it follows that Sf(t ∈ [0, 1] 󳨃→ H′′t ) ≤ −1 if one has
(β1, α0) ∩ ℤ ̸= 0. The following theorem summarizes these results.

Theorem 12.3.6. If (H1)–(H4) hold, (12.35) has only the trivial solution and either

(β0, α1) ∩ ℤ ̸= 0, or (β1, α0) ∩ ℤ ̸= 0,

then there are a sequence (tn)n∈ℕ in [0, 1] converging to some t∗ ∈ (0, 1) and a sequence
(un)n∈ℕ ⊂ C1(𝕊1, ℝ2N ) converging to 0 such that un is a nontrivial 2π-periodic solution of
(12.34) for tn.

Note that, similar to Theorem 12.3.4, the previous theorem allows obtaining the ex-
istence of a bifurcation point for (12.34) from the coefficients of the linearized equations
(12.35). Finally, applications of Theorem 12.3.5 to PDE can be found in [202]. Other meth-
ods to compute the spectral flow for applications in bifurcation theory of differential
equations are discussed in [145, 198, 199, 203, 150].



A Collection of technical elements

A.1 Riesz projections

The following proposition resembles a few facts about Riesz projections associated to
a bounded operator T on a Hilbert space. Let us stress that Riesz projection are not
necessarily self-adjoint (and hence may also just be called Riesz idempotent).

Proposition A.1.1. Let Δ ⊂ spec(T) be a separated spectral subset, namely a closed subset
which has trivial intersectionwith the closure of spec(T)\Δ. Associated toΔ let Γ be a curve
in ℂ \ spec(T) with winding number 1 around each point of Δ and 0 around all points of
spec(T) \ Δ. The Riesz projection of T on Δ is defined as

RΔ = ∮
Γ

dz
2π𝚤
(z − T)−1. (A.1)

The range and kernel of RΔ are denoted by EΔ = Ran(RΔ) and FΔ = Ker(RΔ). If Δ = {λ} is
an isolated point in spec(T), let us also use the notation Rλ = RΔ, Eλ = EΔ, and so on. The
following properties hold:
(i) RΔ is idempotent, namely an oblique projection, and EΔ andFΔ are closed subspaces.

Moreover, RΔ is independent of the choice of Γ.
(ii) Let T be invertible. Then Γ can, moreover, be chosen to have a vanishing winding

number around 0. If (Γ)−1 denotes the path of inverted complex points, one has

RΔ = ∮
(Γ)−1

dz
2π𝚤
(z − T−1)−1. (A.2)

(iii) If Δ and Δ′ are disjoint separated spectral subsets, then one has RΔRΔ′ = 0 as well as
RΔ∪Δ′ = RΔ + RΔ′ .

(iv) For is a disjoint decomposition spec(T) = ⋃Ll=1 Δl in separated spectral subsets,
∑Ll=1 RΔl = 1.

(v) EΔ is invariant for T and FΔ is invariant for T
∗. Moreover, dim(EΔ) = dim(F

⊥
Δ ).

(vi) If ΦΔ and ΨΔ are frames for EΔ and F
⊥
Δ , and Ψ

∗
ΔΦΔ is invertible, then

RΔ = ΦΔ(Ψ
∗
ΔΦΔ)
−1Ψ∗Δ .

(vii) The orthogonal projections on EΔ and FΔ are RΔ(R
∗
ΔRΔ)
−1R∗Δ = ΦΔΦ

∗
Δ and

R∗Δ (RΔR
∗
Δ )
−1RΔ = ΨΔΨ

∗
Δ , respectively.

(viii) If dim(Eλ) < ∞, then Eλ is the span of the generalized eigenvectors of T to λ.
(ix) Let f be an analytic function on the convex closure of spec(T). Suppose that

f (spec(T) ∩ Δ) ∩ f (spec(T) \ Δ) = 0.

Open Access. © 2023 the author(s), published by De Gruyter. This work is licensed under the Creative
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Denote by Qf (Δ) the Riesz projection of f (T) on f (Δ), which is a separated spectral
subset for f (T). Then Qf (Δ) = RΔ.

Proof. (i) Let Γ′ be another path with the same properties as Γ, but, moreover, encircling
every point of Γ once. Then

(RΔ)
2 = ∮

Γ

dz
2π𝚤
∮

Γ′

dξ
2π𝚤
(ξ − T)−1(z − T)−1

= ∮
Γ

dz
2π𝚤
∮

Γ′

dξ
2π𝚤

1
z − ξ
((ξ − T)−1 − (z − T)−1)

= ∮

Γ′

dξ
2π𝚤
(ξ − T)−1∮

Γ

dz
2π𝚤

1
z − ξ
− ∮

Γ

dz
2π𝚤
(z − T)−1∮

Γ′

dξ
2π𝚤

1
z − ξ
,

where in the second equality the resolvent identity was used, and in the third we used
Fubini’s theorem. Now the first summand vanishes because the integral over Γ van-
ishes, while in the second summand the integral over ξ is equal to −1. This shows that
(RΔ)

2 = RΔ. In a similar manner, all the other properties of the Riesz projection are de-
rived.

(ii) As T is invertible, the integral over a sufficiently small circle vanishes and can
thus always be addedwith the right orientation to assure that Γ has a vanishingwinding
number around 0. The change of variable ξ = z−1 leads to

RΔ = ∮
(Γ)−1

dξ
2π𝚤
−1
ξ2
(ξ−1 − T)−1 = ∮

(Γ)−1

dξ
2π𝚤
((ξ − T−1)−1 − 1

ξ
).

Now the integral of the last summand vanishes because the winding number does by
assumption.

Proofs of items (iii) to (viii) are standard and can be found in [112].
(ix) Let γ denote a curve in the resolvent set of f (T) circling once around f (Δ). Then

Qf (Δ) = ∮
γ

dξ
2π𝚤
(ξ−1 − f (T))−1.

Now let us write the operator function (ξ−1 − f (T))−1 also by holomorphic functional
calculus using a curve Γ around spec(T). But as Δ is a separated spectral subset of T , it is
possible to choose Γ composed of two curves Γ1 around Δ and Γ2 around the remainder
spec(T) \ Δ. Moreover, Γ1 is chosen such that all of f (Γ1) is encircled once by γ, and Γ2
such that f (Γ2) does not intersect γ, which is possible by hypothesis. Now

Qf (Δ) = ∮
γ

dξ
2π𝚤
(∮
Γ1

+∮
Γ2

)
dz
2π𝚤

1
ξ − f (z)

(z − T)−1.
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Exchanging the integrals gives

Qf (Δ) = ∮
Γ1

dz
2π𝚤
(z − T)−1∮

γ

dξ
2π𝚤

1
ξ − f (z)

+ ∮
Γ2

dz
2π𝚤
(z − T)−1∮

γ

dξ
2π𝚤

1
ξ − f (z)

.

The first integral gives RΔ, while the second vanishes because the contour is chosen such
that there is no singularity encircled by γ for z ∈ Γ2.

A.2 Norm estimates on roots

The first inequality goes back to Haagerup, see [143].

Proposition A.2.1. Let U ∈ 𝕌(H) be unitary and T ∈ 𝔹(H) be positive semidefinite,
namely T ≥ 0. Then for α ∈ [0, 1],

󵄩󵄩󵄩󵄩[U , T
α]󵄩󵄩󵄩󵄩 ≤
󵄩󵄩󵄩󵄩[U , T]
󵄩󵄩󵄩󵄩
α
.

Proof. Recall that the roots x ∈ [0,∞) 󳨃→ xα are Herglotz functions and are therefore
operator monotone by Loewner’s theorem. Thus,

UTαU∗ = (UTU∗)α

= (UTU∗ − T + T)α

≤ (󵄩󵄩󵄩󵄩UTU
∗ − T󵄩󵄩󵄩󵄩 + T)

α

≤ 󵄩󵄩󵄩󵄩UTU
∗ − T󵄩󵄩󵄩󵄩

α
+ Tα,

where the last inequality follows from the spectral theorem, applied to T , and the in-
equality (x + y)α ≤ xα + yα for positive numbers x and y. Hence

󵄩󵄩󵄩󵄩UT
αU∗ − Tα󵄩󵄩󵄩󵄩 ≤

󵄩󵄩󵄩󵄩UTU
∗ − T󵄩󵄩󵄩󵄩

α
,

which is equivalent to the claim.

The next bound can be found in [128].

Proposition A.2.2. Let A,B ∈ 𝔹(H) satisfy A ≥ 0, B ≥ 0. Then for α ∈ [0, 1],

󵄩󵄩󵄩󵄩A
α − Bα󵄩󵄩󵄩󵄩 ≤ ‖A − B‖

α.

Proof. Let us apply Proposition A.2.1 to

T = (A 0
0 B
) , U = (0 1

1 0
) .

One finds
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󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
(

0 Bα − Aα

Aα − Bα 0
)
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
≤
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩
(

0 B − A
A − B 0

)
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

α

,

which proves the lemma.

A.3 Definitions and facts from topology

Many places in the book use notions and results from topology, some rather basic and
some fairly deep. This appendix collects these facts and provides references to the liter-
ature where more can be read up on them.

Definition A.3.1 ([79]). Let (X ,OX ) and (Y ,OY ) be topological spaces and, furthermore,
let f , F : X → Y be continuous maps.
(i) Space (X ,OX ) is contractible if there is a continuousmap h : X ×[0, 1] → X such that

h(x, 1) = x for all x ∈ X and h(x, 0) = xref for some reference point xref ∈ X . Then h
is called a contraction.

(ii) Maps f and F are homotopic if there exists a continuous map h : X ×[0, 1] → Y such
that h(x, 0) = f (x) and h(x, 1) = F(x) for all x ∈ X .

(iii) A continuous map g : Y → X is a homotopy inverse to f if f ∘ g : Y → Y and
g ∘ f : X → X are homotopic to the identity. Then both f and g are called homotopy
equivalences.

(iv) Spaces (X ,OX ) and (Y ,OY ) are homotopy equivalent if there exists a homotopy
equivalence f : X → Y .

(v) Let (Y ,OY ) be a topological subspace of (X ,OX ). Then Y is a deformation retract of
X if there is a homotopy h : X × [0, 1] → X such that for every x ∈ X and y ∈ Y
h(x, 0) = x, h(x, 1) ∈ Y and h(y, 1) = y.

Section 8.6 applies a criterion of tom Dieck for homotopy equivalence [191]. It uses
Dold’s notion of a numerable cover of a topological space.

Definition A.3.2. Let (X ,OX ) be a topological space. An open cover (Xτ) of X indexed by
the index set T is called numerable if there is a locally finite partition of unity (fτ)τ∈T
such that the closure of the support of fτ is contained in Xτ , namely, supp(fτ) ⊂ Xτ for
every τ ∈ T.

A Hausdorff space X is called paracompact if every open cover has a locally finite
subcover. For such subcover one can then construct a locally finite partition of unity.
Hence any open cover of a paracompact space is numerable. Let us also recall a theorem
of Stone, stating that every metrizable space is paracompact.

Theorem A.3.3 ([191, Theorem 1]). Let (X ,OX ) and (Y ,OY ) be topological spaces and let
ϕ : X → Y be a continuousmap. Let (Xτ)τ∈T , respectively (Yτ)τ∈T , be numerable coverings
of X, respectively Y , indexed by the same index set T. Assume that ϕ(Xτ) ⊂ Yτ for all τ ∈ T
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and that for every finite subset σ ⊂ T the restrictionmap ϕσ : ⋂τ∈σ Xτ → ⋂τ∈σ Yτ induced
by ϕ is a homotopy equivalence. Then ϕ itself is a homotopy equivalence.

Next let us come to homotopy groups (e. g., [185, 188, 192, 103]). Recall that for a
topological space X , the set of connected components is denoted by π0(X). It has no
group structure. Then for k ∈ ℕ, the homotopy group πk(X , x0) consists of the homotopy
classes of base-point preserving homotopies of continuous maps f : (𝕊k , s0) → (X , x0),
where s0 ∈ 𝕊

k and x0 ∈ X are any points. The group operation given by a suitable con-
catenation is abelian for k ≥ 2, but not in the so-called fundamental group π1(X , x0). For
different choices of the base point s0, these groups are isomorphic. If X is connected, this
definition also is independent of the choice of x0. If Y is another topological space and
F : X → Y continuous, then the concatenation of elements in πn(X , x0) by F yields an
induced group homomorphism F∗ : πn(X , x0) → πn(Y , F(x0)) for all n ∈ ℕ.

Definition A.3.4. Two path-connected topological spaces X , Y are called weakly homo-
topy equivalent if there is some x0 ∈ X and a continuous map F : X → Y such that the
induced maps F∗ : πn(X , x0) → πn(Y , F(x0)) are isomorphisms for all n ∈ ℕ.

The following theorem due to Whitehead explains the importance of the above no-
tion.

Theorem A.3.5 ([188, Theorem 6.32]). A map F : X → Y between path-connected CW-
complexes is a homotopy equivalence if and only if it is a weak homotopy equivalence.

Note that the statement of the previous theorem is still true if X and Y are homotopy
equivalent to CW-complexes.

Theorem A.3.6. Every metrizable Banach manifold is homotopy equivalent to a CW-
complex.

Proof. This follows as every metrizable Banach manifold is an absolute neighborhood
retract (ANR) by [142, Theorem 5], and every ANR is homotopy equivalent to a CW-
complex by [89, Theorem 5.2.1].

In linear spaces, it is also possible to prove the homotopy equivalence of an open
subset to a CW-complex without assuming completeness, as shows the next result.

Theorem A.3.7. Every open subset of a normed linear space is homotopy equivalent to a
CW-complex.

Proof. Milnor showed in [134, Lemma 4] that a paracompact spaceA is homotopy equiv-
alent to a CW-complex if there is a neighborhood U of the diagonal in A × A and a map
λ : U × [0, 1] → A such that λ(a, b, 0) = a, λ(a, b, 1) = b for all (a, b) ∈ U , λ(a, a, t) = a
for all a ∈ A, t ∈ [0, 1], and there is an open cover {Vi}i∈J of A such that Vi × Vi ⊂ U and
λ(Vi × Vi × [0, 1]) = Vi for all i ∈ J .

Let now A be an open subset of a normed linear space. Then A is paracompact. For
any x ∈ X , let Vx ⊂ A be an open ball around x. Moreover, define U ⊂ A × A as the
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set of all (x, y) such that there is an open ball B ⊂ A such that x, y ∈ B. Finally, define
λ : U × [0, 1] → A by λ(x, y, t) = (1 − t)x + ty. Note that, indeed, λ(U × [0, 1]) ⊂ A
by the definition of U . Moreover, λ(x, y, 0) = x, λ(x, y, 1) = y, for all (x, y) ∈ U , and
λ(x, x, t) = x for all x ∈ A, t ∈ [0, 1]. Note that Vx × Vx ⊂ U as Vx is a ball in A. Finally,
Vx ⊂ λ(Vx × Vx × [0, 1]) by definition of λ and this inclusion actually is an equality as for
y1, y2 ∈ Vx and t ∈ [0, 1], λ(y1, y2, t) ∈ Vx .

Themain tool of homotopy theory used here is the long exact sequence of homotopy
groups associated to a fiber bundle π : X → B where X is the total space, B the base
space, π is surjective, and, moreover, every point b ∈ B has a neighborhood U such that
π−1(U) is homeomorphic toU× F where the fiber F is another topological space and the
homeomorphism is fiber-preserving. If B is connected (which will always be assumed
here), then F can be chosen to be the same for all b ∈ B. The main fact is now that there
is an exact sequence of homotopy groups

⋅ ⋅ ⋅ → πk(F) → πk(X) → πk(B) → πk−1(F) → ⋅ ⋅ ⋅ → π1(B) → π0(F) → π0(E) → 0.

While all these maps can be constructed quite explicitly, their particular form is not
needed here. At some places we will encounter a special form of fiber bundles, namely
principal bundles which arise in the following situation: let F be a topological group
acting continuously on X and let B be the space of orbits; if then ϕ : π−1(U) → U × F
is a local trivialization, the action is required to be equivariant in the sense that
ϕ(g ⋅ u) = g ⋅ ϕ(u) for g ∈ F and u ∈ U. The bundle structure theorem (e. g., [188, 192])
provides a convenient way to check that one has a principal bundle if X is a topological
groupwith closed subgroup F so that the base B = X/F is a homogeneous space. Let then
b0 = F ∈ B and π : X → X/F defined by π(x) = xF . A local section for π is a continuous
map ρ : U → X defined on a neighborhood U ⊂ B of b0 such that π ∘ ρ = id. If there
exists such a local section, then π : X → X/F is a principal bundle with principal group
F by the bundle structure theorem. Often, one encounters several principal bundles and
then one of the spaces, X , B, or F , has already known homotopy groups by a previous
result which is described next.

In a celebrated work [36] (see also [135]), Bott computed the (stable) homotopy
groups of the general linear group GL(∞,ℂ) = ⋃n≥1 GL(n, ℂ) equipped with the induc-
tive limit topology:

πk(GL(∞,ℂ)) = {
ℤ, k odd,
0, k even.

(A.3)

In Section 8.6, yet another type of a fiber bundle appears that is now introduced
a bit more detailed as it is far harder to find in the literature than the above types of
bundle.
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Definition A.3.8. A Hilbert bundle over the topological space X consists of a topolog-
ical space E, a surjective continuous map π : E → X , a Hilbert space H, and a fam-
ily {(Uj ,φj)}j∈J where J is some index set, {Uj}j∈J is an open cover of X , and each map
φj : π
−1(Uj) → Uj ×H is a homeomorphism, such that

(i) Ex = π
−1(x) is a Hilbert space for every x ∈ X ;

(ii) if x ∈ Uj , then φj(Ex) = {x} ×H and φj is a linear operator when {x} ×H is identified
withH by ignoring the first component;

(iii) if φj,x : Ex → H denotes the invertible operator described in the previous item and
Ui is another element of the cover {Uj}j∈J , then the map

x ∈ Uj ∩ Ui 󳨃→ φi,x ∘ φ
−1
j,x ∈ 𝔾(H) (A.4)

is continuous.

Let us note that the latter item is redundant in case that H is of finite dimension,
a situation that will never be assumed in this section. Moreover, we only consider
Hilbert bundles over the space X and denote them as triples (E, π, {(Ui,φi)}i∈J ). The set
{(Ui,φi)}i∈J is called an atlas and it will now be shown that the families φi,x ∘ φ

−1
j,x of

invertible operators in (A.4) play a crucial role in the classification of Hilbert bundles in
the following sense.

Definition A.3.9. Let (E1, π1, {(U
1
j ,φ

1
j )}j∈J ) and (E2, π2, {(U

2
i ,φ

2
i )}i∈I ) be two Hilbert bun-

dles. They are called isomorphic if there is a homeomorphism F : E1 → E2 such that
π2 ∘ F = π1 (i. e., F(E1,x) = E2,x , x ∈ X), each restriction Fx = F|E1,x

: E1,x → E2,x is linear
(thus an isomorphism) and the maps

x ∈ U 1
i ∩ U

2
j 󳨃→ φ2j,x ∘ Fx ∘ (φ

1
i,x)
−1
∈ 𝔾(H) (A.5)

are continuous.

The latter condition is again redundant ifH is finite dimensional.

Definition A.3.10. A set of transition functions forX and𝔾(H) consists of an open cover
{Ui}i∈J of X and a collection of continuous maps τi,j : Ui ∩ Uj → 𝔾(H), i, j ∈ J , such that

τk,j(x) ∘ τj,i(x) = τk,i(x), x ∈ Ui ∩ Uj ∩ Uk , (A.6)

and thus in particular τii(x) = id, as well as τj,i(x) = τi,j(x)
−1. Two sets of transition

functions {U 1
i , τ

1
i,j}i,j∈J and {U

2
k , τ

2
k,l}k,l∈I forX are called equivalent if there are continuous

maps γk,i : U
1
i ∩ U

2
k → 𝔾(H), k ∈ I , i ∈ J , such that

τ2k,l(x) = γk,i(x)τ
1
i,j(x)γl,j(x)

−1, x ∈ U 1
i ∩ U

1
j ∩ U

2
k ∩ U

2
l . (A.7)

Note that if (E, π, {(Ui,φi)}i∈J ) is a Hilbert bundle, then τi,j(x) = φi,x ∘ φ
−1
j,x ∈ 𝔾(H),

i, j ∈ J , yields a set of transition functions for X .
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Theorem A.3.11. The map which associates to a Hilbert bundle the set of transition func-
tions for X by (A.4) induces a bijection between the set of isomorphism classes of Hilbert
bundles over X and the set of equivalence classes of transition functions for X.

Proof. We denote by Γ the map as in the statement of the theorem. Furthermore, let
(E1, π1, {(U

1
j ,φ

1
j )}j∈J ) and (E2, π2, {(U

2
k ,φ

2
k)}k∈I ) be isomorphic by a map F : E1 → E2 and

let {τ1i,j}i,j∈J and {τ
2
k,l}k,l∈I be the corresponding sets of transition functions. Define the

map γk,i : U
1
i ∩ U

2
k → 𝔾(H), i ∈ J , k ∈ I by setting

γk,i(x) = φ
2
k,x ∘ Fx ∘ (φ

1
i,x)
−1
.

Note that this is continuous by (A.5) from the definition of an isomorphism. More-
over, (A.7) follows by a straightforward computation and thus {τ1i,j}i,j∈J and {τ

2
k,l}k,l∈I are

equivalent. Consequently, the map Γ is well-defined.
To show that Γ is surjective, let us construct for every set of transition functions

{Ui, τi,j}i,j∈J a suitable Hilbert bundle (E, π, {(Ui,φi)}i∈J ) such that τi,j = φi ∘φ
−1
j on Ui ∩Uj .

Consider on

E = ⋃
i∈J

Ui ×H × {i}

the relation (x, u, i) ∼ (y, v, j) ⇔ x = y, u = τi,j(x)v. Note that this is an equivalence
relation by the cocycle condition (A.6). Let E = E/∼ with the quotient topology and let
π : E → X be defined by π([x, u, i]) = x, which is well-defined and continuous. Con-
sider the map φi : π

−1(Ui) → Ui × H defined by φi([x, u, i]) = (x, u) and its inverse
φ−1i (x, u) = [x, u, i]. Note that both are continuous and hence φi is a homeomorphism.
Moreover, π(φ−1i (x, u)) = π([x, u, i]) = x, (x, u) ∈ Ui ×H and thus φi is fiber-preserving.
Finally, let us note that φ−1i (x, τi,j(x)u) = [x, τi,j(x)u, i] = [x, u, j] = φ

−1
j (x, u) for x ∈ Ui ∩Uj

and u ∈ H and thus τi,j(x) = φi,x ∘φ
−1
j,x . This firstly implies that themaps (A.4) are continu-

ous and thus the construction indeed gives a Hilbert bundle. Secondly, it shows that the
transition functions of the constructed bundle are given by the set of transition functions
{Ui, τi,j}i,j∈J .

For the injectivity of Γ, let (E1, π1, {(U
1
i ,φ

1
i )}i∈J ) and (E2, π2, {(U

2
k ,φ

2
k)}k∈I ) be two

Hilbert bundles with equivalent sets of transition functions {(U 1
i , τ

1
i,j)}i,j∈J and

{(U2
k , τ

2
k,l)}k,l∈I . Let γk,i : U

1
i ∩ U

2
k → 𝔾(H) be the maps in (A.7). For e ∈ E1 such that

π1(e) ∈ U 1
i ∩ U

2
k let us set F(e) = (φ2k)

−1(x, γk,i(x)u), where e = (φ
1
i )
−1(x, u). If also

π1(e) ∈ U
1
j ∩ U

2
l , then e = (φ

1
j )
−1(x, τ1j,i(x)u) and thus by (A.7)

(φ2l )
−1
(x, γl,j(x)τ

1
j,i(x)u) = (φ

2
l )
−1
(x, τ2l,k(x)γk,i(x)u) = (φ

2
k)
−1
(x, γk,i(x)u),

which shows that one obtains a well-defined map F : E1 → E2 in this way. Note that F
is by construction fiber-preserving, and it is continuous as a local composition of con-
tinuous functions. Let us now consider a new family of maps γ̃k,i : U

1
i ∩ U

2
k → 𝔾(H)
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by γ̃k,i = γ
−1
k,i and similarly define a map G : E → E by G(e) = (φ1i )

−1(x, γ̃k,i(x)u), where
e = (φ2k)

−1(x, u). Then for x ∈ U 1
i ∩ U

2
k and u ∈ H,

(G ∘ F ∘ (φ1i )
−1
)(x, u) = G((φ2k)

−1
(x, γk,i(x)u))

= (φ1i )
−1
(x, γk,i(x)

−1γk,i(x)u)

= (φ1i )
−1
(x, u),

which shows that G ∘ F is the identity on E. Likewise it follows that F ∘ G is the identity
and thus F is a homeomorphism. Finally, let us note that the condition (A.5) holds as it
is by construction of F equivalent to the continuity of the maps γk,i. Thus E1 and E2 are
isomorphic Hilbert bundles.

If E = X ×H and π is the canonical projection onto X , then (E, π, {(X , id)}) is called
the trivial bundle. More generally, a bundle (E, π, {(Ui,φi)}i∈J ) is called trivial, if it is iso-
morphic to the trivial bundle.

Theorem A.3.12. Every Hilbert bundle (E, π, {(Ui,φi)}i∈J ) having an infinite dimensional
model spaceH and a paracompact Hausdorff space X as base space is trivial.

Proof. This follows by combining the previous theorem with some standard results
from algebraic topology. First, sets of transition functions for a space X can be defined
verbatim as in (A.4) for a general topological group G instead of 𝔾(H). The notion of
equivalence in (A.7) is the same when replacing everywhere 𝔾(H) by G [188, Defini-
tion 11.6]. By [188, Theorem 11.16], the set of equivalence classes of transition functions
is in one-to-one correspondence with the set of equivalence classes of G-principal bun-
dles over X . Now by [192, Theorem 14.4.1], for every topological group G there is a
topological space BG such that the set of isomorphism classes of G-principal bundles
over a paracompact Hausdorff space X is in one-to-once correspondence with the set
[X ,BG] of homotopy classes of maps from X into BG. This uniquely determines BG up
to homotopy type [74, § 7]. It follows from [188, § 11.33], which is essentially based on
Brown’s representability theorem [188, Theorem 9.12], that BG is homotopy equivalent
to a CW-complex. Finally, if G is contractible as a topological space, then BG is weakly
contractible by [192, Example 14.4.7]. Thus Whitehead’s Theorem A.3.5 implies that BG
is a contractible topological space and, consequently, [X ,BG] consists of a singleton in
this case.

Now by the above explanations and Theorem A.3.11, the set of isomorphism classes
of Hilbert bundles over X is in one-to-one correspondence with [X ,B𝔾(H)]. As𝔾(H) is
contractible by Kuiper’s theorem, there is only one isomorphism class of Hilbert bundles
over X . As the trivial bundle is a Hilbert bundle over X , every Hilbert bundle over X has
to be isomorphic to it, namely every Hilbert bundle is trivial.





Acronyms and notations
𝚤 imaginary unit√−1
supp(f ) support of a function f
| ⋅ | absolute value
sgn(x) sign of a nonzero real number x ∈ ℝ \ {0}
χI indicator function of a set I ⊂ X
χx indicator function of a point x ∈ X
ℝN N-component vectors with real entries
ℂN N-component vectors with complex entries
ℂN×N N × N matrices with complex entries
𝕊1 unit circle
σ1, σ2, σ3 2 × 2 Pauli matrices (0 11 0), (

0 −𝚤
𝚤 0), (

1 0
0 −1)

diag(A, B) block diagonal matrix built from matrices A and B
T∗ adjoint of a matrix T
Sig(H) signature of a self-adjoint matrix H = H∗

H,H′ separable Hilbert spaces
ϕ,ψ vectors in a Hilbert space
⟨ϕ|ψ⟩ = ϕ∗ψ scalar product in a Hilbert space
Φ,Ψ frames for subspaces of a Hilbert space
‖ ⋅ ‖ Hilbert space norm and operator norm
Tr trace over a Hilbert space
Lp(H) Schatten ideal of p-trace class operator
‖ ⋅ ‖(p) p-Schatten norm
E, E′, F subspaces of Hilbert spaces
E⊥ orthogonal complement of E with respect to Hilbert space scalar product
𝕃(H,H′) set of densely defined, closed linear operators fromH toH′

𝕃(H) set of densely defined, closed linear operators onH
A, B, T linear operators onH
D(T) domain of a linear operator T
T∗ adjoint of T ∈ 𝕃(H,H′)
H self-adjoint linear operator onH
1 identity operator onH
1N identity matrix of size N
P orthogonal projection onH
Q symmetry onH, namely Q = Q∗ = Q−1

spec(T) spectrum of an operator T
specdis(T) discrete spectrum of an operator T
specess(T) essential spectrum of a normal operator T
𝔹(H,H′) set of bounded operators fromH toH′

𝔹a(H,H
′) set of bounded operators T fromH toH′ with ‖T‖ ≤ a

𝔹(H) set of bounded operators onH, namely 𝔹(H) = 𝔹(H,H)
𝔹a(H) set of bounded operators T onH with ‖T‖ ≤ a
𝕃sa(H) set of self-adjoint operators onH
𝔹sa(H) set of bounded self-adjoint operators onH
𝔹a,sa(H) set of bounded self-adjoint operators T onH with ‖T‖ ≤ a
𝔹01,sa(H) set of T ∈ 𝔹1,sa(H) with Ker(T ± 1) = {0}
𝕂(H,H′) set of compact operators fromH toH′

𝕂(H) set of compact operators onH
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𝕂(H)∼ unitization of𝕂(H)
𝔾c(H) invertibles in𝕂(H)∼ (multiplicative group)
𝕌(H) set of unitary operators onH
𝕌C(H) set of unitary operators in𝕂(H)∼

𝕌0(H) set of U ∈ 𝕌(H) with Ker(U − 1) = {0}
𝕌C,0(H) intersection𝕌C(H) ∩𝕌0(H)
𝔽𝕌(H) set of unitary operators U with U + 1 ∈ 𝔽𝔹(H), or −1 ̸∈ specess(U)
𝕌sa(H) set of symmetries (self-adjoint unitaries)
𝕌∗sa(H) set of proper symmetries
ℚ(H) Calkin algebra 𝔹(H)/𝕂(H) overH
π Calkin projection π : 𝔹(H) → ℚ(H)
𝕌ℚ(H) set of unitaries in the Calkin algebra
𝕌ℚ∗sa(H) set of proper symmetries in the Calkin algebra
𝔽(H,H′) set of Fredholm operators fromH toH′

𝔽(H) set of Fredholm operators onH
Ind(T) index of a Fredholm operator T
j±(H) Morse indices of a self-adjoint Fredholm operator H
𝔽sa(H) set of self-adjoint Fredholm operators onH
𝔽csa(H) set of self-adjoint Fredholm operators with compact resolvent
𝔽𝔹(H,H′) set of bounded Fredholm operators fromH toH′

𝔽𝔹(H) set of bounded Fredholm operators onH
𝔽𝔹sa(H) set of bounded self-adjoint Fredholm operators onH
𝔽𝔹±sa(H) set of T ∈ 𝔽𝔹sa(H) with only positive/negative essential spectrum
𝔽𝔹∗sa(H) set of T ∈ 𝔽𝔹sa(H) with positive and negative essential spectrum
𝔽𝔹a,sa(H) set of self-adjoint Fredholm operators T onH with ‖T‖ ≤ a
𝔽𝔹c1,sa(H) set of T ∈ 𝔽𝔹a,sa(H) with specess(T) ⊂ {−1, 1}
𝔽𝔹01,sa(H) set of Fredholm operators in 𝔹01,sa(H)
𝔽𝔹c,01,sa(H) intersection 𝔽𝔹c1,sa(H) ∩ 𝔽𝔹

0
1,sa(H)

𝔾(H) set of invertible bounded operators onH
F bounded transform of an unbounded operator
C Cayley transform of an unbounded self-adjoint operator
G transformation C ∘ F−1 : 𝔹01,sa(H) → 𝕌

0(H)
dN metric on 𝔹(H) induced by the operator norm
dG gap metric on 𝕃(H)
dR Riesz metric on 𝕃(H)
dE extended gap metric on 𝔹1(H)
ON operator norm topology on 𝔹(H)
OS strong operator topology on 𝕃(H)
OG gap topology on 𝕃(H)
OR Riesz topology on 𝕃(H)
OE extended gap topology on 𝔹1(H)
OSE strong extended gap topology on 𝔹1(H)
t ∈ [0, 1] 󳨃→ Ht path of self-adjoint Fredholm operators
T semifinite trace on a von Neumann algebra
ℙ(H) proper orthogonal projections onH
𝔽ℙℙ(H) Fredholm pairs of proper projections (P0, P1) onH
Ind(P0, P1) index of a Fredholm pair (P0, P1) of projections
Pref reference (Lagrangian) projection
𝔽ℙ(H) proper orthogonal projections P such that (Pref, P) Fredholm pair
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J fundamental symmetry of a Krein space; always J = diag(1, −1)
(K, J) separable Krein space with fundamental symmetry J
𝕌(K, J) set of J-unitary operators on Krein space (K, J)
ℙ(K, J) J-Lagrangian projections onK
𝔽ℙℙ(K, J) Fredholm pairs of J-Lagrangian projections (P0, P1) onK
𝔽ℙ(K, J) Fredholm J-Lagrangian Grassmannian with respect to Pref
𝕌C(K, J) intersection of unitization𝕂(K)∼ of compact operators with𝕌(K, J)
𝔹sa(K, J) set of bounded J-self-adjoint operators on Krein space (K, J)
S(T) scattering matrix associated to J-unitary T
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