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## Preface

Field theory is the framework with which one describes the theory of the standard model of elementary particles and their interactions. The electromagnetic sector (QED) of the standard model is understood extremely well using perturbation theory, but the color interaction (QCD) which is responsible for hadron physics can only be accounted for perturbatively for a limited set of observational data. Due to the fact that at long distances the color interaction is strongly coupled, one cannot reliably apply perturbative methods to extract, for instance, the spectrum of the hadrons. The arsenal of tools to handle strongly coupled systems is obviously much more limited than the one used for weakly coupled ones. Nevertheless, several methods to handle non-perturbative field theories have been developed. The main goal of this book is to expose the reader to those techniques and to describe their applications in two-dimensional and four-dimensional field theories and finally in QCD in four dimensions.

The topic of non-perturbative field theory is by itself very rich and it is clear that one cannot cover it in a non superficial manner in one book. Thus we had to make certain decisions about the flow of the book and about the topics that should be addressed. As for the former issue we have decided to present the book in three parts. In the first part we describe, in detail, the most important non-perturbative techniques of two-dimensional field theory. The reason for this is obvious since physical systems with one space dimension and one time dimension are the simplest and hence it is easier to grasp the non-perturbative tools when applied to these systems. In the second part of the book we study two-dimensional gauge theories with the emphasis on employing the techniques developed in the first part. The third part is devoted to the non-perturbative aspects of gauge dynamics in four dimensions. In this part we elevate the techniques of the first part to four dimensions and we examine to what extent gauge theories in four dimensions behave like their two-dimensional simplified analogs.

There are several books on the shelves discussing non-perturbative methods in general such as [66] and [182], there are books describing one particular method, like conformal field theory in two dimensions for instance [77], there are books that describe two-dimensional QCD, [2] and books that study various aspects of four-dimensional QCD, for example [151] and of course there are books on the basics of field theory, for example [37], [130], [173] and [215]. The aim of this book is three-fold, to review a package of non-perturbative methods, to present a picture which is close to the state-of-the-art in the topics described and to
demonstrate application of the methods in addressing several questions of gauge dynamics.

The particular methods we explore in Part 1 of the book associate with conformal field theory, with affine Lie algebras, with topological properties of fields, solitons and integrable models, with bosonization and with the large $N$ approximation.

In Part 2 we first present the basics of gauge field theories in two dimensions and in particular the bosonized version of them, we then describe the seminal large $N$ solution of 't Hooft of the mesonic spectrum of two-dimensional QCD; we address the mesonic spectrum using current algebra methods, we describe the discrete light-cone quantization of QCD with quarks in the fundamental representation and also adjoint quarks, we compute the spectrum of baryons and their properties in the strong coupling limit, we discuss the issue of confinement versus screening behavior, we analyze $Q C D_{2}$ using coset model and BRST techniques, and finally we digress and devote a chapter to generalized Yang-Mills theory on Riemann surfaces and their stringy nature.

In Part 3 we demonstrate the applications in four-dimensional gauge dynamics of conformal invariance, techniques of integrable models, of large $N$ expansion and of topology. In particular we devote chapters to Skyrmions, magnetic monopoles and gauge theory instantons.

As we have mentioned above we had to take decisions about what topics related to non-perturbative field theory we should not include. We decided not to address string theories, supersymmetric field theories and the holographic string (gravity)/gauge duality. The main reason for this decision was that to cover each of these topics requires a book in itself, or even more than one book. In fact certain subjects that we do cover in the book, like conformal field theory, magnetic monopoles or instantons would require a full book to cover properly. What we have tried to achieve is to describe the basic ideas of each topic and to demonstrate its application. We have also not treated subjects like anomalies, lattice formulations, sigma models, chiral Lagrangians and other non-perturbative topics.

Some topics described in the book are "fully established topics", in the sense that presumably the most important developments in those have been already achieved, for instance conformal field theory in two dimensions and bosonization in two dimensions. On the other hand some other topics of the book are under current intensive investigation and are certainly still not fully established. An example of the latter is integrability in four-dimensional gauge dynamics. The reason we have decided to include topics of the latter kind is that we wanted the book to be fairly up to date and useful to researchers investigating "modern" topics.

In the more basic issues we have made an effort to present the material in a pedagogical manner and to be self contained. For instance our discussion started from a free massless scalar field theory in two dimensions and gradually evolved
into general conformal field theories. In dealing with more advanced topics, like for instance instantons in four dimensions, the reader will need to consult with specialized references to obtain a more complete and wider picture of the topic.

Some of the content of the book, mainly in Part 2, is based on the research work of the authors, but most of the material is a review of the work of many researchers in the field.

The book is aimed for advanced Ph.D. students, post-docs and other newcomers to the arena of non-perturbative methods in field theory. The reader should definitely be equipped with a basic knowledge of field theory, group theory and algebra, differential equations, geometry and topology.

Throughout the book we refer to only a limited list of references. The number of scientific contributions to the topics discussed in this book is enormous and since we could not cover all of them we have referred to papers that initiated the various topics, and to review papers and books where a much more exhaustive list of references can be found.

We have made an attempt to keep the same notations throughout the book. However in certain instances we have changed notations during the course of the book, mainly to be in accordance with relevant literature. In these cases we specified explicitly the change in notation made.
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## PART I

Non-perturbative methods in two-dimensional field theory

## 1

## From massless free scalar field to conformal field theories

In this chapter we analyze the simplest field theory, which is the theory of a free massless scalar field in two space-time dimensions, one space and one time. ${ }^{1}$ The rich symmetry and algebraic structure of this theory encapsulates the basic concepts of two-dimensional conformal field theory, which will be the topic of the next chapter.

### 1.1 Complex geometry

It is convenient for the discussion of two-dimensional free scalar theory and later conformal field theories to introduce complex coordinates as follows: ${ }^{2}$

$$
\begin{equation*}
\xi=x^{0}+i x^{1} \quad \bar{\xi}=x^{0}-i x^{1} . \tag{1.1}
\end{equation*}
$$

We now take $x^{0}$ and $x^{1}$ to be in Euclidean space. Correspondingly we define the derivatives

$$
\begin{equation*}
\partial_{\xi}=\frac{1}{2}\left(\partial_{0}-i \partial_{1}\right) \quad \partial_{\bar{\xi}}=\frac{1}{2}\left(\partial_{0}+i \partial_{1}\right), \tag{1.2}
\end{equation*}
$$

which is a special case of the decomposition to components of vectors, namely

$$
\begin{array}{ll}
A_{\xi}=\frac{1}{2}\left(A^{0}-i A^{1}\right) & A_{\bar{\xi}}=\frac{1}{2}\left(A^{0}+i A^{0}\right) \\
A^{\xi}=\left(A^{0}+i A^{1}\right) & A^{\bar{\xi}}=\left(A^{0}-i A^{1}\right) . \tag{1.3}
\end{array}
$$

The metric of the flat Euclidean space-time $\mathrm{d} s^{2}=\mathrm{d} x^{0^{2}}+\mathrm{d} x^{1^{2}}$ translates into $\mathrm{d} s^{2}=\mathrm{d} \xi d \bar{\xi}$, namely

$$
\begin{equation*}
g_{\xi \bar{\xi}}=g_{\bar{\xi} \xi}=\frac{1}{2}, \quad g^{\xi \bar{\xi}}=g^{\bar{\xi} \xi}=2, \quad g_{\xi \xi}=g_{\bar{\xi} \bar{\xi}}=g^{\xi \xi}=g^{\bar{\xi} \bar{\xi}}=0 \tag{1.4}
\end{equation*}
$$

With this metric at hand the scalar product of two vectors takes the form

$$
\begin{equation*}
A^{\mu} B_{\mu}=A^{\xi} B_{\xi}+A^{\bar{\xi}} B_{\bar{\xi}}=\frac{1}{2}\left(A^{\xi} B^{\bar{\xi}}+A^{\bar{\xi}} B^{\xi}\right) \tag{1.5}
\end{equation*}
$$

Complex components of higher-order tensors relate in a similar manner to the real components, in particular for a symmetric two-tensor (like the

[^0]

Fig. 1.1. The map between $\xi$ and $z$.
energy-momentum tensor),

$$
\begin{array}{r}
T \equiv T_{\xi \xi}=\frac{1}{4}\left(T_{00}-2 i T_{10}-T_{11}\right) \\
\bar{T} \equiv T_{\bar{\xi} \bar{\xi}}=\frac{1}{4}\left(T_{00}+2 i T_{10}-T_{11}\right) \\
T_{\bar{\xi} \xi}=T_{\xi \bar{\xi}}=\frac{1}{4}\left(T_{00}+T_{11}\right) . \tag{1.6}
\end{array}
$$

Often, especially in the context of string theory, the space direction is no longer $\mathcal{R}$, but rather is compactified on $S^{1}$ so that $x^{1} \equiv x^{1}+2 \pi$. For such a geometry it is convenient to introduce the following conformal map:

$$
\xi \rightarrow z=\mathrm{e}^{\xi}=\mathrm{e}^{x^{0}+i x^{1}}
$$

which maps the cylinder to the complex plane (see Fig. 1.1).
In particular the past $x^{0}=-\infty$ is mapped into the origin and the future $x^{0}=\infty$ into a circle with an infinite radius. It is clear that the relations between $(\xi, \bar{\xi})$ and $\left(x^{0}, x^{1}\right)$ derived above hold also between $(z, \bar{z})$ and $(\operatorname{Real}(z), \operatorname{Im}(z))$. The holomorphic and anti-holomorphic derivatives with respect to $z$ will be denoted by $\partial \equiv \partial_{z}$ and $\bar{\partial} \equiv \partial_{\bar{z}}$.

### 1.2 Free massless scalar field

The action $S$ of the free massless scalar field $\hat{X}(z, \bar{z})$ is

$$
\begin{align*}
S & =\int \mathrm{d}^{2} x \mathcal{L}=\frac{1}{8 \pi} \int \mathrm{~d}^{2} x \partial_{\nu} \hat{X} \bar{\partial}^{\nu} \hat{X} \\
& =\frac{1}{4 \pi} \int \mathrm{~d}^{2} \xi \partial_{\xi} \hat{X} \partial_{\bar{\xi}} \hat{X}=\frac{1}{4 \pi} \int \mathrm{~d}^{2} z \partial \hat{X} \bar{\partial} \hat{X} \tag{1.7}
\end{align*}
$$

where $\mathcal{L}$ is the Lagrangian density. The factor $\frac{1}{4 \pi}$ is used to match the normalization of the bosonic string theory (with $\alpha^{\prime}=2$ ). In the complex coordinate notation $(\xi, \bar{\xi})$ and $(z, \bar{z})$ the measure of the integral is $\mathrm{d}^{2} \xi=(i / 2) d \xi \wedge \mathrm{~d} \bar{\xi}$ and $\mathrm{d}^{2} z=(i / 2) \mathrm{d} z \wedge \mathrm{~d} \bar{z}$, respectively. Note that $\mathcal{L}$ is a local expression and thus is the same for the Euclidean plane or for any compact two-surface.

Varying the scalar field $\hat{X}(z, \bar{z}) \rightarrow \hat{X}(z, \bar{z})+\delta \hat{X}(z, \bar{z})$ induces a variation in the action of the form

$$
\begin{equation*}
\delta S=-\frac{1}{2 \pi} \int \mathrm{~d}^{2} z(\partial \bar{\partial} \hat{X}) \delta \hat{X} \tag{1.8}
\end{equation*}
$$

The action is thus extremized by configurations that solve the corresponding equation of motion

$$
\begin{equation*}
\partial \bar{\partial} \hat{X}=0 \tag{1.9}
\end{equation*}
$$

It is thus clear that $\partial \hat{X}$ is a holomorphic function and $\bar{\partial} \hat{X}$ is an anti-holomorphic function, and the most general solution takes the form

$$
\begin{equation*}
\hat{X}(z, \bar{z})=[X(z)+\bar{X}(\bar{z})] . \tag{1.10}
\end{equation*}
$$

### 1.3 Symmetries of the classical action

By construction the action is invariant under translations and $S O(2)$ rotations. Translations in $x^{0}$ and $x^{1}$ translate in complex coordinates to

$$
\begin{equation*}
z \rightarrow z+a ; \quad \bar{z} \rightarrow \bar{z}+\bar{a} \tag{1.11}
\end{equation*}
$$

where $a$ is a constant complex number, and the $S O(2)$ rotations, in infinitesimal form, to

$$
\begin{equation*}
\delta z=-i \epsilon z ; \quad \delta \bar{z}=i \epsilon \bar{z} \tag{1.12}
\end{equation*}
$$

where $\epsilon$ is an infinitesimal real parameter.
When we go back to Minkowski space, the $S O(2)$ rotations turn into $S O(1,1)$ transformations. In addition it is easy to realize that a shift of the field by a constant $A$,

$$
\begin{equation*}
\hat{X}(z, \bar{z}) \rightarrow \hat{X}(z, \bar{z})+A \tag{1.13}
\end{equation*}
$$

leaves the Lagrangian invariant. It is a special feature of two dimensions that the symmetry group of the action is in fact much richer since one can replace the constant $A$ with $A(z)$ and the constant $\bar{A}$ with $\bar{A}(\bar{z})$, which are arbitrary holomorphic and anti-holomorphic functions, respectively,

$$
\begin{equation*}
\hat{X}(z, \bar{z}) \rightarrow \hat{X}(z, \bar{z})+A(z) ; \quad \hat{X}(z, \bar{z}) \rightarrow \hat{X}(z, \bar{z})+\bar{A}(\bar{z}) \tag{1.14}
\end{equation*}
$$

These are the affine current algebra transformations. ${ }^{3}$

[^1]In a similar manner the space-time translations (1.11) can also be elevated to holomorphic and anti-holomorphic transformations,

$$
\begin{equation*}
z \rightarrow f(z) ; \quad \bar{z} \rightarrow \bar{f}(\bar{z}) \tag{1.15}
\end{equation*}
$$

referred to as two-dimensional conformal transformations. Affine current algebra transformations and conformal transformations will be further discussed in Sections 1.10 and 1.11

### 1.4 Mode expansion

The mode expansion of the classical solution depends on the boundary conditions. For the case where the underlying two-dimensional manifold is the infinite plane, a standard Fourier transform is used:

$$
\begin{equation*}
\hat{X}\left(x^{0}, x^{1}\right)=\int \frac{\mathrm{d} k^{1}}{\sqrt{2 \pi} \sqrt{k^{0}}}\left[a\left(k^{1}\right) \mathrm{e}^{-i k \cdot x}+a^{\dagger}\left(k^{1}\right) \mathrm{e}^{i k \cdot x}\right] . \tag{1.16}
\end{equation*}
$$

If the range of the space coordinate is bounded, one may impose two types of boundary conditions, associated with closed and open strings. In the case of closed strings the boundary conditions

$$
\begin{equation*}
\hat{X}\left(x^{0}, x^{1}\right)=\hat{X}\left(x^{0}, x^{1}+2 \pi\right) \tag{1.17}
\end{equation*}
$$

are automatically obeyed by $\hat{X}(z, \bar{z})$. For this case the mode expansion is expressed in terms of a Laurent series,

$$
\begin{equation*}
\partial X=-i \sum_{n=-\infty}^{\infty} \frac{\alpha_{n}}{z^{n+1}} \quad \bar{\partial} \bar{X}=-i \sum_{n=-\infty}^{\infty} \frac{\bar{\alpha}_{n}}{\bar{z}^{n+1}} . \tag{1.18}
\end{equation*}
$$

Integrating this expansion we get

$$
\begin{equation*}
\hat{X}(z, \bar{z})=\mathcal{X}-i \mathcal{P} \ln (z \bar{z})+i \sum_{m=-\infty, m \neq 0}^{\infty}\left(\frac{\alpha_{m}}{m} z^{-m}+\frac{\bar{\alpha}_{m}}{m} \bar{z}^{-m}\right) \tag{1.19}
\end{equation*}
$$

with $\mathcal{X}$ a constant and

$$
\begin{equation*}
\mathcal{P}=\alpha_{0}=\bar{\alpha}_{0} \tag{1.20}
\end{equation*}
$$

For open strings the boundary conditions are of Neumann type, namely

$$
\begin{equation*}
\partial_{1} \hat{X}\left(x^{0}, x^{1}=0\right)=\partial_{1} \hat{X}\left(x^{0}, x^{1}=\pi\right)=0 \Longrightarrow \partial \hat{X}(z, \bar{z}=z)=\bar{\partial} \hat{X}(z, \bar{z}=z) \tag{1.21}
\end{equation*}
$$

The corresponding mode expansion takes the form

$$
\begin{equation*}
\hat{X}(z, \bar{z})=\mathcal{X}-i \mathcal{P} \ln (z \bar{z})+i \sum_{m=-\infty, m \neq 0}^{\infty} \frac{\alpha_{m}}{m}\left(z^{-m}+\bar{z}^{-m}\right) \tag{1.22}
\end{equation*}
$$

### 1.5 Noether currents and charges

Associated with the symmetries (1.14) and (1.15) are conserved Noether currents and charges. In the Noether procedure one is instructed to elevate the global parameters of transformations into local ones and extract the associated currents from the variation of the action, namely $\delta S \sim \int \mathrm{~d}^{2} x J_{\mu} \partial^{\mu} \epsilon$. Let us apply this procedure first to the affine current algebra transformations so that we vary the action with respect to $\delta \hat{X}(z, \bar{z})=\epsilon(z, \bar{z})$ yielding

$$
\begin{equation*}
\delta S=\frac{1}{4 \pi} \int \mathrm{~d}^{2} z[\partial \epsilon(z, \bar{z}) \bar{\partial} \hat{X}(z, \bar{z})+\bar{\partial} \epsilon(z, \bar{z}) \partial \hat{X}(z, \bar{z})] . \tag{1.23}
\end{equation*}
$$

Unlike the situation in more than two dimensions, and due to the fact that the symmetries (1.14) are in fact not only global ones but rather "half local", the currents

$$
\begin{equation*}
J \equiv \partial X ; \quad \bar{J} \equiv \bar{\partial} \bar{X} \tag{1.24}
\end{equation*}
$$

are holomorphic and anti-holomorphic conserved,

$$
\begin{equation*}
\bar{\partial} J \equiv \bar{\partial} \partial X=0 ; \quad \partial \bar{J} \equiv \partial \bar{\partial} \bar{X}=0 \tag{1.25}
\end{equation*}
$$

The classical currents are determined up to an overall constant.
A similar situation occurs with respect to the conformal transformation. Replacing in the infinitesimal version of (1.15) $\delta z \rightarrow \epsilon(z, \bar{z})$ and $\delta \bar{z} \rightarrow \bar{\epsilon}(z, \bar{z})$ one finds,

$$
\begin{equation*}
\delta S=\frac{1}{2 \pi} \int \mathrm{~d}^{2} z[\partial \bar{\epsilon}(z, \bar{z}) \bar{\partial} \hat{X}(z, \bar{z}) \bar{\partial} \hat{X}(z, \bar{z})+\bar{\partial} \epsilon(z, \bar{z}) \partial \hat{X}(z, \bar{z}) \partial \hat{X}(z, \bar{z})] \tag{1.26}
\end{equation*}
$$

The associated holomorphic and anti-holomorphic conserved energymomentum tensor components are

$$
\begin{equation*}
T=-\frac{1}{2} \partial X \partial X ; \quad \bar{T}=-\frac{1}{2} \bar{\partial} \bar{X} \bar{\partial} \bar{X} \tag{1.27}
\end{equation*}
$$

where the coefficients were chosen in a way that will turn out to be convenient when discussing the corresponding quantum generators.

### 1.6 Canonical quantization

Prior to imposing the canonical quantization condition one has to identify the time direction. There are several options. Using $x^{0}$ as the time direction, the
corresponding conjugate momentum of $\hat{X}(z, \bar{z})$ is

$$
\Pi=\frac{\delta \mathcal{L}}{\delta x_{0} \hat{X}}=\frac{1}{4 \pi} \partial_{0} \hat{X}
$$

and the standard quantization conditions are

$$
\begin{align*}
{\left[\hat{X}\left(x^{0}, x^{1}\right), \Pi\left(y^{0}, y^{1}\right)\right]_{x^{0}=y^{0}} } & =i \delta\left(x^{1}-y^{1}\right) \\
{\left[\hat{X}\left(x^{0}, x^{1}\right), \hat{X}\left(y^{0}, y^{1}\right)\right]_{x^{0}=y^{0}} } & =0 \\
{\left[\Pi\left(x^{0}, x^{1}\right), \Pi\left(y^{0}, y^{1}\right)\right]_{x^{0}=y^{0}} } & =0 \tag{1.28}
\end{align*}
$$

These conditions yield the standard algebra of the creation and annihilation operators for (1.16),

$$
\begin{equation*}
\left[a\left(k^{1}\right), a^{\dagger}\left(p^{1}\right)\right]=\delta\left(k^{1}-p^{1}\right) ; \quad\left[a\left(k^{1}\right), a\left(p^{1}\right)\right]=\left[a^{\dagger}\left(k^{1}\right), a^{\dagger}\left(p^{1}\right)\right]=0 . \tag{1.29}
\end{equation*}
$$

Substituting the mode expansion (1.16) into the expressions of the Noether charges associated with the symmetries of the action (1.7) one finds that the energy-momentum operators are proportional to $a^{\dagger}(k) a(k)+a(k) a^{\dagger}(k)$ and hence their vacuum expectation values are proportional to $\delta(0) \sim L$, where $L$ is the size of the space direction. It is thus clear that for the infinite Euclidean plane (or a Minkowski space-time with space $\mathcal{R}$ ) these expectation values diverge. One then defines the normal ordered operators:

$$
\begin{equation*}
: \mathcal{O}: \equiv \mathcal{O}-<0|\mathcal{O}| 0> \tag{1.30}
\end{equation*}
$$

For free fields this is equivalent to ordering annihilation operators to the right of creation operators, and sufficient to make : $\mathcal{O}$ : finite.

Using the algebra of the creation and annihilation operators and the normal ordered Hamiltonian, the construction of the Fock space is standard. One defines the vacuum state $|0\rangle$ such that

$$
\begin{equation*}
a\left(k^{1}\right) \mid 0>=0 . \tag{1.31}
\end{equation*}
$$

The states in the Fock space are

$$
\begin{equation*}
\prod_{i} a^{\dagger}\left(k_{i}\right)^{n i} \mid 0> \tag{1.32}
\end{equation*}
$$

and their energies, by applying the Hamiltonian,

$$
\begin{equation*}
H\left|\prod a^{\dagger}\left(k_{i}\right)^{n i}\right| 0>=\sum_{i}\left(k_{j}^{0}\right) n_{i}\left(k_{i}\right) \prod a^{\dagger}\left(k_{i}\right)^{n i} \mid 0> \tag{1.33}
\end{equation*}
$$

The canonical quantization for the scalar field on a compact space direction, with the boundary conditions of open or closed string, (1.21) and (1.17), respectively, follows very similar steps. Imposing the quantization conditions (1.28) above implies the following algebra for the $\alpha_{n}$ operators of the open string and
for the $\alpha_{n}$ and $\bar{\alpha}_{n}$ operators for the closed string:

$$
\begin{align*}
& {\left[\alpha_{m}, \alpha_{n}\right]=m \delta_{m+n}} \\
& {\left[\bar{\alpha}_{m}, \bar{\alpha}_{n}\right]=m \delta_{m+n}} \\
& {\left[\alpha_{m}, \bar{\alpha}_{n}\right]=0 .} \tag{1.34}
\end{align*}
$$

It is thus clear that $\alpha_{n}$ operators are related to the $a(k)$ operators as

$$
\begin{equation*}
\alpha_{m}=\sqrt{m} a(m), m>0 ; \quad \alpha_{-m}=\sqrt{m} a^{\dagger}(m), m>0 . \tag{1.35}
\end{equation*}
$$

### 1.7 Radial quantization

For the case of a cylinder-like two-dimensional manifold, namely, where the space direction is compactified so that $x^{1} \equiv x^{1}+2 \pi$, it is natural to use the $z=\mathrm{e}^{x^{0}+i x^{1}}$ coordinates. Space translations $x^{1} \rightarrow x^{1}+a$ take the form of multiplying by a phase factor $z \rightarrow \mathrm{e}^{i a} z$, and time translations $x^{0} \rightarrow x^{0}+a$ turn into dilatations $z \rightarrow \mathrm{e}^{a} z$. Rotations $\left(x^{0}+i x^{1}\right) \rightarrow(c+i s)\left(x^{0}+i x^{1}\right)$, go into $z \rightarrow z^{(c+i s)}$, with $(c+i s)=\mathrm{e}^{i \theta}, \theta$ the rotation angle. Correspondingly the generators of these transformations change their geometrical operation. For instance the Hamiltonian obviously goes into the dilatation generator. Moreover, generators which are Noether charges transform into contour integrals. Recall that the Noether charge is $Q=\int \mathrm{d} x^{1} J_{0}\left(x^{1}\right)$ which in the new coordinates reads $Q=\int \mathrm{d} \theta J_{r}(\theta)$ so that we can write,

$$
\begin{equation*}
Q=\frac{1}{2 \pi i} \oint[\mathrm{~d} z J(z)+\mathrm{d} \bar{z} \bar{J}(\bar{z})], \tag{1.36}
\end{equation*}
$$

where the contour integral is performed at some radius and the sign convention we adopt is that both the $\mathrm{d} z$ and $\mathrm{d} \bar{z}$ integral are taken to be positive for the counter-clockwise sense.

The infinitesimal transformation of an operator generated by the Noether charge $Q$ is given by:

$$
\begin{equation*}
\delta_{\epsilon, \bar{\epsilon}} \mathcal{O}=\frac{1}{2 \pi i} \oint[\mathrm{~d} z J(z) \epsilon(z), \mathcal{O}(w, \bar{w})]+\mathrm{d} \bar{z}[\bar{J}(\bar{z}) \bar{\epsilon}(\bar{z}), \mathcal{O}(w, \bar{w})] . \tag{1.37}
\end{equation*}
$$

Define a product $R$ of two operators $A(z) B(w)$ as taken radially, namely ${ }^{4}$

$$
\begin{equation*}
R(A(z) B(w))=A(z) B(w),|z|>|w| ; \quad B(w) A(z),|w|>|z| \tag{1.38}
\end{equation*}
$$

In Fig. 1.2 we show the two contour integrals that lead to a contour integral around $w$, the location of the operator $\mathcal{O}$, so that the infinitesimal transformation is given by,

$$
\begin{equation*}
\delta_{\epsilon, \bar{\epsilon}} \mathcal{O}=\frac{1}{2 \pi i} \oint[\mathrm{~d} z \epsilon(z) R(J(z) \mathcal{O}(w, \bar{w}))+\mathrm{d} \bar{z} \bar{\epsilon}(\bar{z}) R(J(\bar{z}) \mathcal{O}(w, \bar{w}))] . \tag{1.39}
\end{equation*}
$$

[^2]

Fig. 1.2. A contour around $w$ from the commutator.

We now apply this formulation to the symmetry generators (discussed in Section 2.1):
(i) The infinitesimal affine current algebra transformation $\hat{X}(z, \bar{z}) \rightarrow \hat{X}(z, \bar{z})-$ $\epsilon(z)$ is generated by the holomorphic current $J(z)=\partial X$ via

$$
\begin{align*}
\delta_{\epsilon} \hat{X}(w, \bar{w}) & =\frac{1}{2 \pi i} \oint \mathrm{~d} z \epsilon(z) R(\partial X(z) \hat{X}(w, \bar{w})) \\
& =\frac{1}{2 \pi i} \oint \mathrm{~d} z \frac{-1}{z-w} \epsilon(z)=-\epsilon(w) \tag{1.40}
\end{align*}
$$

where we have used for the product of operators,

$$
\begin{equation*}
R(X(z) X(w))=-\log (z-w)+\text { finite terms. } \tag{1.41}
\end{equation*}
$$

This is an example of the concept of operator product expansion, which is addressed in the next section.
(ii) In a similar manner we can compute the transformation of $\partial X$ generated by the energy momentum tensor $T$

$$
\begin{array}{r}
\delta_{\epsilon} \partial X(w)=\frac{1}{2 \pi i} \oint \mathrm{~d} z \epsilon(z) R\left(-\frac{1}{2}: \partial X(z) \partial X(z): \partial X(w)\right) \\
=\frac{1}{2 \pi i} \oint \mathrm{~d} z \frac{1}{(z-w)^{2}} \partial X(z) \epsilon(z)=\partial \epsilon(w) \partial X(w)+\epsilon(w) \partial^{2} X(w), \tag{1.42}
\end{array}
$$

which is indeed the infinitesimal transformation of the holomorphic current $J=\partial X(z)$. The generator $T$ is normal ordered using the following expression:

$$
\begin{equation*}
T(w)=-\frac{1}{2}: \partial X(z) \partial X(w): \equiv-\frac{1}{2} \lim _{z \rightarrow w}\left[\partial X(z) \partial X(w)+\frac{1}{(z-w)^{2}}\right] \tag{1.43}
\end{equation*}
$$

### 1.8 Operator product expansion

In computing the contour integrals associated with infinitesimal transformations we have made use of the operator product expansions of pairs of operators. ${ }^{5}$ The singularities that occur when the points are taken to approach one another are captured in the notion of operator product expansion (OPE),

$$
\begin{equation*}
\mathcal{O}_{i}(x) \mathcal{O}_{j}(y)=\sum_{k} c_{i j}^{k}(x-y) \mathcal{O}_{k}(y) \tag{1.44}
\end{equation*}
$$

where $c_{i j}^{k}(x-y)$ are the coefficient functions which are singular in the limit of $x \rightarrow y$. Such expansions were proven to hold in renormalizable field theories. The OPEs are an essential tool in exploring quantum field theories. Recall that all of the information on the QFT is encoded into the values of all possible correlation functions of the complete set of local operators $\mathcal{O}_{i}(x)$, namely, $<\mathcal{O}_{1}\left(x_{1}\right) \ldots \mathcal{O}_{n}\left(x_{n}\right)>$. In particular, one is interested in the behavior of these correlation functions when two or more points approach each other, which is encapsulated in the OPEs. For all applications discussed here the OPEs are treated as asymptotic expansions and only their singular terms will be specified. For the present case of two-dimensional free massless scalar field theory the OPE converges and in fact, as will be discussed in Section 3.7.2, a similar situation occurs in all 2d CFTs.

The OPEs of the free massless scalar can be deduced from its propagator, which can be evaluated from the solution. It takes the form:

$$
\begin{equation*}
<\hat{X}(z \bar{z}) \hat{X}(w \bar{w})>=-l o g|z-w|^{2} \tag{1.45}
\end{equation*}
$$

In terms of the separation of the solution into holomorphic and anti-holomorphic parts the two propagators read:

$$
\begin{equation*}
<X(z) X(w)>=-\log (z-w) ; \quad<\bar{X}(\bar{z}) \bar{X}(\bar{w})>=-\log (\bar{z}-\bar{w}) \tag{1.46}
\end{equation*}
$$

By differentiating the last relation with respect to $z$ and to $w$ one finds the short distance expansion of other operators like $J(z), T(z)$ etc. In particular the OPE of the currents is

$$
\begin{equation*}
J(z) J(w)=\partial X(z) \partial X(w)=-\frac{1}{(z-w)^{2}}+\text { finite terms } \tag{1.47}
\end{equation*}
$$

with a similar result for the anti-holomorphic currents.
A different, though equivalent, approach is to write the OPE as a Taylor expansion in $(z-w)$ and $(\bar{z}-\bar{w})$ in the following form:

$$
\begin{align*}
\hat{X}(z, \bar{z}) \hat{X}(w \bar{w})= & -\log |z-w|^{2}+\sum_{k=1}^{\infty} \frac{1}{k!}\left[(z-w)^{k}:\left(\partial^{k} \hat{X}(w, \bar{w})\right) \hat{X}(w, \bar{w}):\right. \\
& \left.+(\bar{z}-\bar{w})^{k}:\left(\bar{\partial}^{k} \hat{X}(w, \bar{w})\right) \hat{X}(w, \bar{w}):\right] \tag{1.48}
\end{align*}
$$

[^3]This form of expansion is based on the property that the normal ordered product of the scalar fields,

$$
\begin{equation*}
: \hat{X}(z, \bar{z}) \hat{X}(w \bar{w}):=\hat{X}(z, \bar{z}) \hat{X}(w, \bar{w})+\log |z-w|^{2} \tag{1.49}
\end{equation*}
$$

obeys the equation of motion, namely,

$$
\begin{equation*}
\partial \bar{\partial}: \hat{X}(z, \bar{z}) \hat{X}(w, \bar{w}):=0 \tag{1.50}
\end{equation*}
$$

and hence can be decomposed to holomorphic and anti-holomorphic functions and thus is non singular.

In the previous subsection we used two OPEs to determine the symmetry transformation of $X$ and $\partial X$. We will work out now two additional examples of OPEs, involving the operator which will later be found to be very useful $: \mathrm{e}^{i \alpha X(w)}$ :.
(i) The conformal properties of: $\mathrm{e}^{i \alpha X(w)}$ are being determined by its OPE with $T(z)$ which takes the form

$$
\begin{align*}
T(z): \mathrm{e}^{i \alpha X(w)}: & =-\frac{1}{2}(: \partial X(z) \partial X(z):)\left(: \mathrm{e}^{i \alpha X(w)}:\right) \\
& =\frac{\left(\frac{\alpha^{2}}{2}\right)}{(z-w)^{2}} \mathrm{e}^{i \alpha X(w)}+\frac{1}{(z-w)} \partial \mathrm{e}^{i \alpha X(w)} \tag{1.51}
\end{align*}
$$

In language that will be developed in Section 2.2 this result will mean that : $\mathrm{e}^{i \alpha X(w)}$ : has a conformal dimension of $\frac{\alpha^{2}}{2}$.
(ii) The OPE of two operators of the form : $\mathrm{e}^{i \alpha X(w)}$ is

$$
\begin{equation*}
\left(: \mathrm{e}^{i \alpha X(z)}:\right)\left(: \mathrm{e}^{-i \beta X(w)}:\right)=\frac{: \mathrm{e}^{i \alpha X(w)} \mathrm{e}^{-i \beta X(w)}:}{(z-w)^{\alpha \beta}} \tag{1.52}
\end{equation*}
$$

### 1.9 Path integral quantization

So far we have been using canonical quantization. Before proceeding to the general structure of affine current algebra and Virasoro algebra we introduce the quantization of a free massless scalar field using the Euclidean path integral approach. As usual the functional integration $D \hat{X}(z, \bar{z})$ can be approximated by discretizing the two-dimensional space and representing the functional integral by products of ordinary integrals. Expectation values of operators $\mathcal{O}(X)$ constructed from $X$ are given by,

$$
\begin{equation*}
<\mathcal{O}(\hat{X})>=\int D \hat{X}(z, \bar{z}) \mathcal{O}(\hat{X}) \mathrm{e}^{-S}=\int D \hat{X}(z, \bar{z}) \mathcal{O}(\hat{X}) \mathrm{e}^{-\frac{1}{2 \pi} \int \mathrm{~d}^{2} z \partial \hat{X} \bar{\partial} \hat{X}} \tag{1.53}
\end{equation*}
$$

Correlation functions have to obey the equation

$$
\begin{equation*}
\partial \bar{\partial}<\hat{X}(z, \bar{z}) \hat{X}(w, \bar{w})>=-2 \pi \delta^{2}(z-w, \bar{z}-\bar{w}) \tag{1.54}
\end{equation*}
$$

as can be deduced by using the fact that the path integral of a total derivative vanishes:

$$
\begin{align*}
0 & =\int D \hat{X}(z, \bar{z}) \frac{\delta}{\delta \hat{X}(z, \bar{z})}\left[\mathrm{e}^{-S} \hat{X}(w, \bar{w})\right] \\
& =\int D \hat{X}(z, \bar{z}) \mathrm{e}^{-S}\left[-\frac{\delta S}{\delta \hat{X}(z, \bar{z})} \hat{X}(w, \bar{w})+\delta^{2}(z-w, \bar{z}-\bar{w})\right] \\
& =\frac{1}{2 \pi}<\partial \bar{\partial} \hat{X}(z, \bar{z}) \hat{X}(w, \bar{w})>+<\delta^{2}(z-w, \bar{z}-\bar{w})> \tag{1.55}
\end{align*}
$$

Alternatively one can use (1.45) and (1.46) directly. Note that in that case care must be exercised, as naively we would get zero rather than the delta function, since the expression is a sum of two terms, one depending on $z$ only and the other on $\bar{z}$ only. The point is that the expressions (1.46) cannot be taken over at the origin. A working rule is:

$$
\bar{\partial}\left(\frac{1}{z}\right)=\partial\left(\frac{1}{\bar{z}}\right)=(2 \pi) \delta^{2}(z, \bar{z})
$$

This can be derived by going over from $\frac{1}{z}$ to $\frac{\bar{z}}{z \bar{z}+\epsilon^{2}}$, to regulate the singularity at the origin.

### 1.10 Affine current algebra

As was shown in Section 1.3 the classical action is invariant under both affine current algebra transformations and conformal transformations. We would like to study the algebraic structure of the generators of these symmetries. We start with the invariance under affine current algebra transformations. Recall that the corresponding generators are the holomorphic and anti-holomorphic currents $J$ and $\bar{J}$, given in (1.24). Expanding the currents in Laurant series,

$$
\begin{equation*}
J=\sum_{n=-\infty}^{\infty} J_{n} z^{-(n+1)} ; \quad \bar{J}=\sum_{n=-\infty}^{\infty} \bar{J}_{n} \bar{z}^{-(n+1)}, \tag{1.56}
\end{equation*}
$$

it is obvious from the mode expansion (1.18) that the algebra of the currents is related to that of the $\alpha_{n}$ operators, namely

$$
\begin{equation*}
\left[J_{m}, J_{n}\right]=-m \delta_{m+n} ; \quad\left[\bar{J}_{m}, \bar{J}_{n}\right]=-m \delta_{m+n} \tag{1.57}
\end{equation*}
$$

This form of algebra will be shown in the next chapter to be associated with level $k=1$ abelian affine current algebra (or Kac-Moody algebra as it is sometimes referred to).

This algebra translates into the following algebra of the currents:

$$
\begin{equation*}
[J(z), J(w)]=\delta^{\prime}(z-w) \tag{1.58}
\end{equation*}
$$

Using the technique developed in Section 1.7 we can derive this result also from the operator product expansion of two currents,

$$
\begin{equation*}
J(z) J(w)=\frac{1}{(z-w)^{2}}+\text { finite terms } \tag{1.59}
\end{equation*}
$$

### 1.11 Virasoro algebra

Next we address the algebraic structure of the generators of conformal transformations (1.27). Upon inserting (1.18) into the Laurent expansion of the energy momentum tensor,

$$
\begin{equation*}
T=\sum_{n=-\infty}^{\infty} L_{n} z^{-(n+2)} ; \quad \bar{T}=\sum_{n=-\infty}^{\infty} \bar{L}_{n} \bar{z}^{-(n+2)} \tag{1.60}
\end{equation*}
$$

one finds that for $L_{n}$ with $n \neq 0$,

$$
\begin{equation*}
L_{n}=1 / 2 \sum_{m=-\infty}^{\infty}: \alpha_{n-m} \alpha_{m}: \tag{1.61}
\end{equation*}
$$

For $n \neq 0$ the operators $\alpha_{n-m}$ and $\alpha_{m}$ commute, and so the product equals the normal ordered one. The situation is different for $L_{0}$. Here one encounters an infinity in the product of chiral fields, which normal ordering removes, resulting in,

$$
\begin{equation*}
L_{0}=1 / 2 \mathcal{P}^{2}+\sum_{1}^{\infty} \alpha_{-m} \alpha_{m} \tag{1.62}
\end{equation*}
$$

We shall later see that it is sometimes necessary to shift $L_{0}$ by a constant. Using the commutation relation of $\alpha_{n}$ one finds the following "naive" expression for the commutator of $L_{n}$ operators:

$$
\begin{align*}
{\left[L_{m}, L_{n}\right] } & =\frac{1}{4} \sum_{k, l}\left[\alpha_{m-k} \alpha_{k}, \alpha_{n-l} \alpha_{l}\right] \\
& =\frac{1}{2} \sum_{k} k \alpha_{m-k} \alpha_{k+n}+\frac{1}{2} \sum_{k}(m-k) \alpha_{m-k+n} \alpha_{k} \\
& =(m-n) L_{m+n} \tag{1.63}
\end{align*}
$$

where to get to the third line we have changed a variable in the first sum from $k \rightarrow k-n$. This is the classical Virasoro algebra, ${ }^{6}$ and in fact in the quantum theory it is further corrected. The correction appears only for the case $m+n=0$, so for $m \neq-n$ the classical form (1.63) is exact. For generators with $m+n=0$ the two sums in the second line of (1.63) have to be brought to normal order. As re-ordering means using the commutator, one gets divergent series for which, in the case at hand, one cannot shift the variable of summation without changing
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\[

$$
\begin{equation*}
\left[L_{m}, L_{n}\right]=(m-n) L_{m+n}+\mathcal{A}(m) \delta_{m+n} \tag{1.64}
\end{equation*}
$$

\]

To compute the anomaly term $\mathcal{A}(m)$ we introduce a cutoff function $f_{\Lambda}(k)$, which tends to 1 in the limit of infinite regulator $\Lambda$ for any $k$, but for every finite $\Lambda$ goes to zero sufficiently rapidly at infinite $k$. Thus we view the operators $L_{n}$ as regularized sums,

$$
\begin{equation*}
L_{n}=1 / 2 \sum_{m=-\infty}^{\infty}: \alpha_{n-m} \alpha_{m}: f_{\Lambda}(m) \tag{1.65}
\end{equation*}
$$

to replace (1.61). With this regularized expression, a direct computation gives for the anomaly,

$$
\begin{align*}
\mathcal{A}(m)=1 / 4 \sum_{k=1}^{\infty} & \left\{k(m-k) f_{\Lambda}(m-k)\left[f_{\Lambda}(k-m)+f_{\Lambda}(-k)\right]\right. \\
& \left.+k(m+k) f_{\Lambda}(-k)\left[f_{\Lambda}(k)+f_{\Lambda}(-m-k)\right]\right\} \tag{1.66}
\end{align*}
$$

If we now take $f_{\Lambda}(k)$ to 1 , without being careful, we get the divergent sum,

$$
\begin{equation*}
\mathcal{A}(m) \rightarrow m \sum_{k=1}^{\infty} k \tag{1.67}
\end{equation*}
$$

Using $\zeta$-function regularization, namely replacing $k$ by $k^{-s}$, we get a convergent sum for any $s>1$, and then we continue analytically to $s=-1$, to get $-m / 12$ for the right-hand side of the last equation.

To compute $\mathcal{A}(m)$ with the regulators $f_{\Lambda}$, we now look at,

$$
\begin{align*}
\mathcal{A}(m)+\frac{m}{12}= & 1 / 4 \sum_{k=1}^{\infty}\left\{k(m-k) f_{\Lambda}(m-k)\left[f_{\Lambda}(k-m)+f_{\Lambda}(-k)\right]\right. \\
& \left.+k(m+k) f_{\Lambda}(-k)\left[f_{\Lambda}(k)+f_{\Lambda}(-m-k)\right]-4 m k\right\} \tag{1.68}
\end{align*}
$$

Only large $k$ is relevant now, as for any finite $k$ we can take $\Lambda$ to infinity first, obtaining zero on the right-hand side. We now take,

$$
\begin{equation*}
f_{\Lambda}(q) \approx|q|^{-p} \quad|q| \rightarrow \infty \tag{1.69}
\end{equation*}
$$

with $p \rightarrow 0$ as $\Lambda \rightarrow \infty$. Expanding in powers of $\frac{m}{k}$, and recalling that $\zeta(s)$ has a pole only at $s=1$, we get by summing first and then letting $p \rightarrow 0$, the result,

$$
\begin{equation*}
\mathcal{A}(m)+\frac{m}{12}=\frac{m^{3}}{12} . \tag{1.70}
\end{equation*}
$$

The anomaly term $\mathcal{A}(m)$ can also be determined using the Jacobi identity $\left[L_{k},\left[L_{m}, L_{n}\right]\right]+\left[L_{m},\left[L_{n}, L_{k}\right]+\left[L_{n},\left[L_{k}, L_{m}\right]=0\right.\right.$. One finds that for $k+m+$ $n=0$ the anomaly term obeys $(m-n) \mathcal{A}(k)+(n-k) \mathcal{A}(m)+(k-n) \mathcal{A}(m)=0$. Recall also that $\mathcal{A}(0)=0$ and $\mathcal{A}(m)=-\mathcal{A}(-m)$ so it is enough to determine $\mathcal{A}(m)$ for positive $m$. The relation derived from the Jacobi identity can be used
to get a recursion relation which is determined by values of $\mathcal{A}(1)$ and $\mathcal{A}(2)$. In fact the general solution is of the form $\mathcal{A}(n)=b_{3} n^{3}+b_{1} n$. The coefficient $b_{1}$ is correlated with the normal ordering ambiguity constant of $L_{0}$. One can determine the coefficients $b_{1}$ and $b_{3}$ by computing the vacuum expectation values of $\langle 0|\left[L_{1}, L_{-1}\right]|0\rangle=0$ and $\langle 0|\left[L_{2}, L_{-2}\right]|0\rangle=\frac{1}{2}$, so that altogether one finds $\mathcal{A}(n)=\frac{1}{12} n\left(n^{2}-1\right)$ and the full Virasoro algebra associated with the massless free scalar field is,

$$
\begin{equation*}
\left[L_{m}, L_{n}\right]=(m-n) L_{m+n}+\frac{1}{12} m\left(m^{2}-1\right) \delta_{m+n} \tag{1.71}
\end{equation*}
$$

In the next chapter the Virasoro algebra will be discussed in a broader perspective. In that context it will become clear that the algebra of (1.71) associated with the massless free scalar is characterized by a $c=1$ Virasoro anomaly.

## 2

## Conformal field theory

Conformal invariance of two-dimensional massless scalar field theory was shown in the previous chapter to associate with the infinite algebra of conserved charges, the Virasoro algebra. In this chapter we describe the basic building blocks of any two-dimensional conformal field theory (CFT). The notions of primary and descendant operators will be introduced and the structure of the Hilbert space of states will be described. We will discuss and classify certain classes of unitary CFTs. Crossing symmetry, duality and bootstrap equations will be defined and applied to computing correlators of CFTs. We then discuss the Verlinde formula which relates the fusion rules and the $S$ transformation. We will end up with two examples of CFTs that demonstrate all of the concepts that have been introduced before. The first one is the theory of a Majorana fermion and the second is the $m=3$ unitary minimal model, which is shown to be the continuum limit of the two-dimensional Ising model.

Conformal field theory in two dimensions is covered by many review articles and books. The former include [109] which we use intensively in this chapter, also [25], [13], [59], [233] and many others.

Among the books that discuss 2d CFT is [140] and books on string theories [113], [154], [174], [138], [237], [142], [30].

The most complete book on the topic is [77].
The basics of conformal field theory were stated in the seminal paper by Belavin, Polyakov and Zamolodchikov [33]. This includes the introduction of primary fields, the behavior of the energy-momentum tensor and the central charge. Conformal Ward identity and the use of OPEs appears in [93], [95] and [94].

### 2.1 Conformal symmetry in two dimensions

The theory of the free massless scalar field in two dimensions was shown to be invariant under the holomorphic and anti-holomorphic coordinate transformations

$$
\begin{equation*}
z \rightarrow z^{\prime}=f(z) ; \quad \bar{z} \rightarrow \bar{z}^{\prime}=\bar{f}(\bar{z}) \tag{2.1}
\end{equation*}
$$

Under such a transformation the metric transforms as

$$
\begin{equation*}
\mathrm{d} s^{2}=\mathrm{d} z \mathrm{~d} \bar{z} \rightarrow \mathrm{~d} z^{\prime} \mathrm{d} \bar{z}^{\prime}=\frac{\partial z^{\prime}}{\partial z} \frac{\partial \bar{z}^{\prime}}{\partial \bar{z}} \mathrm{~d} z \mathrm{~d} \bar{z} \tag{2.2}
\end{equation*}
$$

At this point we can understand why we referred to these transformations as conformal transformations. In general in $d$ space-time dimensions the conformal group is the subgroup of coordinate transformations that leaves the metric invariant up to a scale, namely,

$$
\begin{equation*}
g_{\mu \nu}(x) \rightarrow g_{\mu \nu}^{\prime}\left(x^{\prime}\right)=\Omega(x) g_{\mu \nu}(x) \tag{2.3}
\end{equation*}
$$

It is obvious from (2.2) that the 2 d conformal transformations (2.1) indeed produce such a variation of the metric. An important property of conformal transformations in any dimension is that they preserve the angle $\frac{\vec{A} \cdot \vec{B}}{\sqrt{A^{2} B^{2}}}$ between two vectors $\vec{A}$ and $\vec{B}$.

Starting from flat space, the general infinitesimal coordinate transformations $x^{\mu} \rightarrow x^{\mu}+\epsilon^{\mu}(x)$ induces a change of the metric $\mathrm{d} s^{2} \rightarrow \mathrm{~d} s^{2}+\left(\partial_{\mu} \epsilon_{\nu}+\right.$ $\left.\partial_{\nu} \epsilon_{\mu}\right) \mathrm{d} x^{\mu} \mathrm{d} x^{\nu}$, so that the condition for conformal transformations reads,

$$
\begin{equation*}
\partial_{\mu} \epsilon_{\nu}+\partial_{\nu} \epsilon_{\mu}=\frac{2}{d}(\partial \cdot \epsilon) g_{\mu \nu} \tag{2.4}
\end{equation*}
$$

where $g_{\mu \nu}$ is $\eta_{\mu \nu}$ or $\delta_{\mu \nu}$ for a Minkowskian signature, or Euclidean signature, respectively.

It is thus obvious that for two-dimensional Euclidean space-time $\epsilon=\epsilon(z)$ and $\bar{\epsilon}=\bar{\epsilon}(\bar{z})$ are the unique solutions of (2.4), which reduces to the Cauchy-Riemann equation $\partial_{1} \epsilon_{1}=\partial_{2} \epsilon_{2}$ and $\partial_{1} \epsilon_{2}=-\partial_{2} \epsilon_{1}$.

We would like now to put aside scalar field theory and explore the general properties of conformal field theories in two dimensions. Any theory with a vanishing trace of the energy-momentum tensor $T_{\mu}^{\mu}=0$, or in complex coordinates $T_{z \bar{z}}=0$, has necessarily an independent holomorphically (and anti-holomorphically) conserved energy-momentum tensor components, namely,

$$
\begin{equation*}
\bar{\partial} T \equiv \bar{\partial} T_{z z}=0 \quad \partial \bar{T} \equiv \partial T_{\bar{z} \bar{z}}=0 \tag{2.5}
\end{equation*}
$$

This follows trivially from the usual conservation law $\bar{\partial} T_{z z}+\partial T_{z \bar{z}}=0$, and its complex conjugation. It is also clear that in fact there are infinitely many conserved currents, since $g(z) T(z)$ for any analytic function $g(z)$ is also a holomorphically conserved current (we sometimes call any conserved tensor "current").

We show in the following section that indeed the energy-momentum tensor $T(z)$ and $\bar{T}(\bar{z})$ generate the conformal transformations given in (2.1).

### 2.2 Primary fields

Conformal invariance constrains the OPEs of the theory. In particular, since $T$ is holomorphic, the OPE of $T(z)$ with a general operator can be expanded in terms of a Laurent expansion in integer powers of $z$. The singular part of the OPE takes the form,

$$
\begin{equation*}
T(z) \tilde{\mathcal{O}}(w, \bar{w})=\sum_{n=0}^{\infty} \frac{1}{(z-\omega)^{n+1}} \tilde{\mathcal{O}}^{(n)}(w, \bar{w}) \tag{2.6}
\end{equation*}
$$

where the sum is usually finite, and the operators $\tilde{\mathcal{O}}^{(n)}(w, \bar{w})$ have to be determined. Using radial quantization as in Section 1.7 and the OPE above, we get for the transformation generated by $T(z)$,

$$
\begin{equation*}
\delta_{\epsilon} \tilde{\mathcal{O}}(w, \bar{w})=\sum_{n} \frac{1}{n!}\left[\left(\partial^{n} \epsilon\right) \tilde{\mathcal{O}}^{(n)}(w, \bar{w})\right] \tag{2.7}
\end{equation*}
$$

We now consider operators that transform under conformal transformation in a way that generalizes the transformation of the metric, (2.2),

$$
\begin{equation*}
\mathcal{O}(z, \bar{z}) \rightarrow \mathcal{O}^{\prime}\left(z^{\prime} \bar{z}^{\prime}\right)=\left(\frac{\partial z^{\prime}}{\partial z}\right)^{h}\left(\frac{\partial \bar{z}^{\prime}}{\partial \bar{z}}\right)^{\bar{h}} \mathcal{O}\left(z^{\prime} \bar{z}^{\prime}\right) \tag{2.8}
\end{equation*}
$$

An operator with such conformal transformations is a primary field or a tensor operator with conformal weights ( $h, \bar{h}$ ), which are sometimes referred to as the holomorphic and anti-holomorphic conformal dimensions. ${ }^{1}$ The sum of the weights $h+\bar{h}$ is the total dimension that determines the behavior under scaling, whereas $h-\bar{h}$ is the spin that controls the behavior under rotations. The infinitesimal transformations that correspond to (2.8) are,

$$
\begin{equation*}
\delta_{\epsilon, \bar{\epsilon}} \mathcal{O}(z, \bar{z})=[(h \partial \epsilon+\epsilon \partial)+(\bar{h} \bar{\partial} \bar{\epsilon}+\bar{\epsilon} \bar{\partial})] \mathcal{O}(z \bar{z}) \tag{2.9}
\end{equation*}
$$

This form of transformation implies that the singular part of the OPE of $T$ and $\mathcal{O}(w, \bar{w})$ reduces to,

$$
\begin{equation*}
T(z) \mathcal{O}(w, \bar{w})=\frac{h}{(z-\omega)^{2}} \mathcal{O}(w, \bar{w})+\frac{1}{(z-\omega)} \partial \mathcal{O}(w, \bar{w}) \tag{2.10}
\end{equation*}
$$

Applying these notions to the free scalar field we find that $\partial X(z)$ has $(1,0)$ weights, $\bar{\partial} \bar{X}(\bar{z})$ has $(0,1)$ and the weights of : $\mathrm{e}^{i \alpha X(z, \bar{z})}$ : are $\left(\frac{\alpha^{2}}{2}, \frac{\alpha^{2}}{2}\right)$.

In Chapter 1 the notion of OPE was discussed in the context of scalar field theory. The generalization to any CFT is straightforward. Normalize the operators with fixed conformal weights as,

$$
\begin{equation*}
\left\langle\mathcal{O}_{i}(z, \bar{z}) \mathcal{O}_{j}(w, \bar{w})\right\rangle=\delta_{i j} \frac{1}{(z-w)^{2 h_{i}}} \frac{1}{(\bar{z}-\bar{w})^{2 \bar{h}_{i}}} \tag{2.11}
\end{equation*}
$$

then, for a complete set, the OPE of any pair of such operators is, to leading singularity,

$$
\begin{equation*}
\mathcal{O}_{i}(z, \bar{z}) \mathcal{O}_{j}(w, \bar{w}) \sim \sum_{k} C_{i j k}(z-w)^{h_{k}-h_{i}-h_{j}}(\bar{z}-\bar{w})^{\bar{h}_{k}-\bar{h}_{i}-\bar{h}_{j}} \mathcal{O}_{k}(w, \bar{w}) \tag{2.12}
\end{equation*}
$$

where $C_{i j k}$ are the product coefficients of the theory.

[^5]
### 2.3 Conformal properties of the energy-momentum tensor

For the free massless scalar field we found that the OPE of $T(z) T(w)$ is not of the form shown as (2.6), due to the anomaly term as in (1.71). The form of $T(z) T(w)$ OPE for any CFT is rather,

$$
\begin{equation*}
T(z) T(w)=\frac{c / 2}{(z-w)^{4}}+\frac{2 T(w)}{(z-w)^{2}}+\frac{\partial_{w} T(w)}{(z-w)}, \tag{2.13}
\end{equation*}
$$

where $c$ is the central charge (or the Virasoro anomaly), a constant that characterizes the theory. The second term represents the dimensions and the third the property of translations under $T$. For theories with positive semi-definite Hilbert space $c \geq 0$, as follows from,

$$
<T(z) T(w)>=\frac{c / 2}{(z-w)^{4}}
$$

This type of OPE implies the following infinitesimal transformation of $T$ :

$$
\begin{equation*}
\delta_{\epsilon(z)} T(z)=\frac{c}{12} \partial^{3} \epsilon(z)+2(\partial \epsilon(z)) T(z)+\epsilon(z) \partial T(z) . \tag{2.14}
\end{equation*}
$$

The corresponding finite transformation $T(z) \rightarrow T^{\prime}\left(z^{\prime}\right)$ takes the form,

$$
\begin{equation*}
T^{\prime}\left(z^{\prime}\right)=\left(\partial z^{\prime}\right)^{2} T(z)+\frac{c}{12}\left\{z^{\prime}, z\right\} \tag{2.15}
\end{equation*}
$$

where $\left\{z^{\prime}, z\right\}$ is the Schwarzian derivative,

$$
\begin{equation*}
\{f, z\}=\frac{2 \partial^{3} f \partial f-3 \partial^{2} f \partial^{2} f}{2 \partial f \partial f} \tag{2.16}
\end{equation*}
$$

To derive (2.16), we first note that by applying a second transformation $f \rightarrow \omega$ we get,

$$
\begin{equation*}
\{w, z\}=\left(\partial_{z} f\right)^{2}\{w, f\}+\{f, z\} \tag{2.17}
\end{equation*}
$$

Then, we take $\omega=f+\delta f$, thus obtaining a functional equation,

$$
\begin{equation*}
\delta f \frac{\delta}{\delta f}\{f, z\}=\left(\partial_{z} f\right)^{2} \frac{\partial^{3} \delta f}{\partial^{3} f} \tag{2.18}
\end{equation*}
$$

Expressing the right-hand side as derivatives with respect to z ,

$$
\frac{1}{f^{\prime}}(\delta f)^{\prime \prime \prime}-\frac{3 f^{\prime \prime}}{\left(f^{\prime}\right)^{2}}(\delta f)^{\prime \prime}+\left[\frac{3\left(f^{\prime \prime}\right)^{2}}{\left(f^{\prime}\right)^{3}}-\frac{f^{\prime \prime \prime}}{\left(f^{\prime}\right)^{2}}\right](\delta f)^{\prime},
$$

we can integrate the equation to get (2.16). The first term suggests integrating to $f^{\prime \prime \prime} / f^{\prime}$, the variation of which gives $1 / f^{\prime}(\delta f)^{\prime \prime \prime}-f^{\prime \prime \prime} /\left(f^{\prime}\right)^{2}(\delta f)^{\prime}$, while the second term suggests $-3\left(f^{\prime \prime}\right)^{2} / 2\left(f^{\prime}\right)^{2}$, the variation of which gives $-3 f^{\prime \prime} /\left(f^{\prime}\right)^{2}(\delta f)^{\prime \prime}+$ $3\left(f^{\prime \prime}\right)^{2} /\left(f^{\prime}\right)^{3}(\delta f)^{\prime}$.

For the massless scalar case $T$ can be written as $T(z)=-\frac{1}{2}: J(z) J(z):$, as we saw in (1.5). In fact, as will be discussed in Chapter 3, there is a large class of theories that share this so-called Sugawara form. For this type of theory the proof that the finite transformation is of the form of (2.15) is as follows. Recall
that as a primary field of weights $(1,0), J(z) \rightarrow \frac{\partial z^{\prime}}{\partial z} J\left(z^{\prime}\right)$. If we write $T(z)=$ $-\frac{1}{2} \lim _{z \rightarrow w}\left(J(z) J(w)+\frac{1}{(z-w)^{2}}\right)$ and substitute the transformation of the currents we end up after some lengthy but straightforward calculation with (2.15).

### 2.4 Virasoro algebra for CFT

Let us use the Laurent expansion of $T$ for CFT, following (1.60),

$$
\begin{equation*}
T=\sum_{n=-\infty}^{\infty} L_{n} z^{-(n+2)} \quad \bar{T}=\sum_{n=-\infty}^{\infty} \frac{\bar{L}_{n}}{\bar{z}^{-(n+2)}} \tag{2.19}
\end{equation*}
$$

so that,

$$
\begin{equation*}
L_{n}=\frac{1}{2 \pi i} \oint \mathrm{~d} z z^{n+1} T(z) \tag{2.20}
\end{equation*}
$$

The expansion is chosen such that $L_{n}$ has scale dimension $n$ under $z \rightarrow z / a$, namely, $L_{n} \rightarrow a^{n} L_{n}$.

The Virasoro algebra ${ }^{2}$ can now be derived using the OPE of $T(z) T(w)$ given in (2.13),

$$
\begin{equation*}
\left[L_{n}, L_{m}\right]=\left(\frac{1}{2 \pi i}\right)^{2} \oint \mathrm{~d} z \oint \mathrm{~d} w\left[z^{n+1} w^{m+1}-z^{m+1} w^{n+1}\right] T(z) T(w) \tag{2.21}
\end{equation*}
$$

The double integral is performed by fixing $w$ and transforming the difference of the two $\oint \mathrm{d} z$ integrals into one integral around $w$,

$$
\begin{align*}
{\left[L_{n}, L_{m}\right]=} & \left(\frac{1}{2 \pi i}\right)^{2} \oint \mathrm{~d} z \oint \mathrm{~d} w\left[z^{n+1} w^{m+1}-z^{m+1} w^{n+1}\right] \\
& {\left[\frac{c / 2}{(z-w)^{4}}+\frac{2 T(w)}{(z-w)^{2}}+\frac{\partial_{w} T(w)}{(z-w)}\right] } \\
= & \left(\frac{1}{2 \pi i}\right) \oint \mathrm{d} w\left[c / 12\left(n^{3}-n\right) w^{n+m-1}\right. \\
& \left.+[2(n+1)-(n+m+2)] w^{n+m+1} T(w)\right] \\
= & \frac{c}{12}\left(n^{3}-n\right) \delta(n+m)+(n-m) L_{n+m} \tag{2.22}
\end{align*}
$$

Performing identical steps for $\bar{L}_{n}$ we get that $\bar{L}_{n}$ obeys the same infinite algebra, with some central charge $\bar{c}$, and that $\left[L_{n}, \bar{L}_{m}\right]=0$.

Any CFT is a representation of the Virasoro algebra characterized by $c$ and $\bar{c}$. It is straightforward to identify the following properties of the algebra:

- The generators $\left(L_{ \pm 1}, L_{0}\right)$ span an $S L(2, \mathcal{R})$ algebra,

$$
\begin{equation*}
\left[L_{+1}, L_{-1}\right]=2 L_{0} \quad\left[L_{0}, L_{ \pm 1}\right]=\mp L_{ \pm} \tag{2.23}
\end{equation*}
$$

2 The first use of the Virasoro algebra was by M. Virasoro in the context of the dual resonance model [212]. Its application to two-dimensional CFT was presented in [33].

Table 2.1. The conformal family

| Level | Weight | Fields |
| :---: | :---: | :---: |
| 0 | h | $\phi$ |
| 1 | $h+1$ | $L_{-1} \phi$ |
| 2 | $h+2$ | $L_{-2} \phi, L_{-1}^{2} \phi$ |
| 3 | $h+3$ | $L_{-3} \phi, L_{-2} L_{-1} \phi, L_{-1}^{3} \phi$ |
| $\vdots$ | $\vdots$ | $\vdots$ |
| $N$ | $h+N$ | $P(N)$ fields |

- For $n>0, L_{-n}$ is a raising operator and $L_{n}$ is a lowering one, since $\left[L_{0}, L_{n}\right]=$ $-n L_{n}$ so that if $|\psi\rangle$ is an eigenstate of $L_{0}, L_{0}|\psi\rangle=h|\psi\rangle$ then $L_{0}\left|L_{n} \psi\right\rangle=$ $(h-n) \mid L_{n} \psi>$.


### 2.5 Descendant operators

From every primary operator $\phi(z, \bar{z})$ one can construct an infinite tower of Virasoro descendant operators,

$$
\begin{equation*}
\left(L_{-n} \phi(w, \bar{w})\right)=\frac{1}{2 \pi i} \oint \mathrm{~d} z \frac{1}{z^{n-1}} T(z) \phi(w, \bar{w}) \tag{2.24}
\end{equation*}
$$

A distinguished descendant operator is the energy momentum tensor $T(z)$ since,

$$
\begin{equation*}
L_{-2} \mathbf{1}=\frac{1}{2 \pi i} \oint \frac{\mathrm{~d} z}{z} T(z) \mathbf{1}=T(0) . \tag{2.25}
\end{equation*}
$$

The set containing the primary field $\phi(z, \bar{z})$ and all its descendant operators is called a conformal family and it is denoted by $[\phi]$. A conformal family is a tower of operators where each layer is characterized by its level as shown in Table 2.1, where $P(N)$ is the number of partitions of $N$ into positive integer parts, which can be written in terms of the generating function $\prod_{n=1} \frac{1}{\left(1-q^{n}\right)}=$ $\sum_{N=0}^{\infty} P(N) q^{N}$.

We can now use the conformal family to rewrite the expression of the OPE (2.12) of two primary fields,

$$
\begin{align*}
& \phi_{i}(z, \bar{z}) \phi_{j}(w, \bar{w}) \\
& \quad=\sum_{k\{\bar{l}\}} C_{i j k}^{\{l \bar{l}\}}(z-w)^{h_{k}-h_{i}-h_{j}+\sum_{n} l_{n}}(\bar{z}-\bar{w})^{\bar{h}_{k}-\bar{h}_{i}-\bar{h}_{j}+\sum_{n} \bar{l}_{n}} \phi_{k}^{l \bar{l}}(w, \bar{w}), \tag{2.26}
\end{align*}
$$

where we denote by $\phi_{k}^{l \bar{l}}(w, \bar{w})$ the descendants $L_{-l_{1}} \ldots L_{-l_{n}} \bar{L}_{-\bar{l}_{1}} \ldots \bar{L}_{-\bar{l}_{n}} \phi_{k}(w, \bar{w})$ with the normalization given in (2.11). The product coefficients $C_{i j k}^{\{\bar{l}\}}$ are given in terms of those of (2.12) $C_{i j k}$ as,

$$
\begin{equation*}
C_{i j k}^{\{l \bar{l}\}}=C_{i j k} \beta_{i j}^{k\{l\}} \bar{\beta}_{i j}^{k}\{\bar{l}\}, \tag{2.27}
\end{equation*}
$$

where $\beta_{i j}^{k\{l\}}$ are determined by conformal invariance and are functions of $c$ and $h_{i}, h_{j}, h_{k}$, and similarly for $\bar{\beta}_{i j}^{k\{\bar{l}\}}$. This follows from a detailed analysis that we do not show here.

The OPEs of any pair of descendant fields can also be deduced from (2.12) which implies in fact that all the information about the OPE is encoded in the product coefficients $C_{i j k}$. Moreover since the structure of (2.26) holds for all the primaries and their descendants, one can write the so-called fusion algebra for conformal, families, which takes the form,

$$
\begin{equation*}
\left[\phi_{i}\right]\left[\phi_{j}\right]=\sum_{k} N_{i j}^{k}\left[\phi_{k}\right] . \tag{2.28}
\end{equation*}
$$

### 2.6 Hilbert space of states

Our next task is to construct the Hilbert space of states. First we define the ground state $\mid 0>$ by,

$$
\begin{equation*}
L_{n} \mid 0>=0 \quad n \geq 0 \tag{2.29}
\end{equation*}
$$

The next step in this program is to build the highest weight states (hws). Consider the state generated from the vacuum by a primary field $\phi(z)$ of dimension $h$,

$$
\begin{equation*}
|h>=\phi(0)| 0>. \tag{2.30}
\end{equation*}
$$

It is easy to check that for $n>0,\left[L_{n}, \phi(0)\right]=0$ since,

$$
\begin{equation*}
\left[L_{n}, \phi(w)\right]=\frac{1}{2 \pi i} \oint \mathrm{~d} z z^{n+1} T(z) \phi(w)=h(n+1) w^{n} \phi(w)+w^{n+1} \partial \phi(w) \tag{2.31}
\end{equation*}
$$

Hence the highest weight state $\mid h>$ obeys

$$
\begin{equation*}
L_{0}|h>=h| h>\quad L_{n} \mid h>=0 \quad n>0 . \tag{2.32}
\end{equation*}
$$

Expanding the primary field $\phi(z)$ in a Laurent series $\sum_{n} \phi_{n} z^{(n-h)}$, one can write the highest weight state symbolically as $\phi_{h} \mid 0>$.

Descendant states are generated by applying the descendant operators $L_{-n} \phi$ on the vacuum or alternatively by applying $L_{-n}$ on highest weight states, namely,

$$
\begin{equation*}
L_{-n}\left|h>=L_{-n} \phi(0)\right| 0>=\left(L_{-n} \phi\right) \mid 0>. \tag{2.33}
\end{equation*}
$$

It is thus clear that the highest weight states, or equivalently the primary operators, play a major role in constructing representations of the Virasoro algebra. In fact one can show that every representation is characterized by a primary operator. Consider an eigenstate of $L_{0}, L_{0}|\psi\rangle=h_{\psi}|\psi\rangle$. Now act on it with the lowering operator $L_{n}$ with $n>0$. The $L_{0}$ eigenvalue of the new state $L_{n} \mid \psi>$ is $h_{\psi}-n$. Since we require that the Hamiltonian is bounded from below, $L_{0}$ has to be also bounded. This implies that after repeating the lowering process one finally hits a state that is annihilated by $L_{n}$ for every $n>0$ and hence an hws.

It is thus clear that any state in a positive Hilbert space is a linear combination of hws, and their descendants. The representation given in Table 2.1 is referred to as the Verma module. Denoting it by $\mathcal{V}(c, h)$ and its analogous representation for the anti-holomorphic Virasoro algebra by $\overline{\mathcal{V}}(\bar{c}, \bar{h})$, the Hilbert space of the theory is a direct sum of the products $\mathcal{V}(c, h) \otimes \overline{\mathcal{V}}(\bar{c}, \bar{h})$, namely,

$$
\begin{equation*}
\mathcal{H}=\sum_{h, \bar{h}} \mathcal{V}(c, h) \otimes \overline{\mathcal{V}}(\bar{c}, \bar{h}) . \tag{2.34}
\end{equation*}
$$

The Verma module may be reducible in the sense that there is a submodule that is by itself a Verma module. Such a submodule whose states transform amongst themselves under any conformal transformation, is built from a $\mid h_{\text {null }}>$. The latter is both an hws., namely $L_{n} \mid h_{\text {null }}>=0$ for $n>0$, as well as a descendant. Such a state is called null state or null vector, motivated by what follows. It generates its own Verma module which is included in the parent module. It is orthogonal to the whole Verma module as well as to itself $\left\langle h_{\text {null }} \mid h_{\text {null }}\right\rangle=0$, since $<h_{\text {null }}\left|L_{-k_{1}} \ldots L_{-k_{n}}\right| h>=<h\left|L_{k_{n}} \ldots L_{k_{1}}\right| h_{\text {null }}>^{*}=0$, and in particular it has a zero norm $<h_{\text {null }} \mid h_{\text {null }}>=0$ and similarly also its descendants. The null state corresponds to a null operator which is simultaneously a primary and a secondary field.

Let us now demonstrate the construction of a null vector. Consider a general linear combination of the states of level 2 ,

$$
\begin{equation*}
L_{-2}\left|h>+a L_{-1}^{2}\right| h> \tag{2.35}
\end{equation*}
$$

we would like to check whether for certain values of the mixing coefficient $a$, this state is a null state. If indeed it is |null>, then so is the state [ $L_{n} \mid$ null $\left.>\right]$. In fact it is easy to verify that at level 2 , one has to check these consistency conditions only for $L_{1}$ and $L_{2}$. Now using the Virasoro algebra we find that,

$$
\begin{align*}
{\left[L_{1}, L_{-2}\right]\left|h>+a\left[L_{1}, L_{-1}^{2}\right]\right| h>} & =(3+2 a(2 h+1)) L_{-1} \mid h> \\
{\left[L_{2}, L_{-2}\right]\left|h>+a\left[L_{2}, L_{-1}^{2}\right]\right| h>} & \left.=\left(4 h+\frac{c}{2}+6 a h\right) \right\rvert\, h> \tag{2.36}
\end{align*}
$$

It is thus clear that for the following values of $a$ and $c$,

$$
\begin{equation*}
a=-\frac{3}{2(2 h+1)} \quad c=\frac{2 h}{2 h+1}(5-8 h), \tag{2.37}
\end{equation*}
$$

the linear combination state (2.35) is a null state. In the unitary case we have $h$ and $c$ positive (see next section). Hence in this example $h<\frac{5}{8}$.

An irreducible representation of the Virasoro algebra can be constructed from a Verma module that contains a null vector by a quotient procedure, taking out of the Verma module the null module. In the next section we discuss this construction.

### 2.7 Unitary CFT and Kac determinant

Unitarity is obviously lost if there are negative norm states in the Verma module. Hence, our task is to derive the conditions for having a negative norm state. In the basis of the Verma module,

$$
\begin{equation*}
L_{-k_{1}} \ldots L_{-k_{i}}|h>\equiv| s>\quad\left(1 \leq k_{1} \leq \ldots \leq k_{i}\right) \tag{2.38}
\end{equation*}
$$

the matrix of inner products $\mathbf{I}_{s s^{\prime}}=\left\langle s \mid s^{\prime}\right\rangle$ is block diagonal with blocks $\mathbf{I}^{(N)}$ for states at level $N\left(\sum_{i} k_{i}=N\right)$. For a given Verma module the elements of $\mathbf{I}$ are functions of $(h, c)$. It is easy to realize that unitarity dictates $c>0$ and $h>0$. This follows from $\langle h| L_{n} L_{-n}|h\rangle=\left[2 n h+1 / 12 c n\left(n^{2}-1\right)\right]<h|h\rangle$, which is positive for $n=1$ only if $h>0$ and for large enough $n$ only for $c>0$. To determine the full set of constraints for unitarity let us analyze further the properties of $\mathbf{I}$. A general state $|\hat{s}\rangle=\sum_{k} c_{k}|s\rangle$ has a norm $\langle\hat{s} \mid \hat{s}\rangle=\hat{c}^{\dagger} \mathbf{I} \hat{c}$, with $\hat{c}$ the vector of the $c_{k}$. Now since $\mathbf{I}$ is hermitian it can be diagonalized by a unitary matrix $U$ so that the norm can be written as $\langle\hat{s} \mid \hat{s}\rangle=\sum_{k} l_{k}\left|t_{k}\right|^{2}$ where $t=U \hat{c}$ and $l_{k}$ are the eigenvalues of $\mathbf{I}$, which are real. It is thus clear that there are negative norm states if and only if $\mathbf{I}$ has negative eigenvalues. A vanishing eigenvalue indicates a null vector which means a reducible Verma module.

For the low lying levels these matrices take the following form:

$$
\begin{align*}
& \mathbf{I}^{(0)}=1 \\
& \mathbf{I}^{(1)}=2 h \\
& \mathbf{I}^{(2)}=\left(\begin{array}{cc}
4 h(2 h+1) & 6 h \\
6 h & 4 h+c / 2
\end{array}\right) . \tag{2.39}
\end{align*}
$$

The derivation of the various elements is straightforwad, for instance,

$$
\begin{align*}
\mathbf{I}_{11}^{(2)} & =<h\left|L_{1} L_{1} L_{-1} L_{-1}\right| h>=<h\left|L_{1} L_{-1} L_{1} L_{-1}\right| h>+2<h\left|L_{1} L_{0} L_{-1}\right| h> \\
& =4<h\left|L_{1} L_{-1} L_{0}\right| h>+2<h\left|L_{1} L_{-1}\right| h>=8 h^{2}+4 h \tag{2.40}
\end{align*}
$$

The determinant of $\mathbf{I}^{(2)}$ is given by

$$
\begin{equation*}
\operatorname{det}\left[\mathbf{I}^{(2)}\right]=32\left(h-h_{1,1}\right)\left(h-h_{1,2}\right)\left(h-h_{2,1}\right), \tag{2.41}
\end{equation*}
$$

where $h_{1,1}=0$ and $h_{1,2}, h_{2,1}$ are $(1 / 16)[(5-c) \pm \sqrt{(1-c)(25-c)}]$. The trace of $\mathbf{I}^{(2)}$ is $\operatorname{Tr}\left[\mathbf{I}^{(2)}\right]=8 h(h+1)+c / 2$. Since the trace and the determinant are the sum and product of the two eigenvalues, unitarity is lost if either the trace or the determinant is negative.

The determinant for $\mathbf{I}^{(N)}$ at general level $N$, which is referred to as the Kac determinant, ${ }^{3}$ has the form

$$
\begin{equation*}
\operatorname{det}\left[\mathbf{I}^{(N)}\right]=\alpha_{N} \prod_{p q \leq N}\left[h-h_{p, q}(c)\right]^{P(N-p q)}, \tag{2.42}
\end{equation*}
$$

[^6]where $\alpha_{N}$ are constants independent of $(c, h)$ and $h_{p, q}(c)$ can be expressed in terms of $m=-\frac{1}{2} \pm \frac{1}{2} \sqrt{\frac{25-c}{1-c}}$ as,
\[

$$
\begin{equation*}
h_{p, q}(c)=\frac{[(m+1) p-m q]^{2}-1}{4 m(m+1)} . \tag{2.43}
\end{equation*}
$$

\]

Note that we can choose either the plus or the minus sign in the expression for $m$, as their interchange is like interchanging $p$ with $q$, which does not change the determinant. Note also that $h_{p, q}$ is invariant under $p \rightarrow m-p, q \rightarrow m+1-q$. Let us also mention that for $N=2$ the result is identical to (2.41).

In the $(h, c)$ plane the determinant vanishes along the curves $h=h_{p, q}(c)$ which are therefore called the vanishing curves. If the determinant (2.42) is negative it means that there is an odd number of negative eigenvalues and hence the corresponding Virasoro representation is not unitary. If the determinant is vanishing or positive one needs to further analyze the determinant as follows:

- For $c>1$ and $h>0$ it is straightforward to show that the determinant does not vanish.
In the domain $1<c<25$ the value for $m$ has an imaginary part. Thus $h_{p, q}$ are complex for $p \neq q$, and as they come in complex conjugate pairs the product of the appropriate two factors in the determinant is positive. For $p=q$ the value of $h_{p, q}$ is negative. Thus the determinant is positive in that domain.
For $c>25$ the $h_{p, q}$ are negative.
For large $h$ the matrix is dominated by its diagonal elements.
Since these elements are positive, the eigenvalues for large $h$ are all positive. Now since the determinant never vanishes in the region considered $(h>0, c>1)$ all the eigenvalues have to be positive on the entire region.
Note that in $\mathbf{I}^{(2)}$ the off-diagonal element is larger at large h than the 22 element, but still the determinant is dominated at large h by the diagonal elements, and thus also the eigenvalues, as a $2 \times 2$ matrix.
- For $c=1$ we have $h_{p, q}=(p-q)^{2} / 4$, and so the determinant is never negative. However, it vanishes when $h=n^{2} / 4$ for some integer $n$.
- For $0<c<1, h>0$ a closer look at the determinant is required. We draw $h_{p, q}(c)$ in Fig. 2.1.
By expanding the curves around $c=1$ one can show that any point in the region can be connected to the right of $c=1$ by crossing a single vanishing curve. The vanishing of the determinant is due to one eigenvalue that reverses its sign which implies that there are negative norm states at any point in the region that are not on the vanishing curve. In fact it turns out that there are additional negative norm states at points along the vanishing curve except at


Fig. 2.1. $h_{p, q}(c)$ as a function of $c$ for various values of $(p, q)$.
certain points where they intersect. On these points the central charge $c$ is a solution of $m=-\frac{1}{2}+\frac{1}{2} \sqrt{\frac{25-c}{1-c}}$ for the cases of $m$ an integer from 3 up,

$$
\begin{equation*}
c=1-\frac{6}{m(m+1)}, \quad m=3,4, \ldots \tag{2.44}
\end{equation*}
$$

For each such unitary minimal model ${ }^{4}$ there are $m(m-1) / 2$ primary fields with $h$ given by (2.43) where $p, q$ are integers satisfying $1 \leq p \leq m-1,1 \leq$ $q \leq p$. The simplest of those models is the Ising model, given in the section $m=3, c=1 / 2$ with $h_{1,1}=0, h_{2,1}=1 / 2, h_{2,2}=1 / 16$. It will be described in Section 2.13.

[^7]
### 2.8 Characters

The structure of the Verma module, and in particular the degeneracy of states at each level, is captured in the generating function $\chi_{(c, h)}(\tau)$, the character of the Verma module, defined by,

$$
\begin{equation*}
\chi_{(c, h)}(\tau)=\operatorname{Tr}\left[q^{L_{0}-\frac{c}{24}}\right]=\sum_{n=0}^{\infty} \operatorname{dim}(h+n) q^{h+n-\frac{c}{24}} \tag{2.45}
\end{equation*}
$$

where $q \equiv \mathrm{e}^{2 \pi i \tau}, \tau$ is a complex number, and $\operatorname{dim}(n+h)$ is the number of linearly independent states of the module at level $n$. The latter is equal to $P(n)$ the partitions of $n$ in the generic case, but may be smaller when there are null states. For $|q|<1$, namely, $\tau$ in the upper half plane, the series is uniformly convergent, since $|q|<1$ is the domain of convergence of the inverse of the Euler function $\varphi(q)$ defined by,

$$
\begin{equation*}
\frac{1}{\varphi(q)}=\prod_{n=1}^{\infty} \frac{1}{1-q^{n}}=\sum_{n=0}^{\infty} P(n) q^{n} \tag{2.46}
\end{equation*}
$$

In terms of this function the character of a generic Verma module is given by,

$$
\begin{equation*}
\chi_{(c, h)}(\tau)=\frac{q^{h-\frac{c}{24}}}{\varphi(q)} \tag{2.47}
\end{equation*}
$$

The character can be expressed also in terms of the Dedekind $\eta(\tau)$ function,

$$
\begin{equation*}
\eta(\tau) \equiv q^{\frac{1}{24}} \varphi(q)=q^{\frac{1}{24}} \prod_{n=1}^{\infty}\left(1-q^{n}\right) \tag{2.48}
\end{equation*}
$$

in the form

$$
\begin{equation*}
\chi_{(c, h)}(\tau)=\frac{q^{h+\frac{1-c}{24}}}{\eta(\tau)} \tag{2.49}
\end{equation*}
$$

To get the character of a minimal model one has to determine the irreducible Verma module using the quotient procedure discussed in the previous section. We do not give the derivation here, just the final result, which is,

$$
\begin{equation*}
\chi\left(c\left(p, p^{\prime}\right), h_{r s}\left(p, p^{\prime}\right)\right)=\frac{q^{h-\frac{c}{24}}}{\varphi(q)}=\sum_{n \in \mathcal{Z}}\left[q^{\frac{\left(2 p p^{\prime} n+p r-p^{\prime} s\right)^{2}}{4 p p^{\prime}}}-q^{\frac{\left(2 p p^{\prime} n+p r+p^{\prime} s\right)^{2}}{4 p p^{\prime}}}\right] \tag{2.50}
\end{equation*}
$$

where

$$
\begin{equation*}
c\left(p, p^{\prime}\right)=1-6 \frac{\left(p-p^{\prime}\right)^{2}}{p p^{\prime}} \tag{2.51}
\end{equation*}
$$

and

$$
\begin{equation*}
h_{r s}\left(p, p^{\prime}\right)=\frac{\left(p r-p^{\prime} s\right)^{2}-\left(p-p^{\prime}\right)^{2}}{4 p p^{\prime}} \tag{2.52}
\end{equation*}
$$

Note that these are the non-unitary minimal models, except for the cases $p-p^{\prime}=$ $\pm 1$, which coincide with the cases of the previous section with the identification of $\mathrm{p}=\mathrm{m}$ or $\mathrm{p}^{\prime}=\mathrm{m}$.

### 2.9 Correlators and the conformal Ward identity

Now that the Hilbert space of states has been analyzed we would like to determine the correlation functions of all possible operators of a given CFT. Naturally, we first investigate correlators of primary fields and then those also involving descendents.

A very useful tool for determining correlators are the symmetries of the system. In the present case we obviously implement conformal invariance. In particular we first determine the consequences of the $S L(2, C)$ Ward identities. Recall that the vacuum is annihilated by $L_{0, \pm 1}$ and $\bar{L}_{0, \pm 1}$, and hence is invariant under $S L(2, C)$, namely, $U|0>=| 0>$ for $U \in S L(2, C)$. It thus follows that,

$$
\begin{equation*}
<0\left|U^{-1} \phi_{1}\left(z_{1}, \bar{z}_{1}\right) U \ldots U^{-1} \phi_{n}\left(z_{n}, \bar{z}_{n}\right) U\right| 0>=<0\left|\phi_{1}\left(z_{1}, \bar{z}_{1}\right) \ldots \phi-n\left(z_{n}, \bar{z}_{n}\right)\right| 0> \tag{2.53}
\end{equation*}
$$

Recall that by definition a primary field of dimension $h$ transforms under an $S L(2, C)$ transformation $z \rightarrow f(z)=\frac{a z+b}{c z+d}$ (with $a d-b c=1$ ), as,

$$
\begin{equation*}
U^{-1} \phi(z, \bar{z}) U=(\partial f(z))^{h} \phi(f(z), \bar{z}) \tag{2.54}
\end{equation*}
$$

Let us mention that $S L(2, C)$ invariance holds for CFT in any dimension.
The invariance of the vacuum implies, in infinitesimal form,
$<0\left|\left[L_{k}, \phi_{1}\left(z_{1}, \bar{z}_{1}\right)\right] \ldots \phi_{n}\left(z_{n}, \bar{z}_{n}\right)\right| 0>+\ldots<0\left|\phi_{1}\left(z_{1}, \bar{z}_{1}\right) \ldots\left[L_{k}, \phi_{n}\left(z_{n}, \bar{z}_{n}\right)\right]\right| 0>=0$,
for $k=0, \pm 1$. Using $\left[L_{k}, \phi(z, \bar{z})\right]=h(k+1) z^{k} \phi(z, \bar{z})+z^{k+1} \partial \phi(z, \bar{z})$ we get Ward identities in terms of differential equations:

$$
\begin{align*}
k=-1: & \sum_{i} \partial_{i}<0\left|\phi_{1}\left(z_{1}, \bar{z}_{1}\right) \ldots \phi_{n}\left(z_{n}, \bar{z}_{n}\right)\right| 0>=0 \\
k=0: & \sum_{i}\left(z_{i} \partial_{i}+h_{i}\right)<0\left|\phi_{1}\left(z_{1}, \bar{z}_{1}\right) \ldots \phi_{n}\left(z_{n}, \bar{z}_{n}\right)\right| 0>=0 \\
k=+1: & \sum_{i}\left(z_{i}^{2} \partial_{i}+2 z_{i} h_{i}\right)<0\left|\phi_{1}\left(z_{1}, \bar{z}_{1}\right) \ldots \phi_{n}\left(z_{n}, \bar{z}_{n}\right)\right| 0>=0 . \tag{2.56}
\end{align*}
$$

These Ward identities are associated with the invariance under translations, dilations and special conformal transformations. Applying these equations to the two point function one finds that,

$$
\begin{equation*}
G_{2}\left(z_{1}, \bar{z}_{1}, z_{2}, \bar{z}_{2}\right) \equiv<0\left|\phi_{1}\left(z_{1}, \bar{z}_{1}\right) \phi_{1}\left(z_{2}, \bar{z}_{2}\right)\right| 0>=\frac{c_{2}}{\left(z_{1}-z_{2}\right)^{2 h_{1}}\left(\bar{z}_{1}-\bar{z}_{2}\right)^{2 \bar{h}_{1}}}, \tag{2.57}
\end{equation*}
$$

where $c_{2}$ is a constant, to be put to 1 in the normalization (2.11). Note also that when taking two different fields $\phi_{1}$ and $\phi_{2}, S L(2, C)$ implies that $h_{1}=h_{2}$ is necessary for a non-zero two-point function.

In a similar manner the three-point function is given by,

$$
\begin{equation*}
G_{3}\left(z_{i}, \bar{z}_{i}\right)=c_{123}\left(\frac{1}{z_{12}^{h_{1}+h_{2}-h_{3}} z_{13}^{h_{1}+h_{3}-h_{2}} z_{23}^{h_{2}+h_{3}-h_{1}}}\right)(z \rightarrow \bar{z}, h \rightarrow \bar{h}), \tag{2.58}
\end{equation*}
$$



Fig. 2.2. Integration along $C$ that bounds all the operators.
where $z_{i j}=z_{i}-z_{j}$ and $c_{123}$ is the correpsonding product coefficient defined in (2.12). Using the $S L(2 C)$ invariance one can set the points $z_{1}, z_{2}, z_{3}$ at $\infty, 1,0$, respectively so that the constant $c_{123}$ is determined from the corresponding correlator via $\lim _{z_{1}, \bar{z}_{1} \rightarrow \infty}\left[z_{1}^{2 h} \bar{z}_{1}^{2 \bar{h}} G_{3}\right]=c_{123}$. For $G_{n}$ with $n>3$ the global conformal transformations do not fully determine the correlator. For instance the four-point function $G_{4}$ can be written using these transformations as,

$$
\begin{equation*}
G_{4}\left(z_{i}, \bar{z}_{i}\right)=f(\mathcal{Z}, \overline{\mathcal{Z}})\left[\left(\prod_{i<j} z_{i j}^{-\left(h_{i}+h_{j}\right)+h / 3}\right)(z \rightarrow \bar{z}, h \rightarrow \bar{h})\right] \tag{2.59}
\end{equation*}
$$

where $h=\sum_{i=1}^{4} h_{i}$ and the cross ratio $\mathcal{Z}$ is defined as $\mathcal{Z}=\frac{z_{12} z_{34}}{z_{13} z_{24}}$, which is an $S L(2, C)$ invariant.

For a general $n$-point function, denoting the power of $z_{i j}$ by $-h_{i j}$, we get,

$$
h_{i j}=\left[\frac{2}{n-2}\left(h_{i}+h_{j}\right)-\frac{2}{(n-1)(n-2)} h\right] \text { for } n \geq 3
$$

So far we have implemented the global Ward identities. To get the local Ward identity one performs a conformal transformation of an $n$-point function of primary fields $G_{n}$. This is achieved by integrating $\epsilon(z) T(z)$ along a contour $C$ which bounds a region that includes all the operators (see Fig. 2.2)

Now using analyticity one can deform the contour into a sum of countours each of which encircles one operator. The result of the integral is therefore,

$$
\begin{align*}
& \left\langle\oint \frac{\mathrm{d} z}{2 \pi i} \epsilon(z) T(z) \phi\left(w_{1}, \bar{w}_{1}\right) \ldots \phi\left(w_{n}, \bar{w}_{n}\right)\right\rangle \\
& \quad=\sum_{i=1}^{n}\left\langle\phi\left(w_{1}, \bar{w}_{1}\right) \ldots \oint \frac{\mathrm{d} z}{2 \pi i} \epsilon(z) T(z) \phi\left(w_{i}, \bar{w}_{i}\right) \ldots \phi\left(w_{n}, \bar{w}_{n}\right)\right\rangle \\
& \quad=\sum_{i=1}^{n}\left\langle\phi\left(w_{1}, \bar{w}_{1}\right) \ldots \delta_{\epsilon} \phi\left(w_{i}, \bar{w}_{i}\right) \ldots \phi\left(w_{n}, \bar{w}_{n}\right)\right\rangle . \tag{2.60}
\end{align*}
$$

Using (2.9) we substitute now for $\delta_{\epsilon} \phi\left(w_{i}, \bar{w}_{i}\right)=\epsilon\left(w_{i}\right) \partial+h \partial \epsilon\left(w_{i}\right) \phi\left(w_{i}, \bar{w}_{i}\right)$. Since this holds for arbitrary $\epsilon$ we can get a local form of the Ward identity,

$$
\begin{align*}
\left\langle T(z) \phi\left(w_{1}, \bar{w}_{1}\right) \ldots \phi\left(w_{n}, \bar{w}_{n}\right)\right\rangle= & \sum_{i=1}^{n}\left(\frac{h_{i}}{\left(z-w_{i}\right)^{2}}+\frac{1}{\left(z-w_{i}\right)} \frac{\partial}{\partial_{w_{i}}}\right) \\
& \left\langle\phi\left(w_{1}, \bar{w}_{1}\right) \ldots \phi\left(w_{n}, \bar{w}_{n}\right)\right\rangle, \tag{2.61}
\end{align*}
$$

similar to the transition from (2.9) to (2.10). It is thus clear that the correlation function above is a meromorphic function of $z$ with singularities at the positions of the operators.

A useful tool for computing correlators is the use of null vectors. Rather than discussing this for a general null vector we demonstrate this procedure on a level two null vector. Recall that in models with a primary of weight $h$ such that $c=$ $\frac{2 h}{2 h+1}(5-8 h)$ there is a null vector at level two of the form $\left(L_{-2}+a L_{-1}^{2}\right) \Phi^{(h)}=0$ where $a=-\frac{3}{2(2 h+1)}$. As $L_{-1} \phi^{(h)}(z)=\partial \phi^{(h)}(z)$ one can trade $L_{-2} \phi^{(h)}(z)$ with $-a \partial^{2} \phi^{(h)}(z)$. Now $L_{-2} \phi^{(h)}(w)$ is given by,

$$
\begin{equation*}
L_{-2} \phi^{(h)}(w)=\lim _{z \rightarrow w}\left[T(z) \phi^{(h)}(w)-\frac{h \phi^{(h)}(w)}{(z-w)^{2}}-\frac{\partial_{w} \phi^{(h)}(w)}{(z-w)}\right] . \tag{2.62}
\end{equation*}
$$

Substituting this into (2.61) one finds the following differential equation,

$$
\begin{align*}
& -a \partial_{w_{1}}^{2}\left\langle\phi\left(w_{1}, \bar{w}_{1}\right) \ldots \phi\left(w_{n}, \bar{w}_{n}\right)\right\rangle \\
& \quad=\sum_{i \neq 1}^{n}\left(\frac{h_{i}}{\left(w_{1}-w_{i}\right)^{2}}+\frac{1}{\left(w_{1}-w_{i}\right)} \frac{\partial}{\partial_{w_{i}}}\right)\left\langle\phi\left(w_{1}, \bar{w}_{1}\right) \ldots \phi\left(w_{n}, \bar{w}_{n}\right)\right\rangle . \tag{2.63}
\end{align*}
$$

This exact differential equation will enable us to compute the four-point function for the Ising model as we discuss in Section (2.13).

Next we would like to deduce the implications of the associativity on correlation functions of primaries and descendant operators.

### 2.10 Crossing symmetry, duality and bootstrap

The complete package of information that specifies a CFT is its Virasoro anomaly $c$, the set of primary fields $\phi_{i}(z, \bar{z})$, with their weights $\left(h_{i}, \bar{h}_{i}\right)$ and the operator product coefficients $C_{i j k}$. Hence, to determine all consistent CFTs one has to find all the allowed sets of such data. The latter have to comply with the constraints that follow from confomal symmetry as well as with the associativity of the operator algebra. To study the implications of associativity it is useful to consider the four-point function,

$$
\begin{equation*}
\left\langle\phi_{i}\left(w_{1}, \bar{w}_{1}\right) \phi_{j}\left(w_{2}, \bar{w}_{2}\right) \phi_{k}\left(w_{3}, \bar{w}_{3}\right) \phi_{l}\left(w_{4}, \bar{w}_{4}\right)\right\rangle . \tag{2.64}
\end{equation*}
$$

The idea is to compare the computation of this correlator using the OPE of $\phi_{i}$ and $\phi_{j}$ and of $\phi_{k}$ and $\phi_{l}$, with those of $\phi_{i}$ and $\phi_{k}$ and of $\phi_{j}$ and $\phi_{l}$, namely calculation where $\left(z_{1} \rightarrow z_{2}\right),\left(z_{3} \rightarrow z_{4}\right)$ versus one in which $\left(z_{1} \rightarrow z_{3}\right),\left(z_{2} \rightarrow z_{4}\right)$.


Fig. 2.3. Crossing symmetry.


Fig. 2.4. Single channel amplitude.
The requirement that the two ways of computing coincide, referred to as crossing symmetry, is expressed in Fig. 2.3. ${ }^{5}$

Using conformal transformations, we can relate the diagram on the left-hand side of Fig. 2.3 to the diagram drawn in Fig. 2.4, which corresponds to the sum of the contributions of intermediate states belonging to the conformal family $\left[\phi_{p}\right]$ with the four-point function of operators located at $\left(w_{1}, w_{2}, w_{3}, w_{4}\right)=$ $(0, z, 1, \infty)$. Note that in such a situation, $z$ is actually also the cross ratio $\mathcal{Z}$. We denote this amplitude by the conformal block $\mathcal{F}_{i j}^{k l}(m \mid z) \overline{\mathcal{F}}_{i j}^{k l}(m \mid \bar{z})$ which depends on the Virasoro anomaly of the theory and the dimensions of all the operators involved. In terms of conformal blocks the crossing symmetry condition takes the form,

$$
\begin{align*}
& \sum_{m} C_{i j m} C_{k l m} \mathcal{F}_{i j}^{k l}(m \mid z) \overline{\mathcal{F}}_{i j}^{k l}(m \mid \bar{z}) \\
= & \sum_{n} C_{i j n} C_{k l n} \mathcal{F}_{i k}^{j l}(n \mid 1-z) \overline{\mathcal{F}}_{i k}^{j l}(n \mid 1-\bar{z}) . \tag{2.65}
\end{align*}
$$

For a given set of conformal blocks (2.65) is a set of equations that determine the $C_{i j k}$ and the weights. The general set of solutions of these equations is not known, but for a particular class of theories like the minimal models these equations can be solved.

[^8]
### 2.11 Verlinde's formula

The fusion rules (2.28), namely,

$$
\left[\phi_{i}\right]\left[\phi_{j}\right]=\sum_{k} N_{i j}^{k}\left[\phi_{k}\right],
$$

constitute a commutative associative algebra. The commutativity implies that $N_{i j}^{k}=N_{j i}^{k}$ and the associativity means that,

$$
\begin{equation*}
\sum_{k} N_{i j}^{k} N_{k l}^{m}=\sum_{k} N_{i k}^{m} N_{j l}^{k} . \tag{2.66}
\end{equation*}
$$

Using matrix notation in which $N_{i j}^{k}=\left(N_{i}\right)_{j}^{k}$ the associativity translates into the commutativity of the matrices, namely $N_{i} N_{l}=N_{l} N_{i}$. Thus, the matrices $N_{i}$ are also members of an associative commutative algebra. Hence they can be diagonalized simultaneously to form a one-dimensional representation. This implies that there is a common matrix $\tilde{S}$,

$$
\begin{equation*}
N_{i j}^{k}=\sum_{l m} \tilde{S}_{j}^{l} \lambda_{i}^{(l)} \delta_{l}^{m}\left(\tilde{S}^{-1}\right)_{m}^{k}=\sum_{l} \tilde{S}_{j}^{l} \lambda_{i}^{(l)}\left(\tilde{S}^{-1}\right)_{l}^{k}, \tag{2.67}
\end{equation*}
$$

where we denote the eigenvalues of $N_{i}$ by $\lambda_{i}^{(l)}$. If $j$ is the vacuum state $j=0$ then $N_{i 0}^{k}=\delta_{i}^{k}$, if all the representations labeled by $i$ are irreducible. We now multiply from the right by $\tilde{S}_{k}^{n}$ to get,

$$
\begin{align*}
N_{i 0}^{k} \tilde{S}_{k}^{n} & =\sum_{l} \tilde{S}_{0}^{l} \lambda_{i}^{(l)}\left(\tilde{S}^{-1}\right)_{l}^{k} \tilde{S}_{k}^{n} \\
\tilde{S}_{i}^{n} & =\sum_{l} \tilde{S}_{0}^{l} \lambda_{i}^{(l)} \delta_{l}^{n}=\tilde{S}_{0}^{n} \lambda_{i}^{(n)} \tag{2.68}
\end{align*}
$$

which means that $\lambda_{i}^{(n)}=\frac{\tilde{S}_{i}^{n}}{\tilde{S}_{0}^{n}}$ and therefore,

$$
\begin{equation*}
N_{i j}^{k}=\sum_{l} \frac{\tilde{S}_{j}^{l} \tilde{S}_{i}^{l}\left(\tilde{S}^{-1}\right)_{l}^{k}}{\tilde{S}_{0}^{l}} \tag{2.69}
\end{equation*}
$$

Now, for the reader who knows about the $\tau$ parameter and the characters (discussed in Section 2.8), we recall that under the $S$-transformation $\tau \rightarrow-\frac{1}{\tau}$ the characters of a given CFT transform as,

$$
\begin{equation*}
\chi_{j}\left(-\frac{1}{\tau}\right)=\sum_{k} S_{j}^{k} \chi_{k}(\tau) \tag{2.70}
\end{equation*}
$$

Verlinde's formula ${ }^{6}$ states that the matrix $\tilde{S}$ above is identical to the $S$ transformation matrix,

$$
\begin{equation*}
S=\tilde{S} \tag{2.71}
\end{equation*}
$$

This is a remarkable relation.

[^9]
### 2.12 Free Majorana fermions - an example of a CFT

The theory of free massless fermions in two dimensions is an example of a 2 d conformal theory of the utmost importance. In this section we describe this theory in detail following the steps taken in the general analysis of conformal field theories. The well-known Dirac action of a massless free fermion in two Euclidean dimensions is,

$$
\begin{equation*}
S=\frac{1}{4 \pi} \int \mathrm{~d}^{2} x \bar{\Psi} \not \partial \Psi \tag{2.72}
\end{equation*}
$$

Expressing the Dirac fermion in terms of chiral (or Weyl) fermions, a left $\psi$ and a right $\tilde{\psi}$, with $\Psi \equiv(\psi, \tilde{\psi})$, and using the fact that in two dimensions one can take $\gamma^{0}=\sigma^{2}$ and $\gamma^{1}=\sigma^{1}$, we rewrite the action as,

$$
\begin{equation*}
S=\frac{1}{4 \pi} \int \mathrm{~d}^{2} z\left(\psi^{\dagger} \bar{\partial} \psi+\tilde{\psi}^{\dagger} \partial \tilde{\psi}\right) \tag{2.73}
\end{equation*}
$$

We remind the reader that $\partial \equiv \partial_{z}$ and $\bar{\partial} \equiv \partial_{\bar{z}}$. The equations of motion are,

$$
\begin{equation*}
\bar{\partial} \psi=0 \quad \partial \tilde{\psi}=0 \rightarrow \psi=\psi(z) \quad \tilde{\psi}=\tilde{\psi}(\bar{z}) . \tag{2.74}
\end{equation*}
$$

In analogy to the symmetries of the scalar field it is straighforward to realize that the action is invariant under left holomorphic chiral and right antiholomorphic transformations,

$$
\begin{equation*}
\psi \rightarrow \psi^{\prime}=\mathrm{e}^{i \alpha(z)} \psi \quad \tilde{\psi} \rightarrow \tilde{\psi}^{\prime}=\mathrm{e}^{i \tilde{\alpha}(\bar{z})} \tilde{\psi} \tag{2.75}
\end{equation*}
$$

The corresponding "affine current algebra" currents, given by,

$$
\begin{equation*}
J=i \psi^{\dagger} \psi \quad \bar{J}=i \tilde{\psi}^{\dagger} \tilde{\psi} \tag{2.76}
\end{equation*}
$$

are holomorphically and anti-holomorphically conserved.
In addition the theory is obviously invariant under conformal transformations $z \rightarrow f(z), \bar{z} \rightarrow \bar{f}(\bar{z})$.

Dirac (or Weyl) fermions can be further decomposed into Majorana (or WeylMajorana) fermions as $\Psi=\frac{1}{\sqrt{2}}\left(\Psi_{1}+i \Psi_{2}\right)$ (or $\left.\psi=\frac{1}{\sqrt{2}}\left(\psi_{1}+i \psi_{2}\right)\right)$. Substituting these, the action reads,

$$
\begin{equation*}
S=\frac{1}{8 \pi} \int \mathrm{~d}^{2} z\left(\sum_{i=1}^{2} \psi_{i} \bar{\partial} \psi_{i}+\tilde{\psi}_{i} \partial \tilde{\psi}_{i}\right) \tag{2.77}
\end{equation*}
$$

From this point on we discuss the theory of single Majorana fermions, namely $\chi$ and $\tilde{\chi}$ are a left and a right Weyl-Majorana fermion with the action,

$$
\begin{equation*}
=\frac{1}{8 \pi} \int \mathrm{~d}^{2} z(\chi \bar{\partial} \chi+\tilde{\chi} \partial \tilde{\chi}) \tag{2.78}
\end{equation*}
$$

The equations of motion are still as in (2.74) so that $\chi$ is a holomorphic function and $\tilde{\chi}$ is an anti-holomorphic one (their extensions, as they are real on the real line).

Before spelling out the conformal structure of the theory we pause for a moment with the complex coordinate formulation and discuss canonical quantization in two dimensions with a Minkowski signature. The conjugate momentum to $\chi$ is $\pi_{\chi}=\frac{\partial \mathcal{L}}{\partial_{0} \chi}=\frac{1}{2} \chi$, and as we are dealing with a real field $\left\{\pi_{\chi}, \chi\right\}$ has a factor $\frac{1}{2}$ multiplying a delta function, which gives,

$$
\begin{equation*}
\left.\left\{\chi\left(x_{1}, x_{0}\right), \chi\left(y_{0}, y_{1}\right)\right\}\right|_{x_{0}=y_{0}}=\delta\left(x_{1}-y_{1}\right) \tag{2.79}
\end{equation*}
$$

Combining a pair of two Majorana fermions (each consisting of two WeylMajorana) into a Dirac fermion, one finds for the latter the usual anticommutation relations, namely,

$$
\begin{equation*}
\left.\left\{\Psi^{\dagger}\left(x_{1}, x_{0}\right), \Psi\left(y_{1}, y_{0}\right)\right\}\right|_{x_{0}=y_{0}}=\left.\delta\left(x_{1}-y_{1}\right) \quad\left\{\Psi\left(x_{1}, x_{0}\right), \Psi\left(y_{1}, y_{0}\right)\right\}\right|_{x_{0}=y_{0}}=0 \tag{2.80}
\end{equation*}
$$

The Noether currents associated with conformal transformations, namely the components of the energy-momentum tensor, are given by,

$$
\begin{equation*}
T(z)=-\frac{1}{2}: \chi \partial \chi: \quad \bar{T}(\bar{z})=-\frac{1}{2}: \tilde{\chi} \bar{\partial} \tilde{\chi}: \tag{2.81}
\end{equation*}
$$

where : $\chi \chi$ : the normal ordered product, stands for the product with the subtraction of its OPE. The latter is given by,

$$
\begin{equation*}
\chi(z) \chi(w)=\frac{1}{z-w} \quad \tilde{\chi}(z) \tilde{\chi}(w)=\frac{1}{\bar{z}-\bar{w}} \tag{2.82}
\end{equation*}
$$

Using this basic OPE in $T(z) \chi(w)$ one finds,

$$
\begin{equation*}
T(z) \chi(w)=\frac{1}{2} \frac{\chi(w)}{(z-w)^{2}}+\frac{\partial \chi(w)}{z-w} \tag{2.83}
\end{equation*}
$$

which implies that $\chi$ is a primary field of conformal dimensions of $\left(\frac{1}{2}, 0\right)$, and similarly $\tilde{\chi}$ with $\left(0, \frac{1}{2}\right)$. The Virasoro anomaly, which comes as usual from $T(z) T(w)$, is $c=\frac{1}{2}$, and $\bar{c}=\frac{1}{2}$ from $\bar{T}(z) \bar{T}(w)$.

Recall that the energy-momentum tensor of the scalar field (1.27) takes the form of a bilinear of the "current algebra" currents (1.24). We want to examine now if such a construction can be applied also for the fermionic fields. Since for Weyl-Majorana fermions there are no such currents it is left only to check for the $T(z)$ of Weyl fermions. Let us note first the OPE of the currents and the Weyl fermions that read,

$$
\begin{equation*}
J(z) \psi(w)=-i \frac{\psi(z)}{(z-w)} \quad J(z) \psi^{\dagger}(w)=i \frac{\psi^{\dagger}(z)}{(z-w)} \tag{2.84}
\end{equation*}
$$

where $J=i: \psi^{\dagger} \psi$ : with our conventions.

Using this OPE one finds,

$$
\begin{align*}
T(z) & =-\frac{1}{2}: J(z) J(z):=-\frac{1}{2} \lim _{z \rightarrow w}\left[J(z) J(w)+\frac{1}{(z-w)^{2}}\right] \\
& =-\frac{1}{2} \lim _{z \rightarrow w} \lim _{\epsilon \rightarrow 0}\left[i J(z)\left(\psi^{\dagger}(w-\epsilon) \psi(w+\epsilon)+\frac{1}{2 \epsilon}\right)+\frac{1}{(z-w)^{2}}\right] \\
& =-\frac{1}{2} \lim _{z \rightarrow w} \lim _{\epsilon \rightarrow 0}\left[-\frac{\psi^{\dagger}(z) \psi(w+\epsilon)}{[z-(w-\epsilon)]}+\frac{\psi^{\dagger}(w-\epsilon) \psi(z)}{[z-(w+\epsilon)]}+\frac{1}{(z-w)^{2}}\right] \\
& =-\frac{1}{2}\left[\psi^{\dagger} \partial \psi-\partial \psi^{\dagger} \psi\right] . \tag{2.85}
\end{align*}
$$

This construction of the energy-momentum tensor in terms of a normal ordered product of two currents, which is known as the Sugawara construction, will play a key role in the discussion in Chapter 4.

The mode expansion of the Weyl-Majorana fermion takes the form,

$$
\begin{equation*}
\psi=\sum_{r \in \mathcal{Z}+\nu} \frac{\psi_{r}}{z^{r+\frac{1}{2}}} \quad \psi_{r}=\frac{1}{2 \pi i} \oint \mathrm{~d} z z^{r-\frac{1}{2}} \psi(z) \tag{2.86}
\end{equation*}
$$

with $z=\mathrm{e}^{-i w}, \nu$ is related to the boundary conditions as

$$
\begin{equation*}
\psi(w+2 \pi)=\mathrm{e}^{2 \pi i \nu} \psi(w) \tag{2.87}
\end{equation*}
$$

so that there are two types of fermions:

$$
\begin{array}{ll}
\text { Ramond fermions } \nu=\frac{1}{2} & \leftrightarrow \text { periodic boundary condition } \\
\text { Neveu-Schwarz fermions } \nu=0 & \leftrightarrow \text { anti-periodic boundary condition. }
\end{array}
$$

The anti-commutation relations of the fermionic modes follow straightforwardly upon using (2.86) and the OPEs (2.82), namely,

$$
\begin{equation*}
\left\{\psi_{r}, \psi_{s}\right\}=\delta_{r+s} \tag{2.88}
\end{equation*}
$$

The form (2.82) holds for the periodic case. For the anti-periodic case there is an extra factor of $\frac{1}{2}\left(\sqrt{\frac{z}{w}}+\sqrt{\frac{w}{z}}\right)$, which tends to 1 as $z \rightarrow w$.

The canonical quantization conditions in terms of real space-time coordinates take the following form,

$$
\begin{equation*}
\left.\left\{\psi\left(x^{1}\right), \psi\left(y^{1}\right)\right\}\right|_{x^{0}=y^{0}}=\frac{1}{2} \delta\left(x^{1}-y^{1}\right) \tag{2.89}
\end{equation*}
$$

since $\psi$ is the conjugate momentum of itself. Combining two Majorana fermions into a Dirac one yields the following anti-commutation relations for the Dirac fermions,

$$
\begin{equation*}
\left.\left\{\Psi^{\dagger}\left(x^{1}\right), \Psi\left(y^{1}\right)\right\}\right|_{x^{0}=y^{0}}=\left.\delta\left(x^{1}-y^{1}\right) \quad\left\{\Psi\left(x^{1}\right), \Psi\left(y^{1}\right)\right\}\right|_{x^{0}=y^{0}}=0 \tag{2.90}
\end{equation*}
$$

so that now $\Psi^{\dagger}$ is the conjugate momentum of $\Psi$.

### 2.13 The Ising model - the $m=3$ unitary minimal model

The first unitary minimal model with $m=3$ has $c=1 / 2$, just like the Majorana fermion discussed above. We now analyze the primaries of this model, their fusion rules and their correlators. Comparing the latter with correlation functions of the Ising model, ${ }^{7}$ we show that in fact the $m=3$ unitary minimal model is the continuum limit of the Ising model. Recall that the set of primaries of the $m=3$ model are characterized by the following conformal weights:

$$
\begin{equation*}
h_{1,1}=0 \quad h_{2,1}=\frac{1}{2} \quad h_{2,2}=\frac{1}{16}, \tag{2.91}
\end{equation*}
$$

which determine the two-point functions,

$$
\begin{align*}
\left\langle\Phi^{(1 / 2)}(z, \bar{z}) \Phi^{(1 / 2)}(w, \bar{w})\right\rangle & =\frac{1}{|z-w|^{2}} \\
\left\langle\Phi^{(1 / 16)}(z, \bar{z}) \Phi^{(1 / 16)}(w, \bar{w})\right\rangle & =\frac{1}{|z-w|^{1 / 4}} \tag{2.92}
\end{align*}
$$

where $\Phi^{(h)}(z, \bar{z})=\phi^{(h)}(z) \bar{\phi}^{(h)}(\bar{z})$. It turns out that at the critical point of the Ising model, the two-point function of the spin operator $\sigma$ at a lattice point $n$ and at the origin behaves like $<\sigma_{n} \sigma_{0}>\sim \frac{1}{|n|^{1 / 4}}$. Thus in the continuum, it has the same "critical exponent" as that of $\Phi^{(1 / 16)}$, and similarly the Greens function of the energy density falls like $<\epsilon_{n} \epsilon_{0}>\sim \frac{1}{|n|^{2}}$, namely like the two-point function of $\Phi^{(1 / 2)}$.

There are additional properties of the $m=3$ unitary model that can be shown to match those of the Ising model. Here we demonstrate this with the determination of the four-point function of $\Phi^{(1 / 16)}$, namely,

$$
\begin{equation*}
\left\langle\Phi^{(1 / 16)}\left(z_{1}, \bar{z}_{1}\right) \ldots \Phi^{(1 / 16)}\left(z_{4}, \bar{z}_{4}\right)\right\rangle . \tag{2.93}
\end{equation*}
$$

From equation (2.63) we have that

$$
\begin{equation*}
\left[\frac{4}{3} \partial_{w_{1}}^{2}-\sum_{i \neq 1}^{4}\left(\frac{1 / 16}{\left(w_{1}-w_{i}\right)^{2}}+\frac{1}{\left(w_{1}-w_{i}\right)} \frac{\partial}{\partial_{w_{i}}}\right)\right]\left\langle\phi\left(w_{1}, \bar{w}_{1}\right) \ldots \phi\left(w_{4}, \bar{w}_{4}\right)\right\rangle=0 \tag{2.94}
\end{equation*}
$$

where $\phi$ denotes $\Phi^{(1 / 16)}$.
Using the global Ward identities we express $G_{4}$ as in (2.59),

$$
\begin{equation*}
G_{4}\left(z_{1}, \bar{z}_{1} \ldots z_{4}, \bar{z}_{4}\right)=\tilde{f}(\mathcal{Z}, \overline{\mathcal{Z}})\left[\left(z_{12} z_{13} z_{14} z_{23} z_{24} z_{34}\right)^{-1 / 24}(\text { C.C. })\right] \tag{2.95}
\end{equation*}
$$

where $\mathcal{Z}=\frac{z_{12} z_{34}}{z_{13} z_{24}}$. Using also $\frac{z_{14} z_{23}}{z_{13} z_{24}}=1-\mathcal{Z}$, we can rewrite as,

$$
\begin{equation*}
G_{4}\left(z_{1}, \bar{z}_{1} \ldots z_{4}, \bar{z}_{4}\right)=\tilde{f}(\mathcal{Z}, \overline{\mathcal{Z}})\left[\left(z_{13} z_{24}\right)^{-1 / 8}[\mathcal{Z}(1-\mathcal{Z})]^{-1 / 24}(\text { C.C. })\right] \tag{2.96}
\end{equation*}
$$

[^10]Anticipating the result of the Ising model, we actually write,

$$
\begin{equation*}
G_{4}\left(z_{1}, \bar{z}_{1} \ldots z_{4}, \bar{z}_{4}\right)=f(\mathcal{Z}, \overline{\mathcal{Z}}) \cdot\left[\left[z_{13} z_{24} \mathcal{Z}(1-\mathcal{Z})\right]^{-1 / 8}(C . C .)\right] \tag{2.97}
\end{equation*}
$$

If we now substitute this ansatz into (2.94) we find the following differential equation for $f$,

$$
\begin{equation*}
\left[\mathcal{Z}(1-\mathcal{Z}) \partial^{2}+(1 / 2-\mathcal{Z}) \partial+1 / 16\right] f(\mathcal{Z}, \overline{\mathcal{Z}})=0 \tag{2.98}
\end{equation*}
$$

A similar equation holds for $\overline{\mathcal{Z}}$. The solutions of this differential equation are $f_{1,2}(\mathcal{Z})=(1 \pm \sqrt{1-\mathcal{Z}})^{1 / 2}$ and so finally the four-point function takes the form,

$$
\begin{equation*}
G_{4}\left(z_{1}, \bar{z}_{1} \ldots z_{4}, \bar{z}_{4}\right)=\left|\left(\frac{z_{13} z_{24}}{z_{12} z_{23} z_{34} z_{34}}\right)\right|^{1 / 4}\left(\left|f_{1}(\mathcal{Z})\right|^{2}+\left|f_{2}(\mathcal{Z})\right|^{2}\right) \tag{2.99}
\end{equation*}
$$

where the unique combination is dictated by the requirement for a single value. This is identical to the result found in the Ising model for $G_{4}$.

Note also that $f(1-\mathcal{Z}, 1-\overline{\mathcal{Z}})$ is a solution, a result of the symmetry under the interchange of $z_{1}$ with $z_{3}$.

Note also that although $\Phi^{(1 / 2)}$ is a free fermion, $\Phi^{(1 / 16)}$ cannot be constructed in a local way from the fermion.

## 3

## Theories invariant under affine current algebras

In addition to being conformal invariant, it was shown in Chapter 1 that the theory of a free massless scalar field admits also affine algebra currents $J(z)$ and $\bar{J}(\bar{z})$ which are holomorphically and anti-holomorphically conserved, namely $\bar{\partial} J(z, \bar{z})=\partial \bar{J}(z, \bar{z})=0$. The existence of these currents, as was the case with the energy-momentum tensor, implies that the theory is invariant under an infinitedimensional group of transformations. Inspired by this invariance of the free scalar theory we would like to identify and investigate field theories equipped with an affine current algebra (ACA), which is often refered to as Kac-Moody algebra or affine Lie algebra (ALA). Conformal field theories (CFT) are characterized by the Virasoro anomaly, the set of primary fields and the corresponding structure constants. It will be shown in this chapter that theories with ACA admit a similar algebraic structure and moreover that they are necessarily also CFTs. Thus every ACA theory will be characterized by the Virasoro anomaly as well as its ACA analog, the ACA level. Primary fields that have been defined so far via their operator product expansion (OPE) with the $T(z)$ and $\bar{T}(\bar{z})$ will have to obey certain OPE also with currents $J(z)$ and $\bar{J}(\bar{z})$. The zero modes of the free scalar affine currents $J_{0}$ and $\bar{J}_{0}(1.57)$ commute, namely, they generate an abelian group. For theories with "ordinary" non-affine currents the generalization of the abelian group to non-abelian ones led (in four dimensions) to the standard model of the basic interactions and in fact to an enormously rich spectrum of interesting theories. It is thus very natural to explore the generalization of the abelian ACA to non-abelian affine current algebras. The investigation of twodimensional theories which are invariant under transformations generated by such affine currents is the subject of this chapter. We start with a brief reminder of the properties of finite dimensional Lie algebras.

The topics included in this chapter are covered in several books and review papers. In particular we have made use of the famous review by Goddard and Olive [111], and the book by Di Francesco, Mathieu and Senechal [77].

### 3.1 Simple finite-dimensional Lie algebras

Consider the Lie algebra $\mathcal{G}$,

$$
\begin{equation*}
\left[T^{a}, T^{b}\right]=i f_{c}^{a b} T^{c} \tag{3.1}
\end{equation*}
$$

associated with a group $G$, namely, the set $T^{a}$ are the generators of the group $G .{ }^{1}$ We will consider simple groups, namely those that do not contain invariant subgroups. Denote the maximal set of commuting Hermitian generators by $H^{i}, i=1, \ldots, r$ so that

$$
\begin{equation*}
\left[H^{i}, H^{j}\right]=0 \quad i, j=1, \ldots, r \tag{3.2}
\end{equation*}
$$

This abelian subalgebra of $\mathcal{G}$ is referred to as the Cartan subalgebra. It can be shown that any two such abelian subalgebras with generators $H^{i}$ and $\tilde{H}^{i}$ are conjugate under the action of the group, namely, $\tilde{H}^{i}=g H^{i} g^{-1}$ for some $g \in G$. The dimension of the Cartan subalgebra, which is the maximal number of commuting generators is defined as the rank of the algebra $\mathcal{G}$, $\operatorname{rank}(\mathcal{G})=r$.

A basis of the full algebra $\mathcal{G}$ constitutes $H^{i}$ and the step operators or ladder operators $E^{\alpha}$ defined by,

$$
\begin{equation*}
\left[H^{i}, E^{\alpha}\right]=\alpha^{i} E^{\alpha}, \quad i=1, \ldots, r \tag{3.3}
\end{equation*}
$$

The $r$-dimensional vector $\alpha$ is called a root associated with the step operator $E^{\alpha}$. The roots are real and up to multiplication with a scalar there is a single $E^{\alpha}$ associated with $\alpha$ via (3.3). No multiple of a given root $\alpha$ is a root apart from $-\alpha$ which is the root paired with $E^{-\alpha}=E^{\alpha \dagger}$. The number of roots is obviously $(\operatorname{dim} \mathcal{G}-\operatorname{rank} \mathcal{G})$.

The rest of the algebra are the commutation relations $\left[E^{\alpha}, E^{\beta}\right]$ which follow from the Jacobi identity,

$$
\begin{equation*}
\left[H^{i},\left[E^{\alpha}, E^{\beta}\right]\right]=\left(\alpha^{i}+\beta^{i}\right)\left[E^{\alpha}, E^{\beta}\right] \tag{3.4}
\end{equation*}
$$

so that if $\left(\alpha^{i}+\beta^{i}\right) \neq 0$ and is not a root, then $\left[E^{\alpha}, E^{\beta}\right]=0$. If on the other hand $\left(\alpha^{i}+\beta^{i}\right)$ is a root then $\left[E^{\alpha}, E^{\beta}\right]$ must be a multiple of $E^{\alpha+\beta}$. If $\left(\alpha^{i}+\beta^{i}\right)=0$ it follows that $\left[E^{\alpha}, E^{-\alpha}\right] \sim \alpha \cdot H$.

To summarize the full algebra reads,

$$
\begin{align*}
{\left[H^{i}, H^{j}\right] } & =0 \quad i, j=1, \ldots, \operatorname{rank}(\mathcal{G}) \\
{\left[H^{i}, E^{\alpha}\right] } & =\alpha^{i} E^{\alpha} \quad \alpha=1, \ldots,(\operatorname{dim} G-\operatorname{rank}(\mathcal{G})) \\
{\left[E^{\alpha}, E^{\beta}\right] } & =\epsilon(\alpha \beta) E^{\alpha+\beta} \quad \text { if } \alpha+\beta \text { is a root } \\
& =\frac{2 \alpha \cdot H}{\alpha^{2}} \quad \text { if } \alpha+\beta=0 \\
& =0 \quad \text { otherwise. } \tag{3.5}
\end{align*}
$$

This basis of the algebra is a modified version of the Cartan-Weyl basis. The constants $\epsilon(\alpha \beta)$ can be chosen to be $\pm 1$ if all the root vectors have the same length.

[^11]It is straightforward to realize that the triplet of generators $E^{\alpha}, E^{-\alpha}$, and $\frac{\alpha \cdot H}{\alpha^{2}}$ is isomorphic to $J_{+}, J_{-}, J_{3}$ of an $S U(2)$ algebra, namely,

$$
\begin{equation*}
\left[\frac{\alpha \cdot H}{\alpha^{2}}, E^{ \pm \alpha}\right]= \pm E^{ \pm \alpha}, \quad\left[E^{+\alpha}, E^{-\alpha}\right]=2 \frac{\alpha \cdot H}{\alpha^{2}} \tag{3.6}
\end{equation*}
$$

Consequently the eigenvalues of $2 \frac{\alpha \cdot H}{\alpha^{2}}$, just like those of $2 J_{3}$, are integers in any unitary representation. The eigenvalues associated with each root $\beta$ is given by $\frac{2 \alpha \cdot \beta}{\alpha^{2}} \in \mathcal{Z}$. It is natural to define the notion of coroot $\alpha^{\wedge}=\frac{2 \alpha}{\alpha^{2}}$.

### 3.1.1 The Weyl group

Consider a root $\beta$ such that $2 \alpha \cdot \beta / \alpha^{2} \neq 0$ is its eigenvalue under the operation of $2 \frac{\alpha \cdot H}{\alpha^{2}}$. There must be another step operator $E^{\beta+m \alpha}$ which is a member of the $S U(2)$ multiplet with the opposite eigenvalue, namely,

$$
\begin{equation*}
2 \alpha \cdot \beta / \alpha^{2}+2 m=-2 \alpha \cdot \beta / \alpha^{2} \tag{3.7}
\end{equation*}
$$

Then $m=-2 \alpha \cdot \beta / \alpha^{2}$, and

$$
\begin{equation*}
\beta+m \alpha=\beta-2 \frac{(\alpha \cdot \beta) \alpha}{\alpha^{2}}=\beta-\left(\alpha^{\wedge}, \beta\right) \alpha \equiv \sigma_{\alpha}(\beta) \tag{3.8}
\end{equation*}
$$

is a root for each pair of roots $\alpha$ and $\beta ; \sigma_{\alpha}(\beta)$ is a reflection in the hyperplane perpendicular to $\alpha$. The set of these reflections that permute the roots, generate a finite group $W(\mathcal{G})$, the Weyl group of $\mathcal{G}$.

### 3.1.2 Cartan matrix and Dynkin diagrams

It is convenient to define the notion of simple roots as follows. Select a $\operatorname{rank}(\mathcal{G})$ dimensional basis of the roots that consists of $\alpha_{(i)}, i=1, \ldots, \operatorname{rank}(\mathcal{G})$ in such a way that any root $\alpha$ can be written as,

$$
\begin{equation*}
\alpha=\sum_{i}^{\text {rank } \mathcal{G}} n_{i} \alpha_{(i)} \tag{3.9}
\end{equation*}
$$

where the $n_{i}$ are integers which are either all $n_{i} \geq 0$ or all $n_{i} \leq 0$. In the former case $\alpha$ is positive, while in the latter it is negative. This base is called the basis of simple roots. Associated with the simple roots one defines the simple Weyl reflections $\sigma_{\alpha_{(i)}}$ that generate the entire Weyl group.

The scalar products of simple roots define the Cartan matrix as follows:

$$
\begin{equation*}
A_{i j}=\frac{2 \alpha_{(i)} \cdot \alpha_{(j)}}{\alpha_{(j)}^{2}} \tag{3.10}
\end{equation*}
$$

The Cartan matrix is a $\operatorname{rank}(\mathcal{G}) \times \operatorname{rank}(\mathcal{G})$ matrix with integer components and with diagonal elements which take the value of 2 . The off diagonal elements are either negative or vanishing.


Fig. 3.1. Dynkin diagrams for all the simple Lie algebras.

It can be shown that the roots of a simple Lie algebra can have at most two different lengths, a long root and a short one. The ratio between their lengths are either 2 or 3 . When all the roots have the same length the algebra is a simply laced algebra. From the Cartan matrix $A_{i j}$ one can reconstruct a basis of simple roots up to a scale and overall orientation. In fact constructing all the roots from the simple roots, one finds that full information on $\mathcal{G}$ is encoded in $A_{i j}$.

The information contained in the Cartan matrix $A_{i j}$ may be encoded in a planar diagram, the Dynkin diagram. The construction of such a diagram is as follows:

- To each simple root $\alpha_{(i)}$ assign a node in the diagram.
- If a node represents a short root mark it by a black dot, and if a long one by a white dot.
- Join the points $\alpha_{(i)}$ and $\alpha_{(j)}$ by $A_{i j} A_{j i}$ lines. For $i \neq j, A_{i j} A_{j i}$ can take the values of $0,1,2,3$. In fact since $A_{i j} A_{j i}=4 \cos ^{2} \theta_{i j}$, where $\theta_{i j}$ is the angle between the two roots, then orthogonal simple roots are not connected, and those with an angle of $120,135,150$ degrees are connected with one, two, or three lines.
- In some conventions one does not separate between black and white dots, but rather one draws an arrow pointing from $\alpha_{(i)}$ to $\alpha_{(j)}$ when $\alpha_{(i)}^{2}>\alpha_{(j)}^{2}$.

The Dynkin diagrams for all simple Lie algebras are given in Fig. [3.1].

### 3.1.3 Highest weight states

We now consider finite-dimensional representations of $\mathcal{G}$ other than the adjoint representation that has been analyzed so far, the latter being the same as the generators. We can always choose a basis $\{|\mu\rangle\}$ for which,

$$
\begin{equation*}
H^{i}|\mu\rangle=\mu^{i}|\mu\rangle . \tag{3.11}
\end{equation*}
$$

The $\operatorname{rank}(\mathcal{G})$ dimensional vector $\mu$ of eigenvalues of the Cartan subalgebra generators is called the weight vector. A root is a weight of the adjoint representation. In a similar manner to their action as roots, the triplet $E^{\alpha}, E^{-\alpha}$ and $2 \alpha \cdot H / \alpha^{2}$ form an $S U(2)$ algebra and hence $\{|\mu\rangle\}$ must be an $S U(2)$ multiplet, and in particular,

$$
\begin{equation*}
2 \alpha \cdot \mu / \alpha^{2} \in \mathcal{Z} \tag{3.12}
\end{equation*}
$$

for any root $\alpha$.
This property of any given weight defines a lattice $\Lambda_{W}(\mathcal{G})$, the weight lattice of the algebra $\mathcal{G}$. The weights associated with a representation must be mapped into one another under the operation of $\sigma_{\alpha}$ and in fact the whole Weyl group. One can choose a basis for the weight lattice $\Lambda_{W}(\mathcal{G})$ consisting of fundamental weights $\lambda_{(i)}$ such that,

$$
\begin{equation*}
2 \lambda_{(i)} \cdot \alpha_{(j)} / \alpha_{(j)}^{2}=\delta_{i j} \tag{3.13}
\end{equation*}
$$

Any weight $\lambda$ can then be expanded as $\lambda=\sum n_{i} \lambda_{(i)}$ with integer coefficients $n_{i}$. If all $n_{i} \geq 0$, the weight $\lambda$ is called a dominant weight. Every weight can be mapped into a unique dominant weight by action of the Weyl group. The dominant weight $\rho=\sum_{i} \lambda_{(i)}$, where $i=1, \ldots, \operatorname{rank} \mathcal{G}$, is characterized by $\rho \cdot \alpha>0$ for any positive $\alpha$ and $\rho \cdot \alpha<0$ for any negative $\alpha$. In fact $\rho=1 / 2 \sum \alpha$ where the sum is over all the positive roots.

For any given finite-dimensional representation of $\mathcal{G}$ one defines the highest weight state $\left|\mu_{0}\right\rangle$ for which $\rho \cdot \mu_{0}$ is the largest. Such a state is annihilated by all the raising operators,

$$
\begin{equation*}
E^{\alpha}\left|\mu_{0}\right\rangle=0 \tag{3.14}
\end{equation*}
$$

for every $\alpha>0$. All the states of a given irreducible representation can be built by acting on the highest weight state with lowering operators, namely, each state takes the form,

$$
\begin{equation*}
E^{-\beta_{1}} \ldots E^{-\beta_{n}}\left|\mu_{0}\right\rangle \tag{3.15}
\end{equation*}
$$

In fact every irreducible representation has a unique highest weight state $\left|\mu_{0}\right\rangle$ and the other weights $\mu$ have the property that $\mu_{0}-\mu$ is a sum of positive roots. The highest weight state is a dominant weight. In the opposite direction for each dominant weight there is a unique irreducible representation for which it is the highest weight state. As was mentioned for the adjoint representation the weights are


Fig. 3.2. Root system and Weyl chambers of $S U(3)$.
the roots so that the corresponding highest weight state is the highest root. The difference between the highest root and any other root is a sum of positive roots.

We end this subsection with an example. Consider the $S U(3)$ algebra. The Cartan matrix for this algebra takes the form,

$$
\left(\begin{array}{cc}
2 & -1  \tag{3.16}\\
-1 & 2
\end{array}\right)
$$

The simple roots are related to the fundamental weights as $\alpha_{(1)}=2 \lambda_{(1)}-$ $\lambda_{(2)}$ and $\alpha_{(2)}=-\lambda_{(1)}+2 \lambda_{(2)}$. The scalar products between the fundamental weights are $\left(\lambda_{(1)}, \lambda_{(1)}\right)=\left(\lambda_{(2)}, \lambda_{(2)}\right)=2 / 3$ and $\left(\lambda_{(1)}, \lambda_{(2)}\right)=1 / 3$, using the standard normalization of $\left(\alpha_{(i)}, \alpha_{(i)}\right)=2$. The full Weyl group is given by $W=$ $\left\{1, \sigma_{1}, \sigma_{2}, \sigma_{1} \sigma_{2}, \sigma_{2} \sigma_{1}, \sigma_{1} \sigma_{2} \sigma_{1}\right\}$. The action of the different elements of the Weyl group on the two simple roots gives all roots.

The root system and the Weyl chambers are given in Fig. 3.2. The Weyl chambers are separated by the dashed lines, and are specified here by the elements of the Weyl group, with the latter denoted in the figure by $s_{i}$. The Weyl chambers are defined by,

$$
C_{\omega}=\left\{\lambda \mid\left(\omega \lambda, \alpha_{i}\right) \geq 0, i=1 \ldots r\right\} .
$$

### 3.2 Affine current algebra

In the previous subsection we acquired a certain familiarity with the notions of roots, highest weights, Cartan matrices, Dynkin diagrams etc., in the context of a simple Lie algebra. As was explained in the introduction to this chapter, twodimensional CFTs are characterized by an extended algebraic structure, that of affine Lie algebra. ${ }^{2}$ We now describe the basic properties of the affine Lie algebra using the notions of the previous subsection.

[^12]The basic ALA is given by,

$$
\begin{equation*}
\left[J_{m}^{a}, J_{n}^{b}\right]=i f_{c}^{a b} J_{m+n}^{c}+\hat{k} m \delta_{a b} \delta_{m+n, 0}, \tag{3.17}
\end{equation*}
$$

where the central element $\hat{k}$ commutes with all the generators $J_{m}^{a}$, namely, $\left[J_{m}^{a}, \hat{k}\right]=0$.

We now use a generalization of the Cartan-Weyl basis to the affine algebra as follows:

$$
\begin{align*}
{\left[H_{m}^{i}, H_{n}^{j}\right] } & =\hat{k} m \delta^{i j} \delta_{m+n, 0} \\
{\left[H_{m}^{i}, E_{n}^{\alpha}\right] } & =\alpha^{i} E_{m+n}^{\alpha}, \\
{\left[E_{m}^{\alpha}, E_{n}^{\beta}\right] } & =\epsilon(\alpha \beta) E_{m+n}^{\alpha+\beta} \quad \text { if } \alpha+\beta \text { is a root } \\
& =\frac{2}{\alpha^{2}}\left(\alpha \cdot H_{m+n}+\hat{k} m \delta_{m+n}\right) \quad \text { if } \alpha+\beta=0 \\
& =0 \quad \text { otherwise. } \\
{\left[H_{m}^{i}, \hat{k}\right] } & =\left[E_{n}^{\alpha}, \hat{k}\right]=0 . \tag{3.18}
\end{align*}
$$

We have used the normalization $\left(H^{i}, H^{j}\right)=\delta^{i j},\left(E^{\alpha}, E^{\beta}\right)=\frac{2}{\alpha^{2}} \delta_{\alpha+\beta}$, where $(X, Y)$ denotes the Killing form, defined as the trace of the product in the adjoint representation, $\operatorname{Tr}(a \mathrm{~d} X, a \mathrm{~d} Y)$. The hermiticity properties are,

$$
\begin{equation*}
H_{m}^{i}{ }^{\dagger}=H_{-m}^{i}, \quad E_{m}^{\alpha \dagger}=E_{-m}^{-\alpha}, \quad \hat{k}^{\dagger}=\hat{k} \tag{3.19}
\end{equation*}
$$

Unlike the simple Lie algebra, here we have an $r+1$ dimensional abelian subalgebra consisting of $\left[H_{0}^{1}, \ldots, H_{0}^{r}, \hat{k}\right]$. With respect to these generators, $E_{m}^{\alpha}$ are step operators,

$$
\begin{equation*}
\left[H_{0}^{i}, E_{m}^{\alpha}\right]=\alpha^{i} E_{m}^{\alpha} \quad\left[\hat{k}, E_{n}^{\alpha}\right]=0 \tag{3.20}
\end{equation*}
$$

Each of the eigenvectors $\left(\alpha^{1}, \ldots, \alpha^{r}, 0\right)$ is infinitely degenerate since it is independent of $m$. Moreover this abelian subalgebra is not maximal since $\left[H_{0}^{i}, H_{n}^{j}\right]=0$. Thus one has to extend the algebra by adding a grading operator which can be taken to be $L_{0}$ such that,

$$
\begin{equation*}
\left[L_{0}, J_{n}^{a}\right]=-n J_{n}^{a} \quad\left[L_{0}, \hat{k}\right]=0 \tag{3.21}
\end{equation*}
$$

Using the generators $\left(H_{0}^{i}, \hat{k},-L_{0}\right)$ as in the Cartan subalgebra we have as the step operators $E_{n}^{\alpha}$ corresponding to a root $(\alpha, 0, n)$ and $H_{n}^{i}$ corresponding to ( $0,0, n$ ).

The root system of ALA is thus infinite but spans an $(r+1)$ dimensional space. We can divide the roots into positive and negative according to the following rule:

$$
\begin{equation*}
(\alpha, 0, n)>0 \quad \text { if } n>0, \text { or if } n=0 \text { and } \alpha>0 \tag{3.22}
\end{equation*}
$$

The basis of the simple roots can therefore be taken as,

$$
\begin{align*}
& \alpha_{(i)}=\left(\alpha_{i}, 0,0\right), \quad 1 \leq i \leq r \\
& \alpha_{(0)}=(-\theta, 0,1), \tag{3.23}
\end{align*}
$$

where $\alpha_{i}$ is the basis of simple roots of the Lie algebra, and $\theta$ is the highest root. Thus an arbitrary root of the ALA can be expressed as,

$$
\begin{equation*}
\alpha=\sum_{i=0}^{r} n_{i} \alpha_{(i)} . \tag{3.24}
\end{equation*}
$$

It is positive if $n_{i} \geq 0$ and negative when $n_{i} \leq 0$, and these are the only two posibilities.

### 3.2.1 Cartan matrix and Dynkin diagrams

The first step is to define the scalar product $\langle X, Y\rangle$ which has to be symmetric and obey the relation,

$$
\langle X,[Y, Z]\rangle+\langle Y,[X, Z]\rangle=0
$$

for $X, Y, Z \in \hat{g}$, the ALA. Upon using a convenient normalization one can bring the basic scalar products to the following form,

$$
\begin{align*}
\left\langle T_{m}^{a}, T_{n}^{b}\right\rangle & =\delta^{a b} \delta_{m+n} \\
\left\langle T_{m}^{a},-L_{0}\right\rangle & =0 \\
\left\langle T_{m}^{a}, \hat{k}\right\rangle & =1 \\
\langle\hat{k}, \hat{k}\rangle & =1 \\
\left\langle\hat{k},-L_{0}\right\rangle & =1 \\
\left\langle-L_{0},-L_{0}\right\rangle & =0 \tag{3.25}
\end{align*}
$$

The last relation is actually a choice, following on from the invariance of the algebra under a shift of $L_{0}$ by a multiple of $\hat{k}$. Here we use $T$ instead of $\delta$ used previously.

In the following Hermitian basis,

$$
\begin{equation*}
T_{0}^{i}, \quad \frac{\left(T_{m}^{i}+T_{-m}^{i}\right)}{\sqrt{2}}, \quad \frac{\left(\hat{k}-L_{0}\right)}{\sqrt{2}}, \quad \frac{\left(\hat{k}+L_{0}\right)}{\sqrt{2}} \tag{3.26}
\end{equation*}
$$

the scalar product is Lorentzian since the norm of all the first three basis vectors is +1 while that of $\frac{\left(\hat{k}+L_{0}\right)}{\sqrt{2}}$ is -1 .

The Lorentzian signature holds also for the Cartan sub-algebra (CSA) generators. One can define the scalar product of two vectors of simultaneous eigenvalues of the CSA,

$$
m^{i}=\left(\mu^{i}, \mu_{k}^{i}, \mu_{-L_{0}}^{i}\right), \quad m^{j}=\left(\mu^{j}, \mu_{k}^{j}, \mu_{-L_{0}}^{j}\right)
$$

to be,

$$
\begin{equation*}
m^{i} \cdot m^{j}=\mu^{i} \cdot \mu^{j}+\mu_{k}^{i} \cdot \mu_{-L_{0}}^{j}+\mu_{-L_{0}}^{i} \cdot \mu_{k}^{j} \tag{3.27}
\end{equation*}
$$

In particular the scalar product of two roots,

$$
a^{i}=\left(\alpha^{i}, 0, n^{i}\right), \quad a^{j}=\left(\alpha^{j}, 0, n^{j}\right)
$$

is

$$
\begin{equation*}
a^{i} \cdot a^{j}=\alpha^{i} \cdot \alpha^{j} \tag{3.28}
\end{equation*}
$$

The root that corresponds to $E_{n}^{\alpha}, a=(\alpha, 0, n)$ has a norm $a^{2}=\alpha^{2}>0$ and hence is referred to as a space-like root, whereas the root that is associated with $H_{n}^{i}$, $n \delta=(0,0, n)$ has zero norm (light-like) and is orthogonal to all other roots. We have used the "unit" of $\delta=(0,0,1)$.

The Cartan matrix of $\hat{g}$, which is an $(r+1) \times(r+1)$ matrix, is defined in a similar way to one of the Lie algebra, namely,

$$
\begin{equation*}
A_{i j}=\frac{2 a_{(i)} \cdot a_{(j)}}{a_{(j)}^{2}} \quad 0 \leq i, j \leq r \tag{3.29}
\end{equation*}
$$

We add to the Cartan matrix of the Lie algebra, the extra row and column $A_{i 0}$ and $A_{0 i}$ which can be found using (3.10) with $\alpha_{0}=-\theta$. Now from the definition of the fundamental weight it follows that $\theta=-\sum_{i=0}^{r} A_{0 i} \lambda_{i}$. Since $\theta$ is a long root of $g$, namely, $\theta^{2} \geq \alpha_{(i)}^{2}$ one gets that,

$$
\begin{array}{ll}
-A_{i 0}=1 & \text { if } A_{0 i} \neq 0 \\
-A_{i 0}=0 & \text { if } A_{0 i}=0 \tag{3.30}
\end{array}
$$

provided that $\theta$ is not itself a simple root, as happens for $S U(2)$. The Dynkin diagram of $\hat{g}$ is obtained using that of $g$ appended with an extra point that corresponds to $\alpha_{0}$ connected by $-A_{0 i}$ lines to the points $a_{(i)}$. If $-A_{0 i}>1$ an arrow is drawn which points toward $a_{(0)}$. We demonstrate the construction in the following example:
$\hat{S U}(2)$ - There are only two simple roots $a_{(0)}=(-\alpha, 0,1)$ and $a_{(1)}=(\alpha, 0,0)$ so that $A_{0 i}=A_{i 0}=-2$ and the Cartan matrix is

$$
\left(\begin{array}{cc}
2 & -2  \tag{3.31}\\
-2 & 2
\end{array}\right)
$$

Thus, there are two roots of equal length connected by four lines with arrows pointing in both directions to indicate that $a_{(0)}^{2}$ is equal to $a_{(1)}^{2}$.

The Dynkin diagrams of the affine simple algebra are shown in Fig. 3.3. The point that corresponds to $\alpha_{(0)}$ is marked by a zero. The black dots relate to the notion of twisted affine Lie algebra which we do not discuss here (see for example [111]).

### 3.2.2 The Weyl group

The Weyl group of $\hat{g}$ is defined in a similar way to that of $g$, namely it is generated by reflections in the hyperplanes normal to $a$,

$$
\begin{equation*}
\sigma_{a}(b)=b-2\left(\frac{b \cdot a}{a^{2}}\right) a=\left(\sigma_{\alpha}(\beta), 0, n_{a}-2\left(\frac{\alpha \cdot \beta}{\alpha^{2}}\right) n_{\beta}\right) \tag{3.32}
\end{equation*}
$$
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for $a=\left(\alpha, 0, n_{\alpha}\right)$ and $b=\left(\beta, 0, n_{\beta}\right)$ a space-like root. Light-like roots are invariant under such reflections $\sigma_{a}(n \delta)=n \delta$. In fact the Weyl group of $\hat{g}$ is a semidirect product of the Weyl group of $g$ and the coroot lattice of $g$ which is the lattice generated by the coroots $\alpha^{\nu}=\frac{\alpha}{\alpha^{2}}$. The coroots form the root system of the Lie algebra dual to $g$ obtained by interchanging the root lengths. The simply laced algebras $A_{n}, D_{n}, E_{n}$ are obviously self-dual, as are $F_{4}$ and $G_{2}$, whereas $B_{n}^{\nu}=C_{n}$ and $C_{n}^{\nu}=B_{n}$.

### 3.2.3 Highest weight representations

A highest weight state $\left|\hat{\mu}_{0}\right\rangle$ is a state that is annihilated by all the raising operators for positive roots, namely,

$$
\begin{equation*}
E_{0}^{\alpha}\left|\hat{\mu}_{0}\right\rangle=E_{n}^{ \pm \alpha}\left|\hat{\mu}_{0}\right\rangle=H_{n}^{i}\left|\hat{\mu}_{0}\right\rangle=0 \tag{3.33}
\end{equation*}
$$

for $n>0, \alpha>0$. The eigenvalue of this state is the highest weight vector $\hat{\mu}_{0}=$ ( $\mu_{0}^{i}, k, h$ ) given by,

$$
\begin{equation*}
H_{0}^{i}\left|\hat{\mu}_{0}\right\rangle=\mu_{0}^{i}\left|\hat{\mu}_{0}\right\rangle, \quad \hat{k}\left|\hat{\mu}_{0}\right\rangle=k\left|\hat{\mu}_{0}\right\rangle, \quad L_{0}\left|\hat{\mu}_{0}\right\rangle=h\left|\hat{\mu}_{0}\right\rangle . \tag{3.34}
\end{equation*}
$$

We can set $h$ to zero as a matter of convention. A highest weight representation is characterized by a unique highest weight state. To have a unitary highest weight representation the following necessary and sufficient conditions have to be obeyed:

$$
\begin{equation*}
\frac{2 k}{\theta^{2}} \in \mathcal{Z} \quad k \geq \theta \cdot \mu_{0} \geq 0 \tag{3.35}
\end{equation*}
$$

The non-negative integer $\frac{2 k}{\theta^{2}}$ is the level of the representation. Any state in the representation is characterized by a weight vector $\hat{\mu}=\left(\mu^{i}, k, h\right)$ such that $\mu_{0}-\mu$ is a sum of positive roots. Introduce now a set of fundamental weights $l_{(i)}$ for $\hat{g}, i=0, \ldots r$, such that $2 l_{(i)} \cdot a_{(j)} / a_{(j)}^{2}=\delta_{i j}$. The general solution of the condition $2 a \cdot \hat{\mu} / \theta^{2} \in \mathcal{Z}$, which is equivalent to the condition Eq. (3.35) for $a=$ $a_{(0)}=(-\theta, 0,1)$, now takes the form $\hat{\mu}_{0}=\sum_{i=0}^{r} n_{i} l_{(i)}$, where $n_{i}$ are non-negative integers, apart from the indeterminate component in the $L_{0}$ direction. For $l_{(i)}$ one finds,

$$
\begin{equation*}
l_{(i)}=\left(\lambda_{(i)}, \frac{1}{2} m_{i} \theta^{2}, 0\right) \quad l_{(0)}=\left(0, \frac{1}{2} m_{0} \theta^{2}, 0\right), \tag{3.36}
\end{equation*}
$$

where $m_{0}=1$ and where the integers $m_{i}$ are defined via $\theta / \theta^{2}=$ $\sum_{i=0}^{r} m_{i} \alpha_{(i)} / \alpha_{(i)}^{2}$. The corresponding level is given by,

$$
\begin{equation*}
\text { level }=\sum_{i=0}^{r} n_{i} m_{i} \tag{3.37}
\end{equation*}
$$

Level 1 representations are thus associated with highest weights $l_{(i)}$ with all $m_{i}=1$. Those are indicated by open points in Fig. 3.3.

From the definition of $m_{i}$ it follows that,

$$
\begin{equation*}
\sum_{i=0}^{r} A_{i j} m_{j}=0 \tag{3.38}
\end{equation*}
$$

Since the Cartan matrix has the basic symmetry of the extended Dynkin diagram, also the positions of the open dots have to preserve this symmetry. For the classical groups $A_{r}, B_{r}, C_{r}, D_{r}$ the values of $m_{i}$ for the closed dots is 2. For the exceptional groups the vector $\left(m_{0}, \ldots, m_{r}\right)$ is as follows

$$
\begin{array}{cc}
\hat{E}^{6} & (1,1,2,2,3,2,1) \\
\hat{E}^{7} & (1,2,2,3,4,3,2,1) \\
\hat{E}^{8} & (1,2,4,6,5,4,3,2,1) \\
\hat{F}^{4} & (1,2,3,2,1) \\
\hat{G}^{2} & (1,2,1) \tag{3.39}
\end{array}
$$

### 3.3 Current OPEs and the Sugawara construction

In Section 1.8 for the free scalar theory it was shown that the OPE of two currents $J(z) J(w)$ takes the form of $J(z) J(w)=\frac{1}{(z-w)^{2}}+$ finite terms. This type of OPE, which corresponds to the abelian ALA, is generalized following the discussion in Section 3.2 to,

$$
\begin{equation*}
J^{a}(z) J^{b}(w)=\frac{k \delta^{a b}}{(z-w)^{2}}+i \frac{f_{c}^{a b} J^{c}(w)}{(z-w)}+\text { finite terms. } \tag{3.40}
\end{equation*}
$$

We can now use the OPE to evaluate the infinitesimal transformation of the current under ALA transformations,

$$
\begin{align*}
\delta_{\epsilon} J^{a}(w) & =\frac{1}{2 \pi i} \oint_{w} \mathrm{~d} z \epsilon^{b}(z) J^{b}(z) J^{a}(w) \\
& =\frac{1}{2 \pi i} \oint_{w} \mathrm{~d} z \epsilon^{b}(z)\left[\frac{k \delta^{a b}}{(z-w)^{2}}+i \frac{f_{c}^{a b} J^{c}(w)}{(z-w)}\right]=i f_{b c}^{a} \epsilon^{b} J^{c}-k \partial \epsilon^{a} \tag{3.41}
\end{align*}
$$

The same structure also holds for $\bar{J}^{a}(\bar{z})$.
The OPE form of the ALA can be transformed into a commutator form of the algebra. We introduce a Laurent expansion of the currents,

$$
\begin{equation*}
J^{a}(z)=\sum_{n} J_{n}^{a} z^{-(n+1)} \quad J_{n}^{a}=\frac{1}{2 \pi i} \oint \mathrm{~d} z z^{n} J^{a}(z) \tag{3.42}
\end{equation*}
$$

Substituting the OPE into the expression of the commuation relation we indeed find the ALA of (3.17), namely

$$
\begin{equation*}
\left[J_{m}^{a}, J_{n}^{b}\right]=i f_{c}^{a b} J_{m+n}^{c}+\hat{k} m \delta_{a b} \delta_{m+n, 0} \tag{3.43}
\end{equation*}
$$

In free scalar theory there are two "currents" which are holomorphically conserved, $J$ and $T$, and moreover the energy-momentum tensor is bilinear in $J$, as was shown in Section 1.5. We now elevate this special case into a general construction of $T$ for theories which admit ALA structure. The construction is known as the Sugawara construction. One writes $T$ as a normal ordered product of the currents,

$$
\begin{equation*}
T(z)=\frac{1}{2 \kappa}: J^{a}(z) J_{a}(z): \tag{3.44}
\end{equation*}
$$

with a coefficient $\kappa$ that has to be determined quantum mechanically. In fact, one way to determine $\kappa$ is by requiring that $J^{a}$ is a primary field of weight 1 , namely,

$$
\begin{equation*}
T(z) J^{a}(w)=\frac{J^{a}}{(z-w)^{2}}+\frac{\partial J^{a}(w)}{(z-w)} \tag{3.45}
\end{equation*}
$$

Using the OPE (3.40) and the relation $-f_{c}^{a b} f_{b d}^{c}=2 C \delta_{d}^{a}$, where $C$ is the dual Coxeter number, we find that $\frac{(k+C)}{\kappa}=1$ so that the form of the Sugawara constructed $T$ is,

$$
\begin{equation*}
T(z)=\frac{1}{2(k+C)}: J^{a}(z) J_{a}(z): \tag{3.46}
\end{equation*}
$$

Note that the Casimir of the adjoint is $2 C$. Note also that in Section 1.5, for the free scalar case, we had a relative minus sign, due to a difference of factor i in defining the currents there.

In the WZW models discussed in the next section, classically one has $T$ with a coefficient of $\frac{1}{2 k}$. It is thus clear that for those models quantum mechanically, due to the double contraction, we get a finite renormalization of the level $k \rightarrow k+C$.

Here we have used currents which are in an orthonormal basis. If instead we express the current in the Cartan-Weyl basis used in the previous sections, the form of $T$ in terms of the Cartan sub-algebra generators $H^{i}$ and the step operators $E^{\alpha}$ is,

$$
\begin{equation*}
T(z)=\frac{1}{2(k+C)}\left[: H^{i}(z) H^{i}(z):+\frac{|\alpha|^{2}}{2}\left(E^{\alpha} E^{-\alpha}+E^{-\alpha} E^{\alpha}\right)\right] \tag{3.47}
\end{equation*}
$$

The OPEs (3.45) and (3.40) also enable us to determine $c$, the Virasoro anomaly of the model, via the computation,

$$
\begin{align*}
T(z) T(w) & =T(z) \frac{1}{2(k+C)}: J^{a} J^{a}:(w) \\
& =\frac{1}{(k+C)}\left\{\frac{J^{a}(z) J^{a}(w)}{(z-w)^{2}}+\frac{\partial J^{a}(z) J^{a}(w)}{(z-w)}\right\} \\
& =\frac{1}{(k+C)}\left\{\frac{k(\operatorname{dim} G)}{(z-w)^{4}}+\frac{: J^{a} J^{a}:(w)}{(z-w)^{2}}+\frac{1}{2} \frac{\partial: J^{a} J^{a}:(w)}{(z-w)}\right\} \\
& =\frac{1}{(k+C)} \frac{k(\operatorname{dim} G)}{(z-w)^{4}}+2 \frac{T(w)}{(z-w)^{2}}+\frac{\partial T(w)}{(z-w)} \tag{3.48}
\end{align*}
$$

We thus read off the Virasoro anomaly

$$
\begin{equation*}
c=\frac{k \operatorname{dim} G}{k+C} \tag{3.49}
\end{equation*}
$$

The construction of $T$ in terms of a normal ordered product of two currents calls for combining together the ALA and the Virasoro algebra. Substituting into (3.46) the mode expansions, of $T(z)$ in terms of $L_{n}$ and of $J(z)$ in terms of $J_{n}$, one finds that,

$$
\begin{equation*}
L_{n}=\frac{1}{2(k+C)} \sum_{m}: J_{n-m}^{a} J_{m}^{a}: \tag{3.50}
\end{equation*}
$$

where here the normal ordering implies putting the currents with positive $m$ to the right. In fact normal ordering is required only for $L_{0}$.

Using this relation, we write down the full Virasoro algebra and ALA,

$$
\begin{align*}
{\left[L_{n}, L_{m}\right] } & =(n-m) L_{n+m}+\frac{c}{12}(n-1) n(n+1) \delta(n+m) \\
{\left[L_{n}, J_{m}^{a}\right] } & =-m J_{m+n}^{a} \\
{\left[J_{m}^{a}, J_{n}^{b}\right] } & =i f_{c}^{a b} J_{m+n}^{c}+\hat{k} m \delta_{a b} \delta_{m+n, 0} . \tag{3.51}
\end{align*}
$$

In mathematical terminology the Virasoro algebra belongs to the enveloping algebra of the ALA.

### 3.4 Primary fields

Recall that the operators of any CFT were shown to be either Virasoro primaries or descendants. The former were defined by their OPE with $T$. In a similar
manner ALA primaries $\Phi_{l, \bar{l}}(z, \bar{z})$ are defined via their OPE with $J$,

$$
\begin{align*}
& J^{a}(z) \Phi_{l, \bar{l}}(w, \bar{w})=\frac{T_{l}^{a} \Phi_{l, \bar{l}}(w, \bar{w})}{(z-w)} \\
& \bar{J}^{a}(z) \Phi_{l, \bar{l}}(w, \bar{w})=\frac{T_{\bar{l}}^{a} \Phi_{l, \bar{l}}(w, \bar{w})}{(\bar{z}-\bar{w})} \tag{3.52}
\end{align*}
$$

where $T_{l}^{a}, T_{\bar{l}}^{a}$ are the matrix $T^{a}$ in the $l, \bar{l}$ representations, for the holomorphic and antiholomorphic sectors, respectively. From here on we discuss only holomorphic properties. In terms of the Laurent components $J_{n}^{a}$ the condition for a primary field reads,

$$
\begin{equation*}
J_{n}^{a} \Phi_{l, \bar{l}}(0, \bar{z})=0 \quad \text { for } n>0 ; \quad J_{0}^{a} \Phi_{l, \bar{l}}(z, \bar{z})=T_{l}^{a} \Phi_{l, \bar{l}}(z, \bar{z}) \tag{3.53}
\end{equation*}
$$

In theories where the energy-momentum tensor can be constructed in a Sugawara construction it is easy to see that the ALA primaries are also Virasoro primaries. Indeed, using (3.50) we see that $L_{n}$ for $n>0$ annihilates the ALA primary. For $L_{0}$ acting on the primaries we get,

$$
\begin{equation*}
L_{0} \Phi_{l}=\frac{1}{2(k+C)} J_{0}^{a} J_{0}^{a} \Phi_{l}=\frac{C_{2}(l)}{2(k+C)} \Phi_{l} \tag{3.54}
\end{equation*}
$$

Thus the primaries in theories equipped with the Sugawara construction, for instance the WZW models that will be discussed in the next section, obey (3.53) and also,

$$
\begin{equation*}
L_{n} \Phi_{l, \bar{l}}(0, \bar{z})=0 \quad \text { for } n>0 ; \quad L_{0}^{a} \Phi_{l, \bar{l}}(z, \bar{z})=\frac{C_{2}(l)}{2(k+C)} \Phi_{l, \bar{l}}(z, \bar{z}) \tag{3.55}
\end{equation*}
$$

Recall that $T$ is not a Virasoro primary but rather is a descendant of the identity $T(0)=L_{-2} I$. The same applies to $J(z)$. From the mode expansion (3.42) it is clear that,

$$
\begin{equation*}
J^{a}(0)=J_{-1}^{a} I \tag{3.56}
\end{equation*}
$$

Note however that $J^{a}(z)$ is a Virasoro primary. Apart from the distinguished descendant $J$ there are descendant operators of all the primaries. In fact all the local operators can be written as,

$$
\begin{equation*}
J_{-n_{1}}^{a_{1}} \ldots J_{-n_{N}}^{a_{N}} \bar{J}_{-\bar{n}_{1}}^{a_{1}} \ldots \bar{J}_{-\bar{n}_{N}}^{\bar{a}_{\bar{N}}} \Phi_{l, \bar{l}}(z, \bar{z}), \tag{3.57}
\end{equation*}
$$

and in the case of a Sugawara construction all the operators are of the form,

$$
\begin{equation*}
L_{-m_{1}} \ldots L_{-m_{M}} \bar{L}_{-\bar{m}_{1}} \ldots \bar{L}_{-\bar{m}_{M}} J_{-n_{1}}^{a_{1}} \ldots J_{-n_{N}}^{a_{N}} \bar{J}_{-\bar{n}_{1}}^{\bar{a}_{1}} \ldots \bar{J}_{-\bar{n}_{N}}^{\bar{a}_{\bar{N}}} \Phi_{l, \bar{l}}(z, \bar{z}) \tag{3.58}
\end{equation*}
$$

### 3.5 ALA characters

In Section 2.8 we introduced the notion of the Virasoro character (2.45) which characterizes the structure of the Virasoro Verma module. In a complete analogy
let us now define a character of the CFT and ALA module $\hat{\lambda}$ as follows:

$$
\begin{equation*}
\chi_{\hat{\lambda}}\left(z^{j}, \tau\right)=\mathrm{e}^{-i m_{\hat{\lambda}} \delta} \operatorname{Tr}_{\hat{\lambda}}\left[\mathrm{e}^{2 \pi i \tau L_{0}} e^{-2 \pi i \sum_{j} z_{j} h^{j}}\right] \tag{3.59}
\end{equation*}
$$

where $m_{\hat{\lambda}}, \delta$ and $h^{j}$ are the generators of the Cartan subalgebra associated with the group, and $z_{j}$ are complex numbers. The character can also be expressed in terms of the generalized theta function $\Theta_{\hat{\lambda}}$ in the following form:

$$
\begin{equation*}
\chi_{\hat{\lambda}}\left(z^{j}, \tau\right)=\frac{\sum_{w \in W} \epsilon(w) \Theta_{w(\hat{\lambda}+\hat{\rho})}}{\sum_{w \in W} \epsilon(w) \Theta_{w \hat{\rho}}} \tag{3.60}
\end{equation*}
$$

where the sums are over the elements of the finite Weyl group, $\epsilon(w)=(-1)^{l(w)}$ with $l(w)$ the length of $w$.

Rather than defining the generalized theta function for any ALA at any level, we define here only the function for $\hat{S U}(2)$ level $k$. For this case we have,

$$
\begin{equation*}
\Theta_{\lambda_{1}}^{(k)}(z ; \tau ; t)=\mathrm{e}^{-2 \pi k t} \sum_{n \in \mathcal{Z}} \mathrm{e}^{-2 \pi i\left[k n z+\frac{1}{2} \lambda_{1} z-k n^{2} \tau-\frac{\lambda_{1}^{2} \tau}{4 k}\right]} \tag{3.61}
\end{equation*}
$$

with $\Theta_{\lambda_{1}}^{(k)}(z ; \tau ; o) \equiv \Theta\left(k-\lambda_{1}, \lambda_{1}\right)$ (see [77] for details).
In terms of this function the character of $\hat{S U}(2)_{k}$ takes the form,

$$
\begin{equation*}
\chi_{\hat{\lambda}}=\frac{\Theta_{\lambda_{1}+1}^{(k+2)}-\Theta_{-\lambda_{1}-1}^{(k+2)}}{\Theta_{1}^{(2)}-\Theta_{-1}^{(2)}} \tag{3.62}
\end{equation*}
$$

where $\hat{\lambda}=\left[k-\lambda_{1}, \lambda_{1}\right]$. For the special point $(z=0, t=0)$ the character expressed in terms of $q=\mathrm{e}^{2 \pi i \tau}$ reads,

$$
\begin{equation*}
\chi_{\hat{\lambda}}(q)=q^{\frac{\left(\lambda_{1}+1\right)^{2}}{4(k+2)}-\frac{1}{8}} \frac{\sum_{n \in \mathcal{Z}}\left[\lambda_{1}+1+2 n(k+2)\right] q^{n\left[\lambda_{1}+1+(k+2) n\right]}}{\sum_{n \in \mathcal{Z}}[1+4 n] q^{n[1+2 n]}} \tag{3.63}
\end{equation*}
$$

For level one and for $k=\lambda_{1}=1$ we get,

$$
\begin{align*}
\chi_{\hat{\lambda}}(q) & =q^{\frac{5}{24}} \frac{\left(2-4 q+8 q^{5}-10 q^{8}+\ldots\right)}{\left(1-3 q+5 q^{3}-7 q^{6}+9 q^{10}+\ldots\right)} \\
& =q^{\frac{5}{24}}\left(2+2 q+6 q^{2}+8 q^{3}+\ldots\right) \tag{3.64}
\end{align*}
$$

The content of the four first grades of the module $\left[k-\lambda_{1}=0, \lambda_{1}=1\right]$ is $(1),(1),(3) \oplus(1),(3) \oplus 2(1)$, so that the number of the states in these different grades is indeed $2,2,6$ and 8 as in the expression of the character.

### 3.6 Correlators, null vectors and the Knizhnik-Zamolodchikov equation

Correlators of Virasoro primaries were subjected to local and global Ward identities, (2.61) and (2.56), respectively. We now derive their ALA duals. Performing
a group transformation of a given correlator,

$$
\begin{align*}
& \left\langle\oint \frac{\mathrm{d} z}{2 \pi i} \epsilon^{a}(z) J^{a}(z) \phi_{l_{1}}\left(w_{1}, \bar{w}_{1}\right) \ldots \phi_{l_{n}}\left(w_{n}, \bar{w}_{n}\right)\right\rangle \\
= & \sum_{i=1}^{n}\left\langle\phi_{l_{1}}\left(w_{1}, \bar{w}_{1}\right) \ldots \oint \frac{\mathrm{d} z}{2 \pi i} \epsilon^{a}(z) J^{a}(z) \phi_{l_{i}}\left(w_{i}, \bar{w}_{i}\right) \ldots \phi_{l_{n}}\left(w_{n}, \bar{w}_{n}\right)\right\rangle \\
= & \sum_{i=1}^{n}\left\langle\phi_{l_{1}}\left(w_{1}, \bar{w}_{1}\right) \ldots \delta_{\epsilon} \phi_{l_{i}}\left(w_{i}, \bar{w}_{i}\right) \ldots \phi_{l_{n}}\left(w_{n}, \bar{w}_{n}\right)\right\rangle . \tag{3.65}
\end{align*}
$$

Now from the OPE (3.52) we know that $\delta_{\epsilon} \phi_{l_{i}}\left(w_{i}, \bar{w}_{i}\right)=\epsilon^{a}\left(w_{i}\right) T_{l_{i}}^{a} \phi_{l_{i}}\left(w_{i}, \bar{w}_{i}\right)$. Since this holds for arbitrary $\epsilon$ we can get a local form of the Ward identity in the form,

$$
\begin{equation*}
\left\langle J^{a}(z) \phi_{l_{1}}\left(w_{1}, \bar{w}_{1}\right) \ldots \phi_{l_{n}}\left(w_{n}, \bar{w}_{n}\right)\right\rangle=\sum_{i=1}^{n} \frac{T_{l_{i}}^{a}}{\left(z-w_{i}\right)}\left\langle\phi_{l_{1}}\left(w_{1}, \bar{w}_{1}\right) \ldots \phi_{l_{n}}\left(w_{n}, \bar{w}_{n}\right)\right\rangle . \tag{3.66}
\end{equation*}
$$

As for the global Ward identity, we use the fact that the correlator has to be invariant under global $g$ transformations (constant $\epsilon^{a}$ ), namely,

$$
\delta_{\epsilon}^{a}\left\langle\phi_{l_{1}}\left(w_{1}, \bar{w}_{1}\right) \ldots \phi_{l_{n}}\left(w_{n}, \bar{w}_{n}\right)\right\rangle=0,
$$

leading to

$$
\begin{equation*}
\sum_{i=1}^{n} T_{l_{i}}^{a}\left\langle\phi_{l_{1}}\left(w_{1}, \bar{w}_{1}\right) \ldots \phi_{l_{n}}\left(w_{n}, \bar{w}_{n}\right)\right\rangle=0 \tag{3.67}
\end{equation*}
$$

Null vectors of CFTs were found to be useful in Section 2.9, since they lead to differential equations for certain correlators. In a similar manner one can write down null vectors of ALA. In the context of the Sugawara construction, due to the link between the Virasoro algebra generator $T$ and the ALA generators $J^{a}$, there are null vectors that combine generators from both infinite algebras. We discuss now an important example of this class that leads to the KnizhnikZamolodchikov equations. Consider, at Virasoro level one, the following null vector,

$$
\begin{equation*}
\mid \text { null } \left.>=\left\{L_{-1}-\frac{1}{k+C} J_{-1}^{a} T_{l_{i}}^{a}\right\} \right\rvert\, \Phi_{l_{i}}> \tag{3.68}
\end{equation*}
$$

It is easy to see that this is indeed a null state, following (3.52). If we insert the corresponding null operator into a correlation function of primary fields, like $<\Phi_{1}\left(z_{1}\right) \ldots \operatorname{null}\left(z_{i}\right) \ldots \Phi_{n}\left(z_{n}\right)>$, the latter must vanish and hence we get,

$$
\begin{equation*}
\left\{\partial_{i}-\frac{1}{k+C} \sum_{j \neq i} \frac{T_{i}^{a} T_{j}^{a}}{\left(z_{i}-z_{j}\right)}\right\}<\Phi_{1}\left(z_{1}\right) \ldots \Phi_{n}\left(z_{n}\right)>=0 \tag{3.69}
\end{equation*}
$$

In the derivation, we use,

$$
\begin{align*}
& <\Phi_{1}\left(z_{1}\right) \ldots J_{-1}^{a} \Phi_{i}\left(z_{i}\right) \ldots \Phi_{n}\left(z_{n}\right)> \\
= & \frac{1}{2 \pi i} \oint_{z_{i}} \frac{\mathrm{~d} z}{z-z_{i}}<\Phi_{1}\left(z_{1}\right) \ldots J^{a}(z) \Phi_{i}\left(z_{i}\right) \ldots \Phi_{n}\left(z_{n}\right)> \\
= & \frac{1}{2 \pi i} \oint_{z_{i}, j \neq i} \frac{\mathrm{~d} z}{z-z_{i}} \sum_{j \neq i} \frac{T_{j}^{a}}{\left(z-z_{j}\right)}<\Phi_{1}\left(z_{1}\right) \ldots \Phi_{j}\left(z_{j}\right) \ldots \Phi_{n}\left(z_{n}\right)> \\
= & \sum_{j \neq i} \frac{T_{j}^{a}}{\left(z_{i}-z_{j}\right)}<\Phi_{1}\left(z_{1}\right) \ldots \Phi_{n}\left(z_{n}\right)>. \tag{3.70}
\end{align*}
$$

For the case of four-point functions, as the correlator depends only on the crossratio coordinate $\mathcal{Z}=\frac{z_{12} z_{34}}{z_{13} z_{24}}$, the partial differential equations reduce to an ordinary differential equation. In Section 4.4 we will demonstrate a solution of the Knizhnik-Zamolochikov equation for a four-point function.

### 3.7 Free fermion realization

In the previous chapter the theories of massless free Dirac and Majorana fermions were analyzed as examples of CFTs. In particular it was shown that the Dirac fermion admits an abelian ALA structure. It is thus natural to expect that the theory of $N$ fermions should be invariant under the transformations associated with non-abelian ALAs. ${ }^{3}$ Indeed, it will be shown in this section that an $\hat{S O}(N)$ ALA, and a $\hat{U}(N)$ are the underlying algebraic structures of $N$ free massless Majorana fermions and $N$ Dirac fermions, respectively. We start with the former case.

### 3.7.1 Free Majorana fermions and $\widehat{S O}(N)$

Consider a generalization of the action given in Section 2.11 for $N$ Majorana fermions,

$$
\begin{equation*}
S=\frac{1}{8 \pi} \int \mathrm{~d}^{2} z \sum_{i=1}^{N}\left\{\psi_{i} \bar{\partial} \psi_{i}+\tilde{\psi}_{i} \partial \tilde{\psi}_{i}\right\} \tag{3.71}
\end{equation*}
$$

where $\psi$ and $\tilde{\psi}$ are left and right Weyl-Majorana fermions, respectively. Note that this is possible in 2 d , and in any other dimension that is 2 modulu 8 . In 4 d , for example, we do not have a Weyl-Majorana fermion, as in the case of a single Majorana fermion, due to the equations of motion,

$$
\begin{equation*}
\psi \equiv \psi_{i}(z) \quad \tilde{\psi} \equiv \tilde{\psi}_{i}(\bar{z}) \tag{3.72}
\end{equation*}
$$

[^13]However, unlike the case of a single fermion, here the action is invariant under transformations associated with $\widehat{S O}(N)$ affine algebra generated by the following holomorphically (anti-holomorphically) conserved currents,

$$
\begin{equation*}
J^{a}(z)=\frac{1}{2} \psi^{i} T_{i j}^{a} \psi^{j} \quad \bar{J}^{a}(\bar{z})=\frac{1}{2} \tilde{\psi}^{i} T_{i j}^{a} \tilde{\psi}^{j}, \tag{3.73}
\end{equation*}
$$

where $T^{a}$ are $S O(N)$ matrices which can be expressed as,

$$
\begin{equation*}
T_{i j}^{a} \equiv t_{i j}^{(k l)}=i\left(\delta_{i}^{k} \delta_{j}^{l}-\delta_{j}^{k} \delta_{i}^{l}\right) \tag{3.74}
\end{equation*}
$$

The coefficients (halfs) are not determined by the Noether procedure, but are chosen in a manner that will be explained below.

The $T_{i j}^{a}$ matrices obey the relations,

$$
\begin{align*}
\operatorname{Tr}\left[T^{a} T^{b}\right] & =2 \delta^{a b} \\
\sum_{a} T_{i j}^{a} T_{k l}^{a} & =-\delta_{i k} \delta_{j l}+\delta_{i l} \delta_{j k} \\
\sum_{a b} f_{a b c} f_{a b d} & =2(N-2) \delta_{c d} \tag{3.75}
\end{align*}
$$

The anticommutation relation and the OPE generalize in an obvious way those of the single Majorana fermion, namely,

$$
\begin{equation*}
\left.\left\{\psi^{i}\left(x_{0}, x_{1}\right) \psi^{j}\left(y_{0}, y_{1}\right)\right\}\right|_{x_{0}=y_{0}}=\frac{1}{2} \delta^{i j} \delta\left(x_{1}-y_{1}\right) \tag{3.76}
\end{equation*}
$$

and

$$
\begin{equation*}
\psi^{i}(z) \psi^{j}(w)=\frac{\delta^{i j}}{z-w} \quad \tilde{\psi}^{i}(z) \tilde{\psi}^{j}(w)=\frac{\delta^{i j}}{\bar{z}-\bar{w}} \tag{3.77}
\end{equation*}
$$

Now using this OPE one can derive the OPE of two currents and verify that they take the form of (3.40),

$$
\begin{align*}
& J^{a}(z) J^{b}(w)=\frac{1}{4}: \psi^{i}(z) T_{i j}^{a} \psi^{j}(z):: \psi^{k}(w) T_{k l}^{b} \psi^{l}(w): \\
= & \frac{1}{4} T_{i j}^{a} T_{k l}^{b}\left[-\left(: \psi^{i}(z) \psi^{k}(w):+\frac{\delta^{i k}}{z-w}\right) \psi^{j}(z) \psi^{l}(w)\right. \\
+ & \left.\left(: \psi^{i}(z) \psi^{l}(w): \frac{\delta^{i l}}{z-w}\right) \psi^{j}(z) \psi^{k}(w)\right]=\frac{1}{4} T_{i j}^{a} T_{k l}^{b} \frac{1}{z-w} \\
& {\left[-\delta^{i k}: \psi^{j}(z) \psi^{l}(w):+\delta^{i l}: \psi^{j}(z) \psi^{k}(w):+\delta^{j k}: \psi^{i}(z) \psi^{l}(w):\right.} \\
- & \left.\delta^{j l}: \psi^{i}(z) \psi^{k}(w):\right]+\frac{1}{4} T_{i j}^{a} T_{k l}^{b} \frac{1}{(z-w)^{2}}\left[-\delta^{i k} \delta^{j l}+\delta^{i l} \delta^{j k}\right] . \tag{3.78}
\end{align*}
$$

By expanding the fields that are functions of $z$ around $w$ and using the relations above one finds that indeed the OPE of the two currents take the form of (3.40), namely,

$$
\begin{equation*}
J^{a}(z) J^{b}(w)=\frac{1 \delta^{a b}}{(z-w)^{2}}+\frac{f_{c}^{a b} J^{c}(w)}{(z-w)}+\text { finite terms } \tag{3.79}
\end{equation*}
$$

It is thus clear that this is a realization of an $\widehat{S} O(N)$ ALA of level $k=1$.

The Noether currents associated with the conformal transformations, the energy-momentum tensor $T(\bar{T})$ is just the sum of $T(\bar{T})$ associated with each one of the $N$ Majorana fermions, hence,

$$
\begin{equation*}
T(z)=-\frac{1}{2} \sum_{i}: \psi^{i} \partial \psi^{i}: \quad \bar{T}(\bar{z})=-\frac{1}{2} \sum_{i}: \tilde{\psi}^{i} \bar{\partial} \tilde{\psi}^{i}: . \tag{3.80}
\end{equation*}
$$

Since the Virasoro anomaly of a single Majorana fermion is $c=\frac{1}{2}$ it is clear that the theory of $N$ fermions has $c=\frac{N}{2}$.

In Section 2.12 it was shown that $T$ of a Dirac fermion could be transformed into a Sugawara form, $T(z)=-\frac{1}{2}: J(z) J(z)$ :, where $J(z)$ was the $U(1)$ current. Since we will show below that the Sugawara form is the underlying structure of the important class of WZW models, it is a natural question to ask whether also in the present case for the $N$ fermions $T$ can be put into a Sugawara construction.

Now, using the expression for the Virasoro anomaly for a theory with $\widehat{S O}(N)_{1}$, we find, as we saw before, that,

$$
\begin{equation*}
c=\frac{\operatorname{dim} G}{k+C}=\frac{\frac{1}{2} N(N-1)}{1+(N-2)}=\frac{N}{2} . \tag{3.81}
\end{equation*}
$$

### 3.7.2 Primary fields

Similarly to the case of a single Majorana field, the OPE of $T(z) \psi^{i}(w)$ is,

$$
\begin{equation*}
T(z) \psi^{i}(w)=\frac{1}{2} \frac{\psi^{i}}{(z-w)^{2}}+\frac{\partial \psi^{i}}{z-w} \tag{3.82}
\end{equation*}
$$

which implies that $\psi^{i}$ are $N$ primary fields of conformal dimensions $\left(\frac{1}{2}, 0\right)$, and similarly $\tilde{\psi}^{i}$ has dimension $\left(0, \frac{1}{2}\right)$.

Is the primary field $\Phi^{(1 / 2,1 / 2)}(z \bar{z})=\psi(z) \tilde{\psi}(\bar{z})$ the only primary operator (in addition to the identity operator that corresponds to the vacuum state)? For the primaries of the ALA $\widehat{S O}(N)_{1}$ we find (see (2.13)) that there is also one primary operator with dimension $\frac{N}{16}$ for odd $N$, and two primary operators for even $N$. These additional primaries transform in the spinor representation of $\widehat{S O}(N)_{1}$.

Can one construct these primaries in terms of the fermionic fields $\psi$ and $\tilde{\psi}$ ? The situation here is similar to the one in the Ising model. In fact, using the spin operator $\sigma(z, \bar{z})$ or its dual, one indeed gets from the $N$ independent Majorana fermion theories, the dimension $\frac{N}{16}$ and the number of degrees of freedom $2^{N}$, which are identical to the dimension of the spinor representation.

So far we have shown the free fermion construction of $\widehat{S O}(N)_{1}$, namely, of the ALA at level 1 . We would now like to investigate the possibility of having free fermion realization also to the affine Lie algebra at higher levels. Going through our previous derivation it is clear that the ALA structure of the OPE of two currents (3.40), applies to fermions at any representation. For a given representaion $\rho$ the corresponding level $k$ is determined from the first term on the right-hand side, namely $\operatorname{Tr}\left(T^{a} T^{b}\right)=2 k \delta^{a b}$. Now since for a representation $\rho$,
$\operatorname{Tr}\left(T_{\rho}^{a} T_{\rho}^{b}\right)=2 D_{2}(\rho) \delta^{a b}$ where $D_{2}(\rho)$ is the Dynkin index of the representation, it is clear that free fermions constitute a realization of $\widehat{S O}(N)$ at level $D_{2}(\rho)$.

### 3.8 Free Dirac fermions and the $\widehat{U}(N)$

Consider the theory of $N$ Dirac fermions described by the following action,

$$
\begin{equation*}
S=\frac{1}{4 \pi} \int \mathrm{~d}^{2} z\left\{\psi^{i \dagger} \bar{\partial} \psi_{i}+\tilde{\psi}^{i \dagger} \partial \tilde{\psi}_{i}\right\} \tag{3.83}
\end{equation*}
$$

In terms of symmetries, the difference between this theory and the one of a single Dirac fermion, is that now there is an invariance under $U(N)$ left holomorphic and right anti-holomorphic transformations, namely,

$$
\begin{equation*}
\psi \rightarrow \psi^{\prime}=g(z) \psi \quad \tilde{\psi} \rightarrow \tilde{\psi}^{\prime}=\bar{g}(\bar{z}) \tilde{\psi} \tag{3.84}
\end{equation*}
$$

where $g(z), \bar{g}(\bar{z}) \in U(N)$. The associated holomorphic currents are given by,

$$
\begin{equation*}
J^{a}=\psi^{i^{\dagger}} T_{i}^{a j} \psi_{j} \quad J=\psi^{i^{\dagger}} \psi_{i}, \tag{3.85}
\end{equation*}
$$

where $J$ is the $U(1)$ current, $J^{a}(z)$ are the $S U(N)$ currents and $T^{a}{ }_{i}^{j}$ are matrices in the adjoint of $S U(N)$, that obey

$$
\begin{align*}
\operatorname{Tr}\left[T^{a} T^{b}\right] & =\delta^{a b} \\
\sum_{a} T_{i j}^{a} T_{k l}^{a} & =\delta_{i l} \delta_{j k}-\frac{1}{N} \delta_{i j} \delta_{k l} \\
\sum_{a b} f_{a b c} f_{a b d} & =N \delta_{c d} \tag{3.86}
\end{align*}
$$

Using the OPEs of the fermions, it is straightforward to realize that the currents indeed constitute the OPEs that correspond to a $\widehat{U}(N)$ of level $k=1$,

$$
\begin{align*}
J^{a}(z) J^{b}(w) & =\frac{1 \delta^{a b}}{(z-w)^{2}}+\frac{f_{c}^{a b} J^{c}(w)}{(z-w)}+\text { finite terms } \\
J(z) J(w) & =\frac{1}{(z-w)^{2}}+\text { finite terms } \\
J^{a}(z) J(w) & =\text { finite terms } \tag{3.87}
\end{align*}
$$

Similar to the case of Majorana fermions, the Noether current $T$ is given by,

$$
\begin{equation*}
T(z)=T(z)_{U(1)}+T(z)_{S U(N)}=-\frac{1}{2}\left[\psi^{i^{\dagger}} \partial \psi_{i}-\partial \psi^{i \dagger} \psi_{i}\right] \tag{3.88}
\end{equation*}
$$

and can be reexpressed in terms of a Sugawara form,

$$
\begin{align*}
T(z)_{U(1)} & =\frac{1}{4 N}: \psi^{\dagger^{i}} \psi_{i} \psi^{\dagger} \psi_{j}: \\
T(z)_{S U(N)} & =\frac{1}{2(N+1)} \sum_{a}: \psi^{\dagger^{i}} T^{a} \psi_{i} \psi^{\dagger^{j}} T^{a} \psi_{j}: \tag{3.89}
\end{align*}
$$

Since a Dirac fermion has a $c=1$ Virasoro anomaly, it is clear that the theory of $N$ Dirac fermions has $c=N$. This is also the outcome of the Virasoro anomaly associated with the Sugawara form as follows,

$$
\begin{equation*}
c_{U(1)}+c_{S U(N)}=1+\frac{N^{2}-1}{N+1}=N . \tag{3.90}
\end{equation*}
$$

## 4

## Wess-Zumino-Witten model and coset models

The two-dimensional Wess-Zumino-Witten (WZW) model was introduced in the seminal paper of Witten [224]. The model makes use of the WZ term that was introduced by Wess and Zumino in [217]. Sometimes the model is referred to as the WZWN model, where the N stands for Novikov, who independently invoked a similar model [170]. Here we follow only [224].

### 4.1 From free massless scalar theory to the WZW model

Consider the free massless scalar theory that was described in Section 1.2, but now with $\hat{X}(z, \bar{z})$ being an angle variable defined in the interval $[0,2 \pi]$. The action of the scalar field can now be re-written in the following form,

$$
\begin{align*}
S & =\int \mathrm{d}^{2} x \mathcal{L}=\frac{1}{8 \pi} \int \mathrm{~d}^{2} z \partial_{\nu} \hat{X} \partial^{\nu} \hat{X} \\
& =\frac{1}{8 \pi} \int \mathrm{~d}^{2} z \partial_{\nu}\left(\mathrm{e}^{i \hat{X}}\right) \partial^{\nu}\left(\mathrm{e}^{-i \hat{X}}\right)=\frac{1}{4 \pi} \int \mathrm{~d}^{2} z \partial u \bar{\partial} u^{-1} \tag{4.1}
\end{align*}
$$

where $u=\mathrm{e}^{i \hat{X}(z, \bar{z})}$ is an abelian group element. Recall that the theory is characterized by a Virasoro algebra and an abelian ALA structure. In terms of this variable the currents $J$ and $\bar{J}$ can be written as,

$$
J=-i u^{-1} \partial u=i u \partial u^{-1}, \quad \bar{J}=-i u^{-1} \bar{\partial} u=i u \bar{\partial} u^{-1}
$$

with

$$
\bar{\partial} J=\partial \bar{J}=0
$$

and

$$
T=:\left(u^{-1} \partial u\right)^{2}:=:\left(u \partial u^{-1}\right)^{2}: .
$$

It is now tempting to replace the abelian $u$ with a non-abelian group element,

$$
\begin{equation*}
u \in G, \quad G=S O(N) \text { or } S U(N) \tag{4.2}
\end{equation*}
$$

and consider the action,

$$
\begin{equation*}
S_{s m}=\frac{1}{4 \pi} \int \mathrm{~d}^{2} z \operatorname{Tr}\left[\partial u \bar{\partial} u^{-1}\right] \tag{4.3}
\end{equation*}
$$

where the trace is taken in fundamental representation so that,

$$
\operatorname{Tr}\left[T^{a} T^{b}\right]=\frac{1}{2} \delta^{a b}
$$

The question here is whether this action admits a similar non-abelian affine Lie algebra and Virasoro algebra. Let us analyze the equations of motion, symmetries and the corresponding currents of this action. The variation of the action under $u \rightarrow u+\delta u$ is,

$$
\begin{align*}
\delta S_{s m} & =\frac{1}{4 \pi} \int \mathrm{~d}^{2} z \operatorname{Tr}\left[\partial(\delta u) \bar{\partial} u^{-1}-\partial u \bar{\partial}\left(u^{-1} \delta u u^{-1}\right)\right] \\
& =\frac{1}{4 \pi} \int \mathrm{~d}^{2} z \operatorname{Tr}\left[u^{-1} \delta u\left[u^{-1} \bar{\partial} \partial(u)-\partial \bar{\partial}\left(u^{-1}\right) u\right]\right] \\
& =\frac{1}{4 \pi} \int \mathrm{~d}^{2} z \operatorname{Tr}\left[u^{-1} \delta u \partial^{\mu}\left(u^{-1} \partial_{\mu} u\right)\right] \\
& =\frac{1}{4 \pi} \int \mathrm{~d}^{2} z \operatorname{Tr}\left[\delta u u^{-1} \partial^{\mu}\left(u \partial_{\mu} u^{-1}\right)\right] \tag{4.4}
\end{align*}
$$

were we use $\delta u^{-1}=-u^{-1} \delta u u^{-1}$ and $\partial u^{-1} u=-u^{-1} \partial u$, following from $\delta\left(u^{-1} u\right)=0$ and $\partial\left(u^{-1} u\right)=0$. It is easy to realize that for a constant group element $g$ the action is invariant under,

$$
\begin{equation*}
u \rightarrow g u \quad\left(u^{-1} \rightarrow u^{-1} g^{-1}\right), \quad u \rightarrow u h \quad\left(u^{-1} \rightarrow h^{-1} u^{-1}\right), \tag{4.5}
\end{equation*}
$$

and the currents corresponding to the left and right multiplications take the form,

$$
\begin{equation*}
J^{\mu}=\frac{1}{4 \pi} u^{-1} \partial^{\mu} u \quad \tilde{J}^{\mu}=-\frac{1}{4 \pi} \partial^{\mu} u u^{-1} \tag{4.6}
\end{equation*}
$$

Both currents are conserved. Note that the conservation of one implies the conservation of the other. However, unlike the massless free scalar theory, now we do not have an ALA structure associated with a separate holomorphic and antiholomorphic conservation. The latter would have taken the form of $J_{L}(z)$ corresponding to left transformation of the form $u \rightarrow g(z) u$ and $J_{R}(\bar{z})$, corresponding to right transformation of the form $u \rightarrow u g(\bar{z})$. In a similar manner one finds that the energy-momentum tensor,

$$
T_{\mu \nu} \sim \operatorname{Tr}\left[J_{\mu} J_{\nu}\right]-1 / 2 g_{\mu \nu} \operatorname{Tr}\left[J^{\alpha} J_{\alpha}\right],
$$

and there is only the overall conservation law $\partial_{\mu} T^{\mu \nu}=0$, not $\bar{\partial} T=\partial \bar{T}=0$, namely not an external product of two Virasoro algebras.

Can we modify the action (4.3) so that it does have the desired ALA and Virasoro algebraic structure? For that let us consider first the variation of the action we are looking for. If instead of (4.4) one assumes a variation of the form,

$$
\begin{equation*}
\delta S=\frac{1}{4 \pi} \int \mathrm{~d}^{2} z \operatorname{Tr}\left[u^{-1} \delta u \partial\left(u^{-1} \bar{\partial} u\right)\right]=\frac{1}{4 \pi} \int \mathrm{~d}^{2} z \operatorname{Tr}\left[\delta u u^{-1} \bar{\partial}\left(u \partial u^{-1}\right)\right] \tag{4.7}
\end{equation*}
$$

then the global transformations of (4.5) are elevated into

$$
\begin{equation*}
u \rightarrow g(z) u \quad u \rightarrow u h(\bar{z}) \tag{4.8}
\end{equation*}
$$

with the corresponding currents,

$$
\begin{equation*}
J_{L} \equiv J=\frac{k}{4 \pi} \partial u u^{-1} \quad J_{R} \equiv \bar{J}=-\frac{k}{4 \pi} u^{-1} \bar{\partial} u \tag{4.9}
\end{equation*}
$$

which have the desired ALA property,

$$
\begin{equation*}
\partial \bar{J}=\bar{\partial} J=0 \tag{4.10}
\end{equation*}
$$

Moreover, it can be shown that for an action whose variation takes the form of (4.7) the energy-momentum takes the form,

$$
\begin{equation*}
T \sim \operatorname{Tr}[J J], \quad \bar{T} \sim \operatorname{Tr}[\bar{J} \bar{J}] \tag{4.11}
\end{equation*}
$$

and hence it also has the appropriate Virasoro behavior.
The next question is obviously what action has a variation of the form (4.7), and in particular can it be built from $S_{s m}$ plus an additional term that has the standard form of $\tilde{S}=\frac{1}{4 \pi} \int \mathrm{~d}^{2} z \mathcal{L}$. To address this question we rewrite the variation (4.7) in the form,

$$
\begin{align*}
\delta S & =\frac{1}{4 \pi} \int \mathrm{~d}^{2} z \operatorname{Tr}\left[u^{-1} \delta u \partial^{\mu}\left(g_{\mu \nu}+\epsilon_{\mu \nu}\right)\left(u^{-1} \partial^{\nu} u\right)\right] \\
& =\frac{1}{4 \pi} \int \mathrm{~d}^{2} z \operatorname{Tr}\left[\delta u u^{-1} \partial^{\mu}\left(g_{\mu \nu}-\epsilon_{\mu \nu}\right)\left(u \partial^{\nu} u^{-1}\right)\right] \tag{4.12}
\end{align*}
$$

Clearly the term, proportional to $g_{\mu \nu}$ in both forms, is exactly the variation $\delta S_{s m}$, so that we need to find what action $\tilde{S}$ has a variation that takes the form of the $\epsilon^{\mu \nu}$ term. It may seem that the action,

$$
\tilde{S}=\frac{1}{4 \pi} \int \mathrm{~d}^{2} z \epsilon^{\mu \nu} \operatorname{Tr}\left[\partial^{\mu} u \partial_{\nu} u^{-1}\right]
$$

does the job, but in fact it vanishes.
It was the proposal of Witten to take for $\tilde{S}$ the so-called WZ action, which for the present case takes the form of a three-dimensional integral over a ball whose boundary is an $S^{2}$, which is the two-dimensional space-time,

$$
\begin{equation*}
S_{W Z}=\frac{1}{12 \pi} \int \mathrm{~d}^{3} \sigma \epsilon^{i j k} \operatorname{Tr}\left[\left(u^{-1} \partial_{i} u\right)\left(u^{-1} \partial_{j} u\right)\left(u^{-1} \partial_{k} u\right)\right], \tag{4.13}
\end{equation*}
$$

where $\sigma_{i}$ with $i=1,2,3$ are the coordinates of the ball. Using the fact that $\int \mathrm{d}^{3} \sigma \epsilon^{i j k} \partial^{k}(\ldots)=\int \mathrm{d}^{2} \sigma \epsilon^{i j}(\ldots)$, it is straightforward to show that indeed the variation of (4.13) yields the extra term to change (4.4) to (4.7).

The map $u$, from the Euclidean space-time that we now take to be $S^{2}$ to the group manifold (Fig. 4.1) can be extended into a map from the ball to the group manifold. This is based on the fact that the homotopy group associated with


Fig. 4.1. The map between the space-time $S^{2}$ and the group manifold.
maps from $S^{2}$ to the group space $G$ vanishes, namely, $\pi_{2}(G)=0^{1}$ for any nonabelian group $G$.

On the other hand since $\pi_{3}(G)=\mathcal{Z}$, there are topologically inequivalent ways to extend the map $u$ to a map from the ball to the group manifold. This implies that there is an ambiguity in $S_{W Z}$ and it is well defined only modulo $S_{W Z} \rightarrow$ $S_{W Z}+2 \pi$. Thus the coefficient of this term must be an integer $k$, and to have a variation of the form (4.12) it is clear that the sigma term has to have the same coefficient.

Let us now summarize. The classical action of the WZW model is,

$$
\begin{align*}
S_{W Z W}= & \frac{k}{4 \pi} \int \mathrm{~d}^{2} z \operatorname{Tr}\left[\partial u \bar{\partial} u^{-1}\right] \\
& +\frac{k}{12 \pi} \int \mathrm{~d}^{3} \sigma \epsilon^{i j k} \operatorname{Tr}\left[\left(u^{-1} \partial_{i} u\right)\left(u^{-1} \partial_{j} u\right)\left(u^{-1} \partial_{k} u\right)\right] . \tag{4.14}
\end{align*}
$$

The variation of this action is given by,

$$
\begin{equation*}
\delta S=\frac{k}{4 \pi} \int \mathrm{~d}^{2} z \operatorname{Tr}\left[u^{-1} \delta u \partial\left(u^{-1} \bar{\partial} u\right)\right]=\frac{k}{4 \pi} \int \mathrm{~d}^{2} z \operatorname{Tr}\left[\delta u u^{-1} \bar{\partial}\left(u \partial u^{-1}\right)\right] \tag{4.15}
\end{equation*}
$$

so that the equation of motion takes the form,

$$
\begin{equation*}
\partial\left(u^{-1} \bar{\partial} u\right)=\bar{\partial}\left(u \partial u^{-1}\right)=0 . \tag{4.16}
\end{equation*}
$$

The solutions of these equations of motion take the form,

$$
\begin{equation*}
u(z, \bar{z})=u(z) \bar{u}(\bar{z}) \tag{4.17}
\end{equation*}
$$

where clearly $u \in G, \bar{u} \in G$.
We should state, that the form (4.14), with a term extended to one dimension higher, follows from general properties. Equations of motion that we want, in even space-time dimensions, imply a term in the action with one dimension higher, otherwise the action will involve singular terms, like the introduction of Dirac strings in the case of elementary monopoles.

The symmetries of the action are the ALA transformations,

$$
\begin{equation*}
u \rightarrow g(z) u \quad u \rightarrow u h(\bar{z}), \tag{4.18}
\end{equation*}
$$

[^14]and the conformal transformations,
\[

$$
\begin{equation*}
z \rightarrow f(z) \quad \bar{z} \rightarrow \bar{f}(\bar{z}) \tag{4.19}
\end{equation*}
$$

\]

The ALA currents are,

$$
\begin{equation*}
J=-\frac{k}{4 \pi} \partial u u^{-1} \quad \bar{J}=\frac{k}{4 \pi} u^{-1} \bar{\partial} u \tag{4.20}
\end{equation*}
$$

and the classical energy-momentum tensor takes the form,

$$
\begin{equation*}
T=\frac{1}{k} \operatorname{Tr}[J J] \quad \bar{T}=\frac{1}{k} \operatorname{Tr}[\bar{J} \bar{J}] . \tag{4.21}
\end{equation*}
$$

### 4.2 Perturbative conformal invariance

In the following section it will be shown in an exact way, based on algebraic properties, that the WZW model is a CFT. Prior to that we present now a perturbative computation, demonstrating that to a given order indeed the theory has a vanishing $\beta$ function. Here we restrict ourselves to the one loop order. Of course this only serves as a motivation, as the CFT is at a finite coupling, and so exact demonstration is needed.

The idea is to use the background field method, expanding $u$ around a solution of the equations of motion which we denote by $u_{0}$, so $u=u_{0} \mathrm{e}^{i T^{a}} \pi^{a}$. Substituting this ansatz into the action 4.14 one finds,

$$
\begin{align*}
S_{W Z W}= & \frac{k}{4 \pi} \int \mathrm{~d}^{2} z\left\{\operatorname{Tr}\left[\partial u_{0} \bar{\partial} u_{0}^{-1}\right]+\frac{1}{2} \partial_{\mu} \pi^{a} \partial^{\mu} \pi^{a}\right. \\
& \left.+\frac{1}{2}\left(\eta^{\mu \nu}-\epsilon^{\mu \nu}\right) \operatorname{Tr}\left\{\left(u_{0}^{-1} \partial_{\mu} u_{0}\right)\left[T^{a} \pi^{a}, T^{b} \partial_{\nu} \pi^{b}\right]\right\}+O\left(\pi^{3}\right)\right\} \tag{4.22}
\end{align*}
$$

The one loop renormalization diagram is shown in Fig. 4.2.
The non vanishing contributions are only when both vertices are proportional to $\eta^{\mu \nu}$ or to $\epsilon^{\mu \nu}$. The two contributions are the same apart from a sign since $\eta^{\rho \mu} \eta_{\rho}^{\nu}=\eta^{\mu \nu}=-\epsilon^{\rho \mu} \epsilon_{\rho}^{\nu}$, so that the one loop beta function vanishes. Obviously, this result relates to the choice of the coefficient of the sigma model term versus the WZ term, with the latter being fixed by topological arguments. The vanishing of the $\beta$ function at this stage is an indication that we have chosen the coefficients in a way that is compatible with conformal invariance.


Fig. 4.2. Calculation of the one loop beta function.

### 4.3 ALA, Sugawara construction and the Virasoro algebra

An alternative approach to the quantization methods discussed in the previous section is the ALA and CFT approach. Notice first that under infinitesimal left transformation $\delta u=\epsilon(z) u$ the left current transforms as,

$$
\begin{equation*}
\delta_{\epsilon} J=\frac{k}{4 \pi}\left[\partial(\epsilon u) u^{-1}-\partial u u^{-1} \epsilon\right]=\frac{k}{4 \pi}(\partial \epsilon+[\epsilon, J]), \tag{4.23}
\end{equation*}
$$

which translates into $\delta_{\epsilon} J^{a}=\frac{k}{4 \pi}\left[\partial \epsilon^{a}+i f_{b c}^{a} \epsilon^{b} J^{c}\right]$. Since the transformation of $J$ is generated by,

$$
\begin{equation*}
\delta_{\epsilon} J^{a}(w)=\frac{1}{2 \pi i} \oint_{w} \epsilon(z) J(z) J^{a}(w) \tag{4.24}
\end{equation*}
$$

it is easy to realize that the OPE that is compatible with such a transformation is,

$$
\begin{equation*}
J^{a}(z) J^{b}(w)=\frac{k \delta^{a b}}{(z-w)^{2}}+\frac{i f_{c}^{a b} J^{c}}{(z-w)} \tag{4.25}
\end{equation*}
$$

which is the OPE associated with the ALA discussed in Section 3.2.
Next we want to determine the conformal properties of $u$, in particular its confomal dimension. The classical form of the currents (4.20) is elevated to the quantum expression via the equations,

$$
\begin{equation*}
\kappa \partial u(z, \bar{z})=: J^{a} T^{a} u(z, \bar{z}):, \quad \kappa \bar{\partial} u(z, \bar{z})=: \bar{J}^{a} u(z, \bar{z}) T^{a}: \tag{4.26}
\end{equation*}
$$

where $\kappa$, which is a renormalized level, will be determined shortly, and the normal ordering refers as usual to subtracting the singular parts of the product. Assuming that $u$ is an ALA primary field, the OPE takes the form,

$$
\begin{equation*}
J^{a}(z) T^{a} u(w, \bar{w})=\frac{c_{2}}{z-w} u(w, \bar{w})+\kappa \partial u(w, \bar{w})+\sum_{n=2}^{\infty}(z-w)^{n-1} T^{a} J_{-n}^{a} u(w, \bar{w}), \tag{4.27}
\end{equation*}
$$

where (4.26) was inserted as the $(z-w)^{0}$ term, and $c_{2}$ is the quadratic Casimir operator in the representation of $u, \sum_{a} T^{a} T^{a}=c_{2}$. If we assume that $u$ is a Virasoro primary as well, then $L_{-1} u=\partial u$, so that combined with (4.27) one can write down the following null vector,

$$
\begin{equation*}
v_{\mathrm{null}} \equiv\left(J_{-1}^{a} T^{a}-\kappa L_{-1}\right) u=0 \tag{4.28}
\end{equation*}
$$

This is a special case of the degeneracy in the combined ALA-Virasoro algebra discussed in Section 3.3.

The null vectors obey,

$$
\begin{align*}
& L_{0} V_{\text {null }}=(h+1) V_{\text {null }} \\
& J_{0}^{a} V_{\text {null }}=T^{a} V_{\text {null }} \\
& L_{n} V_{\text {null }}=J_{n}^{a} V_{\text {null }}=0 \quad \text { for } n>0, \tag{4.29}
\end{align*}
$$

where $L_{0} u=h u$. For $n=1$ the conditions $L_{1} V_{\text {null }}=J_{1}^{a} V_{\text {null }}=0$ imply that the renormalized level and the conformal dimension of $u$ take the form,

$$
\begin{equation*}
\kappa=\frac{1}{2}\left(C_{2}+k\right) \quad h=\frac{c_{2}}{C_{2}+k}, \tag{4.30}
\end{equation*}
$$

where $C_{2}$ is the quadratic Casimir in the adjoint representation, defined as $f^{a c d} f^{b c d}=C_{2} \delta^{a b}$.

The use of null vectors and the differential equations that determine correlators of primary fields were introduced in the landmark paper of Knizhnik and Zamolodchikov [143]. An elaboration of the application of these equations appears in [77]. This direction was further developed by Gepner and Witten [108].

The WZW has an in-built Sugawara construction. In fact it is very often taken as the prototype model for this structure. According to the discussion in Section 3.3 the quantum version of the classical energy-momentum tensor (4.21) takes the form of (3.46),

$$
\begin{equation*}
T(z)=\frac{1}{2\left(k+C_{2}\right)}: J^{a}(z) J^{a}(z): \tag{4.31}
\end{equation*}
$$

and the Virasoro anomaly of the model is,

$$
\begin{equation*}
c=\frac{k \operatorname{dim} G}{k+C_{2}} \tag{4.32}
\end{equation*}
$$

The Sugawara construction is described in [203]. This paper, however, does not have the correct expression that includes the finite renormalization. This was done later in the paper of Dashen and Frishman [73].

### 4.4 Correlation functions of primary fields

Primary fields of theories invariant under ALA were defined and discussed in Section 3.4. The group element of the WZW theory is an example of a primary field in the fundamental representation of $G \times G$. Indeed the transformation properties of $u(z, \bar{z})$ imply that it has the following OPE with the currents,

$$
\begin{equation*}
J^{a}(z) u(w, \bar{w})=-\frac{t^{a} u(w, \bar{w})}{z-w} \quad \bar{J}^{a}(\bar{z}) u(w, \bar{w})=-\frac{u(w, \bar{w}) t^{a}}{\bar{z}-\bar{w}} \tag{4.33}
\end{equation*}
$$

Next we would like to compute the n-point correlation function of the group element primary field of the WZW model. In Section 3.6 we presented the KnizhnikZamolodchikov equation which determines the correlators of theories invariant under ALA. We now demonstrate its use in determining the four-point correlation function of the primary field $u(z, \bar{z})$ of $S U(N)$ WZW model. We denote this correlator as,

$$
\begin{equation*}
G_{4}=\left\langle u\left(z_{1}, \bar{z}_{1}\right) u^{-1}\left(z_{2}, \bar{z}_{2}\right) u^{-1}\left(z_{3}, \bar{z}_{3}\right) u\left(z_{4}, \bar{z}_{4}\right)\right\rangle \tag{4.34}
\end{equation*}
$$

Recall from (2.59) that in general due to the conformal Ward identity the fourpoint function can be written as,

$$
\begin{equation*}
G_{4}=\left[z_{14} z_{23} \bar{z}_{14} \bar{z}_{23}\right]^{-2 h} \mathcal{G}(x, \bar{x}), \tag{4.35}
\end{equation*}
$$

where

$$
\begin{equation*}
x=\frac{z_{12} z_{34}}{z_{14} z_{32}} \quad \bar{x}=\frac{\bar{z}_{12} \bar{z}_{34}}{\bar{z}_{14} \bar{z}_{32}}, \tag{4.36}
\end{equation*}
$$

with $z_{i j}=z_{i}-z_{j}$ and $h$, the dimension of $u$, is given by $h=\frac{N^{2}-1}{2 N(N+k)}$.
Now $\mathcal{G}(x, \bar{x})$ can be decomposed into a sum of terms, each one representing a conformal block, the latter having the form of a product of a holomorphic and anti-holomorphic function,

$$
\begin{equation*}
\mathcal{G}(x, \bar{x})=\text { Sum of terms of the form } G(x) \bar{G}(\bar{x}) \tag{4.37}
\end{equation*}
$$

Since $u(z, \bar{z})$ is in the fundamental representation of $S U(N)$, the four-point function is a product of two fundamentals and two anti-fundamentals, so each term in the last equation can be decomposed into,

$$
\begin{equation*}
G(x)=I_{1} G_{1}+I_{2} G_{2} \tag{4.38}
\end{equation*}
$$

where $I_{1}$ and $I_{2}$ are the $S U(N)$ invariant factors,

$$
\begin{equation*}
I_{1} \equiv \delta_{m_{1}, m_{2}} \delta_{m_{3}, m_{4}} \quad I_{2} \equiv \delta_{m_{1}, m_{3}} \delta_{m_{2}, m_{4}} \tag{4.39}
\end{equation*}
$$

If we now substitute this decomposed form of the four-point function into the Knizhnik-Zamolodchikov equation (3.69) we find,

$$
\begin{equation*}
\left(\partial_{z_{i}}+\frac{1}{k+N} \sum_{j \neq i} \frac{t_{i}^{a} \otimes t_{j}^{a}}{z_{i}-z_{j}}\right)\left[z_{14} z_{23}\right]^{-4 h}\left(I_{1} G_{1}+I_{2} G_{2}\right)=0 \tag{4.40}
\end{equation*}
$$

As was discussed in Section 2.9 conformal invariance allows us to fix three out of the four points. Using the standard convenient choice,

$$
\begin{equation*}
z_{1}=x, \quad z_{2}=0, \quad z_{3}=1, \quad z_{4}=\infty \tag{4.41}
\end{equation*}
$$

and the equation now reads,

$$
\begin{equation*}
\left(\partial_{x}+\frac{1}{k+N} \frac{t_{1}^{a} \otimes t_{2}^{a}}{x}+\frac{1}{k+N} \frac{t_{1}^{a} \otimes t_{3}^{a}}{x-1}\right)\left(I_{1} G_{1}+I_{2} G_{2}\right)=0 \tag{4.42}
\end{equation*}
$$

After introducing the explicit expressions for the various group theoretical products $t_{i}^{a} \otimes t_{j}^{a} I_{k}$ and projecting to the $I_{1}$ and $I_{2}$ factors we get,

$$
\begin{align*}
& \partial_{x} G_{1}=\frac{-1}{k+N}\left(\frac{\left(N^{2}-1\right)}{N} \frac{G_{1}}{x}+\frac{G_{2}}{x}-\frac{1}{N} \frac{G_{1}}{x-1}\right) \\
& \partial_{x} G_{2}=\frac{-1}{k+N}\left(\frac{\left(N^{2}-1\right)}{N} \frac{G_{2}}{x-1}+\frac{G_{1}}{x-1}-\frac{1}{N} \frac{G_{2}}{x}\right) . \tag{4.43}
\end{align*}
$$

Extracting $G_{2}$ from the first equation and plugging it back into the second equation, the latter translates into a hypergeometric differential equation,

$$
\begin{equation*}
\frac{x(1-x)}{N^{2}}\left[N^{2} \kappa^{2} \partial_{x}^{2}+A(x) \partial_{x}+B(x)\right] g_{1}(x)=0 \tag{4.44}
\end{equation*}
$$

where $\kappa=k+N$ and with the following two possible values for $A(x), B(x)$ and the relation between $g_{1}$ and $G_{1}$ as

$$
\begin{align*}
A(x) & =\left(\frac{N(N+\kappa)}{x}-\frac{N^{2}}{1-x}\right) N \kappa \quad B(x)=-\frac{N^{4}-N^{2}+2}{x(1-x)} \\
G_{1} & =[x(1-x)]^{\frac{1}{\kappa N}} g_{1}^{+} \\
& \text {or } \\
A(x) & =\left(\frac{-N(N-\kappa)}{x}-\frac{N^{2}}{1-x}\right) N \kappa \quad B(x)=-\frac{2\left(N^{2}-1\right)}{x(1-x)} \\
G_{1} & =x^{-\frac{N^{2}-1}{\kappa N}}(1-x)^{\frac{1}{\kappa N}} g_{1}^{-} \tag{4.45}
\end{align*}
$$

The solutions of the differential equations are the following hypergeometric functions,

$$
\begin{equation*}
g_{1}^{-}=F\left(\frac{1}{\kappa},-\frac{1}{\kappa}, 1-\frac{N}{\kappa} ; x\right) \quad g_{1}^{+}=F\left(\frac{N-1}{\kappa}, \frac{N+1}{\kappa}, 1+\frac{N}{\kappa} ; x\right) . \tag{4.46}
\end{equation*}
$$

In a similar way the solutions for $G_{2}$ are found, defining an appropriate $g_{2}$.
To fully determine the correlator we still have to fix the linear combination of the solutions. This is done using crossing symmetry, as discussed in Section $2.10 .{ }^{2}$ The latter implies that,

$$
\begin{equation*}
\mathcal{G}(x, \bar{x})=\mathcal{G}(1-x, 1-\bar{x}) \tag{4.47}
\end{equation*}
$$

With parametrization,

$$
\begin{equation*}
\mathcal{G}(x, \bar{x})=\sum_{i, j=1,2} I_{i} \bar{I}_{j} \mathcal{G}_{i, j}(x, \bar{x}) \quad \mathcal{G}_{i, j}=\sum_{n, m=+,-} \xi_{m n} G_{i}^{(m)} G_{j}^{(n)} \tag{4.48}
\end{equation*}
$$

Crossing symmetry implies that,

$$
\begin{equation*}
\mathcal{G}_{i, j}(x, \bar{x})=\mathcal{G}_{3-i, 3-j}(1-x, 1-\bar{x}), \tag{4.49}
\end{equation*}
$$

which follows from the fact that under crossing symmetry $I_{1} \leftrightarrow I_{2}$. Single valuedness implies that $\xi_{+-}=\xi_{-+}=0$. To obey the crossing symmetry requirement

[^15]we make use of the following property of hypergeometric functions:
\[

$$
\begin{align*}
F(a, b, c ; x)= & A_{1} F(a, b, a+b-c ; 1-x) \\
& +A_{2}(1-x)^{c-a-b} F(c-a, c-b, c-a-b+1 ; 1-x), \tag{4.50}
\end{align*}
$$
\]

where

$$
\begin{equation*}
A_{1}=\frac{\Gamma(c) \Gamma(c-a-b)}{\Gamma(c-a) \Gamma(c-b)} \quad A_{2}=\frac{\Gamma(c) \Gamma(a+b-c)}{\Gamma(a) \Gamma(b)} \tag{4.51}
\end{equation*}
$$

Finally we find that

$$
\begin{equation*}
\mathcal{G}_{i j}=G_{i}^{(-)}(x) G_{j}^{(-)}(\bar{x})+\frac{c_{--}^{2}-1}{c_{+-}^{2}} G_{i}^{(+)}(x) G_{j}^{(+)}(\bar{x}), \tag{4.52}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{--}=N \frac{\Gamma\left(\frac{N}{\kappa}\right) \Gamma\left(-\frac{N}{\kappa}\right)}{\Gamma\left(\frac{1}{\kappa}\right) \Gamma\left(-\frac{1}{\kappa}\right)} \quad c_{+-}=-N \frac{\left[\Gamma\left(\frac{N}{\kappa}\right)\right]^{2}}{\Gamma\left(\frac{N+1}{\kappa}\right) \Gamma\left(\frac{N-1}{\kappa}\right)} . \tag{4.53}
\end{equation*}
$$

For $k=1$ we have $c_{--}=-1$, and hence the second term in (4.52) vanishes. Using $F\left(\frac{1}{N+1},-\frac{1}{N+1}, \frac{1}{N+1} ; x\right)=(1-x)^{\frac{1}{N+1}}$ the four-point function takes the form,

$$
\begin{equation*}
\mathcal{G}(x, \bar{x})=[x \bar{x}(1-x)(1-\bar{x})]^{\frac{1}{N}}\left[I_{1} \frac{1}{x}+I_{2} \frac{1}{1-x}\right]\left[\bar{I}_{1} \frac{1}{x}+\bar{I}_{2} \frac{1}{1-x}\right] . \tag{4.54}
\end{equation*}
$$

In Section 6.3 it will be shown that the WZW theory of $U(N)$ at level $k=1$ is a bosonized equivalent to that of $N$ Dirac fermions controlled by the action,

$$
\begin{equation*}
S_{f}=\int \mathrm{d}^{2} z\left[\psi_{\alpha}^{\dagger} \bar{\partial} \psi_{\alpha}+\tilde{\psi}_{\beta}^{\dagger} \partial \tilde{\psi}_{\beta}\right] \tag{4.55}
\end{equation*}
$$

In particular the fermion bilinear is equivalent to the group element as,

$$
\begin{equation*}
M \tilde{u}_{\alpha}^{\beta}(z, \bar{z})=: \psi_{\alpha}\left(\tilde{\psi}^{\dagger}\right)^{\beta}: \quad M\left(\tilde{u}^{-1}\right)_{\beta}^{\alpha}(z, \bar{z})=: \tilde{\psi}_{\beta} \psi^{\dagger^{\alpha}}: \tag{4.56}
\end{equation*}
$$

where $M$ is a mass scale and where $\tilde{u}$ denotes the $U(N)$ group element. In the theory of free Dirac fermions the four-point function of the fermion bilinears takes the form,

$$
\begin{equation*}
\mathcal{G}(x, \bar{x})=\left[I_{1} \frac{1}{x}+I_{2} \frac{1}{1-x}\right]\left[\bar{I}_{1} \frac{1}{x}+\bar{I}_{2} \frac{1}{1-x}\right] . \tag{4.57}
\end{equation*}
$$

It is easy to see that by converting (4.54) to a similar correlator of $U(N)$ we find exactly the same answer. This is done as follows: define the $U(N)$ group element to be,

$$
\begin{equation*}
\tilde{u}(z, \bar{z})=\mathrm{e}^{i \sqrt{4 \pi / N} \gamma \varphi(z, \bar{z})} u(z, \bar{z}) \tag{4.58}
\end{equation*}
$$

Then the four-point function of group elements of $U(N)$ is,

$$
\begin{equation*}
\tilde{\mathcal{G}}(x, \bar{x})=M^{-2 \frac{\gamma^{2}}{N}}[x \bar{x}(1-x)(1-\bar{x})]^{\frac{-\gamma^{2}}{N}} \mathcal{G}(x, \bar{x}) . \tag{4.59}
\end{equation*}
$$

For $\gamma=1$ we observe that indeed the correlator is identical to that of the fermion bilinears. For arbitrary $\gamma$ the correlator corresponds to that of fermion bilinears of the Thirring model defined by,

$$
\begin{equation*}
S=S_{f}+\frac{\gamma^{2}-1}{2 \gamma^{2}} \int \mathrm{~d}^{2} z J(z) \bar{J}(\bar{z}) \tag{4.60}
\end{equation*}
$$

This generalized bosonization will also be addressed in Section 6.2.

### 4.5 WZW models with boundaries - D branes

The WZW model described in Section 4.1 was shown to be based on a map from $\Sigma$, a compact two-dimensional manifold, in paticular an $S^{2}$, into a group manifold $G$. Let us now study the case where $\Sigma$ has boundaries. For concreteness we take it to be the upper half-plane. In the bulk the theory is invariant under the holomorphic and anti-holomorphic ALA (4.18) and there is corresponding holomorphic and anti-holomorphic conservation of the associated currents (4.9). On the boundary the two types of modes mix, the symmetry is reduced to,

$$
\begin{equation*}
u \rightarrow g(\tau) u g(\tau)^{-1} \tag{4.61}
\end{equation*}
$$

where $\tau$ denotes the coordinate on the boundary, and accordingly there is a relation between $J_{L}$ and $J_{R}$,

$$
\begin{equation*}
J(z)=\Omega_{\mathrm{aut}} \bar{J}(\bar{z}) \quad \text { at } z=\bar{z}, \tag{4.62}
\end{equation*}
$$

where $\Omega_{\mathrm{aut}}$ is an automorphism of the ALA.
The notion of boundary conformal field theory was introduced in [58]. The gluing conditions used for D branes in the WZW model were introduced in [135]. From the many papers that have been written on the subject we have chosen to describe it following [11] and [85].

Let us first address the simplest case of a level $k S \hat{U}(2)$ WZW, for which $\Omega=-1$, and then later discuss the general case. In terms of $\partial_{t}, \partial_{x}$ and the adjoint action of $G$ on its Lie algebra,

$$
\begin{equation*}
A d(g) u=g u g^{-1} \tag{4.63}
\end{equation*}
$$

the gluing condition reads,

$$
\begin{equation*}
(1-A d(u)) u^{-1} \partial_{t} u=(1+A d(u)) u^{-1} \partial_{x} u \tag{4.64}
\end{equation*}
$$

The tangent space to the group $G$ at the point $u$ can be split into $T_{u} G=$ $T_{u}^{\perp} G \oplus T_{u}^{\|} G$, where $T_{u}^{\|} G$ consists of vectors tangential to the orbit of $A d$ through $u$. On $T_{u}^{\perp} G,(1-A d(u))=0$ and $(1+A d(u))=2$, so that $\left(u^{-1} \partial_{x} u\right)^{\perp}=0$ and the corresponding $D$ branes, namely the submanifolds where the condition (4.62) is obeyed, coincide with the conjugacy classes. In the case that $(1-A d(u))$ is
invertible, (4.64) can be written as,

$$
\begin{equation*}
u^{-1} \partial_{t} u=\frac{1+A d(u)}{1-A d(u)} u^{-1} \partial_{x} u \tag{4.65}
\end{equation*}
$$

We can now define a two form on the conjugacy class as,

$$
\begin{equation*}
\omega=\frac{k}{8 \pi}\left(u^{-1} \mathrm{~d} u \frac{1+A d(u)}{1-A d(u)} u^{-1} \mathrm{~d} u\right) \tag{4.66}
\end{equation*}
$$

Applying an exterior derivative to this form we find,

$$
\begin{equation*}
\mathrm{d} \omega=\frac{k}{12 \pi} \operatorname{Tr}\left(\mathrm{~d} u u^{-1}\right)^{3}, \tag{4.67}
\end{equation*}
$$

namely, it is not closed. The submanifold $D \subset G$ on which the WZ term is exact, $(W Z)=\mathrm{d} \omega$ defines a D brane in $G$. There is a further restriction which follows from reasoning similar to that discussed in Section 4.1.

Consider the wave functional $\Psi(u(x))$ on the space of closed loops $u(x)$ in some conjugacy class $C$. The latter, for the group manifold $S U(2)$, are typically two-spheres so that $C$ can be constructed in two different ways, and hence there is an ambiguity in the phase of the wave functional. It can be shown that the phase can take the values $2 \pi j$ with $j=1, \ldots, k-1$. Thus there are $k-1$ twodimensional conjugacy classes or $D_{2}$ branes for the $k$ level $S \hat{U}(2)$ WZW model. In addition there are two $D_{0}$ branes associated with the two points $\pm e$, where $e$ is the identity on the group space.

To address the issue of the conjugacy classes in other groups it is convenient to rewrite the two form (4.66) as,

$$
\begin{equation*}
\omega=\frac{k}{8 \pi} \operatorname{Tr}\left[\tilde{k}^{-1} \mathrm{~d} \tilde{k} h \tilde{k}^{-1} \mathrm{~d} \tilde{k} h^{-1}\right], \tag{4.68}
\end{equation*}
$$

for $u$ that belongs to the conjugacy class,

$$
\begin{equation*}
C_{h}^{G}=\left\{u \in G \mid u=\tilde{k} h \tilde{k}^{-1}\right\} . \tag{4.69}
\end{equation*}
$$

The WZW action that corresponds to the map from the two manifold with a boundary to the group space can be constructed as follows. Instead of considering the map from $\Sigma$ that has a boundary, we take it from $\Sigma \cup D$ where $D$ is an auxilliary disc that closes the hole in $\Sigma$, having a common boundary with it. The disc is mapped into the conjugacy class allowing for its boundary (4.69). The WZW action is now written as,

$$
\begin{equation*}
S=S_{W Z W}+\int_{D} w \tag{4.70}
\end{equation*}
$$

where $S_{W Z W}$ is the ordinary WZW action with a three-dimensional WZ term defined now on a ball whose boundary is $\Sigma \cup D$. It can be explicitly checked that the new WZW action is invariant under (4.18). Similar to the topologically distinct $D_{2}$ branes of the $k$ level $S \hat{U}(2)$ WZW model, there are different embeddings of the disc in a conjugacy class in a general group manifold $G$. This is related to the second homotopy group of the conjugacy class, which in general
is non-trivial. The group element $k$ of (4.69) is defined modulo a right multiplication with any element that commutes with $h$, and the group of such elements is isomorphic to the Cartan torus $\mathcal{T}_{G}$ generated by the generators in the Cartan subalgebra. Thus the conjugacy classes can be described as $\frac{G}{\mathcal{T}_{G}}$ and the second homotopy group reads,

$$
\begin{equation*}
\Pi_{2}\left(C_{h}^{G}\right)=\Pi_{1}\left(\mathcal{T}_{G}\right) \tag{4.71}
\end{equation*}
$$

For a rank $r$ algebra of $G$, the $D_{2}$ will be characterized by an $r$-dimensional vector in the coroot lattice of $G$. Namely, if two embeddings given by $k h k^{-1}$ and $k^{\prime} h k^{\prime-1}$ then on the boundary of the world sheet they have to be related as,

$$
\begin{equation*}
k(\tau) k^{\prime}(\tau)^{-1}=t(\tau) \tag{4.72}
\end{equation*}
$$

where $t(\tau)$ is an element of the subgroup isomorphic to $\mathcal{T}_{G}$ which commutes with $h$. This relation determines a mapping from the boundary to $\mathcal{T}_{G}$. Since the latter is $R^{r}$ modulo $2 \pi \times$ (coroot lattice), every such mapping belongs to the topological sector parameterized by a vector in the coroot lattice describing the winding of the boundary circle on the torus $\mathcal{T}_{G}$. This lattice vector determines via (4.71) the element of $\Pi^{2}\left(C_{h}^{G}\right)$ corresponding to the union of the two embeddings. For the group element $h \in \mathcal{T}_{G}$ of the form $h=\mathrm{e}^{i \theta \cdot H}$, where $H$ are the Cartan subalgebra generators, the change in the action resulting from the topological change of the embedding is $\Delta S=k(\theta \cdot s)$, where $s$ is a coroot lattice vector. Consistency of the model then implies the condition,

$$
\begin{equation*}
\theta \cdot \alpha \in \frac{2 \pi \mathcal{Z}}{k} \tag{4.73}
\end{equation*}
$$

This generalizes the condition that led to the set of $k-1 D_{2}$ branes for level $k S \hat{U}(2)$. It implies that $\theta$ should be $\frac{2 \pi}{k} \times$ (weight lattice vector). Since a point in $\mathcal{T}_{G}$ is defined modulo $2 \pi \times$ (coroot lattice), the allowed conjugacy classes correspond to points in the weight lattice divided by $k$ modulo the coroot lattice. This is also the characterization of the primary fields of the corresponding WZW model.

### 4.6 G/H coset models

The concept of coset models dates back to [110] or in fact even to as early as [27]. A Lagrangian formulation in terms of a gauged WZW model was introduced for instance in [12]. Here we follow the review of [111].

The WZW models constitute a large class of conformal field theories which are invariant under ALA. An even larger class of CFTs can be constructed by taking the quotient of two WZW models. Consider an ALA $\hat{g}$ at level $k$ and a subalgebra of it $\hat{h}$ at level $k_{h}$. We denote the currents associated with the former as $J^{a}$ and with the latter $J_{h}^{a_{h}}$ where $a=1, \ldots, \operatorname{dim} G$ and $a_{h}=1, \ldots, \operatorname{dim} H$. The currents
associated with the subalgebra $\hat{h}$ can be expressed as a linear combination of $\hat{g}$ as,

$$
\begin{equation*}
J_{h}^{a_{h}}=\sum_{a} m_{a_{h} a} J^{a} . \tag{4.74}
\end{equation*}
$$

Using the commutator of $J^{a}$ and the corresponding generator of the Virasoro algebra constructed via the Sugawara construction,

$$
\begin{equation*}
\left[L_{m}, J_{n}^{a}\right]=-m J_{m+n}^{a} \tag{4.75}
\end{equation*}
$$

it follows that,

$$
\begin{equation*}
\left[L_{m}, J_{h}^{a_{h}}{ }_{n}\right]=-m J_{h}^{a_{h}}{ }_{m+n} . \tag{4.76}
\end{equation*}
$$

It is also obvious that a similar relation holds with $L_{m}^{h}$ which is the Virasoro generator built by a Sugawara construction from the currents of $\hat{h}$, namely,

$$
\begin{equation*}
\left[L_{m}^{h}, J_{h}^{a_{h}}{ }_{n}\right]=-m J_{h}^{a_{h}}{ }_{m+n} . \tag{4.77}
\end{equation*}
$$

Thus it follows that,

$$
\begin{equation*}
\left[L_{m}-L_{m}^{h}, J_{h}^{a_{h}}\right]=0 \tag{4.78}
\end{equation*}
$$

Since $L_{m}^{h}$ is a bilinear of $J_{h}^{a_{h}}$ it follows that,

$$
\begin{equation*}
\left[L_{m}-L_{m}^{h}, L_{n}^{h}\right]=0 \quad \rightarrow \quad\left[L_{m}, L_{n}^{h}\right]=\left[L_{m}^{h}, L_{n}^{h}\right] . \tag{4.79}
\end{equation*}
$$

We can now define,

$$
\begin{equation*}
L_{m}^{(g / h)} \equiv L_{m}-L_{m}^{h} \tag{4.80}
\end{equation*}
$$

The algebra of these coset generators is a Virasoro algebra, as follows from,

$$
\begin{align*}
{\left[L_{m}^{(g / h)}, L_{n}^{(g / h)}\right] } & =\left[L_{m}, L_{n}\right]-\left[L_{m}^{h}, L_{n}^{h}\right] \\
& =(m-n) L_{m+n}^{(g / h)}+\left[c\left(\hat{g}_{k}\right)-c\left(\hat{h}_{k_{h}}\right)\right] \frac{\left(m^{3}-m\right)}{12} \delta_{m+n, 0} \tag{4.81}
\end{align*}
$$

Thus we have just found that the Virasoro generators of the coset $L_{m}^{(g / h)}$ obey a Virasoro algebra with a central charge of

$$
\begin{equation*}
c=\frac{k \operatorname{dimg} g}{k+C_{2}(g)}-\frac{k_{h} \operatorname{dimh}}{k_{h}+C_{2}(h)} . \tag{4.82}
\end{equation*}
$$

A special class of coset models are the diagonal coset models $\frac{\hat{g} \oplus \hat{g}}{\hat{g}}$. The generators of the coset in this case are given by $J_{h}^{a}=J_{(1)}^{a}+J_{(2)}^{a}$, namely the sum of the generators of each copy. It thus follows that the level of the coset must be the sum of the two levels since $\left[J_{(1)}^{a}, J_{(2)}^{a}\right]=0$. The coset therefore takes the form,

$$
\frac{\hat{g}_{k_{1}} \oplus \hat{g}_{k_{2}}}{\hat{g}_{k_{1}+k_{2}}}
$$

and its corresponding central charge is given by,

$$
\begin{equation*}
c=\operatorname{dim} g\left(\frac{k_{1}}{k_{1}+C_{2}(g)}+\frac{k_{2}}{k_{2}+C_{2}(g)}-\frac{k_{1}+k_{2}}{k_{1}+k_{2}+C_{2}(g)}\right) . \tag{4.83}
\end{equation*}
$$

Consider the case where $g=S U(2)$ and the coset is,

$$
\begin{equation*}
\frac{S \hat{U}(2)_{k} \oplus S \hat{U}(2)_{1}}{S \hat{U}(2)_{k+1}} \tag{4.84}
\end{equation*}
$$

with the central charge,

$$
\begin{equation*}
c=\frac{3 k}{k+2}+1-\frac{3(k+1)}{k+3}=1-\frac{6}{(k+2)(k+3)}=1-\frac{6}{p(p+1)}, \tag{4.85}
\end{equation*}
$$

where in the last step we introduced $p=k+2 \geq 3$. This is exactly the central term of the unitary minimal models discussed in Section 2.7. In fact one can show that this is indeed an equivalence in the sense that the characters of the minimal models are the same as those of the coset model.

### 4.7 G/G coset models

The concept of the $G / G$ model was introduced in [200] and [227]. Our description of the $G / G$ model and in particular its BRST analysis follows [9] and [8].

A special class of the $G / H$ models is the case where $H=G$, namely where we gauge the maximal anomaly-free diagonal group. Using the gauging procedure that will be discussed in Section 9.3.1 the classical action takes the form,

$$
\begin{equation*}
S_{k}\left(g, A^{\mu}\right)=S_{k}(g)-\frac{k}{2 \pi} \int \mathrm{~d}^{2} z \operatorname{Tr}\left(g^{-1} \partial g \bar{A}_{\bar{z}}+g \bar{\partial} g^{-1} A_{z}-\bar{A}_{\bar{z}} g^{-1} A_{z} g+A_{z} \bar{A}_{\bar{z}}\right) \tag{4.86}
\end{equation*}
$$

Next we introduce the following parameterization of the gauge fields, $A_{z}=$ $i h^{-1} \partial_{z} h, \bar{A}_{\bar{z}}=i h^{*} \partial_{z} h^{*-1}$ where $h(z) \in G^{c}$. In Section 15 we will elaborate more about this formulation. The action then reads,

$$
\begin{equation*}
S_{k}(g, A)=S_{k}(g)-S_{k}\left(h h^{*}\right) \tag{4.87}
\end{equation*}
$$

The Jacobian of the change of variables introduces a dimension $(1,0)$ system of anticommuting ghosts $\chi$ and $\rho$ in the adjoint representation of the group. The quantum action thus takes the form of,

$$
\begin{equation*}
S_{k}(g, h, \rho, \chi)=S_{k}(g)-S_{k+2 C_{G}}\left(h h^{*}\right)-i \int \mathrm{~d}^{2} z \operatorname{Tr}[\rho \bar{\partial} \bar{\chi}+c . c] \tag{4.88}
\end{equation*}
$$

where $C_{G}$ is the second Casimir of the adjoint representation. ${ }^{3}$ The second term can be viewed as $S_{-\left(k+2 C_{G}\right)}(h)$. Since the Hilbert space of the model decomposes into holomorphic and anti-holomorphic sectors we restrict our discussion only to the former.

[^16]There are three sets of holomorphic $G$ transformations which leave (4.88) invariant,

$$
\begin{array}{rll}
\delta_{J} g & =i[\epsilon(z), g] & \delta_{I} h=i[\epsilon(z), h] \\
\delta_{J(g h)} \chi^{a} & =i f_{b c}^{a} \epsilon^{b} \chi^{c} & \delta_{J(g h)} \rho^{a}=-i f_{b c}^{a} \epsilon^{b} \rho^{c}, \tag{4.89}
\end{array}
$$

with $\epsilon$ in the algebra of $G$. The corresponding currents $J^{a}, I^{a}$ and $J^{(g h)^{a}}=$ $i f_{b c}^{a} \chi_{b} \rho_{c}$ satisfy the $G$ ALA with the levels $k,-\left(k+2 c_{G}\right)$ and $2 c_{G}$, respectively. We now define $J^{(\text {tot })^{a}}$

$$
\begin{equation*}
J^{(\text {tot })^{a}}=J^{a}+I^{a}+J^{(g h)^{a}}=J^{a}+I^{a}+i f_{b c}^{a} \chi_{b} \rho_{c} \tag{4.90}
\end{equation*}
$$

which obeys an affine Lie algebra of level,

$$
\begin{equation*}
k^{(\mathrm{tot})}=k-\left(k+2 c_{G}\right)+2 c_{G}=0 \tag{4.91}
\end{equation*}
$$

The energy-momentum tensor $T(z)$ is a sum of Sugawara terms of the $J^{a}$ and $I^{a}$ currents and the usual contribution of a $(1,0)$ ghost system, namely,

$$
\begin{equation*}
T(z)=\frac{1}{k+c_{G}}: J^{a} J^{a}:-\frac{1}{k+c_{G}}: I^{a} I^{a}:+\rho^{a} \partial \chi^{a} . \tag{4.92}
\end{equation*}
$$

The corresponding Virasoro central charge vanishes, ${ }^{4}$

$$
\begin{equation*}
c^{(\mathrm{tot})}=\frac{k d_{G}}{k+c_{G}}-\frac{\left(k+2 c_{G}\right) d_{G}}{-\left(k+2 c_{G}\right)+c_{G}}-2 d_{G}=0 \tag{4.93}
\end{equation*}
$$

The symmetry structure of the model is in fact richer. It is easy to realize that there are also two odd conserved currents, a dimension one current which is the BRST current $J^{(\mathrm{BRST})}$ and a dimension two operator $G$. These holomorphic symmetry generators are given by

$$
\begin{align*}
J^{(\mathrm{BRST})} & =\chi_{a}\left[J^{a}+I^{a}+\frac{1}{2} J^{(g h)^{a}}\right] \\
G & =\frac{1}{k+c_{G}} \rho_{a}\left[J^{a}-I^{a}\right] . \tag{4.94}
\end{align*}
$$

The reason we denote the dimension one current as a BRST current is that one can express both $T(z), J^{(\text {tot })}{ }_{a}$ and $J^{(\mathrm{BRST})}$ itself in terms of its corresponding charge $Q=\int J^{(\mathrm{BRST})}(z)$ as follows,

$$
\begin{align*}
T(z) & =\{Q, G(z)\}, \\
J^{(\text {tot })^{a}}(z) & =\left\{Q, \rho^{a}\right\}, \\
J^{(\mathrm{BRST})} & =\left\{Q, j^{\#}(z)\right\}, \tag{4.95}
\end{align*}
$$

where $j^{\#}$ is the ghost number current.
The fact that $T(z)$ is BRST exact namely $T(z)=\{Q, G(z)\}$ and that the total Virasoro anomaly vanishes, are indications that the $\frac{G}{G}$ model is a topological quantum field theory. These theories which were found to be very useful in dealing with various issues in physics and mathematics are beyond the scope

[^17]of this book. We thus do not discuss here the topological quantum field theory aspects of the $\frac{G}{G}$ models.

By construction of the BRST procedure the space of physical states of a $\frac{G}{G}$ model is given by the cohomology of $Q$. That is to say, a physical state |phys $>$ has to be closed under $Q$, namely $Q \mid$ phys $>=0$ and not exact, namely $\mid$ phys $>\neq$ $Q \mid$ state $>$ where $\mid$ state $>$ is any other state. It can be shown that taking the trace over those states one finds the torus partition function of the $\frac{G}{G}$ model which is based on the decomposition into WZW characters, discussed in Section 3.5. The torus partition function can be expressed as

$$
\begin{equation*}
\mathcal{Z}_{\frac{G}{G}}=c \tau_{2}^{-r} \int \mathrm{~d} u \mathcal{Z}^{g}(\tau, u) \mathcal{Z}^{h h^{*}}(\tau, u) \mathcal{Z}^{g h}(\tau, u), \tag{4.96}
\end{equation*}
$$

where $\mathrm{d} u$ is the measure over the flat gauge connections on the torus and $r$ is the rank of $G ; \mathcal{Z}^{g}(\tau, u)$ is the torus partition function of the $G_{k}$ WZW model,

$$
\begin{equation*}
\mathcal{Z}^{g}(\tau, u)=(q \bar{q})^{\frac{-c}{24}} \sum_{\lambda_{L}, \lambda_{R}} \chi_{k, \lambda_{L}}(\tau, u) \bar{\chi}_{k, \lambda_{R}}(\tau, u) N_{\lambda_{R}, \lambda_{L}} \tag{4.97}
\end{equation*}
$$

where $q=\mathrm{e}^{2 i \pi \tau}, \lambda_{R}, \lambda_{L}$ denote the $G_{k}$ highest weights, and for the diagonal invariant $N_{\lambda_{R}, \lambda_{L}}=\delta_{\lambda_{R}, \lambda_{L}}$. The character can be written as,

$$
\begin{equation*}
\chi_{k, \lambda}(\tau, u)=\frac{M_{k, \lambda}(\tau, u)}{M_{0,0}(\tau, u)} \tag{4.98}
\end{equation*}
$$

with $M_{k, \lambda}$ defined explicitly for the $S U(2)$ case below. $\mathcal{Z}^{h h^{*}}(\tau, u)$ in (4.96) is the contribution of $h \in \frac{G^{c}}{G}$ at level $k+2 C_{G}$ or equivalently $h \in G$ at level $-(k+$ $\left.2 c_{G}\right)$. This takes the form $\mathcal{Z}^{h h^{*}}(\tau, u) \sim\left|M_{0,0}(\tau, u)\right|^{-2}$ indicating that $\frac{G^{c}}{G}$ contains just one conformal block. It is straightforward to calculate $\mathcal{Z}^{g h}(\tau, u)$, the ghost contribution to the partiton function $\mathcal{Z}^{g h}(\tau, u) \sim\left|M_{0,0}(\tau, u)\right|^{4}$. Thus there is a cancellation of the $\left|M_{0,0}(\tau, u)\right|$ factors and the resulting character is given by the numerator of the character of the "matter" sector. In the $\frac{G}{G}$ model it is $M_{k, \lambda}$. This cancellation property leads to an index interpretation for $M_{k, \lambda}$. For $G=S U(2)$ it was found that one can express,

$$
\begin{equation*}
M_{k, j}(\tau, \theta)=\sum_{l=-\infty}^{\infty} q^{(k+2)\left(l+\frac{j+\frac{1}{2}}{(k+2)}\right)^{2}} \sin \left\{\pi \theta\left[(k+2) l+j+\frac{1}{2}\right]\right\}, \tag{4.99}
\end{equation*}
$$

as

$$
\begin{equation*}
M_{k, j}(\tau, \theta)=\frac{1}{2 i} q^{\frac{\left(j+\frac{1}{2}\right)^{2}}{(k+2)}} \mathrm{e}^{i \pi \theta\left(j+\frac{1}{2}\right)} \operatorname{Tr}\left[(-)^{\hat{G}} q^{\hat{L}_{0}} \mathrm{e}^{\left.i \pi \theta \hat{J}_{(\text {tot })}^{0}\right]}\right. \tag{4.100}
\end{equation*}
$$

where $\theta=R e u, \hat{G}$ is the ghost number, $\hat{L}_{0}$ is the excitation level and $\hat{J}_{(\text {tot })}^{0}$ is the $J_{(\text {tot })}^{0}$ eigenvalue of the excitation. Note that $M_{k, j}(\tau, \theta)$ is obtained from the torus $M_{k, j}(\tau, u)$ by restricting to just one angle. This amounts to considering the propagation along a cylinder rather than around the torus. As long as we are interested in the spectrum it is sufficient to consider $M_{k, j}(\tau, \theta)$. This index interpretation enables us to read important information about the physical spectrum
from (4.99). For a positive integer $k, 2 j=0, \ldots, k$. Hence there are $k+1$ zero ghost number primary states which correspond to the first term in the $q$ expansion of the different $M_{k, j}$ s, i.e. the term corresponding to $l=0$ with $\hat{L}_{0}=\frac{j(j+1)}{k+2}$. On each of these states there is a whole tower of descendant states correponding to the higher terms in the $q$ expansion. For further discussion of the $G / G$ model the reader is referred to [9].

## 5

## Solitons and two-dimensional integrable models

### 5.1 Introduction

In the previous chapters we have addressed 2D field theories with no scale. As we discussed in Chapter 2, one cannot define an S-matrix for such theories. Generically physical systems are characterized by certain energy scales and the notion of S-matrix plays an important role. It is thus time to move forward and examine non-conformal field theories. Again we start our journey with the theory of a free scalar field, but now a massive one. We then move on and discuss interacting theories equipped with infinite numbers of conserved charges, the socalled integrable models, that resemble the free massive theory in a way that will be explained below.

### 5.2 From the theory of a massive free scalar field to integrable models

The classical action of a massive free scalar field is obviously the action of a massless scalar field with an additional mass term,

$$
\begin{equation*}
S=\int \mathrm{d}^{2} x\left[\frac{1}{2} \partial^{\mu} \phi \partial_{\mu} \phi-\frac{1}{2} m^{2} \phi^{2}\right], \tag{5.1}
\end{equation*}
$$

where $m$ is the mass scale which momentarily will be shown to be the mass of the particle associated with the field $\phi$. Unlike the analysis of CFTs there is no advantage here to the use of complex coordinates, so we will use real ones.

The corresponding equation of motion,

$$
\begin{equation*}
\partial^{\mu} \partial_{\mu} \phi+m^{2} \phi=0, \tag{5.2}
\end{equation*}
$$

is solved for the case of uncompactified space-time by the following Fourier transform,

$$
\begin{equation*}
\phi\left(x^{0}, x^{1}\right)=\int \frac{\mathrm{d} k^{1}}{\sqrt{2 \pi} \sqrt{k^{0}}}\left[a\left(k^{1}\right) \mathrm{e}^{-i k \cdot x}+a^{\dagger}\left(k^{1}\right) \mathrm{e}^{i k \cdot x}\right], \tag{5.3}
\end{equation*}
$$

where $\left(k^{0}\right)^{2}-\left(k^{1}\right)^{2}=m^{2}$.
A dramatic difference between the massless field discussed in Chapter 2, and the massive one we discuss here, shows up when analyzing the symmetries of the system.

The only transformations that leave the action invariant are the $\operatorname{ISO}(1,1)$ Poincare transformations, namely, the space and time translations and a single Lorentz transformation. These are,

$$
\begin{align*}
& x^{0} \rightarrow x^{0}+a^{0} \quad x^{1} \rightarrow x^{1}+a^{1} \\
& x^{0} \rightarrow x^{0}+a_{1}^{0} x^{1} \quad x^{1} \rightarrow x^{1}+a_{0}^{1} x^{0} \tag{5.4}
\end{align*}
$$

where the transformation parameters are constants and $a_{1}^{0}=a_{0}^{1}$. The fact that the parameters are constants, and not holomorphic and anti-holomorphic functions of the complex coordinates, has a tremendous impact, since it implies the absence of the powerful infinite-dimensional Virasoro algebra.

The corresponding Noether currents associated with the Poincare transformations are,

$$
\begin{align*}
T_{\mu \nu} & =\partial_{\mu} \phi \partial_{\nu} \phi-g_{\mu \nu} \mathcal{L}, \\
J_{\text {Lor }}^{\mu} \equiv J_{\text {Lor }}^{\mu 01} & =\epsilon_{\rho \nu} T^{\mu \rho} x^{\nu} . \tag{5.5}
\end{align*}
$$

However, since the space-time is two dimensional, there is an additional conserved current, the so-called topological current,

$$
\begin{equation*}
J_{\text {top }}^{\mu}=\epsilon^{\mu \nu} \partial_{\nu} \phi \tag{5.6}
\end{equation*}
$$

which is conserved regardless of the equations of motion, since obviously $\partial_{\mu} J_{\text {top }}^{\mu}=$ $\epsilon^{\mu \nu} \partial_{\mu} \partial_{\nu} \phi=0$. In fact this current is conserved for any interacting scalar field in 2 d , and as we will see later on it plays an important role in the analysis of soliton solutions of integrable models.

The theory of a free massive scalar field, as well as other scalar theories that will be addressed in this chapter, are obviously invariant under the discrete symmetry of,

$$
\begin{equation*}
\phi \rightarrow-\phi \tag{5.7}
\end{equation*}
$$

The canonical quantization was described in Section 1.6. The normal ordered Hamiltonian and momentum expressed in terms of the creation and annihilation operators take the form,

$$
\begin{equation*}
H=\int \mathrm{d} k^{1} \sqrt{\left(k^{1}\right)^{2}+m^{2}} a^{\dagger}\left(k^{1}\right) a\left(k^{1}\right) \quad \mathbf{P}=\int \mathrm{d} k^{1} k^{1} a^{\dagger}\left(k^{1}\right) a\left(k^{1}\right) \tag{5.8}
\end{equation*}
$$

The state $a^{\dagger}\left(k^{1}\right) \mid 0>$ is characterized by,

$$
\begin{equation*}
\mathbf{P} a^{\dagger}\left(p^{1}\right)\left|0>=p^{1} a^{\dagger}\left(p^{1}\right)\right| 0>\quad H a^{\dagger}(p)\left|0>=\sqrt{\left(p^{1}\right)^{2}+m^{2}} a^{\dagger}\left(p^{1}\right)\right| 0> \tag{5.9}
\end{equation*}
$$

and hence it is interpreted as a single free massive relativistic particle.
For the case of free single particles, the momentum and Hamiltonian can be generalized to an infinite set of conserved charges, like $Q_{n} \equiv P^{n}$ as,

$$
\begin{equation*}
Q_{n} a^{\dagger}(p)\left|0>=\left(p^{1}\right)^{n} a^{\dagger}(p)\right| 0> \tag{5.10}
\end{equation*}
$$

and similarly for powers of $p^{0}$.

The conserved charge $Q_{n}$ can also be represented as an integral in space. For odd $n=2 k+1$,

$$
\begin{equation*}
Q_{2 k+1}=\int \mathrm{d} x\left[\phi^{(2 k+1)}(t, x) \dot{\phi}(t, x)+\text { hermitian conjugate }\right], \tag{5.11}
\end{equation*}
$$

where $\phi^{(n)}$ is $n$ derivatives of space on $\phi, t$ is $x^{0}$ and $x$ is $x^{1}$. For even $n$ it is a bit more complicated, but can be evaluated similarly. Note that the expression is local.

We elevate the field theory associated with a free massive scalar particle into a non-trivial interacting integrable model by replacing the mass term with a potential for the scalar field. It will be shown that identifying in such interacting field theories, an infinite set of conserved charges similar to the one of the free theory, will be a key ingredient in constructing integrable models. This will be discussed in Section 5.10.

A more general construction of integrable models is based on perturbing conformal field theories, which were discussed in Chapter 3, with relevant primary fields, namely, those that have conformal dimension $\Delta+\bar{\Delta}<2 .{ }^{1}$ This class of models, which will include in particular the integrable minimal models, will be discussed in Section 5.9.

A very basic notion in scalar theories with interacting potential is the solitonic classical configurations, which will be the topic of the next section.

### 5.3 Classical solitons

We now let the massive particles interact with each other. The interaction is introduced in the form of a potential added to the Lagrangian of the free scalar field theory. Our first task in analyzing this type of field theories is to determine the solutions of the classical equations of motion. We start first with solitons, which are static solutions of finite energy, and then move on to time-dependent solutions.

The "classical" material about solitons is described in great detail in several books, in particular in [182], [66] and [183]. For "nontopological solitons" see [149].

Consider a two-dimensional scalar field described by the following action,

$$
\begin{align*}
S & =\int \mathrm{d}^{2} x\left[\frac{1}{2} \partial_{\mu} \phi \partial^{\mu} \phi-V(\phi)\right] \\
& =\int \mathrm{d}^{2} x\left[\frac{1}{2}(\dot{\phi})^{2}-\frac{1}{2}\left(\phi^{\prime}\right)^{2}-V(\phi)\right], \tag{5.12}
\end{align*}
$$

[^18]where 'and ' refer to time and space derivatives and $V(\phi)$ is a positive semidefinite function of $\phi$. The corresponding equation of motion is given by,
\[

$$
\begin{equation*}
\partial_{\mu} \partial^{\mu} \phi+\partial_{\phi} V(\phi)=\ddot{\phi}-\phi^{\prime \prime}+\partial_{\phi} V(\phi)=0 \tag{5.13}
\end{equation*}
$$

\]

The energy associated with a given configuration of $\phi$ is,

$$
\begin{equation*}
E=\int \mathrm{d} x\left[\frac{1}{2}(\dot{\phi})^{2}+\frac{1}{2}\left(\phi^{\prime}\right)^{2}+V(\phi)\right] \tag{5.14}
\end{equation*}
$$

Let us assume that the potential has a set of $N$ absolute minima at which it vanishes, namely $V\left(\phi^{i}\right)=0$ for $i=1, \ldots, N$. If $\phi^{i}$ are constants independent of space-time, then the corresponding energy vanishes, and in fact $E(\phi)=0$ if and only if $\phi(x, t)=\phi^{i}$.

Static solutions of the equation of motion are determined by,

$$
\begin{equation*}
\phi^{\prime \prime}-\partial_{\phi} V(\phi)=0 \tag{5.15}
\end{equation*}
$$

Solitons which have finite energy, must have $\phi^{\prime}$ and $V(\phi)$ vanish rapidly enough at $\pm \infty$, and thus must approach asymptotically one of the configurations $\phi^{i}$ that minimizes the potential, namely

$$
\begin{equation*}
\lim _{x \rightarrow \infty} \phi(x) \rightarrow \phi^{i}, \quad \lim _{x \rightarrow-\infty} \phi(x) \rightarrow \phi^{j} \tag{5.16}
\end{equation*}
$$

Solving (5.15) is equivalent to solving a mechanical system where $x$ becomes the time, $\phi$ the coordinate of a point particle of a unit mass subjected to a potential $-V(\phi)$, and $E_{\text {mech }}=\frac{1}{2} \phi^{\prime 2}-V(\phi)$ is the conserved energy of the system. The boundary conditions where at $x \rightarrow \pm \infty V(\phi) \rightarrow 0$ and $\phi^{\prime} \rightarrow 0$ implies that $E_{\text {mech }}=0$. The energy of the field theory (5.14) translates into the action of the mechanical system. The particle trajectory is therefore characterized by having finite action and vanishing mechanical energy. The virial theorem for the particle system has the form,

$$
\begin{equation*}
\frac{1}{2}\left(\phi^{\prime}\right)^{2}=V(\phi) \tag{5.17}
\end{equation*}
$$

which is also easily derivable in field theory language by multiplying (5.15) by $\phi^{\prime}$, integrating over $x$ and using the boundary conditions.

From the mechanical analog it is clear that:
(i) there is no non-trivial solution for a potential with a single minimum.
(ii) For a potential with $n$ minima there are $2(n-1)$ solutions associated with trajectories starting at $x \rightarrow-\infty$ at $\phi^{i}$ and ending at $x \rightarrow \infty$ at $\phi^{i+1}$ and vice versa. Trajectories where instead the particle ends at $\phi^{j>i+1}$ or back to $\phi^{i}$ are impossible, since all the derivatives $\frac{d^{n} \phi}{d x^{n}}$ vanish at $\phi^{i+1}$ so the particle that gets to this point will not be able to leave it.

The equation of motion (5.15) has solutions of the form,

$$
\begin{equation*}
x-x_{0}= \pm \int_{\phi\left(x_{0}\right)}^{\phi(x)} \frac{\mathrm{d} \tilde{\phi}}{\sqrt{2 V(\tilde{\phi})}} \tag{5.18}
\end{equation*}
$$

where $x_{0}$ the integration constant is any arbitrary point where the field has the value of $\phi\left(x_{0}\right)$. The integral is non-singular apart from the end-points since everywhere else $V(\phi)$ is positive.

## Classical solitons of $\lambda \phi^{4}$ theory

Let us now demonstrate the general features of solitons discussed in the previous section with the prototype model of the a potential with a quartic interaction. Consider the potential,

$$
\begin{equation*}
V(\phi)=\frac{1}{4} \lambda\left(\phi^{2}-\frac{m^{2}}{\lambda}\right)^{2} \tag{5.19}
\end{equation*}
$$

which has two minima at $\phi= \pm \frac{m}{\sqrt{\lambda}}$ and is obviously invariant under $\phi \rightarrow-\phi$. Substituting this potential into (5.18) and inverting it one finds when setting $\phi\left(x_{0}\right)=0$ the following two possible solutions,

$$
\begin{equation*}
\phi(x)= \pm \frac{m}{\sqrt{\lambda}} \tanh \left[\frac{m}{\sqrt{2}}\left(x-x_{0}\right)\right] \tag{5.20}
\end{equation*}
$$

which corresponds to either starting at $\phi=-\frac{m}{\sqrt{\lambda}}$ and ending at $\phi=\frac{m}{\sqrt{\lambda}}$, or vice versa. The former will be called a "kink" and the latter an "anti-kink". The invariance under $\phi \rightarrow-\phi$ and parity transformation are easily realized in the kink anti-kink system, namely, $\phi_{\text {kink }}(x)=-\phi_{\text {anti-kink }}(x)$, and for $x_{0}=0$ also $=-\phi_{\text {kink }}(-x)$ (otherwise reflect around $x_{0}$ ).

The energy density of the kink solution is given by

$$
\begin{equation*}
\epsilon(x)=\frac{1}{2}\left(\phi^{\prime}\right)^{2}+V(\phi)=\frac{m^{4}}{2 \lambda} \operatorname{sech}^{4}\left[\frac{m}{\sqrt{2}}\left(x-x_{0}\right)\right] . \tag{5.21}
\end{equation*}
$$

The total classical energy, which is refered to as the classical mass of the kink is (as our soliton is like a particle at rest),

$$
\begin{equation*}
M_{\mathrm{cl}}=\int_{-\infty}^{\infty} \mathrm{d} x \epsilon(x)=\frac{2 \sqrt{2}}{3} \frac{m^{3}}{\lambda} . \tag{5.22}
\end{equation*}
$$

## Classical solitons of sine-Gordon theory

The sine-Gordon model, which will serve as a prototype model throughout this chapter is defined by the action given in (5.12) with the potential,

$$
\begin{equation*}
V(\phi)=-\frac{m^{4}}{\lambda}\left[\cos \left(\frac{\sqrt{\lambda}}{m} \phi\right)-1\right] \tag{5.23}
\end{equation*}
$$

Later in Section 5.4 we will adopt a different convention where,

$$
\begin{equation*}
\frac{\sqrt{\lambda}}{m}=\beta \quad \mu^{2}=\frac{m^{3}}{\sqrt{\lambda}} \tag{5.24}
\end{equation*}
$$

In terms of this parametrization the potential reads,

$$
\begin{equation*}
V(\phi)=-\frac{\mu^{2}}{\beta}[\cos (\beta \phi)-1] . \tag{5.25}
\end{equation*}
$$

The potential has an infinite set of discrete vacua at $\phi^{k}=2 \pi k \frac{m}{\sqrt{\lambda}}$ and again it is invariant under $\phi \rightarrow-\phi$. As for the $\phi^{4}$ case, here as well the integral in (5.18) can be solved analytically. For the soliton that goes from 0 to $\frac{m}{\sqrt{\lambda}} 2 \pi$ and vice versa for the anti-soliton, and choosing $\phi\left(x_{0}\right)=\frac{m}{\sqrt{\lambda}} \pi$, we get,

$$
\begin{equation*}
\phi(x)=4 \frac{m}{\sqrt{\lambda}} \tan ^{-1}\left[\mathrm{e}^{ \pm m\left(x-x_{0}\right)}\right] . \tag{5.26}
\end{equation*}
$$

Adding $\frac{m}{\sqrt{\lambda}} 2 n \pi$ to this, gives a soliton that goes from $\frac{m}{\sqrt{\lambda}} 2 n \pi$ to $\frac{m}{\sqrt{\lambda}} 2(n+1) \pi$, and vice versa for the anti-soliton. The soliton has a topological charge associated with (5.6) of $Q=1$, the anti-soliton $Q=-1$.

Substituting the explicit expression of the soliton profile (5.26) into the expression for the energy one finds that the mass of the SG soliton is

$$
\begin{equation*}
M_{\mathrm{SG} \text { sol }}=\frac{8 m^{3}}{\lambda}=\frac{8 m}{\beta^{2}} \tag{5.27}
\end{equation*}
$$

## Classical stability of the solitons

So far we have shown that scalar field theories with degenerate vacua admit soliton solutions. Let us now address the question of whether these solutions are stable against small time-dependent perturbation. Consider the field configuration,

$$
\begin{equation*}
\phi(x, t)=\phi_{\mathrm{sol}}(x)+\delta \phi(x, t), \tag{5.28}
\end{equation*}
$$

where $\phi_{\text {sol }}(x)$ is a time-independent soliton solution and $\delta(x, t)$ is a small perturbation. Substituting this configuration into the equation of motion and retaining only linear terms in the perturbation we get,

$$
\begin{equation*}
\partial^{\mu} \partial_{\mu} \delta \phi+V^{\prime \prime}\left(\phi_{\mathrm{sol}}\right) \delta \phi=0 \tag{5.29}
\end{equation*}
$$

Since the equation is invariant under time translation, we express the perturbation as a superposition of normal modes in the following form,

$$
\begin{equation*}
\delta \phi(x, t)=\sum_{n} \operatorname{Re}\left[a_{n} \mathrm{e}^{i w_{n} t} \delta_{n}(x)\right] . \tag{5.30}
\end{equation*}
$$

The normal modes obey the equation,

$$
\begin{equation*}
-\frac{\mathrm{d}^{2} \delta_{n}}{\mathrm{~d} x^{2}}+V^{\prime \prime}\left(\phi_{\mathrm{sol}}\right) \delta_{n}=w_{n}^{2} \delta_{n} \tag{5.31}
\end{equation*}
$$

which is in fact a one-dimensional Schrodinger equation with $V^{\prime \prime}\left(\phi_{\text {sol }}\right)$ as a potential. If this equation has eigenmodes with negative eigenvalues, the soliton is unstable.

It is easy to construct one eigenmode. Since the soliton is invariant under space translation $\phi_{\text {sol }}(x) \rightarrow \phi_{\text {sol }}(x+a), \delta_{0}=\frac{\mathrm{d} \phi_{\text {sol }}(x)}{\mathrm{d} x}$ is an eigenmode with a vanishing eigenvalue. Now since the soliton is a monotonic function of $x, \delta_{o}$ does not have nodes. A theorem about a one-dimensional Schrodinger equation tells us that the eigenmode with no nodes has the lowest eigenvalue and hence there are no negative modes and the soliton for any $V(\phi)$ is indeed stable.

## The topological charge

Any two-dimensional scalar field theory in two dimensions admits the topological current (5.6), $J_{\text {top }}^{\mu}=\mathrm{e}^{\mu \nu} \partial_{\nu} \phi$. Thus, the following difference is a conserved charge,

$$
\begin{equation*}
Q_{\mathrm{top}}=\int \mathrm{d} x \phi^{\prime}=[\phi(t,+\infty)-\phi(t,-\infty)] \equiv \phi_{+}-\phi_{-} \tag{5.32}
\end{equation*}
$$

Often one refers to $\phi_{ \pm}$as the topological indices. In fact for theories with a potential that has a discrete number (finite or infinite) of vacua, non-singular field configurations of finite energy have both $\phi_{+}$and $\phi_{-}$separately conserved. This results from the following argument. Finite energy implies that both $\phi_{+}$ and $\phi_{-}$are at absolute minima of the potential. Now since the non-singular configurations are continuous in time, and the potential has a set of discrete (finite or infinite) vacua, $\phi(t, \infty)$ must be stationary at $\phi_{+}$, or $\partial_{0} \phi(t, \pm \infty)=$ $\partial_{0} \phi_{ \pm}=0$, namely the indices are conserved.

In fact this conservation can be used to show the existence of non-dissipative solutions. For instance in the $\phi^{4}$ theory we can show that a configuration with $\phi_{+}=-\phi_{-}$is non dissipative. By continuity in $x$ there must be, for any $t$, some $x$ for which $\phi=0$. At this point $T_{00} \geq V(0)$ and since the definition of a dissipative solution is that the $\lim _{t \rightarrow \infty} \max _{x} T_{00}=0$ it is clear that it is non-dissipative. Similar arguments hold for other cases of solitons.

Thus, one can divide the space of finite-energy non-singular solutions into topologically disconnected sub-spaces that are characterized by the two indices $\phi_{ \pm}$. Such a sub-space cannot be continuously deformed into another one unless the finite energy condition is violated. For instance, in the $\phi^{4}$ theory, the potential has two minima so that $\phi_{+}=\frac{m}{\lambda}$ and $\phi_{-}=-\frac{m}{\lambda}$. Hence, there are four subspaces $(-,+),(+,-),(-,-),(+,+)$ associated with the soliton, the anti-soliton and the two trivial constant vacuum solutions. For the sine-Gordon the solitons belong to the subspaces characterized by $\phi_{-}=2 \pi n \frac{m}{\sqrt{\lambda}}$ and $\phi_{+}=2 \pi(n+1) \frac{m}{\sqrt{\lambda}}$.

Obviously, non-trivial topological charges require multiple vacua. The latter situation occurs if and only if there is a spontaneous breaking of a symmetry. For instance in $\phi^{4}$ and sine-Gordon it is the discrete $\phi \rightarrow-\phi$ symmetry which is broken.

## Derrick's theorem

Consider a scalar field theory in $D+1$ space-time dimensions described by the Lagrangian density,

$$
\begin{equation*}
\mathcal{L}=\frac{1}{2} \partial^{\mu} \phi \partial_{\mu} \phi-V(\phi), \tag{5.33}
\end{equation*}
$$

where the potential $V(\phi)$ is non-negative and vanishes at its minima. The theorem states that for $D \geq 2$ the only non-singular time-independent solutions of finite energy are the vacua.

Let us denote by $\phi(\mathbf{x})$ a time-independent solution of the equation of motion. We now introduce a one-parameter family of field configurations defined as,

$$
\begin{equation*}
\phi(\lambda, \mathbf{x})=\phi(\lambda \mathbf{x}) \tag{5.34}
\end{equation*}
$$

where $\lambda$ is a positive real number. The energy associated with the configuration $\phi(\lambda, \mathbf{x})$ is,

$$
\begin{equation*}
E(\lambda)=\lambda^{-D} \int \mathrm{~d}^{D} \mathbf{x}\left[\frac{1}{2} \lambda^{2}(\nabla \phi)^{2}+V(\phi)\right] \tag{5.35}
\end{equation*}
$$

By Hamilton's principle the energy as a function of $\lambda$ is stationary at $\lambda=1$ so that,

$$
\begin{equation*}
\int \mathrm{d}^{D} \mathbf{x}\left[\frac{1}{2}(D-2)(\nabla \phi)^{2}+D V(\phi)\right]=0 \tag{5.36}
\end{equation*}
$$

For $D>2$ the two terms in the integral have to vanish separately, which occurs only for the vacua. For $D=2$, the potential term has to vanish, which again occurs only for the vacua. This proves the theorem.

The following remarks are in order:
(i) Derrick's theorem applies only to time-independent configurations.
(ii) It applies to field theories with only scalar fields. Once one introduces additional fields like gauge fields or fermions the theorem is not valid (see Section 20.3).

### 5.4 Breathers or "doublets"

So far we have discussed only time-independent solutions of the equations of motion. A natural question to ask is whether the equations also admit exact time-dependent solutions. Another question, seemingly unrelated, is that of the interactions between solitons and between solitons and anti-solitons. We will see shortly that these two puzzles are in fact related. We now proceed to examine these questions in the laboratory of the sine-Gordon model.

The following periodic configuration,

$$
\begin{equation*}
\phi(x, t)=\frac{4}{\beta} \tan ^{-1}\left[\frac{\eta \sin (w t)}{\cosh (\eta w x)}\right] \tag{5.37}
\end{equation*}
$$

where $\eta=\frac{\sqrt{\left(m^{2}-w^{2}\right)}}{w}$, with $w \leq m$, is a solution of the equation of motion (5.13). We will show now that this solution is related to a bound state of a soliton and anti-soliton.

Consider first the simple case of small $w$, namely $w \ll m$. For positive $\sin (w t)$ and finite $x$, the argument of $\tan ^{-1}$ is very large, and thus $\phi \sim \frac{2 \pi}{\beta}$. When $x$ approaches $-\infty$ we can approximate $\phi(x, t)$ as,

$$
\begin{equation*}
\phi(x, t) \sim \frac{4}{\beta} \tan ^{-1}\left[\exp \left(m x+\ln \left[\frac{2 m}{w} \sin (w t)\right]\right)\right] \tag{5.38}
\end{equation*}
$$

which looks like a soliton to the left. Similarly, it looks like an anti-soliton to the right. The soliton and anti-soliton move further apart as $\sin (w t)$ increases to one, and then when $\sin (w t)$ decreases they approach each other. As $\sin (w t) \rightarrow 0$ the approximation that lead to (5.38) is no longer valid, in accordance with the fact that in this region the soliton and anti-soliton are on top of each other. A similar discussion applies also for negative $\sin (w t)$. It is thus clear that the solution (5.37) describes an oscillation of a soliton anti-soliton pair around their common center of mass.

Revealing a bound state solution implies that the system must be attractive at least in a certain region of the "coupling constant". Indeed if one uses the coupling constant,

$$
\begin{equation*}
\xi=\frac{\pi \beta^{2}}{8 \pi-\beta^{2}} \tag{5.39}
\end{equation*}
$$

then

$$
\begin{array}{rll}
\infty>\xi>\pi & \text { repulsive interaction } \\
\xi=\pi & \text { free particle } \\
\pi>\xi>0 & \text { attractive interaction } \tag{5.40}
\end{array}
$$

As will be clarified in the next chapter, the case of $\xi=\pi$ corresponds to a free massive Dirac fermion. This will be further discussed in Section 6.1 as a bosonization of the free massive Dirac fermion. Also, the attractive region corresponds to positive coupling of a four-fermion interaction, namely attraction, while the repulsive region above corresponds to a negative coupling four-fermion. The case of negative $\xi$ leads to no ground state.

If indeed the breather describes a bound state, it has to have a mass which is smaller than twice the mass of the soliton. It is easy to compute the classical energy associated with (5.37) at $t=0$, since both the potential and the $\phi^{\prime}$ vanish. Thus,

$$
\begin{equation*}
E_{\text {breather }}^{(\text {clas }}=\int \mathrm{d} x\left[\frac{1}{2}(\dot{\phi})^{2}\right]=\frac{8(\eta w)^{2}}{\beta^{2}} \int \mathrm{~d} x \frac{1}{\cosh ^{2}(\eta w x)}=2 M_{\mathrm{sol}} \sqrt{1-\left(\frac{w}{m}\right)^{2}} \tag{5.41}
\end{equation*}
$$


(a)

(b)

(c)

Fig. 5.1. Normal-order correction of the coupling (a), a correction to $m^{2}$ (b) and the lowest-order contribution to $\delta m^{2}$ (c).
where $M_{\text {sol }}$ is the mass of the soliton. This verifies the existence of a binding energy since the mass of the breather is less than twice the mass of the soliton. In Section 5.5.1 the quantum description of the bound states will be addressed, and their scattering processes in Section 5.6.

### 5.5 Quantum solitons

The quantization of the soliton and breather was worked out in [74].
The classical mass of the soliton is $M=\frac{8 m}{\beta^{2}}$, as in (5.27). Quantum mechanically this mass is corrected due to quantum fluctuations. We parametrize these space-time-dependent fluctuations as,

$$
\begin{equation*}
\phi_{s} \rightarrow \phi_{s}+\sum_{n} \operatorname{Re}\left[\mathrm{e}^{i w_{n} t} \delta_{n}(x)\right] . \tag{5.42}
\end{equation*}
$$

The normal modes $\delta_{n}(x)$ obey the equation,

$$
\begin{equation*}
\left[-\partial_{x}^{2}+m^{2} \cos \left(\beta \phi_{s}\right)\right] \delta_{n}(x)=w_{n}^{2} \delta_{n}(x) \tag{5.43}
\end{equation*}
$$

The leading order of the quantum mass is then given by

$$
\begin{equation*}
M_{\text {quantum }}=M_{s}+\frac{1}{2} \sum_{n} w_{n}+V_{\mathrm{ct}}\left(\phi_{s}\right), \tag{5.44}
\end{equation*}
$$

where $V_{\mathrm{ct}}\left(\phi_{s}\right)$ is a counter term that one has to add to the Lagrangian.
In two dimensions the only source of UV divergences in any order of perturbation theory are diagrams that contain a loop consisting of a single internal line. Stated differently, UV divergences are due to the fact that the action is not normal ordered. The corresponding diagrams are depicted in Figure 5.1. In fact the corrections (a) and (b) cancel and the only corrections follow from (c).

Let us first recall the normal ordering of $\phi^{2}(x)$, namely,

$$
\begin{equation*}
\phi^{2}(x)=: \phi^{2}(x):_{m}+\frac{1}{4 \pi} \int \frac{\mathrm{~d} k}{\sqrt{k^{2}+m^{2}}} \tag{5.45}
\end{equation*}
$$

where : $:_{m}$ indicates that the normal ordering is performed for a scalar of mass $m$. The last integral in obviously divergent so one introduces a cutoff $\Lambda \gg m$
such that

$$
\begin{equation*}
\frac{1}{4 \pi} \int_{-\Lambda}^{\Lambda} \frac{\mathrm{d} k}{\sqrt{k^{2}+m^{2}}}=\frac{1}{4 \pi} \ln \frac{4 \Lambda^{2}}{m^{2}}+O\left(\frac{m^{2}}{\Lambda^{2}}\right) . \tag{5.46}
\end{equation*}
$$

For a general potential $V(\phi)$, Wick's theorem tells us that,

$$
\begin{equation*}
V(\phi)=:\left[\mathrm{e}^{\frac{1}{8 \pi} \ln \frac{4 \Lambda^{2}}{m^{2}} \frac{\mathrm{~d}^{2}}{\mathrm{~d} \phi^{2}}} V(\phi)\right]:_{m} . \tag{5.47}
\end{equation*}
$$

If one expands the exponent one finds a term with no contraction, next, with one contraction etc. We can pass from normal ordering at mass $m$ to normal ordering at $\tilde{m}$. This transformation is independent of the cutoff, since

$$
\begin{equation*}
: \phi^{2}:_{m}=: \phi^{2}:_{\tilde{m}}+\frac{1}{4 \pi} \ln \frac{m^{2}}{\tilde{m}^{2}} \tag{5.48}
\end{equation*}
$$

and hence

$$
\begin{equation*}
: V(\phi):_{m}=:\left[\mathrm{e}^{\frac{1}{8 \pi} \ln \frac{m^{2}}{\tilde{m}^{2}} \frac{\mathrm{~d}^{2}}{\mathrm{~d} \phi^{2}}} V(\phi)\right]:_{\tilde{m}} . \tag{5.49}
\end{equation*}
$$

When applied to the sine-Gordon case, the normal-ordered potential takes the form,

$$
\begin{equation*}
\frac{m^{2}}{\beta^{2}}:[\cos (\beta \phi)-1]:_{m} \frac{\left(m^{2}-\delta m^{2}\right)}{\beta^{2}}[\cos (\beta \phi)-1] \tag{5.50}
\end{equation*}
$$

and where to the lowest order in $\beta$,

$$
\begin{equation*}
\delta m^{2}=-\frac{m^{2} \beta^{2}}{4 \pi} \int^{\Lambda} \frac{\mathrm{d} k}{\sqrt{k^{2}+m^{2}}} . \tag{5.51}
\end{equation*}
$$

Thus the counterterm potential reads,

$$
\begin{equation*}
V_{\text {counter }}(\phi)=-\frac{\delta m^{2}}{\beta^{2}} \int_{-\infty}^{\infty} \mathrm{d} x\left[\left(1-\cos \left(\beta \phi_{s}\right)\right]-E_{\text {vacuum }}\right. \tag{5.52}
\end{equation*}
$$

where we further subtracted the energy of the vacuum. Finally the quantum mass takes the form

$$
\begin{equation*}
M_{\text {quantum }}=M_{s}+\frac{1}{2} \sum_{n} w_{n}-\frac{\delta m^{2}}{\beta^{2}} \int_{-\infty}^{\infty} \mathrm{d} x\left[\left(1-\cos \left(\beta \phi_{s}\right)\right]-\frac{1}{2} \sum_{n} \sqrt{k_{n}^{2}+m^{2}},\right. \tag{5.53}
\end{equation*}
$$

where $k_{n}=\frac{2 \pi}{L}$, with $L$ the size of the quantization length, to be sent to $\infty$ at the end of the calculation.

When substituting the set of all the frequencies $w_{n}$ associated with solutions of (5.43) one finds that the quantum mass is finite and reads,

$$
\begin{equation*}
M_{\text {quantum }}=\frac{8 m}{\beta^{2}}-\frac{m}{\pi}=\frac{m}{\xi} \tag{5.54}
\end{equation*}
$$

up to corrections of order $m \beta^{2}$.

### 5.5.1 Quantization of the breather

Next we discuss the quantization of the classical time-dependent breather solution. First, as a warm up exercise, compute the spectrum approximately, using the Bohr-Sommerfeld "old quantization procedure". Adapting this recipe to field theory states that a one parameter family of periodic fields characterized by the period $\tau=\frac{2 \pi}{w}$ has an energy eigenstate whenever

$$
\begin{equation*}
\int_{0}^{\tau} \mathrm{d} t \int \mathrm{~d} x \pi(x, t) \partial_{0} \phi(x, t)=2 \pi N \tag{5.55}
\end{equation*}
$$

where $N$ is an integer.
Using the relation between the Hamiltonian and Lagrangian densities, $\mathcal{H}=$ $\pi \partial_{0} \phi-\mathcal{L}$, we find after integrating over one period that,

$$
\begin{equation*}
E \tau=2 \pi N-\int_{0}^{\tau} \mathrm{d} t \int \mathrm{~d} x \mathcal{L} . \tag{5.56}
\end{equation*}
$$

By differentiating with respect to $\tau$ (with $N$ varying as a function of it, by analytic continuation), and using the equations of motion we find,

$$
\begin{equation*}
\frac{\mathrm{d} N}{\mathrm{~d} E}=\frac{1}{w}=\frac{1}{m} \frac{1}{\sqrt{1-\frac{E^{2}}{4 M^{2}}}} \tag{5.57}
\end{equation*}
$$

where the expression for $w$ in terms of $E$ and $M$ follows from the calculation of the energy which can be performed most conveniently at $t=0$, as was done in (5.41).

Integrating this equation and using a natural boundary condition that $N=0$ for $E=0$ the Bohr-Sommerfeld procedure predicts the following spectrum,

$$
\begin{equation*}
M_{N}=2 M_{\mathrm{sol}} \sin \left(\frac{N \beta^{2}}{16}\right) \quad N=1,2, \ldots,<\frac{8 \pi}{\beta^{2}} \tag{5.58}
\end{equation*}
$$

Next we would like to describe the quantization procedure of Dashes, Hasslacher and Neveu (DHN). The classical action of the breather solution per period $\tau=\frac{2 \pi}{w}$ is determined by substituting the breather solution (5.37) into the action and integrating,

$$
\begin{equation*}
S_{\mathrm{cl}}\left(\phi_{b}\right)=\frac{32 \pi}{\beta^{2}}\left[\cos ^{-1}\left(\frac{w}{m}\right)-\eta\right] \tag{5.59}
\end{equation*}
$$

The stability of the breather solution is determined by the requirement that there are no negative eigenmodes to the stability equation,

$$
\begin{equation*}
\left[\partial^{\mu} \partial_{\mu}+m^{2} \cos \left(\beta \phi_{b}\right)\right] \delta_{n}(x, t)=0 \tag{5.60}
\end{equation*}
$$

where $\delta_{n}(x, t)$, which obeys $\delta_{n}(x, t+\tau)=\mathrm{e}^{i \nu_{n}} \delta_{n}(x, t)$, is the fluctuation of the breather solution. The set of all the solutions of this equation was written down by DHN [74].

The corresponding spectrum of $\nu_{n}$ reads,

$$
\begin{equation*}
\nu_{0}=0 \quad \nu_{1}=0 \quad \nu_{n}=\frac{2 \pi}{w} \sqrt{m^{2}+q_{n}^{2}} \tag{5.61}
\end{equation*}
$$

where $q_{n}$ obeys the equations

$$
\begin{equation*}
L q_{n}+f\left(q_{n}\right)=2 \pi n \quad f\left(q_{n}\right)=4 \tan ^{-1}\left(\frac{\eta w}{q_{n}}\right) \tag{5.62}
\end{equation*}
$$

and where $L$ is the size of the space direction. The two vanishing frequencies are associated with the invariance under space and time translations.

The WKB semi-classical quantization determines the energy level of the breather solution via the conditions,

$$
\begin{gather*}
E_{\mathrm{cl}}\left(\phi_{b}\right)+E_{\mathrm{ct}}\left(\phi_{b}\right)-1 / 2 \sum_{0}^{\infty} \frac{w^{2}}{2 \pi} \partial_{w} \nu_{n}=E \\
S_{\mathrm{cl}}\left(\phi_{b}\right)+S_{\mathrm{ct}}\left(\phi_{b}\right)+\frac{2 \pi E}{w\left(\phi_{b}\right)}-1 / 2 \sum_{0}^{\infty} \nu_{n}=2 \pi N, \tag{5.63}
\end{gather*}
$$

where $E_{\mathrm{ct}}$ and $S_{\mathrm{ct}}$ are the energy and action associated with the counterterm. In the limit of $L \rightarrow \infty$ the sum over $q_{n}$ turns into an integral. The integral has a quadratic as well as logarithmic divergences. These divergences will be cancelled out by the contribution of the counterterm such that $S_{\mathrm{cl}}\left(\phi_{b}\right)+S_{\mathrm{ct}}\left(\phi_{b}\right)-$ $1 / 2 \sum_{0}^{\infty} \nu_{n}$ is the same as the $S_{\mathrm{cl}}\left(\phi_{b}\right)$ given above with the renormalization of the coupling constant $\beta^{2} \rightarrow \xi=\frac{\pi \beta^{2}}{8 \pi-\beta^{2}}$. Using this result it is easy to determine the energy,

$$
\begin{equation*}
E=-\frac{\mathrm{d}}{\mathrm{~d} \tau}\left(S_{\mathrm{cl}}\left(\phi_{b}\right)+S_{\mathrm{ct}}\left(\phi_{b}\right)-1 / 2 \sum_{0}^{\infty} \nu_{n}\right) \frac{2 w \eta}{\xi} \tag{5.64}
\end{equation*}
$$

Substituting this into the second equation of (5.63) one finds that the energy levels take the form,

$$
\begin{equation*}
M_{N}=\frac{2 m}{\xi} \sin \left(\frac{N \xi}{2}\right) \quad N=1,2, \ldots,<\frac{\pi}{\xi} \tag{5.65}
\end{equation*}
$$

Note that in spite of the fact that the quantization condition permits any $N$, only if it is smaller than $\frac{\pi}{\xi}$ the classical breather solution exists. Thus the interpretation of this result is that there is a finite number of quantum bound states corresponding to the classical breather solution. Even though the derivation of the mass spectrum of the bound states was based on a Wentzel, Krames and Brillonin (WKB) approximation, the final result turns out to be exact. This statement follows from the analysis of the physical poles of soliton anti-soliton scattering, and already indicated in perturbation theory from two loops. The latter, though, works for mass ratios only, in view of scale dependence for the normal ordering of each individual mass.

The spectrum (5.65) can be re-written in terms of the mass of the quantum soliton. Using (5.54) this takes the form,

$$
\begin{equation*}
M_{N}=2 M_{\mathrm{sol}} \sin \left(\frac{N \xi}{2}\right) \quad N=1,2, \ldots,<\frac{\pi}{\xi} \tag{5.66}
\end{equation*}
$$

which indicates that the quantum breather states are indeed bound states of a quantum soliton anti-soliton pair.

At weak coupling $N \beta^{2} \ll 1$, the mass spectrum reads,

$$
\begin{equation*}
M_{N}=N m\left[1-\frac{1}{6}\left(\frac{N \beta^{2}}{16}\right)^{2}+O\left(N^{2} \beta^{6}\right)\right] . \tag{5.67}
\end{equation*}
$$

Thus at weak coupling the lowest bound state has a mass of,

$$
\begin{equation*}
M_{1}=m\left[1-\frac{1}{6}\left(\frac{\beta^{2}}{16}\right)^{2}+O\left(\beta^{6}\right)\right] \tag{5.68}
\end{equation*}
$$

showing that first bound state is in fact the "elementary" boson of the theory. Moreover the higher bound states have a mass which is $N M_{1}+O\left[\left(\beta^{2}\right)^{2} N(1-\right.$ $\left.N^{2}\right)$ ], namely bound states of $N$ elementary bosons. These bound states are loosely bound with a binding energy of $\frac{m}{6}\left(\frac{\beta^{2}}{16}\right)^{2} N\left(N^{2}-1\right)$. Using perturbation theory one can show that each of these states is stable against decay to states with lower $N$. In fact the stability turns out to be an exact statement. The source of the stability of these states is the set of infinitely conserved charges as will be discussed in the following section.

### 5.6 Integrability and factorized S-matrix

One of the first papers that discusses integrability of the S-matrix is the seminal paper [235]. We follow this paper in describing the basic notions of integrability. The Yang-Baxter relations were derived in [230] and [29] and S-matrix results for solitons and breathers of the sine-Gordon model are analyzed in [198].

Consider an integrable theory with $\infty$ of conserved charges $Q^{n}$ diagonalized in the single particle base such that

$$
\begin{equation*}
Q_{n}\left|p^{(a)}>=w_{n}^{(a)}(p)\right| p^{(a)}>, \tag{5.69}
\end{equation*}
$$

where $p$ is the momentum of the particle and ( $a$ ) denotes its type. For the sineGordon case the eigenvalues $w_{n}^{(a)}(p)$ are given by,

$$
\begin{equation*}
w_{2 n+1}^{(a)}(p)=p^{2 n+1}, \quad w_{2 n}^{(a)}(p)=p^{2 n} \sqrt{p^{2}+m_{a}^{2}} . \tag{5.70}
\end{equation*}
$$

In general one assumes that the $w_{n}^{(a)}(p)$ form a set of independent functions. A multiple particle in or out state obeys

$$
\begin{equation*}
Q_{n} \mid p_{1}^{\left(a_{1}\right)} \ldots p_{k}^{\left(a_{k}\right)}, \text { in }>=\sum_{i=1}^{k} w_{n}^{\left(a_{i}\right)}\left(p_{i}\right) \mid p_{1}^{\left(a_{1}\right)} \ldots p_{k}^{\left(a_{k}\right)}, \text { in }> \tag{5.71}
\end{equation*}
$$

and since the charges $Q_{n}$ are conserved one finds that,

$$
\begin{equation*}
\sum_{i \in \text { in }} w_{n}^{\left(a_{i}\right)}\left(p_{i}\right)=\sum_{i \in \text { out }} w_{n}^{\left(a_{i}\right)}\left(p_{i}\right) . \tag{5.72}
\end{equation*}
$$



Fig. 5.2. Space-time picture of the multi-particle factorized scattering.

From this conservation one can deduce that,

- For any given mass $m_{a}$ the number of initial and final particles of this mass is the same.
- The final set of momenta is the same as the initial one.

These two rules, that should apply also to intermediate states where particles are far enough from each other, together with the special kinematics of two dimensions, are behind the assertion that the multi-particle S-matrix of theories equipped with infinitely many conserved charges, can be expressed in terms of two-particle ones.

The factorized S-matrix corresponds to the following scattering process:

- In the infinite past a set of N particles with momenta $p_{1}>p_{2}>\ldots>p_{N}$ are spatially arranged in the opposite order, namely, $x_{1}<x_{2}<\ldots<x_{N}$.
- In the interaction region the particles collide in pairs. In each collision the momenta are conserved and in between collisions the particles move as free particles.
- The final state of the outgoing particles, achieved after $\frac{N(N-1)}{2}$ pair collisions, is built from the $N$ particles arranged along the $x$ coordinate in the order of increasing momenta.

The factorized scattering of the $N$ particles is represented, for $N=4$, by the space-time diagram Fig. 5.2, in which time is flowing up.


Fig. 5.3. Two possible ways of three-particle scattering.

- Each line corresponds to a given value of the momentum associated with the slope of the line.
- Each vertex corresponds to a two-particle collision. The two-particle amplitude $S_{i j}\left(p_{i}, p_{j}\right)$ has to be attached to each vertex.
- The total S-matrix element of the process is the product of all the $\frac{N(N-1)}{2}$ two-particle amplitudes $\prod_{i j} S_{i j}$, and then a sum over the different kinds of particles in the internal lines.

Take for example the case of $N=3$. The same scattering can be represented in two ways, as is shown in Fig. 5.3. These two differ only by a parallel translation of a line, and thus represent the same process.

### 5.7 Yang-Baxter equations

The amplitudes and phases of the two diagrams should be the same. The requirement that they are indeed the same imposes cubic equations on the two-particle matrix elements which are called factorization equations or Yang-Baxter equations. We now proceed to analyze these conditions of factorization.

It is more convenient to discuss the $S$-matrix in terms of the rapidities of the massive particles. The rapidity $\beta$ of a particle of mass $m$ is defined via, ${ }^{2}$

$$
\begin{equation*}
p_{ \pm}=m \exp ( \pm \beta) \tag{5.73}
\end{equation*}
$$

The scattering amplitude of a system of two particles $S\left(p_{1}, p_{2}\right)$ is a function of the rapidity difference $\beta=\beta_{1}-\beta_{2}$ as can be seen from the fact that the s-channel invariant

$$
\begin{equation*}
s=\left(p_{1}+p_{2}\right)^{2} \tag{5.74}
\end{equation*}
$$

is given by

$$
\begin{equation*}
s=m_{1}^{2}+m_{2}^{2}+2 m_{1} m_{2} \cosh \left(\beta_{1}-\beta_{2}\right) \tag{5.75}
\end{equation*}
$$

We now analytically continue $s$ and define the amplitude $S(s)$ as an analytic function in the complex s-plane. This function has two cuts along the real axis for $s \geq\left(m_{a}+m_{b}\right)^{2}$ and $s \leq\left(m_{a}-m_{b}\right)^{2}$. The points $s=\left(m_{a}-m_{b}\right)^{2}$ and $s=\left(m_{a}+\right.$ $\left.m_{b}\right)^{2}$ are square root branching points of $S(s)$. Using (5.75), $S(s)$ is mapped to $S(\beta)$, where $\beta=\beta_{1}-\beta_{2}$. The physical sheet is mapped into the strip of $0<$ $\operatorname{Im} \beta<\pi$, the branch cuts to the lines $\operatorname{Im} \beta=0$ and $\operatorname{Im} \beta=\pi$, and the crossing transformation of $s \rightarrow 2 m_{1}^{2}+2 m_{2}^{2}-s$ to $\beta \rightarrow i \pi-\beta$. If one assumes that there are no other cuts, then $S(\beta)$ is a meromorphic function in the above strip. In the non-relativistic limit, for $m_{i} \gg p_{i}^{1}$, the rapidity goes into the velocity $\beta_{i} \rightarrow$ $v_{i}=\frac{p_{i}}{m_{i}}$.

### 5.8 The general solution of the S-matrix

Consider the two-particle S-matrix,

$$
\begin{align*}
{ }_{i k} S_{j l} & =<A_{j}\left(\beta_{1}^{\prime}\right) A_{l}\left(\beta_{2}^{\prime}\right), \text { out } \mid A_{i}\left(\beta_{1}\right) A_{k}\left(\beta_{2}\right), \text { in> } \\
& =\delta\left(\beta_{1}^{\prime}-\beta_{1}\right) \delta\left(\beta_{2}^{\prime}-\beta_{2}\right)\left[\delta_{i k} \delta_{j l} S_{1}(s)+\delta_{i j} \delta_{k l} S_{2}(s)+\delta_{i l} \delta_{k j} S_{3}(s)\right] \\
& \pm\left[i \leftrightarrow k, \beta_{1} \leftrightarrow \beta_{2}\right], \tag{5.76}
\end{align*}
$$

where $i, j, k, l=1,2$ so that the particles are in doublets of $O(2)$, and the $\pm$ refers to bosons ( + ) and fermions ( - . This can be generalized to $O(N)$ in a straightforward way. Here we analyze only the case of the doublet. The amplitudes $S_{2}, S_{3}$ are the transition and reflection amplitudes, respectively, and $S_{1}$ corresponds to the process $A_{i}+A_{i} \rightarrow A_{j}+A_{j}$ for $(i \neq j)$. The $A_{i}(\beta)$, non-commutative

[^19]variables representing the particles, obey the relation,
\[

$$
\begin{align*}
A_{i}\left(\beta_{1}\right) A_{j}\left(\beta_{2}\right) & =\delta_{i j} S_{1}(\beta) \sum_{n} A_{n}\left(\beta_{2}\right) A_{n}\left(\beta_{1}\right)+S_{2}(\beta) A_{j}\left(\beta_{2}\right) A_{i}\left(\beta_{1}\right) \\
& +S_{3}(\beta) A_{i}\left(\beta_{2}\right) A_{j}\left(\beta_{1}\right) \tag{5.77}
\end{align*}
$$
\]

Incoming states are represented by products arranged by order of decreasing rapidities, while outgoing by increasing rapidities. The crossing symmetry relations are,

$$
\begin{equation*}
S_{2}(\beta)=S_{2}(i \pi-\beta) \quad S_{1}(\beta)=S_{3}(i \pi-\beta) \tag{5.78}
\end{equation*}
$$

The unitarity conditions for the two-particle S-matrix are,

$$
\begin{align*}
S_{2}(\beta) S_{2}(-\beta) & +S_{3}(\beta) S_{3}(-\beta)=1 \\
S_{2}(\beta) S_{3}(-\beta) & +S_{2}(-\beta) S_{3}(\beta)=0 \\
2 S_{1}(\beta) S_{1}(-\beta) & +S_{1}(\beta) S_{2}(-\beta)+S_{1}(\beta) S_{3}(-\beta)+S_{2}(\beta) S_{1}(-\beta) \\
& +S_{3}(\beta) S_{1}(-\beta)=0 \tag{5.79}
\end{align*}
$$

Unitarity (5.79) and crossing symmetry (5.78) do not fix the $S$-matrix. The additional conditions one has to impose are those of the factorization or Yang-Baxter equations. The latter are obtained by considering all possible three-particle inproducts $A_{i}\left(\beta_{1}\right) A_{j}\left(\beta_{2}\right) A_{k}\left(\beta_{3}\right)$, reordering them to get out-products using (5.77), and requiring that the results be independent of the order of successions of the two particle commutations, one then finds,

$$
\begin{align*}
& S_{2} S_{1} S_{3}+S_{2} S_{3} S_{3}+S_{3} S_{3} S_{2}=S_{3} S_{2} S_{3}+S_{1} S_{2} S_{3}+S_{1} S_{1} S_{2} \\
& S_{3} S_{1} S_{3}+S_{3} S_{2} S_{3}=S_{3} S_{3} S_{1}+S_{3} S_{3} S_{2}+S_{2} S_{3} S_{1} \\
&+S_{2} S_{3} S_{3}+2 S_{1} S_{3} S_{1}+S_{1} S_{3} S_{2}+S_{1} S_{3} S_{3}+S_{1} S_{2} S_{1}+S_{1} S_{1} S_{1}, \tag{5.80}
\end{align*}
$$

where, for each of the terms, the arguments for the three S factors are $\beta, \beta+$ $\beta^{\prime}, \beta^{\prime}$, respectively.

The general solution of the factorization equations is expressed in terms of one function which we take to be $S_{2}(\beta)$. The solution reads,

$$
\begin{align*}
& S_{3}(\beta)=i c t g\left(\frac{4 \pi \delta}{\gamma}\right) \operatorname{cth}\left(\frac{4 \pi \beta}{\gamma}\right) S_{2}(\beta) \\
& S_{1}(\beta)=i c t g\left(\frac{4 \pi \delta}{\gamma}\right) \operatorname{cth}\left(\frac{4 \pi(i \delta-\beta)}{\gamma}\right) S_{2}(\beta) \tag{5.81}
\end{align*}
$$

with $\gamma$ and $\delta$ real, but so far arbitrary. This solution as well as the restriction from unitarity (5.79) is valid also for a non-relativistic system. Crossing symmetry is a restriction that shows up only in the relativistic case. Imposing the latter (5.78) on the general solution fixes $\delta=\pi$. A "minimum" solution for $S_{2}(\beta)$ then takes the form,

$$
\begin{equation*}
S_{2}(\beta)=\frac{2}{\pi} \sin \left(\frac{4 \pi^{2}}{\gamma}\right) \operatorname{sh}\left(\frac{4 \pi \beta}{\gamma}\right) \sin \left(\frac{4 \pi(i \pi-\beta)}{\gamma}\right) U(\beta) \tag{5.82}
\end{equation*}
$$

where,

$$
\begin{align*}
U(\beta) & =\Gamma\left(\frac{8 \pi}{\gamma}\right) \Gamma\left(1+i \frac{8 \beta}{\gamma}\right) \Gamma\left(1-\frac{8 \pi}{\gamma}-i \frac{8 \beta}{\gamma}\right) \prod_{n=1}^{\infty} \frac{R_{n}(\beta) R_{n}(i \pi-\beta)}{R_{n}(0) R_{n}(i \pi)} \\
R_{n}(\beta) & =\frac{\left.\Gamma\left(2 n \frac{8 \pi}{\gamma}+i \frac{8 \beta}{\gamma}\right) \Gamma\left(1+2 n \frac{8 \pi}{\gamma}+i \frac{8 \beta}{\gamma}\right)\right)}{\Gamma\left((2 n+1) \frac{8 \pi}{\gamma}+i \frac{8 \beta}{\gamma}\right) \Gamma\left(1+(2 n-1) \frac{8 \pi}{\gamma}+i \frac{8 \beta}{\gamma}\right)} \tag{5.83}
\end{align*}
$$

It is a "minimal" in the number of singularities along the imaginary $\beta$ axis, and more general solutions can be obtained from it by multiplying with a meromorphic function of the form $f(\beta)=\prod_{k=1}^{L} \frac{\operatorname{sh} \beta+i \sin \alpha_{k}}{\operatorname{sh} \beta-i \sin \alpha_{k}}$ for arbitrary real numbers $\alpha_{k}$.

### 5.8.1 The S-matrix of the sine-Gordon model

The sine-Gordon model has a hidden $O(2)$ invariance, which is simplest to see via the soliton solutions, where the soliton and anti-soliton are incorporated in an $O(2)$ doublet. In terms of the $A_{1}(\beta)$ and $A_{2}(\beta)$ the soliton and anti-soliton amplitudes are,

$$
\begin{equation*}
A(\beta)=A_{1}(\beta)+i A_{2}(\beta) \quad \bar{A}(\beta)=A_{1}(\beta)-i A_{2}(\beta) \tag{5.84}
\end{equation*}
$$

In terms of $A$ and $\bar{A}$, (5.77) takes the form,

$$
\begin{align*}
& A\left(\beta_{1}\right) \bar{A}\left(\beta_{2}\right)=S_{T}(\beta) \bar{A}\left(\beta_{2}\right) A\left(\beta_{1}\right)+S_{R}(\beta) A\left(\beta_{2}\right) \bar{A}\left(\beta_{1}\right) \\
& A\left(\beta_{1}\right) A\left(\beta_{2}\right)=S(\beta) A\left(\beta_{2}\right) A\left(\beta_{1}\right) \\
& \bar{A}\left(\beta_{1}\right) \bar{A}\left(\beta_{2}\right)=S(\beta) \bar{A}\left(\beta_{2}\right) \bar{A}\left(\beta_{1}\right) \tag{5.85}
\end{align*}
$$

where $S(\beta), S_{T}(\beta)$ and $S_{R}(\beta)$ are the scattering amplitude of identical solitons, transition and reflection amplitude for soliton anti-soliton, which are related to $S_{1}(\beta), S_{2}(\beta)$ and $S_{3}(\beta)$ as,

$$
\begin{align*}
S(\beta) & =S_{3}(\beta)+S_{2}(\beta) \\
S_{T}(\beta) & =S_{1}(\beta)+S_{2}(\beta) \\
S_{R}(\beta) & =S_{1}(\beta)+S_{3}(\beta) . \tag{5.86}
\end{align*}
$$

It follows from crossing symmetry (5.78) that,

$$
\begin{equation*}
S(\beta)=S_{T}(i \pi-\beta) \quad S_{R}(\beta)=S_{R}(i \pi-\beta) . \tag{5.87}
\end{equation*}
$$



Fig. 5.4. The zeros (crosses) and poles (dots) of $S_{T}(\beta)$ (upper) and $S_{R}(\beta)$ (lower). All the singularities have pure imaginary values even though some of them are displaced from the imaginary axis for clarity [235].

Substituting these relations in the general solution derived in the previous section one finds for the SG model,

$$
\begin{align*}
S_{T}(\beta) & =-i \frac{\operatorname{sh}\left(\frac{8 \pi \beta}{\gamma}\right)}{\sin \left(\frac{8 \pi^{2}}{\gamma}\right)} S_{R}(\beta) \\
S(\beta) & =-i \frac{\operatorname{sh}\left(\frac{8 \pi(i \pi-\beta)}{\gamma}\right)}{\sin \left(\frac{8 \pi^{2}}{\gamma}\right)} S_{R}(\beta) \tag{5.88}
\end{align*}
$$

where,

$$
\begin{equation*}
S_{R}(\beta)=\frac{1}{\pi} \sin \left(\frac{8 \pi^{2}}{\gamma}\right) U(\beta) \tag{5.89}
\end{equation*}
$$

The zeros and the poles of $S_{T}(\beta)$ and $S_{R}(\beta)$ are shown in Fig. 5.4.
The solution (5.88) is in fact the exact solution of the S-matrix of the SG model. This assertion is supported by the following properties:

- The poles of $S_{T}(\beta)$ are located at equidistance, and their values are in accordance with the semi-classical mass spectrum if one equates $\gamma=8 \xi$.
- Note that for the value of $\xi=\pi$ where the coupling of the associated Thirring model vanishes, and the SG model is a bosonized version of a free Dirac fermion,

$$
\begin{equation*}
S_{T}(\beta) \equiv S(\beta)=1 \quad S_{R}(\beta)=0 \tag{5.90}
\end{equation*}
$$

- At $\xi \geq \pi$ all bound states, including the "elementary particle" associated with the field of the SG model, become unstable and the spectrum includes only soliton and anti-soliton. This situation follows from the fact that at this region
the Thirring coupling is negative and there is a repulsion between the solition and anti-soliton.
- At $\xi=\frac{\pi}{n}$ the reflection amplitude vanishes identically.
- Expanding (5.88) in powers of $\left[\left(\frac{8 \pi}{\gamma}\right)-1\right]$, which means small coupling of the massive Thirring model, matches the perturbative expansion of the latter model.
- The limit $\beta^{2} \rightarrow 0$ of the exact result (5.88) is equal to the semi-classical expression of the two-particle S-matrix.

The explicit expression for the two-particle S-matrix (5.88) enables one to also write down the S-matrix for any number of solitons and anti-solitons and the scattering of any number of bound states. This general approach to solving the S-matrix can be applied to the various integrable models. Here we demonstrate it on the sine-Gordon model. For soliton and anti-solitons we find the following S-matrix elements:

$$
\begin{align*}
& S_{\frac{1}{2}, \frac{1}{2}}^{\frac{1}{2}, \frac{1}{2}}(\beta)=S_{-\frac{1}{2},-\frac{1}{2}}^{-\frac{1}{2},-\frac{1}{2}}(\beta)=S(\beta) \\
& S_{\frac{1}{2},-\frac{1}{2}}^{\frac{1}{2},-\frac{1}{2}}(\beta)=S_{-\frac{1}{2}, \frac{1}{2}}^{-\frac{1}{2} \frac{1}{2}}(\beta)=-\frac{\operatorname{sh}\left(\frac{\pi}{\xi} \beta\right)}{\operatorname{sh}\left(\frac{\pi}{\xi}(\beta-\pi i)\right)} S(\beta) \\
& S_{-\frac{1}{2}, \frac{1}{2}}^{\frac{1}{2},-\frac{1}{2}}(\beta)=S_{\frac{1}{2},-\frac{1}{2}}^{-\frac{1}{2}, \frac{1}{2}}(\beta)=\frac{\operatorname{sh}\left(\frac{\pi^{2} i}{\xi}\right)}{\operatorname{sh}\left(\frac{\pi}{\xi}(\beta-\pi i)\right)} S(\beta) \\
& S_{\epsilon_{1}, \epsilon_{2}}^{\epsilon_{1}^{\prime}, \epsilon_{2}^{\prime}}(\beta)=0 \quad \epsilon_{1}+\epsilon_{2} \neq \epsilon_{1}^{\prime}+\epsilon_{2}^{\prime} . \tag{5.91}
\end{align*}
$$

$S$ can also be expressed as an exponential of an integral,

$$
\begin{equation*}
S(\beta)=-\exp \left[-i \int_{0}^{\infty} \frac{\sin (\kappa \beta) \operatorname{sh}\left(\frac{\pi-\xi}{2} \kappa\right)}{\kappa \operatorname{ch}\left(\frac{\pi \kappa}{2}\right) \operatorname{sh}\left(\frac{\xi \kappa}{2}\right)} \mathrm{d} \kappa\right] \tag{5.92}
\end{equation*}
$$

### 5.9 From conformal field theories to integrable models

So far we have analyzed integrable theories based on a scalar field theory with an integrable interacting potential. As was mentioned in Section 1 there is a more general scheme of constructing integrable models. This scheme is based on perturbing conformal field theories with relevant primary fields so that the action takes the form,

$$
\begin{equation*}
S=S_{\mathrm{CFT}}+\sum_{i} \lambda_{i} \int \mathrm{~d}^{2} z \Phi_{i}(z, \bar{z}) \tag{5.93}
\end{equation*}
$$

Note that just as for the conformal field theories we use here complex two-dimensional coordinates. The $\Phi_{i}(z, \bar{z})$ are primary fields of conformal dimension $\Delta_{i}+\bar{\Delta}_{i}<2$, namely relevant operators. Since these operators are
super-renormalizable, they do not affect the short distance behavior but do affect the structure of the IR domain. In the analogy with statistical mechanical systems, where the CFT describes the behavior of the system at its fixed point, the perturbation with the relevant primary fields describes the scaling region around the fixed point.

A system described by an action of the form (5.93), is integrable provided that one can identify a set of infinitely many conserved charges just as for the systems described previously. An important class of such theories are the integrable minimal models, for example the tricritical Ising model $\mathcal{M}_{4,5}$ perturbed by $\Phi_{\frac{3}{5}, \frac{3}{5}}$ and the tricritical Potts model $\mathcal{M}_{6,7}$ perturbed by $\Phi_{\frac{1}{7}, \frac{1}{7}}$.

The renormalization group (RG) flow of the integrable systems follows a trajectory that starts at a fixed point and may end on another one in the IR, or on a point that corresponds to a massive QFT. An important property of these flows is the c-theorem ${ }^{3}$ which states the following:

Quantum field theories which possess rotational invariance, reflection positivity, and conservation of the energy momentum tensor admit a function $c\left(\lambda_{i}\right)$ of the coupling constants $\lambda_{i}$ which is non-increasing along the $R G$ trajectories and is stationary only at fixed points.

The proof of the theorem is as follows. Consider the correlators of $T \equiv T_{z z}$ and $T_{z \bar{z}}$,

$$
\begin{align*}
<T(z, \bar{z}) T(0,0)> & =\frac{F(z \bar{z})}{z^{4}}, \quad<T(z, \bar{z}) T_{z \bar{z}}(0,0)>=\frac{G(z \bar{z})}{z^{3} \bar{z}}, \\
<T_{z \bar{z}}(z, \bar{z}) T_{z \bar{z}}(0,0)> & =\frac{H(z \bar{z})}{z^{2} \bar{z}^{2}} . \tag{5.94}
\end{align*}
$$

We now use the conservation law,

$$
\begin{equation*}
\bar{\partial} T+\partial T_{z \bar{z}}=0, \quad \partial \bar{T}+\bar{\partial} T_{z \bar{z}}=0 \tag{5.95}
\end{equation*}
$$

to deduce the following differential equations for $F, G$ and $H$,

$$
\begin{equation*}
\dot{F}+(\dot{G}-3 G)=0 \quad \dot{G}-G+\dot{H}-2 H=0 \tag{5.96}
\end{equation*}
$$

where $\dot{A}=\frac{\mathrm{d} A(x)}{\mathrm{d} \log x}$. Since the positivity condition implies that $H \geq 0$, the following $c$ function is non-increasing,

$$
\begin{equation*}
c=2 F-4 G-6 H, \quad \dot{c}=-12 H \tag{5.97}
\end{equation*}
$$

At the fixed points $T_{z \bar{z}}=0$, hence $G=H=0$ and $c=2 F$, as indeed it should be. Recall that the OPE in CFT is of the form $T(z \bar{z}) T(0,0)=\frac{\left(\frac{c}{2}\right)}{z^{4}}+\ldots$

One can further write down an expression for the integral of $\dot{c}$, namely for the difference of $c$ in the UV and IR regions. For the case of a perturbation with a single operator $\Phi$, the trace of the energy-momentum tensor is

[^20]$T_{z \bar{z}}=\pi \lambda(1-\Delta) \Phi$, where the total conformal dimension is $2 \Delta$. Using (5.97) it was shown that,
\[

$$
\begin{equation*}
c_{\mathrm{UV}}-c_{\mathrm{IR}}=12 \pi \lambda^{2}(1-\Delta)^{2} \int \mathrm{~d}^{2} x|x|^{2}<\Phi(x) \Phi(0)> \tag{5.98}
\end{equation*}
$$

\]

This result has been applied to integrable minimal models yielding the correct difference in the Virasoro anomalies. Another example where this relation between the conformal data and the properties of the non-conformal theory can be tested is the sine-Gordon model. The model can be thought of as a perturbation on a free massless scalar field which has $c=1$, and the massive model has $c=0$. Let us check for this case the outcome of the relation (5.97). The perturbation now is,

$$
\begin{equation*}
\lambda \Phi=\frac{m^{2}}{\beta^{2}}:(\cos \beta \phi-1): \quad 2 \Delta=\frac{\beta^{2}}{4 \pi} . \tag{5.99}
\end{equation*}
$$

If we expand $\lambda \Phi$ in $\beta$, then the leading order $\lambda \Phi$ is $\frac{1}{2} m^{2} \phi^{2}$ for which $\Delta=0$ and,

$$
\begin{equation*}
<\lambda \Phi(x) \lambda \Phi(0)>=\frac{1}{4} m^{2}<\phi(x) \phi(0)>^{2}=\frac{m^{4}}{8 \pi^{2}} K_{0}^{2}(m|x|) \tag{5.100}
\end{equation*}
$$

where $K_{0}$ is a Bessel function. Inserting this into (5.97) we get,

$$
\begin{equation*}
c_{\mathrm{UV}}-c_{\mathrm{IR}}=3 \pi \frac{m^{4}}{2 \pi^{2}} \int \mathrm{~d}^{2} x|x|^{2} K_{0}^{2}(m|x|)=3 \int_{0}^{\infty} \mathrm{d} r r^{3} K_{0}^{2}(r)=1 \tag{5.101}
\end{equation*}
$$

which verifies our data about the Virasoro anomalies at the two ends of the trajectory. One can further show that higher-order terms in $\beta$ are in accordance with the fact that $c_{\mathrm{UV}}-c_{\mathrm{IR}}$ is $\beta$ independent.

### 5.10 Conserved charges and classical integrability

We will now show that the classical sine-Gordon theory incorporates an infinite set of conserved charges. This will imply an exact determination of any S-matrix element of the theory. This property of having a set of an infinite number of conserved currents and charges is referred to as classical integrability. In the next section we will discuss the fate of the integrability in the quantum domain. We choose here to describe the sine-Gordon model, however this structure applies to a class of models.

There are several methods to determine these classically conserved charges. Here we will follow two of them: The Lax pair approach and a method based on a generating function.

The infinitely many charges of the integrable models were analyzed using various different techniques. The Lax pair method applied to the sine-Gordon is described in [61]. The method of multilocal charges from an integral equation was presented in [153]. The inductive method was introduced in [45].

### 5.10.1 The Lax pair method

In the Lax pair approach the idea is to rewrite the sine-Gordon equation of motion in terms of a commutator relation between two operators. Let us first rewrite the equation of motion of the sine-Gordon system in the light-cone coordinates,

$$
\begin{equation*}
\tilde{\partial}_{+} \tilde{\partial}_{-} \tilde{\phi}=-\sin (\tilde{\phi}), \tag{5.102}
\end{equation*}
$$

where $\tilde{\phi}=\beta \phi$ and $\tilde{\partial}_{ \pm}=m \partial_{ \pm}$.
Next we define the following pair of $2 \times 2$ matrix Lax operators,

$$
\begin{align*}
& L=2 \sigma_{3} \tilde{\partial}_{-}+\sigma_{2}\left(\tilde{\partial}_{-} \tilde{\phi}\right) \\
& B=\frac{1}{2}\left[\sigma_{3} \cos (\tilde{\phi})+\sigma_{2} \sin (\tilde{\phi})\right] L^{-1} \tag{5.103}
\end{align*}
$$

In terms of these operators the sine Gordon equation takes the form,

$$
\begin{equation*}
\tilde{\partial}_{+} L=[L, B] . \tag{5.104}
\end{equation*}
$$

The reason for rewriting the equation of motion in this form is the fact that the spectrum of $L$ is conserved. To realize this property of the Lax pair, notice first that the solution of (5.104) can be parameterized as,

$$
\begin{equation*}
L\left(x^{+}\right)=S\left(x^{+}\right) L(0) S^{-1}\left(x^{+}\right) \quad \partial_{+} S=-B S \tag{5.105}
\end{equation*}
$$

Now consider the eigenvalue problem,

$$
\begin{equation*}
L\left(x^{+}\right) v\left(x^{+}\right)=\lambda v\left(x^{+}\right) \tag{5.106}
\end{equation*}
$$

It is easy to check that if $v(0)$ is an eigenfunction of $L(0)$ with eigenvalue $\lambda$, then $v\left(x^{+}\right)$is an eigenfunction of $L\left(x^{+}\right)$with the same eigenvalue $\lambda$, where,

$$
\begin{equation*}
v\left(x^{+}\right)=S\left(x^{+}\right) v(0) \tag{5.107}
\end{equation*}
$$

Since $x^{+}$is the light-cone time direction, this implies the conservation of the eigenvalues. This conservation of the spectrum is the origin of the infinite set of conserved charges.

For the case that $L$ can be represented by a finite matrix, it is obvious from (5.105), using the cyclicity of the trace, that $Q^{n}=\operatorname{Tr}\left[L^{n}\right]$ are conserved charges. In general, and in particular in our case, $L$ does not act only in a space of finite-dimensional matrices but also in the continuous space whose base vectors are $\left|x_{-}\right\rangle$. Thus the trace takes the form of the integral $\int_{-\infty}^{\infty} \mathrm{d} x_{-}$. Due to the unitarity of $S\left(x^{+}\right)$the cyclicity property of the trace is maintained and hence $Q^{n}=\operatorname{Tr}\left[L^{n}\right]$ are indeed conserved charges.

It turns out that one can map the Lax pair of the sine-Gordon system to that of the Korteweg-deVries (KdV) equation $\partial_{0} u(x, t)=6 u \partial_{1} u-\partial_{1}^{3} u$. This map is useful since it is more convenient to express the conserved charges of the sineGordon system in terms of the $L$ operator of the KdV equation. In this format
the first four charges of the set of infinite charges which are classically conserved are,

$$
\begin{align*}
Q_{1}= & -\left(\frac{1}{4}\right) \int_{-\infty}^{\infty}\left(\partial_{-} \tilde{\phi}\right)^{2} \mathrm{~d} x_{-} \\
Q_{2}= & +\left(\frac{1}{4}\right)^{2} \int_{-\infty}^{\infty}\left[\left(\partial_{-} \tilde{\phi}\right)^{4}-4\left(\partial_{-}^{2} \tilde{\phi}\right)^{2}\right] \mathrm{d} x_{-} \\
Q_{3}= & -\left(\frac{1}{4}\right)^{3} \int_{-\infty}^{\infty}\left[\left(\partial_{-} \tilde{\phi}\right)^{6}-20\left(\partial_{-} \tilde{\phi}\right)^{2}\left(\partial_{-}^{2} \tilde{\phi}\right)^{2}+8\left(\partial_{-}^{3} \tilde{\phi}\right)^{2}\right] \mathrm{d} x_{-} \\
Q_{4}= & +\left(\frac{1}{4}\right)^{4} \int_{-\infty}^{\infty}\left[\left(\partial_{-} \tilde{\phi}\right)^{8}-\frac{112}{5}\left(\partial_{-}^{2} \tilde{\phi}\right)^{4}-56\left(\partial_{-} \tilde{\phi}\right)^{4}\left(\partial_{-}^{2} \tilde{\phi}\right)^{2}\right. \\
& \left.+\frac{224}{5}\left(\partial_{-} \tilde{\phi}\right)^{2}\left(\partial_{-}^{3} \tilde{\phi}\right)^{2}-\frac{64}{5}\left(\partial_{-}^{4} \tilde{\phi}\right)^{2}\right] \mathrm{d} x_{-} . \tag{5.108}
\end{align*}
$$

### 5.10.2 The generating function method

A second method to determine the set of infinite conserved charges is based on a generating function. Define the generating function,

$$
\begin{equation*}
\psi=\phi+\frac{1}{\beta} \sin ^{-1}\left(\epsilon \beta \partial_{-} \psi\right) \tag{5.109}
\end{equation*}
$$

When $\phi$ obeys the sine-Gordon equation, $\psi$ obeys the following equation,

$$
\begin{equation*}
\partial_{+}\left(\frac{1-\sqrt{1-\beta^{2} \epsilon^{2}\left(\partial_{-} \psi\right)^{2}}}{\epsilon^{2}}\right)-m^{2} \partial_{-}(\cos (\beta \psi)-1) \tag{5.110}
\end{equation*}
$$

Equation (5.109) determines $\psi$ as a power series in $\phi$ and $\epsilon$. Upon substituting this into (5.110), we get an infinite set of conserved charges, that are the coefficients of the even powers of $\epsilon$. A dual sequence of charges can be obtained by interchanging $\partial_{+}$and $\partial_{-}$in the equations above. The set of conserved currents is labeled as,

$$
\begin{equation*}
\partial_{+} J_{2 n}^{+}+\partial_{-} J_{2 n}^{-}=0 \tag{5.111}
\end{equation*}
$$

where $2 n$ relates to the power of $\epsilon$. The lowest-order current is the energymomentum tensor,

$$
\begin{equation*}
J_{0}^{+} \equiv T_{--}=\frac{1}{2}\left(\partial_{-} \phi\right)^{2}, \quad J_{0}^{-} \equiv T_{+-}=-\frac{m^{2}}{\beta^{2}}(\cos (\beta \phi)-1) \tag{5.112}
\end{equation*}
$$

The second-order currents are,

$$
\begin{equation*}
J_{2}^{+}=\frac{1}{2}\left(\partial_{-}^{2} \phi\right)^{2}-\frac{\beta^{2}}{8}\left(\partial_{-} \phi\right)^{2}, \quad J_{2}^{-}=\frac{m^{2}}{2}\left(\phi_{-}\right)^{2} \cos (\beta \phi), \tag{5.113}
\end{equation*}
$$

and similarly one can write the expressions for the higher order currents $J_{2 n}$.
One can map the charges derived by the Lax pair procedure to those derived by the generating function method.

### 5.11 Multilocal conserved charges

In the previous section we analyzed the set of infinitely many conserved charges associated with local currents. It will be shown later that these conservation laws are responsible for the fact that the system is integrable, namely there is no particle production and the S-matrix is factorizable. We would like to show now that this type of structure may also follow from conservation laws associated with multilocal currents. The construction of the multi-local currents will be presented in two ways: (i) via an integral equation, (ii) by an inductive procedure.

We then show that the two types of charges are in fact equivalent.

### 5.11.1 Multilocal charges from integral equation

Consider first the $O(N)$ non-linear sigma model defined by the Lagrangian density,

$$
\begin{equation*}
S_{O(N)}=\frac{1}{2 g_{0}^{2}} \int \mathrm{~d}^{2} x\left[\left(\partial_{+} \vec{n}\right) \cdot\left(\partial_{-} \vec{n}\right)-u\left(\vec{n}^{2}-1\right)\right] \tag{5.114}
\end{equation*}
$$

where $\vec{n}$ is an $N$-dimensional real vector and $g_{0}$ is the coupling constant. The fact that the field $\vec{n}$ is constrained $\vec{n}^{2}=n_{i} n^{i}=1 i=1, \ldots, N$ is incorporated via the Lagrange multiplier $u$. The equations of motion that follow from this action are,

$$
\begin{equation*}
\partial_{-} \partial_{+} \vec{n}+u \vec{n}=0, \quad \vec{n}^{2}=1 \tag{5.115}
\end{equation*}
$$

So $u$ is actually the action density $u=\left(\partial_{+} \vec{n}\right) \cdot\left(\partial_{-} \vec{n}\right)$. Instead we can write the equation of motion as,

$$
\begin{equation*}
\partial_{\mu} \partial^{\mu} \vec{n}+\vec{n}\left(\partial_{\mu} \vec{n} \cdot \partial^{\mu} \vec{n}\right)=0 \tag{5.116}
\end{equation*}
$$

The action is classically invariant under $O(N)$ global symmetry, by construction. For the special case of $n=3$, namely $O(3)$, the current takes the form,

$$
\begin{equation*}
j_{\mu}^{k}=\epsilon^{i j k}\left(n^{i} \partial_{\mu} n^{j}-\partial_{\mu} n^{i} n^{j}\right) \tag{5.117}
\end{equation*}
$$

It is easy to check, using the equations of motion, that this current is indeed conserved. In addition the energy-momentum is conserved,

$$
\begin{equation*}
\partial_{+} T_{--}=\partial_{+}\left[\frac{1}{2}\left(\partial_{-} \vec{n}\right)^{2}\right]=\partial_{-} \vec{n} \partial_{-} \partial_{+} \vec{n}=-u \partial_{-}\left[\frac{1}{2}(\vec{n})^{2}\right]=0 . \tag{5.118}
\end{equation*}
$$

Thus classically the trace of the energy-momentum tensor vanishes $T_{+-}=0$.
In addition there is an infinite set of currents, the simplest of which takes the form,

$$
\begin{equation*}
J_{-}=\frac{1}{2\left|\partial_{-} \vec{n}\right|}\left[\partial_{-}\left(\frac{\partial_{-} \vec{n}}{\left|\partial_{-} \vec{n}\right|}\right)\right]^{2}, \quad J_{+}=-\frac{u}{\left|\partial_{-} \vec{n}\right|} \tag{5.119}
\end{equation*}
$$

An alternative way to write down a set of non-local classically conserved charges is the following. We define at any given $t$ the $(2 \times 2) U(t, x)$ operator via the equation,

$$
\begin{equation*}
\partial_{x} U(t, x)=i \frac{w}{1-w^{2}}\left[j_{1}^{i}-w j_{0}^{i}\right] \sigma^{i} U(t, x) \tag{5.120}
\end{equation*}
$$

and the boundary condition $U(t,-\infty)=1$, for any Cauchy data $n^{i}(t, x), \partial_{t} n^{i}(t, x)$, where $w$ is the "spectral parameter" which is a complex parameter with $w \neq \pm 1$. Following this definition and using the equations of motion one can show that,

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} Q(w) \equiv \frac{\mathrm{d}}{\mathrm{~d} t} U(t, \infty)=0 \tag{5.121}
\end{equation*}
$$

If one expands $Q$ in terms of the spectral parameter one finds a set of infinitely many conserved charges,

$$
\begin{equation*}
Q(w)=\sum_{n=0}^{\infty} Q_{n} w^{n} \quad \frac{\mathrm{~d}}{\mathrm{~d} t} Q_{n}=0 \tag{5.122}
\end{equation*}
$$

We can now rewrite the differential equation (5.120) in terms of the integral equation,

$$
\begin{equation*}
U(t, x)=1+\frac{w}{1-w^{2}} \int_{-\infty}^{x} \mathrm{~d} y\left[j_{0}^{i}-w j_{1}^{i}\right](t, y) \sigma^{i} U(t, y) \tag{5.123}
\end{equation*}
$$

Inserting the expansion,

$$
\begin{equation*}
U(t, x)=\sum_{n=0}^{\infty} U_{n} w^{n} \tag{5.124}
\end{equation*}
$$

into the integral equation for $U(t, x)$, we find the following recurrence relation,

$$
\begin{align*}
U_{n}(t, x) & =i \int_{-\infty}^{x} \mathrm{~d} y\left[j_{0}^{i}(t, y) \sigma^{i} \sum_{0 \leq k \leq \frac{(n-1)}{2}} U_{n-2 k-1}(t, y)\right. \\
& \left.-j_{1}^{i}(t, y) \sigma^{i} \sum_{1 \leq l \leq \frac{(n)}{2}} U_{n-2 l}(t, y)\right] \tag{5.125}
\end{align*}
$$

with $U_{0}(t, x)=1$. Thus we can calculate $Q_{n}$ recursively deriving explicit nonlocal expressions for the set of infinitely many conserved charges. The "lowest" charges are given by,

$$
\begin{align*}
Q_{1}^{0} & =0 \quad Q_{1}^{i}=\int \mathrm{d} y j_{0}^{i}(t, y) \\
Q_{2}^{0} & =-\frac{1}{2} Q_{1}^{i} Q_{1}^{i} \\
Q_{2}^{i} & =\int \mathrm{d} x \int \mathrm{~d} y \mathrm{~d} y^{\prime} \epsilon_{i j k} j_{0}^{j}(t, y) j_{0}^{k}\left(t, y^{\prime}\right) \theta\left(y-y^{\prime}\right)-\int \mathrm{d} y j_{1}^{i}(t, y) \tag{5.126}
\end{align*}
$$

The algebraic structure associated with these charges is the Yangian symmetry, the description of which is beyond the scope of this book. In the reference list we
mention several that deal with these algebras. In Section 5.12 it will be further shown that both the charges of the form (5.119) as well as (5.126) are quantum mechanically conserved.

### 5.11.2 Charges by inductive procedure

The second method of obtaining non-local currents is as follows. Assume that the system admits a (non-abelian) conserved current which is also a pure gauge, namely,

$$
\begin{equation*}
J_{\mu}=g^{-1} \partial_{\mu} g, \quad \partial^{\mu} J_{\mu}=0 \tag{5.127}
\end{equation*}
$$

where $g$ is a non-singular matrix (for instance $U(N)$ or $O(N)$ matrix). It follows that the current $J$ is a flat gauge connection, since for $D_{\mu}=\partial_{\mu}+J_{\mu}$ we find that $\left[D_{\mu}, D_{\nu}\right]=0$ and also $\partial_{\mu} D_{\mu}=D_{\mu} \partial_{\mu}$. Using the terminology of differential forms these properties can be rewritten as,

$$
\begin{equation*}
D J \equiv \mathrm{~d} J+J \wedge J=0 \quad d * J=0 \tag{5.128}
\end{equation*}
$$

together with $[D, D]=0$ and $D * d=d * D$. Now let us assume that there is an n-th conserved current $J_{\mu}^{(n)}$, then there is a function $\chi^{(n)}$ such that,

$$
\begin{equation*}
J_{\mu}^{(n)}=\epsilon_{\mu \nu} \partial^{\nu} \chi^{(n)} . \tag{5.129}
\end{equation*}
$$

Then there is an ( $\mathrm{n}+1$ )-th conserved current,

$$
\begin{equation*}
J_{\mu}^{(n+1)}=D_{\mu} \chi^{(n)}, \quad \partial^{\mu} J_{\mu}^{(n+1)}=0 \tag{5.130}
\end{equation*}
$$

The conservation follows easily,

$$
\begin{equation*}
d * J^{(n+1)}=d * D \chi^{(n)}=D * d \chi^{(n)}=D J^{(n)}=D D \chi^{(n-1)}=0 \tag{5.131}
\end{equation*}
$$

or directly,

$$
\begin{equation*}
\partial^{\mu} J_{\mu}^{(n+1)}=D^{\mu} \partial_{\mu} \chi^{(n)}=-\epsilon^{\mu \nu} D_{\mu} J_{\nu}^{(n)}=-\epsilon^{\mu \nu} D_{\mu} D_{\nu} \chi^{(n-1)}=0 . \tag{5.132}
\end{equation*}
$$

The sequence of $\chi^{(n)}$ starts with $\chi^{(0)}=1$ and $J_{\mu}^{(1)}=J_{\mu}$.
Associated with the set of infinitely many conserved currents, there is obviously also a set of infinite number of conserved charges,

$$
\begin{equation*}
Q^{(n)}=\int \mathrm{d} x J_{0}^{(n)}(t, x) . \tag{5.133}
\end{equation*}
$$

Consider the special case $n=2$,

$$
\begin{align*}
Q^{(2)}(t) & =\int \mathrm{d} x J_{0}^{(2)}=\int \mathrm{d} x\left(\partial_{0}+j_{0}^{(1)}\right) \chi^{(1)} \\
& =-\int \mathrm{d} x j_{1}^{(1)}(t, x)+\int \mathrm{d} x j_{0}^{(1)}(t, x) \chi^{(1)}(t, x) \tag{5.134}
\end{align*}
$$

We can now re-express $\chi^{(1)}$ as $\chi^{(1)}(t, x)=\int \mathrm{d} x^{\prime} j_{0}^{(1)}\left(t, x^{\prime}\right)$. When substituting this to the previous equation we discover the structure of multi-local charges of (5.126).

### 5.12 Quantum integrable charges in the $O(N)$ model

In Section 5.11 it was demonstrated that certain two-dimensional interacting models have an infinite set of conserved classical charges. This property constitutes the classical integrability of a given system. A natural question to ask is whether this integrability persists also in the quantum regime. We will analyze this question in the context of two models, the $O(N)$ sigma model in this section and the sine-Gordon model in the following one. In fact we have already seen in Section 5.8 how the quantum integrability of the sine-Gordon model fully determines the S-matrix of the theory. ${ }^{4}$

In Section 5.11 .1 it was shown that classically the $O(N)$ model is scale invariant as the trace of the energy-momentum vanishes. Following our discussion of the Virasoro anomaly in Chapter 2, it is clear that quantum mechanically the classical conformal invariance of the $O(N)$ model is broken by an anomaly. The right-hand side of (5.118) should not vanish any more but rather be equal to some local terms. These terms can be determined by Lorentz $x^{+} \rightarrow a x^{+}, x^{-} \rightarrow a^{-1} x^{-}$ and scale invariance $x^{+} \rightarrow a x^{+}, x^{-} \rightarrow a x^{-}$. It turns out that up to a constant the quantum relation is,

$$
\begin{equation*}
\partial_{+}\left[\frac{1}{2}\left(\partial_{-} \vec{n}\right)^{2}\right]=\hat{\beta} \partial_{-} u=\hat{\beta} \partial_{-}\left(\partial_{-} \vec{n} \partial_{+} \vec{n}\right) \tag{5.135}
\end{equation*}
$$

In fact one can show that the constant $\hat{\beta}$ is the one-loop beta function.
Consider now the next conservation law. Classically it reads,

$$
\begin{equation*}
\partial_{-}\left[\frac{1}{2} u\left(\partial_{-} \vec{n}\right)^{2}\right]+\partial_{+}\left[\frac{1}{2}\left(\partial_{-}^{2} \vec{n}\right)^{2}\right]=\frac{3}{2}\left(\partial_{-} \vec{n}\right)^{2}\left(\partial_{-} u\right) \tag{5.136}
\end{equation*}
$$

One can show that this classical conservation is directly related to the conservation of the current in (5.119). For this make use of the classical scale invariance $x_{-} \rightarrow f\left(x_{-}\right)$and the classical conservation $\partial_{+}\left(\partial_{-} \vec{n}\right)^{2}=0$, to choose a gauge where $\left(\partial_{-} \vec{n}\right)^{2}=1$. Now the classical conservation law takes the form,

$$
\begin{equation*}
\partial_{+}\left[\frac{1}{2}\left(\partial_{-}^{2} \vec{n}\right)^{2}\right]=\left(\partial_{-} u\right) \tag{5.137}
\end{equation*}
$$

This is exactly the conservation of the current (5.119), when inserting the gauge $\left(\partial_{-} \vec{n}\right)^{2}=1$. To get to the form in general coordinates, namely the form as in

[^21](5.119), make the substitution,
\[

$$
\begin{equation*}
\partial_{-} \rightarrow \frac{1}{\left|\partial_{-} \vec{n}\right|} \partial_{-}, \tag{5.138}
\end{equation*}
$$

\]

noting that it also implies $u \rightarrow \frac{u}{\left|\partial_{-}\right|}$.
Quantum mechanically again the right-hand side of equation (5.136) can be corrected by several terms. To eliminate possible terms that are total derivatives it is convenient to analyze the integrated form of this conservation law,

$$
\begin{equation*}
\partial_{+} \int \mathrm{d} x^{-}\left[\frac{1}{2}\left(\partial_{-}^{2} \vec{n}\right)^{2}\right]=(3+\gamma) \int \mathrm{d} x^{-} \frac{1}{2}\left(\partial_{-} \vec{n}\right)^{2}\left(\partial_{-} u\right), \tag{5.139}
\end{equation*}
$$

and finally using (5.135) to eliminate $\partial_{-} u$ we get the quantum conservation law,

$$
\begin{equation*}
I=\int \mathrm{d} x^{-}\left[\frac{1}{2}\left(\partial_{-}^{2} \vec{n}\right)^{2}-\frac{(3+\gamma)}{4 \hat{\beta}}\left(\partial_{-} \vec{n}\right)^{4}\right], \quad \partial_{+} I=0 \tag{5.140}
\end{equation*}
$$

One can now show that this conservation law implies the conservation of $\sum_{i} P_{-}^{3}$. Since I commutes with the S matrix $[I, S]=0$ one has,

$$
\begin{equation*}
<b \text { out }|I| b \text { out }><b \text { out } \mid a \text { in }>=<b \text { out } \mid a \text { in }><a \text { in }|I| a \text { in }> \tag{5.141}
\end{equation*}
$$

For asymptotic states with $N$ particles and momenta $P_{1}, \ldots, P_{N}$ we have

$$
\begin{equation*}
<N|I| N>=\text { Constant } \sum_{i} P_{-}^{3} . \tag{5.142}
\end{equation*}
$$

The reason that the conserved charge on an asymptotic state has to be proportional to $\sum_{i} P_{-i}^{3}$ is that its tensorial structure is of the form $\quad$ _-, the only conserved quantity with _ Lorentz index is $P_{-}$and there are no higher tensorial charges that are not products of $P_{-}$.

In a similar manner one has a similar conservation law for $P_{+}$so that,

$$
\begin{equation*}
\sum_{\text {in }} P_{-}^{3}=\sum_{\text {out }} P_{-}^{3} \quad \sum_{\text {in }} P_{+}^{3}=\sum_{\text {out }} P_{+}^{3} \tag{5.143}
\end{equation*}
$$

If we now write these conservation laws for a $2 \rightarrow N$ process combined with the ordinary conservation of momenta we get four equations for two quantities which, combined with the analyticity of the S-matrix, implies that there cannot be any multiple production, and the only allowed process is $2 \rightarrow 2$.

It can also be shown that the classically conserved charges constructed by an integral equation (5.126) are also quantum mechanically conserved.

### 5.13 Non-local charges and quantum groups

The discussion of quantum groups and non-local charges follows the paper [39]. For a review see, for instance, [114].

In the previous sections we have derived in various forms sets of infinitely many conserved charges and argued that they constitute the integrability of the corresponding models. In particular we described in Section 5.11 non-local
charges. Here we will establish the algebraic structure of these charges. It will be shown that they involve non-trivial braiding and that they obey the algebra associated with "quantum groups".

Rather than discussing the generalities of this algebraic structure we analyze it in the context of our laboratory model, the sine-Gordon model. We now rewrite the Lagrangian density of the model as,

$$
\begin{equation*}
S=\frac{1}{4 \pi} \int \mathrm{~d}^{2} z \partial \phi \bar{\partial} \phi+\frac{\hat{\lambda}}{\pi} \int \mathrm{d}^{2} z: \cos (\hat{\beta} \phi): \tag{5.144}
\end{equation*}
$$

It is straightforward to relate $\hat{\lambda}$ of this formulation to $m, \beta$ of (5.23), and $\hat{\beta}$ here equals $\beta$ there.

Recall (Section 5.9) that this action can be considered as a conformal field theory plus a relevant perturbation of the form (5.93). In such a case one can identify a conserved current that obeys the relation,

$$
\begin{equation*}
\bar{\partial} J(z, \bar{z})=\partial H(z, \bar{z}) \quad \partial \bar{J}(z, \bar{z})=\bar{\partial} \bar{H}(z, \bar{z}), \tag{5.145}
\end{equation*}
$$

where for the conformal limit one has $\bar{\partial} J=\partial \bar{J}=0$, and $H, \bar{H}$ are defined via,

$$
\begin{equation*}
\operatorname{Res}_{z=w}\left(\phi_{\mathrm{pert}}(w) J^{a}(z)\right)=\partial h^{a}(z) \quad H^{a}(z, \bar{z})=2 \hat{\lambda} h^{a}(z) \bar{\phi}_{\mathrm{pert}}(\bar{z}) \tag{5.146}
\end{equation*}
$$

where the perturbation term is written, in the conformal limit, as $\phi_{\text {pert }}(z) \bar{\phi}_{\text {pert }}(\bar{z})$, and all this under the condition that the Res above are indeed total derivatives. A similar construction applies also for the anti-holomorphic current.

We can now identify a pair of non-local fields

$$
\begin{equation*}
\tilde{\phi}_{ \pm}(t, x)=\frac{1}{2}\left[\phi(t, x) \pm \int_{-\infty}^{x} \mathrm{~d} y \partial_{0} \phi(t, y)\right] \tag{5.147}
\end{equation*}
$$

with which we can write a pair of conserved currents $J_{ \pm}$of the form (5.145) as,

$$
\begin{align*}
J_{ \pm} & =\mathrm{e}^{ \pm \frac{2 i}{\beta} \tilde{\phi}_{+}(t, x)} \\
H_{ \pm} & =\lambda \frac{\hat{\beta}^{2}}{\hat{\beta}^{2}-2} \mathrm{e}^{ \pm i\left(\frac{2}{\beta}-\hat{\beta}\right) \tilde{\phi}_{+}(t, x) \mp \frac{i}{\beta} \tilde{\phi}_{-}(t, x)} \tag{5.148}
\end{align*}
$$

The conserved charges associated with the pair of currents are

$$
\begin{equation*}
Q_{ \pm}=\frac{1}{2 \pi i}\left(\int \mathrm{~d} z J_{ \pm}+\int \mathrm{d} \bar{z} H_{ \pm}\right) \quad \bar{Q}_{ \pm}=\frac{1}{2 \pi i}\left(\int \mathrm{~d} \bar{z} \bar{J}_{ \pm}+\int \mathrm{d} z \bar{H}_{ \pm}\right) \tag{5.149}
\end{equation*}
$$

The charges $Q_{ \pm}$are non-local, as a consequence of being built from the non-local field $\tilde{\phi}$.

Using the basic canonical commutation relation $\left[\phi(t, x), \partial_{0} \phi(t, y)\right]=4 \pi i \delta(x-$ $y$ ) and $e^{A} e^{B}=e^{[A, B]} e^{B} e^{A}$ (when $[\mathrm{A}, \mathrm{B}]$ commutes with A and B ) one finds the following braiding relations,

$$
\begin{align*}
& J_{ \pm}(t, x) \bar{J}_{\mp}(t, y)=\frac{1}{q^{2}} \bar{J}_{\mp}(t, y) J_{ \pm}(t, x) \\
& J_{ \pm}(t, x) \bar{J}_{ \pm}(t, y)=q^{2} \bar{J}_{ \pm}(t, y) J_{ \pm}(t, x) \tag{5.150}
\end{align*}
$$

where,

$$
\begin{equation*}
q=\mathrm{e}^{-\frac{2 \pi i}{\beta^{2}}} . \tag{5.151}
\end{equation*}
$$

These non-trivial braiding relations of the currents imply similar relations for the conserved charges,

$$
\begin{align*}
Q_{+} \bar{Q}_{+}-q^{2} \bar{Q}_{+} Q_{+} & =0 \\
Q_{-} \bar{Q}_{-}-q^{2} \bar{Q}_{-} Q_{-} & =0 \\
Q_{+} \bar{Q}_{-}-\frac{1}{q^{2}} \bar{Q}_{-} Q_{+} & =a\left(1-q^{2 Q_{\mathrm{top}}}\right) \\
Q_{-} \bar{Q}_{+}-\frac{1}{q^{2}} \bar{Q}_{+} Q_{-} & =a\left(1-q^{-2 Q_{\mathrm{top}}}\right) \\
{\left[Q_{\mathrm{top}}, Q_{ \pm}\right] } & = \pm 2 Q_{ \pm} \quad\left[Q_{\mathrm{top}}, \bar{Q}_{ \pm}\right]= \pm 2 \bar{Q}_{ \pm} \tag{5.152}
\end{align*}
$$

where $a=\frac{\lambda}{2 \pi i} \gamma^{2}, \quad \gamma^{-1}=\Delta=-\bar{\Delta}\left(Q_{ \pm}\right)$and the topological charge $Q_{\mathrm{top}}=$ $\frac{\hat{\beta}}{2 \pi}(\phi(x=\infty)-\phi(x=-\infty))($ compare with (5.6)).

This algebra of the charges is referred to as "q-deformation" $\hat{S} L_{q}(2)$ of the $S L(2)$ affine Lie algebra with zero center. Recall the basic $S L(2)$ algebra in the Chevaley basis (3.5),

$$
\begin{equation*}
\left[H, E_{ \pm}\right]= \pm 2 E_{ \pm} \quad\left[E_{+}, E_{-}\right]=H \tag{5.153}
\end{equation*}
$$

Introducing the spectral parameter $w$ the infinitely many generators of the $S L(2)$ affine Lie algebra are defined via $J^{a}=\sum_{n} J_{n}^{a} w^{n}$ with $J^{a}=H, E_{ \pm}$. We then define the Chevaley basis of the affine algebra $S \hat{L}(2)$ as,

$$
\begin{align*}
E_{+1} & =w E_{+} & E_{-1} & =w^{-1} E_{-} \\
E_{+0} & =w E_{-} & E_{-0} & =w^{-1} E_{+} \\
H_{1} & =H & H_{0} & =-H . \tag{5.154}
\end{align*}
$$

In terms of these generators the $\hat{S} L_{q}(2)$ algebra reads,

$$
\begin{align*}
{\left[H_{i}, E_{+j}\right] } & =a_{i j} E_{+j} \\
{\left[H_{i}, E_{-j}\right] } & =-a_{i j} E_{-j} \\
{\left[E_{+i}, E_{-j}\right] } & =\delta_{i j} E_{-j} \frac{q^{H_{i}}-q^{-H_{i}}}{q-q^{-1}} \tag{5.155}
\end{align*}
$$

and $a_{i j}$ is the Cartan matrix of $S L(2)$.
The relations between the non-local charges $Q_{ \pm}$and $\bar{Q}_{ \pm}$and the generators of the $\hat{S} L_{q}(2)$ algebra are,

$$
\begin{align*}
Q_{+} & =c E_{+1} q^{\frac{H_{1}}{2}} \quad Q_{-}=c E_{+0} q^{\frac{H_{0}}{2}} \\
\bar{Q}_{-} & =c E_{-1} q^{\frac{H_{1}}{2}} \quad \bar{Q}_{+}=c E_{-0} q^{\frac{H_{0}}{2}} \\
Q_{\text {top }} & =H_{1}=-H_{0} \tag{5.156}
\end{align*}
$$

where $c^{2}=\frac{\lambda}{2 \pi i} \gamma^{2}\left(q^{-2}-1\right)$.

### 5.14 Integrable spin chain models and the algebraic Bethe ansatz

The discussion of the algebraic Bethe ansatz follows closely the pedagogical paper of Faddeev [88] and also Beisert [31]. The use of the ansatz in a continuous system that we present follows that of Zamolodchikov [234].

A very useful class of two-dimensional integrable models are the spin chain models. In these models the space is divided into a discrete number of sites where spin variables are placed. So far, and in fact also in the rest of this book, we do not discuss discretized field theories. In this chapter we do since the spin chain models will be shown, in Section 18, to be intimately related to integrable sectors of gauge theories in four dimensions. We will demonstrate the techniques used to solve the spin chain models by applying them to a prototype model, the $X X X_{1 / 2}$ model. We will describe the model, write down the Bethe ansatz equations associated with it, solve them and extract the spectrum of the model. We then apply the technique to the discretized sine-Gordon model.

A discrete circle with $N$ ordered points is taken to be the space direction. The "space" is periodic so that each site is identified with $i \equiv i+N$. The formal continuum limit can be taken by introducing a lattice spacing $\Delta$ such that $\Delta \rightarrow$ $0, N \rightarrow \infty$ while $x=N \Delta$ is kept finite.

At each site there is a dynamical variable $X_{i}^{\alpha}$ where $i$ denotes the site and $\alpha$ is a set of finite number of values. One defines a quantum algebra of observables $\mathcal{A}$ by fixing a set of commutation relations between the $X_{i}^{\alpha}$. When $\left[X_{i}^{\alpha}, X_{j}^{\beta}\right]=0$ for any $i \neq j$ the algebra is called ultra local. Examples are canonical variables, and spin variables which will be used in the $X X X_{1 / 2}$ model we are about to describe.

The Hilbert space of the representations of the ultra local algebra has a natural tensor product,

$$
\begin{equation*}
\mathcal{H}=\prod_{i=1}^{N} \bigotimes h_{i}=h_{1} \bigotimes h_{2} \ldots \bigotimes h_{i} \ldots \bigotimes h_{N} \tag{5.157}
\end{equation*}
$$

and the variables $X_{i}^{\alpha}$ act nontrivially only on $h_{i}$.

### 5.14.1 The $X X X_{1 / 2}$ model

The $X X X_{1 / 2}$ describes a spin chain model with $N$ sites. At each site there is a spin variable $S_{i}^{\alpha}=\frac{\hbar}{2} \sigma^{\alpha}$ where $\sigma^{\alpha}$ are the Pauli matrices. The Hilbert space at each site is $\mathcal{C}^{2}$, the two-dimensional complex numbers. The Hamiltonian that defines the model is based on a nearest neighbor interaction of the form,

$$
\begin{equation*}
H=\sum_{i, \alpha}\left(S_{i}^{\alpha} S_{i+1}^{\alpha}-\frac{1}{4}\right) \tag{5.158}
\end{equation*}
$$

The spin of the system which is given by,

$$
\begin{equation*}
S^{\alpha}=\sum_{i} S_{i}^{\alpha} \tag{5.159}
\end{equation*}
$$

and is conserved,

$$
\begin{equation*}
\left[H, S^{\alpha}\right]=0 \tag{5.160}
\end{equation*}
$$

The notion $X X X$ associates with the fact that the coefficient of ( $S_{i}^{\alpha} S_{i+1}^{\alpha}-\frac{1}{4}$ ) is a constant independent on $i$ and $\alpha$. In the case where the coefficient is $\alpha$ dependent, namely $J^{\alpha}\left(S_{i}^{\alpha} S_{i+1}^{\alpha}-\frac{1}{4}\right)$, the model is referred as the XYZ model.

To extract the spectrum of the model we make use of the Lax operator defined by,

$$
\begin{equation*}
L_{k, a}(\lambda)=\lambda I_{k} \bigotimes I_{a}+i \sum_{\alpha} S_{k}^{\alpha} \bigotimes \sigma^{\alpha} \tag{5.161}
\end{equation*}
$$

where $\lambda$ is a complex parameter referred to as the spectral parameter, $I_{k}, S_{k}^{\alpha}$ are the identity and spin operators acting on $h_{k}$, and $I_{a}, \sigma^{\alpha}$ act on an auxiliary space V which is also $\mathcal{L}^{2}$.

The Lax operator can also be written in the form,

$$
\begin{equation*}
L_{k, a}(\lambda)=\left(\lambda-\frac{i}{2}\right) I_{k, a}+i P_{k, a} \tag{5.162}
\end{equation*}
$$

where $P_{i, a}$ is the permutation operator in $\mathcal{L}^{2} \otimes \mathcal{L}^{2}$, namely,

$$
\begin{equation*}
P a \bigotimes b=b \bigotimes a \tag{5.163}
\end{equation*}
$$

and is given by,

$$
\begin{equation*}
P=\frac{1}{2}\left(I \bigotimes I+\sum_{\alpha} \sigma^{\alpha} \bigotimes \sigma^{\alpha}\right) \tag{5.164}
\end{equation*}
$$

Equation (5.163) implies,

$$
\begin{align*}
P_{a_{1}, a_{2}} & =P_{a_{2}, a_{1}} \\
P_{n, a_{1}} P_{n, a_{2}} & =P_{a_{1}, a_{2}} P_{n, a_{1}}=P_{n, a_{2}} P_{a_{2}, a_{1}} . \tag{5.165}
\end{align*}
$$

The Hamiltonian can also be expressed in terms of the permutation operator,

$$
\begin{equation*}
H=\frac{1}{2} \sum_{i} P_{i, i+1}-\frac{N}{2} \tag{5.166}
\end{equation*}
$$

The idea now is to relate the Hamiltonian and other conserved charges to the monodromy of a string of Lax operators along the whole chain. For that we have to analyze the commuting structure of the Lax operators. This structure is controlled by the fundamental commutation relations (FCR) which will be shown later to be part of the Yang-Baxter relations and read,

$$
\begin{equation*}
R_{a_{1}, a_{2}}(\lambda-\mu) L_{i, a_{1}}(\lambda) L_{i, a_{2}}(\mu)=L_{i, a_{2}}(\mu) L_{i, a_{1}}(\lambda) R_{a_{1}, a_{2}}(\lambda-\mu), \tag{5.167}
\end{equation*}
$$

where,

$$
\begin{equation*}
R_{a_{1}, a_{2}}(\lambda)=\lambda I_{a_{1}, a_{2}}+i P_{a_{1}, a_{2}} \tag{5.168}
\end{equation*}
$$

To prove this relation one makes use of the relations of the permutation operator (5.165). The Lax operator can be interpreted as a connection along the chain in the sense,

$$
\begin{equation*}
\psi_{i+1}=L_{i} \psi_{i} \tag{5.169}
\end{equation*}
$$

This can be generalized to an ordered product which transports from $i_{1}$ to $i_{2}$,

$$
\begin{equation*}
T_{i_{1}, a}^{i_{2}}(\lambda)=L_{i_{2}-1, a}(\lambda) \ldots L_{i_{1}, a}(\lambda) \tag{5.170}
\end{equation*}
$$

and to the full monodromy along the spin chain,

$$
\begin{equation*}
T_{N, a}(\lambda)=L_{N, a}(\lambda) \ldots L_{1, a}(\lambda) \tag{5.171}
\end{equation*}
$$

We parameterize this monodromy operator in terms of a $2 \times 2$ matrix in the auxiliary space as,

$$
T_{N, a}(\lambda)=\left(\begin{array}{cc}
A_{N}(\lambda) & a_{N}^{\dagger}(\lambda)  \tag{5.172}\\
\tilde{a}_{N}(\lambda) & D_{N}(\lambda)
\end{array}\right),
$$

with entries in the full Hilbert space $\mathcal{H}$. In analogy to the FCR of the basic Lax operator it is straightforward to realize that there is a similar relation for the monodromy operator,

$$
\begin{equation*}
\left.R_{a_{1}, a_{2}}(\lambda-\mu) T_{a_{1}}(\lambda)\right) T_{a_{2}}(\mu)=T_{a_{2}}(\mu) T_{a_{1}}(\lambda) R_{a_{1}, a_{2}}(\lambda-\mu) . \tag{5.173}
\end{equation*}
$$

From this relation it follows that the trace of the monodromy operator,

$$
\begin{equation*}
F(\lambda) \equiv \operatorname{Tr}[T(\lambda)]=A(\lambda)+D(\lambda) \tag{5.174}
\end{equation*}
$$

is commuting, namely $[F(\lambda), F(\mu)]=0$. We can now expand both $T_{N}$ and $F(\lambda)$ as a polynomial of order N in $\lambda$ as,

$$
\begin{align*}
T_{a, N}(\lambda) & =\lambda^{N}+i \lambda^{N-1} \sum_{\alpha} S^{\alpha} \bigotimes \sigma^{\alpha}+\ldots \\
F(\lambda) & =2 \lambda^{N}+\sum_{l=0}^{N-2} Q_{l} \lambda^{l} \tag{5.175}
\end{align*}
$$

We will see shortly that the set of $N-1$ operators $Q_{l}$ are commuting and constitute the set of conserved charges, including the Hamiltonian. Next we expand the monodromy at $\lambda=\frac{i}{2}$,

$$
\begin{equation*}
T_{a, N}\left(\frac{i}{2}\right)=i^{N} P_{N, a} P_{N-1, a} \ldots P_{1, a}=i^{N} P_{1,2} P_{2,3} \ldots P_{N-1, N} P_{N, a} \tag{5.176}
\end{equation*}
$$

This follows from $L_{i, a}\left(\frac{i}{2}\right)=i P_{i, a}$ and $\frac{\mathrm{d}}{\mathrm{d} \lambda} L_{i, a}=I_{i, a}$ and then taking the permutations one after the other of the term in the middle. The trace over the auxiliary space is $\operatorname{Tr}\left[P_{N, a}\right]=I_{N}$ so that we can now define a shift operator in $\mathcal{H}$,

$$
\begin{equation*}
U=e^{i \mathcal{P}} \equiv i^{-N} \operatorname{Tr}_{a}\left[T_{N}\left(\frac{i}{2}\right)\right]=P_{1,2} P_{2,3} \ldots P_{N-1, N} \tag{5.177}
\end{equation*}
$$

Using the properties of the permutation operator that $P^{*}=P$ and $P^{2}=1$, it follows that $U$ is a unitary operator. Moreover, one can show that indeed it is a shift operator, namely,

$$
\begin{equation*}
U^{-1} X_{i} U=X_{i-1} \tag{5.178}
\end{equation*}
$$

To expand $F(\lambda)$ in the vicinity of $\lambda=\frac{i}{2}$ we first observe that,

$$
\begin{equation*}
\left.\frac{\mathrm{d}}{\mathrm{~d} \lambda} T_{a}(\lambda)\right|_{\lambda=1 / 2}=i^{N-1} \sum_{i} P_{N, a} \ldots \hat{P}_{i, a} \ldots P_{1, a} \tag{5.179}
\end{equation*}
$$

where ^means that the corresponding factor is absent. Using the same procedure as above we find that,

$$
\begin{equation*}
\left.\frac{\mathrm{d}}{\mathrm{~d} \lambda} F_{a}(\lambda)\right|_{\lambda=i / 2}=i^{N-1} \sum_{i} P_{1,2} P_{2,3} \ldots P_{N-1, N} \tag{5.180}
\end{equation*}
$$

Most of the permutations can be cancelled by multiplying with $U^{-1}$ so that

$$
\begin{equation*}
\left.\left[\frac{\mathrm{d}}{\mathrm{~d} \lambda} F_{a}(\lambda)\right] F_{a}(\lambda)^{-1}\right|_{\lambda=i / 2}=\left.\frac{\mathrm{d}}{\mathrm{~d} \lambda} \ln \left(F_{a}(\lambda)\right)\right|_{\lambda=i / 2}=\frac{1}{i} \sum_{i} P_{i, i+1} \tag{5.181}
\end{equation*}
$$

Recalling the expression we found earlier for the Hamiltonian (5.166) we can now see that,

$$
\begin{equation*}
H=\left.\frac{i}{2} \frac{\mathrm{~d}}{\mathrm{~d} \lambda} \ln \left(F_{a}(\lambda)\right)\right|_{\lambda=i / 2}-\frac{N}{2} \tag{5.182}
\end{equation*}
$$

We have just shown that the Hamiltonian is part of a set of $N-1$ commuting operators generated by $F(\lambda)$, the trace of the monodromy. In fact there are $N$ such conserved charges if we add also one component, say $S^{3}$, of the spin. The model is characterized by its $N$ degrees of freedom and is equipped with $N$ conserved charges and hence is (at least classically) integrable.

### 5.14.2 Bethe ansatz equations

To diagonalize the family of operators $F(\lambda)$ one can generalize the procedure used in the quantum harmonic oscillator. In that case we have a non-trivial commutation relation $\left[a, a^{\dagger}\right]=1$, a Hamiltonian which is $H=a^{\dagger} a+1$ and a ground state which is annihilated by $a$, namely $a \mid 0>=0$. Let us start first with the commutation relations. These are determined from the FCR as,

$$
\begin{align*}
{[\tilde{a}(\lambda), \tilde{a}(\mu)] } & =0 \\
A(\lambda) \tilde{a}(\mu) & =\frac{\lambda-\mu-i}{\lambda-\mu} \tilde{a}(\mu) A(\lambda)+\frac{i}{\lambda-\mu} \tilde{a}(\lambda) A(\mu) \\
D(\lambda) \tilde{a}(\mu) & =\frac{\lambda-\mu+i}{\lambda-\mu} \tilde{a}(\mu) D(\lambda)-\frac{i}{\lambda-\mu} \tilde{a}(\lambda) D(\mu) . \tag{5.183}
\end{align*}
$$

The last two relations generalize the relations,

$$
\begin{equation*}
a H=(H+1) a \quad a^{\dagger} H=(H-1) a^{\dagger} \tag{5.184}
\end{equation*}
$$

of the harmonic oscillator. To derive the above one uses an explicit $4 \times 4$ matrix formulation for the operators in $V \otimes V$. A natural basis for these matrices is

$$
\begin{equation*}
e_{1}=e_{+} \bigotimes e_{+}, \quad e_{2}=e_{+} \bigotimes e_{-}, \quad e_{3}=e_{-} \bigotimes e_{+}, \quad e_{4}=e_{-} \bigotimes e_{-} \tag{5.185}
\end{equation*}
$$

where,

$$
\begin{equation*}
e_{+}=\binom{1}{0}, e_{-}=\binom{0}{1} . \tag{5.186}
\end{equation*}
$$

In this basis the permutation operator and the R matrix read,

$$
\begin{gather*}
P=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right)  \tag{5.187}\\
R(\lambda)=\left(\begin{array}{cccc}
\lambda+i & 0 & 0 & 0 \\
0 & \lambda & i & 0 \\
0 & i & \lambda & 0 \\
0 & 0 & 0 & \lambda+i
\end{array}\right) . \tag{5.188}
\end{gather*}
$$

The matrices $T_{a_{1}}(\lambda)$ and $T_{a_{2}}(\mu)$ read,

$$
\begin{gather*}
T_{a_{1}}(\lambda)=\left(\begin{array}{cccc}
A(\lambda) & & a(\lambda) & \\
& A(\lambda) & & a(\lambda) \\
a^{\dagger}(\lambda) & & D(\lambda) & \\
& a^{\dagger}(\lambda) & & D(\lambda)
\end{array}\right)  \tag{5.189}\\
T_{a_{2}}(\lambda)=\left(\begin{array}{cccc}
A(\mu) & a(\mu) & & \\
a^{\dagger}(\mu) & D(\mu) & & \\
& & A(\mu) & a(\mu) \\
& & a^{\dagger}(\mu) & D(\mu)
\end{array}\right) . \tag{5.190}
\end{gather*}
$$

Explicit multiplication of these matrices yields (5.183).
Similarly to the case of the harmonic oscillator we now define the ground state,

$$
\begin{equation*}
a(\lambda)\left|0>=a(\lambda) \prod_{i} \bigotimes\right| 0>_{i}=0 . \tag{5.191}
\end{equation*}
$$

We choose $\mid 0>_{i}=e_{+}$so that,

$$
\begin{equation*}
\left.S^{3}\left|0>=\frac{N}{2}\right| 0>\quad S^{+} \right\rvert\, 0>=0 . \tag{5.192}
\end{equation*}
$$

Thus this state is the "highest weight state". It also follows that (the operator * is left unspecified),

$$
L_{n}(\lambda)\left|0>_{i}=\left(\begin{array}{cc}
\lambda+\frac{i}{2} & *  \tag{5.193}\\
0 & \lambda-\frac{i}{2}
\end{array}\right)\right| 0>_{i},
$$

and hence,

$$
T(\lambda)\left|0>=\left(\begin{array}{cc}
\left(\lambda+\frac{i}{2}\right)^{N} & *  \tag{5.194}\\
0 & \left(\lambda-\frac{i}{2}\right)^{N}
\end{array}\right)\right| 0>,
$$

which means that $\mid 0>$ is an eigenstate of both $A(\lambda)$ and $D(\lambda)$ and thus also of $F(\lambda)$. Higher excited states are created from the ground state $\mid 0>$ by a successive action with creation operators,

$$
\begin{equation*}
\Phi(\{\lambda\})=a^{\dagger}\left(\lambda_{1}\right) \ldots a^{\dagger}\left(\lambda_{l}\right) \mid 0> \tag{5.195}
\end{equation*}
$$

Requiring that the state $\Phi(\{\lambda\})$ is an eigenstate of $F(\lambda)$ imposes a set of relations on the $\lambda_{1}, \ldots, \lambda_{l}$. In particular using the FCR relation (5.183) we find,

$$
\begin{align*}
& A(\lambda) a^{\dagger}\left(\lambda_{1}\right) \ldots a^{\dagger}\left(\lambda_{l}\right) \mid 0> \\
&= \left.\prod_{k=1}^{l} \frac{\lambda-\lambda_{k}-i}{\lambda-\lambda_{k}}\left(\lambda+\frac{i}{2}\right)^{N}(\lambda) a^{\dagger}\left(\lambda_{1}\right) \ldots a^{\dagger}\left(\lambda_{l}\right) \right\rvert\, 0> \\
&+\sum_{k=1}^{l} M_{k}(\lambda,\{\lambda\}) a^{\dagger}\left(\lambda_{1}\right) \ldots \hat{a}^{\dagger}\left(\lambda_{k}\right) \ldots a^{\dagger}\left(\lambda_{l}\right) \mid 0> \tag{5.196}
\end{align*}
$$

The first term on the right-hand side of the equation has the form of an eigenstate equations but the rest of the terms do not. The idea is to choose the set $\{\lambda\}$ such that these terms will cancel out against similar terms in $D(\lambda) a^{\dagger}\left(\lambda_{1}\right) \ldots a^{\dagger}\left(\lambda_{l}\right) \mid 0>$. To get the value of the coefficient $M_{1}(\lambda,\{\lambda\})$ we use the second term on the righthand side of the second equation in (5.183) when interchanging $A(\lambda)$ and $a^{\dagger}\left(\lambda_{1}\right)$ and in all other exchanges we use the first term. In this way we find that,

$$
\begin{equation*}
M_{1}(\lambda,\{\lambda\})=\frac{i}{\lambda-\lambda_{1}} \prod_{k=2}^{l} \frac{\lambda_{1}-\lambda_{k}-i}{\lambda_{1}-\lambda_{k}}\left(\lambda_{1}+\frac{i}{2}\right)^{N} \tag{5.197}
\end{equation*}
$$

Interchanging now $\lambda_{1} \rightarrow \lambda_{j}$ we get similarly the expressions for all $M_{j}(\lambda,\{\lambda\})$. The same type of manipulations yield,

$$
\begin{align*}
& D(\lambda) a^{\dagger}\left(\lambda_{1}\right) \ldots a^{\dagger}\left(\lambda_{l}\right) \mid 0> \\
&= \left.\prod_{k=1}^{l} \frac{\lambda-\lambda_{k}-i}{\lambda-\lambda_{k}}\left(\lambda-\frac{i}{2}\right)^{N}(\lambda) a^{\dagger}\left(\lambda_{1}\right) \ldots a^{\dagger}\left(\lambda_{l}\right) \right\rvert\, 0> \\
&+\sum_{k=1}^{l} N_{k}(\lambda,\{\lambda\}) a^{\dagger}\left(\lambda_{1}\right) \ldots \hat{a}^{\dagger}\left(\lambda_{k}\right) \ldots a^{\dagger}\left(\lambda_{l}\right) \mid 0> \tag{5.198}
\end{align*}
$$

with,

$$
\begin{equation*}
N_{j}(\lambda,\{\lambda\})=\frac{i}{\lambda-\lambda_{1}} \prod_{k=2}^{l} \frac{\lambda_{1}-\lambda_{k}-i}{\lambda_{1}-\lambda_{k}}\left(\lambda_{1}-\frac{i}{2}\right)^{N} \tag{5.199}
\end{equation*}
$$

We now observe that if the set of $\{\lambda\}$ obey the condition,

$$
\begin{equation*}
\prod_{k \neq j}^{l} \frac{\lambda_{1}-\lambda_{k}-i}{\lambda_{1}-\lambda_{k}}\left(\lambda_{1}+\frac{i}{2}\right)^{N}=\prod_{k \neq j}^{l} \frac{\lambda_{1}-\lambda_{k}-i}{\lambda_{1}-\lambda_{k}}\left(\lambda_{1}-\frac{i}{2}\right)^{N} \tag{5.200}
\end{equation*}
$$

then the undesirable terms in (5.196) cancel out and we end with an eigenstate of $F(\lambda)$ and hence of the Hamiltonian. For the former it takes the form,

$$
\begin{equation*}
F(\lambda) \Phi(\{\lambda\})=\left(\lambda+\frac{i}{2}\right)^{N} \prod_{j=1}^{l} \frac{\lambda-\lambda_{j}-i}{\lambda-\lambda_{j}}+\left(\lambda-\frac{i}{2}\right)^{N} \prod_{k \neq j}^{l} \frac{\lambda-\lambda_{j}-i}{\lambda-\lambda_{j}} \Phi(\{\lambda\}) . \tag{5.201}
\end{equation*}
$$

These conditions can be rewritten as,

$$
\begin{equation*}
\left(\frac{\lambda_{j}+i / 2}{\lambda_{j}-i / 2}\right)^{N}=\prod_{k \neq j}^{l} \frac{\lambda_{j}-\lambda_{k}+i}{\lambda_{j}-\lambda_{k}-i} \tag{5.202}
\end{equation*}
$$

These conditions on the eigenvectors were derived originally by Bethe, though in a completely different way, and hence the names, the "Bethe ansatz equation" (BAE) for (5.202) and the "Bethe vector" for $\Phi(\{\lambda\})$. It is straightforward to observe that the poles in the eigenvalue of $F(\lambda)$ cancel out so that it is a polynomial in $\lambda$ of degree $N$. One can further show that the full spectrum can be recast just with nonequal $\lambda_{j}$.

We now want to determine the eigenvalues of spin, momentum and Hamiltonian operators of the eigenstates just found.

Using the FCR relation (5.173) in the limit of $\mu \rightarrow \infty$ the $S L(2)$ invariance of the monodromy in $\mathcal{H} \otimes V$ is determined via,

$$
\begin{equation*}
\left[T_{a}(\lambda), \frac{1}{2} \sigma^{\alpha}+S^{\alpha}\right]=0 \tag{5.203}
\end{equation*}
$$

which means in particular that,

$$
\begin{equation*}
\left[S^{3}, a^{\dagger}\right]=-a^{\dagger} \quad\left[S^{+}, a^{\dagger}\right]=A-D \tag{5.204}
\end{equation*}
$$

The spin of the state is therefore given by,

$$
\begin{equation*}
S^{3} \Phi(\{\lambda\})=\left(\frac{N}{2}-l\right) \Phi(\{\lambda\}) \tag{5.205}
\end{equation*}
$$

Furthermore it can be shown that the states $\Phi(\{\lambda\})$ are all highest weight states provided that the BAE is obeyed, namely,

$$
\begin{equation*}
S^{+} \Phi(\{\lambda\})=0 \tag{5.206}
\end{equation*}
$$

Since the $S^{3}$ eigenvalue of the highest weight states is non-negative it is obvious that $l \leq \frac{N}{2}$. When $N$ is odd the spin of the state is half-integer, whereas when it is even the spin is even and in particular for $l=\frac{N}{2}$ there is an $S L(2)$ invariant state with vanishing spin.
Let us determine now the eigenvalue of the momentum operator. From the definition of the shift operator (5.177) it follows that,

$$
\begin{equation*}
U \Phi(\{\lambda\})=i^{N} F\left(\frac{i}{2}\right) \Phi(\{\lambda\})=\prod \frac{\lambda_{j}+\frac{i}{2}}{\lambda_{j}-\frac{i}{2}} \Phi(\{\lambda\}) . \tag{5.207}
\end{equation*}
$$

The eigenvalue of the momentum operator is therefore given by,

$$
\begin{equation*}
P \Phi(\{\lambda\})=\sum_{j} p\left(\lambda_{j}\right) \Phi(\{\lambda\}) \quad p(\lambda)=\frac{1}{i} \log \left[\frac{\lambda+\frac{i}{2}}{\lambda-\frac{i}{2}}\right] . \tag{5.208}
\end{equation*}
$$

The energy eigenvalue is determined from (5.182),

$$
\begin{equation*}
H \Phi(\{\lambda\})=\sum_{j} e\left(\lambda_{j}\right) \Phi(\{\lambda\}) \quad e(\lambda)=-\frac{1}{2} \frac{1}{\lambda^{2}+\frac{1}{4}} \tag{5.209}
\end{equation*}
$$

The last expressions calls for a "quasi particle" interpretation. The operator $a^{\dagger}(\lambda)$ creates a quasi particle which reduces the spin $S^{3}$ by one unit and adds to the momentum and energy $p(\lambda)$ and $e(\lambda)$, respectively. We further observe that,

$$
\begin{equation*}
e(\lambda)=\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} \lambda} p(\lambda) \tag{5.210}
\end{equation*}
$$

It is also evident that we can eliminate the dependence on the rapidity of the energy and momentum and read directly the dispersion relation,

$$
\begin{equation*}
e(p)=\cos (p)-1 \tag{5.211}
\end{equation*}
$$

Since this energy is always non-positive, the highest weight state $\mid 0>$ can be considered a ground state only if we take $-H$ as the Hamiltonian rather than $H$. In fact it will be shown shortly that the latter corresponds to a system of an antiferromagnet whereas the former corresponds to that of a ferromagnet.

### 5.14.3 The thermodynamic Bethe ansatz

The thermodynamic limit of the spin chain models is the limit of $N \rightarrow \infty$. Recall that the continuum limit of the model when $N \rightarrow \infty$ and the spacing $\Delta \rightarrow 0$. In the BAE $N$ appears only in the left-hand side. If we take the $\log$ of the ansatz we find for real $\{\lambda\}$,

$$
\begin{equation*}
N p\left(\lambda_{j}\right)=2 \pi Q_{j}+\sum_{k=1}^{l} \varphi\left(\lambda_{j}-l_{k}\right) \tag{5.212}
\end{equation*}
$$

where $Q_{i}$ are integers $0 \leq Q_{j} \leq N-1$ that define the branch of the $\log$ and $\varphi(\lambda)$ is a fixed branch of $\log \left(\frac{\lambda+i}{\lambda-i}\right)$. For large $N$ and $Q_{j}$ and fixed $l$ one finds the usual expression for the momentum of a free particle on the chain,

$$
\begin{equation*}
p_{j}=2 \pi \frac{Q_{j}}{N} \tag{5.213}
\end{equation*}
$$

since the $\varphi(\lambda)$ is negligible.
The second term in (5.212) associates with the scattering of these particles. In fact by comparison with the quantum mechanics of a particle in a box we see that $\varphi\left(\lambda_{i}-\lambda_{j}\right)$ stands for the corresponding phase shift of the particles with rapidity $\lambda_{i}$ and $\lambda_{j}$. Using this analogy we can now identify the S-matrix element
with,

$$
\begin{equation*}
S(\lambda-\mu)=\frac{\lambda-\mu+i}{\lambda-\mu-i} . \tag{5.214}
\end{equation*}
$$

The S-matrix also enters the large N commutation relations of the normalized creation operators $\tilde{a}^{\dagger}(\lambda)=a^{\dagger}(\lambda) A^{-1}(\lambda)$,

$$
\begin{equation*}
\tilde{a}^{\dagger}(\lambda) \tilde{a}^{\dagger}(\mu)=S(\lambda-\mu) \tilde{a}^{\dagger}(\mu) \tilde{a}^{\dagger}(\lambda) . \tag{5.215}
\end{equation*}
$$

In addition to the quasi-particle states in the Hilbert space, there are also bound states of the quasi-particles. These states correspond to complex solutions of the BAE. The simplest case is with two quasi-particles $l=2$. In this case the two BAE read,

$$
\begin{equation*}
\left(\frac{\lambda_{1}+i / 2}{\lambda_{1}-i / 2}\right)^{N}=\frac{\lambda_{1}-\lambda_{2}+i}{\lambda_{1}-\lambda_{2}-i} \quad\left(\frac{\lambda_{2}+i / 2}{\lambda_{2}-i / 2}\right)^{N} \frac{\lambda_{2}-\lambda_{1}+i}{\lambda_{2}-\lambda_{1}-i} . \tag{5.216}
\end{equation*}
$$

Using (5.208) it follows that $p\left(\lambda_{1}\right)+p\left(\lambda_{2}\right)$ is real. Furthermore, for $N \rightarrow \infty$ to compensate the exponential increase (decrease) of the left-hand side of the last equations, it is clear that the right-hand side must have $\operatorname{Im}\left(\lambda_{1}-\lambda_{2}\right)=i($ or $-i)$ and thus the final form of $\lambda_{1}$ and $\lambda_{2}$ are,

$$
\begin{equation*}
\lambda_{1}=\lambda_{1 / 2}+\frac{i}{2} \quad \lambda_{2}=\lambda_{1 / 2}-\frac{i}{2} \tag{5.217}
\end{equation*}
$$

where $\lambda_{1 / 2}$ is real. The momentum and energy eigenvalues of the corresponding Bethe vector are,

$$
\begin{equation*}
p_{1 / 2}=\frac{1}{i} \ln \frac{\lambda+i}{\lambda-i} \quad e_{1 / 2}=\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} \lambda}\left[p_{1 / 2}(\lambda)\right]=\frac{1}{\lambda^{2}+1} . \tag{5.218}
\end{equation*}
$$

The state is considered as a bound state since its energy is less than the sum of the energies of the two constituents,

$$
\begin{equation*}
e_{1 / 2}<\left[e_{0}\left(p-p_{1}\right)+e_{0}\left(p_{1}\right)\right], \tag{5.219}
\end{equation*}
$$

for any $0 \leq p, p_{1} \leq 2 \pi$.
The bound state of two quasi-particles $l=2$ can be generalized for $l>2$. The roots $\lambda_{l}$ are combined into complexes $M$, where $M$ takes half integer values $M=$ $0,1 / 2,1, \ldots$ with $l=\sum_{M} \nu_{M}(2 M+1)$ where $\nu_{M}$ gives the number of complexes of type $M$. Each complex has roots of the type,

$$
\begin{equation*}
\lambda_{M, m}=\lambda_{M}+\mathrm{im} \quad-M \leq m \leq M, \tag{5.220}
\end{equation*}
$$

where $\lambda_{M}$ is real and $m$ are integers and half integers. The corresponding momentum and energy are given by,

$$
\begin{equation*}
p_{M}(\lambda)=\frac{1}{i} \ln \frac{\lambda+i(M+1 / 2)}{\lambda-i(M+1 / 2)} \quad e_{M}(\lambda)=\frac{1}{2} \frac{2 M+1}{\lambda^{2}+(M+1 / 2)^{2}} . \tag{5.221}
\end{equation*}
$$

The S-matrix for scattering of complexes $M$ and $N$ are

$$
\begin{equation*}
S_{M, N}=\prod_{L=|M-N|}^{M+N} S_{0, L}(\lambda) \tag{5.222}
\end{equation*}
$$

where,

$$
\begin{equation*}
S_{0, M}(\lambda)=\frac{\lambda+i M}{\lambda-i M} \frac{\lambda+i(M+1)}{\lambda-i(M+1)} \tag{5.223}
\end{equation*}
$$

To summarize, the ferromagnetic system with Hamiltonian $-H$ in the thermodynamics limit has a Hilbert space $\mathcal{H}_{F}$ with a ground state $|0\rangle=\Pi\left(e_{+}\right)_{i}$. The excitations are quasi-particles characterized by $M, M=0,1 / 2, \ldots$ and the rapidity $\lambda$. The dispersion relation is given by $e_{M}=\frac{1}{2 M+1}\left(1-\cos \left(p_{M}\right)\right)$ and the S-matrix is (5.222). Out of $S^{\alpha}$, only $S^{3}$ makes sense as an operator on $\mathcal{H}_{F}$. The operators $S^{ \pm}$change the ground state at each site. This may be viewed as a symmetry-breaking phenomenon.

So far we have described the basic notions of the physics of the spin chain using the example of the $X X X_{1 / 2}$. One can further generalize these considerations in many directions such as the anti-ferromagnetic system, general spin states in the $X X X$ model, namely, the $X X X_{s / 2}$ model, the $X X Z$ and many others.

The thermodynamic limit for the $X X X_{s / 2}$ model
So far we have described the basic notions of the physics of the spin chain using the example of the $X X X_{1 / 2}$. One can further generalize these considerations also to the $X X X_{s / 2}$ model. We state here the results without derivation. An eigenstate characterized by the set $\lambda_{1}, \ldots, \lambda_{l}$ which are determined by a straightforward generalization of the BAE (5.202),

$$
\begin{equation*}
\left(\frac{\lambda_{j}+(i / 2) s}{\lambda_{j}-(i / 2) s}\right)^{N}=\prod_{k \neq j}^{l} \frac{\lambda_{j}-\lambda_{k}+i}{\lambda_{j}-\lambda_{k}-i} \tag{5.224}
\end{equation*}
$$

The eigenvalues of the Hamiltonian and momentum are given by,

$$
\begin{equation*}
E=\sum_{k=1}^{l} \frac{s}{\lambda_{k}^{2}+\frac{1}{4} s^{2}} \quad P=\frac{1}{i} \sum_{k=1}^{l} \ln \left[\frac{\lambda_{k}+\frac{i}{2} s}{\lambda_{k}-\frac{i}{2} s}\right], \tag{5.225}
\end{equation*}
$$

and the higher conserved charges that render the model integrable are,

$$
\begin{equation*}
Q_{r}=\frac{i}{r-1} \sum_{k=1}^{l}\left(\frac{1}{\left(\lambda_{k}+\frac{i}{2} s\right)^{r-1}}-\frac{1}{\left(\lambda_{k}-\frac{i}{2} s\right)^{r-1}}\right) \tag{5.226}
\end{equation*}
$$

where $r \leq N$ and in particular $r=2$ is the Hamiltonian.

In the thermodynamic limit, $N \rightarrow \infty$ states with low energy and zero momentum can be dealt with by introducing the scaling,

$$
\begin{equation*}
\tilde{E}=N E=\frac{1}{N} \sum_{k=1}^{l} \frac{s}{\tilde{\lambda}_{k}^{2}} \quad 2 \pi n=\frac{1}{N} \sum_{k=1}^{l} \frac{s}{\tilde{\lambda}_{k}} \quad 2 \pi n_{k}-\frac{s}{\tilde{\lambda}_{k}}=\frac{1}{N} \sum_{j=1, j \neq k}^{l} \frac{2}{\tilde{\lambda}-\tilde{\lambda}_{k}} \tag{5.227}
\end{equation*}
$$

where $\lambda_{k}=N \tilde{\lambda}_{k}$ and where the second and third expressions were derived by taking the $\log$ of the zero momentum condition $U=1$ and of the BAE, respectively. Using the same scaling one finds for the higher charges and the transfer matrix the results,

$$
\begin{equation*}
\tilde{Q}_{r}=\frac{Q_{r}}{N^{r-1}}=\frac{1}{N} \sum_{k=1}^{l} \frac{s}{\tilde{\lambda}_{k}^{r}} \quad-i \log \tilde{T}(\tilde{\lambda})=-i \log T(N \tilde{\lambda})=\frac{1}{N} \sum_{j=1, j \neq k}^{l} \frac{s}{\tilde{\lambda}_{j}-\tilde{\lambda}_{k}} \tag{5.228}
\end{equation*}
$$

For $N \rightarrow \infty$ it is plausible to assume that the Bethe roots accumulate on smooth contours $\left(\mathcal{C}_{1}, \ldots \mathcal{C}_{A}\right) \equiv \mathcal{C}$ which are referred to as "Bethe strings". Thus we replace the discrete $\tilde{\lambda}_{k}$ locations of the roots by a continuum variable $\tilde{\lambda}$ described by a density $\rho(\tilde{\lambda})$ so that the sum of the root translates into the integral,

$$
\begin{equation*}
\frac{1}{N} \sum_{k=1}^{l} \rightarrow \int_{\mathcal{C}} \mathrm{d} \tilde{\lambda} \rho(\tilde{\lambda}) \tag{5.229}
\end{equation*}
$$

with the normalization that $\int_{\mathcal{C}} \mathrm{d} \tilde{\lambda} \rho(\tilde{\lambda})=\frac{1}{N}$. Using the continuum formulation we can now rewrite the expressions for the Bethe ansatz, the energy and the higher charges as,

$$
\begin{align*}
2 \pi n & =s \int_{\mathcal{C}} \frac{\mathrm{d} \tilde{\lambda} \rho(\tilde{\lambda})}{\tilde{\lambda}} \quad 2 \pi n_{\tilde{\lambda}}-\frac{s}{\tilde{u}}=2 \int_{\mathcal{C}} \frac{\mathrm{d} \tilde{\lambda}^{\prime} \rho\left(\tilde{\lambda}^{\prime}\right)}{\tilde{\lambda}^{\prime}-\lambda}, \\
\tilde{E} & =s \int_{\mathcal{C}} \frac{\mathrm{d} \tilde{\lambda} \rho(\tilde{\lambda})}{\tilde{\lambda}^{2}} \quad \tilde{Q}_{r}=s \int_{\mathcal{C}} \frac{\mathrm{d} \tilde{\lambda} \rho(\tilde{\lambda})}{\tilde{\lambda}^{r}}, \tag{5.230}
\end{align*}
$$

where $n_{\tilde{\lambda}}$ is the mode number $n_{k}$ at the point $\tilde{\lambda}=\tilde{\lambda}_{k}$. It is expected to be a constant along each contour $\mathcal{C}_{a}$. In the second integral of the first line, a principal part prescription is implemented. An important result is that one can determine the set of conserved charges $\tilde{Q}_{r}$ using a resolvent, as,

$$
\begin{equation*}
G(\tilde{\lambda})=|s| \int_{\mathcal{C}} \frac{\mathrm{d} \tilde{\lambda}^{\prime} \rho\left(\tilde{\lambda}^{\prime}\right)}{\tilde{\lambda}^{\prime}-\lambda} \quad G(\tilde{\lambda})=\sum_{r=1}^{\infty} \tilde{\lambda}^{r-1} \tilde{Q}_{r} . \tag{5.231}
\end{equation*}
$$

The resolvent is related to the transfer matrix,

$$
\begin{equation*}
\tilde{T}(\lambda)=\mathrm{e}^{i G(\tilde{\lambda})}+\mathrm{e}^{-i G\left(\tilde{\lambda}-\frac{i}{\lambda}\right)}=\mathrm{e}^{-\frac{i}{2 \tilde{u}}} 2 \cos \left(G(\tilde{\lambda})+\frac{1}{2 \tilde{\lambda}}\right) . \tag{5.232}
\end{equation*}
$$

We wish to conclude this chapter with a model that will enable us to connect the discussion of the spin chain models to continuum integrable models.


Fig. 5.5. Saw path on the two dimensional lattice.

### 5.14.4 Spin chain model in discrete time

So far we have discussed the two-dimensional integrable model with a discretized space dimension and a continuous time dimension. It turns out that to connect the spin chain models to continuum two-dimensional field theory it is useful to further also discretize the time direction. The shift operator (13.77) discussed above was determined from a trace of the monodromy at a particular value of the spectral parameter. To describe the system with both space and time discretized, one needs to distinguish values of the spectral parameter $\lambda \pm w$ for some fixed $w$. We define now an inhomogeneous monodromy built from the Lax operator $L_{i, f}$ acting on the quantum Hilbert space $h_{i}$ and the auxiliary space $V_{f}$,

$$
\begin{equation*}
T_{f}(\lambda, w)=L_{2 N, f}(\lambda+w) L_{2 N-1, f}(\lambda-w) \ldots L_{2, f}(\lambda+w) L_{1, f}(\lambda-w) \tag{5.233}
\end{equation*}
$$

The light-like shift operators $U_{+}$and $U_{-}$are given by,

$$
\begin{equation*}
U_{+}=\operatorname{tr}_{f}\left[T_{f}(w, w)\right] \quad U_{-}=\operatorname{tr}_{f}\left[T_{f}(-w, w)\right] \tag{5.234}
\end{equation*}
$$

The monodromy is along a saw path on the two-dimensional lattice as can be seen in Fig. 5.5.
$L_{2 n, f}(\lambda+w)$ is a transport along the NW direction and $L_{2 N-1, f}(\lambda-w)$ along the SW direction.

In analogy to the definition of the monodromy as a trace of $T(\lambda)$ (13.77), we now define the monodromy as,

$$
\begin{equation*}
F(\lambda, w \mid a, i, \mu)=\operatorname{tr}_{f}\left[T_{f}(\lambda, w \mid a, i, \mu)\right], \tag{5.235}
\end{equation*}
$$

where

$$
\begin{align*}
& T_{f}(\lambda, w \mid a, i, \mu)=L_{2 N, f}(\lambda+w) L_{2 N-1, f}(\lambda-w) \ldots \\
& \ldots L_{2 i, f}(\lambda+w) L_{f, a}^{-1}(\mu-\lambda) L_{2 i-1, f}(\lambda-w) \ldots L_{2, f}(\lambda+w) L_{1, f}(\lambda-w) \tag{5.236}
\end{align*}
$$

It can be shown that $T_{f}(\lambda, w \mid a, i, \mu)$ is subjected to the FCR relations in a similar manner to $T(\lambda)$ (13.77). Due to the commutativity of F we get a zero curvature condition on the transport around an elementary plaquette of the space-time
lattice,

$$
\begin{equation*}
L_{2 i, a}(\lambda+w) L_{2 i-1, a}(\lambda-w)=U_{-} L_{2 i-1, a}(\lambda-w) U_{-}^{-1} U_{+}^{-1} L_{2 i, a}(\lambda+w) U_{+} \tag{5.237}
\end{equation*}
$$

The light-like shifts $U_{ \pm}$are related to the shift in space and time in the usual form, namely,

$$
\begin{equation*}
U_{+}=\mathrm{e}^{-i(H-P) / 2} \quad U_{-}=\mathrm{e}^{-i(H+P) / 2} \tag{5.238}
\end{equation*}
$$

As for the case of only space dimension discretized, here too one finds that the condition of having an eigenvector of the energy and momentum is the BAE which takes the form,

$$
\begin{equation*}
\left(\frac{\alpha\left(\lambda_{j}+w\right) \alpha\left(\lambda_{j}-w\right)}{\delta\left(\lambda_{j}+w\right) \delta\left(\lambda_{j}-w\right)}\right)^{N}=\prod_{j \neq k} S\left(\lambda_{j}-\lambda_{k}\right) \tag{5.239}
\end{equation*}
$$

where $\alpha(\lambda), \delta(\lambda)$ are local eigenvalues and $S(\lambda)$ is the quasi particle phase factor.

### 5.14.5 The discretized version of the sine-Gordon model

As a particular example of an integrable lattice model, we consider a model with Weyl variables rather than spin variables on the lattice sites. These variables obey at each site the relations,

$$
\begin{equation*}
u_{i} v_{i}=q v_{i} u_{i}, \quad q=\mathrm{e}^{i \gamma} . \tag{5.240}
\end{equation*}
$$

The corresponding Lax operator is

$$
L_{i, a}(x)=\left(\begin{array}{cc}
u_{i} & x v_{i}  \tag{5.241}\\
-x v_{i}^{-1} & u_{i}^{-1}
\end{array}\right) .
$$

To reduce the number of degrees of freedom per site from two to one we impose the constraint,

$$
\begin{equation*}
u_{2 i} u_{2 i-1} v_{2 i} v_{2 i-1}^{-1}=1 \tag{5.242}
\end{equation*}
$$

The BAE for this case take the form,

$$
\begin{equation*}
\left(\frac{\sinh \left(\lambda_{j}+w+i \gamma / 2\right) \sinh \left(\lambda_{j}-w+i \gamma / 2\right)}{\sinh \left(\lambda_{j}+w-i \gamma / 2\right) \sinh \left(\lambda_{j}-w-i \gamma / 2\right)}\right)^{N / 2}=\prod_{k \neq j}^{l} \frac{\sinh \left(\lambda_{j}-\lambda_{k}+i \gamma\right)}{\sinh \left(\lambda_{j}-\lambda_{k}-i \gamma\right)} \tag{5.243}
\end{equation*}
$$

where we have substituted $x=\mathrm{e}^{\lambda}$ and $\kappa=\mathrm{e}^{w}$.
The shift operator in the time direction related to the Hamiltonian can be determined in the following manner. Using the explicit form of the Lax operator we have,

$$
\begin{equation*}
L_{i_{2}, a}\left(\frac{1}{x}\right) L_{i_{1}, a}\left(\frac{1}{y}\right) r\left(\frac{x}{y}\right)=r\left(\frac{x}{y}\right) L_{i_{1}, a}\left(\frac{1}{y}\right) L_{i_{2}, a}\left(\frac{1}{x}\right) . \tag{5.244}
\end{equation*}
$$



Fig. 5.6. Elementary plaquette.

It can be shown that this condition reduces to the functional equation,

$$
\begin{equation*}
\frac{r(x, q w)}{r\left(x, q^{-1} w\right)}=\frac{x w+1}{x+w} . \tag{5.245}
\end{equation*}
$$

Denoting

$$
\begin{equation*}
w_{2 i}=u_{2 i} u_{2 i-1} v_{2 i}^{-1} v_{2 i-1} \quad w_{2 i+1}=u_{2 i+1} u_{2 i} v_{2 i+1}^{-1} v_{2 i} \tag{5.246}
\end{equation*}
$$

we find that the time shift operator is given by,

$$
\begin{equation*}
\mathrm{e}^{-i H}=\prod r\left(\kappa^{2}, w_{2 i}\right) \prod r\left(\kappa^{2} w_{2 i+1}\right) \tag{5.247}
\end{equation*}
$$

With this operator at hand we can now determine the equation of motion of the model and show that it corresponds in the continuuum limit to the sine-Gordon equation. To accomplish this we define now $z_{i}$ such that,

$$
\begin{equation*}
w_{i}=\frac{z_{i+1}}{z_{i-1}} \tag{5.248}
\end{equation*}
$$

It is easy to see that $z_{i}$ does not commute only with one $w$, namely $w_{i}$ for which we have,

$$
\begin{equation*}
z_{i} w_{i}=q^{2} w_{i} z_{i} . \tag{5.249}
\end{equation*}
$$

Now we apply the time evolution operator on $z_{i}$. It reads,

$$
\begin{equation*}
\hat{z}_{i}=\mathrm{e}^{i H} z_{i} \mathrm{e}^{-i H} \tag{5.250}
\end{equation*}
$$

When we substitute (5.247) we get the equation of motion,

$$
\begin{equation*}
\hat{z}_{2 i+1}=z_{2 i+1} \frac{\kappa^{2} q^{-1} z_{2 i+2}+z_{2 i}}{q^{-1} z_{2 i+2}+\kappa^{2} z_{2 i}} \tag{5.251}
\end{equation*}
$$

and similarly for $z_{2 i}$. This equation connects $z$ along an elementary plaquette (see Fig. 5.6). The equation can also be rewritten as,

$$
\begin{equation*}
\left(q^{-1} z_{N} z_{W}-z_{S} z_{E}\right)=\kappa^{2}\left(q^{-1} z_{S} z_{W}-z_{N} z_{E}\right) \tag{5.252}
\end{equation*}
$$

If we now define the variable,

$$
\begin{equation*}
\chi=\mathrm{e}^{i \varphi}=\binom{z}{z^{-1}} \tag{5.253}
\end{equation*}
$$

alternatively on each second SE characteristic line on our lattice, then the equations of motion take the form,

$$
\begin{equation*}
\chi_{N}=\chi-S^{-1} \frac{\kappa^{2} \chi_{W} \chi_{E}+1}{q^{-1} \chi_{W} \chi_{E}+\kappa^{2}} \tag{5.254}
\end{equation*}
$$

so that for large $\kappa^{2}$ and classical limit $q=1$ we get,

$$
\begin{equation*}
\frac{\chi_{N} \chi_{S}}{\chi_{E} \chi_{W}}=1+\frac{1}{\kappa^{2}}\left(\frac{1}{\chi_{E} \chi_{W}}-\chi_{E} \chi_{W}\right)+\ldots \tag{5.255}
\end{equation*}
$$

and in terms of $\varphi$,

$$
\begin{equation*}
\frac{\chi_{N} \chi_{S}}{\chi_{E} \chi_{W}}=\mathrm{e}^{i \frac{\Delta^{2}}{2}\left(\partial_{t}^{2} \varphi-\partial_{x}^{2} \varphi\right)+\ldots} \tag{5.256}
\end{equation*}
$$

and with the scaling $\frac{1}{\kappa^{2}}=m^{2} \Delta^{2}$ we finally discover the sine-Gordon equation,

$$
\begin{equation*}
\left(\partial_{t}^{2} \varphi-\partial_{x}^{2} \varphi\right)+2 m^{2} \sin (2 \varphi)=0 \tag{5.257}
\end{equation*}
$$

In the quantum version one modifies the scaling to take into account the mass renormalization.

### 5.15 The continuum thermodynamic Bethe ansatz

Here we describe again the thermodynamic Bethe ansatz but now in the context of continuous models. This will not be a straightforward transition from a discretized to a continuous model via a certain limit, but rather a completely different derivation. Obviously, here as well the Bethe wave-function, the thermodynamic limit and the interplay between the spectrum and S-matrix elements will enter as essential ingredients.

Consider an integrable Euclidean field theory defined on a two-dimensional torus. We denote the two cycles of the torus as cycle $a$ and cycle $b$, with corresponding circumferences of $R$ and $L$ and coordinates $x$ and $y$, as shown in Fig. 5.7. Obviously, one can define in a twofold manner the states of the system and its Hamiltonian. We can consider the space of states on $a$ denoted by $\mathcal{A}$ with the time direction along $y$, with the Hamiltonian,

$$
\begin{equation*}
H_{a}=\frac{1}{2 \pi} \int_{a} T_{y y} \mathrm{~d} x \tag{5.258}
\end{equation*}
$$

and with the momentum,

$$
\begin{equation*}
P_{a}=\frac{1}{2 \pi} \int_{a} T_{x y} \mathrm{~d} x \tag{5.259}
\end{equation*}
$$

which has quantized eigenvalues $\frac{2 \pi n}{R}$.


Fig. 5.7. Flat torus generated by two orthogonal geodesics $C$ and $B$ of circumference $R$ and $L$, respectively.

Alternatively, one can consider the space of states $\mathcal{B}$ along the contour $b$ with the time direction along $-x$, with the Hamiltonian,

$$
\begin{equation*}
H_{b}=\frac{1}{2 \pi} \int_{b} T_{x x} \mathrm{~d} y \tag{5.260}
\end{equation*}
$$

and with the momentum,

$$
\begin{equation*}
P_{b}=-\frac{1}{2 \pi} \int_{b} T_{y x} \mathrm{~d} y \tag{5.261}
\end{equation*}
$$

where now the quantization condition is that the eigenvalues of $P_{b}$ are quantized in units of $\frac{2 \pi n}{L}$.

Let us consider the cylindrical geometry via the limit $L \rightarrow \infty(L \gg R)$. For this case the partition function $Z(L, R)$ is dominated by the ground state of $H_{a}$ with the ground state energy $E_{0}(R)$,

$$
\begin{equation*}
Z(R, L) \sim \mathrm{e}^{-L E_{0}(R)} \tag{5.262}
\end{equation*}
$$

On the other hand,

$$
\begin{equation*}
Z(R, L)=\operatorname{Tr}_{\mathcal{B}}\left[\mathrm{e}^{-R H_{b}}\right] . \tag{5.263}
\end{equation*}
$$

In $\mathcal{B}$, the thermodynamic limit, namely infinite space $L \rightarrow \infty$ which is the analog of the large $N$ limit in Section 5.14.3, gives the free energy $f(R)$ at temperature $1 / R$, via $\log Z(R, L) \sim-L \beta f(\beta)$, where $\beta=R$ is the inverse of the temperature. Hence,

$$
\begin{equation*}
E_{0}(R)=R f(R) \tag{5.264}
\end{equation*}
$$

The ground state energy $E_{0}(R)$, which can be referred to also as the Casimir energy, can be related in the limit of conformal field theory, to the Virasoro anomaly. Define the scaling factor $\tilde{c}(r)$ via,

$$
\begin{equation*}
E_{0}(R)=-\frac{\pi \tilde{c}(r)}{6 R} \tag{5.265}
\end{equation*}
$$

where the dimensionless quantity $r=m_{1} R$, with $m_{1}$ the lowest mass in the theory. The scaling factor will be determined by the TBA. On the other hand,
in the case of conformal invariance, when $R \rightarrow 0$, using the relation between the Hamiltonian and $L_{0}$ and $\bar{L}_{0}$ we have,

$$
\begin{equation*}
E_{0}(R)=\frac{2 \pi}{R}\left(\Delta_{\min }+\bar{\Delta}_{\min }-\frac{1}{12} c\right) \tag{5.266}
\end{equation*}
$$

where $\Delta_{\text {min }}$ denotes the conformal dimension of the lowest state. This means that the scaling factor should reduce to the effective Virasoro anomaly,

$$
\begin{equation*}
\lim _{r \rightarrow 0} \tilde{c}(r)=c-24 \Delta_{\min } \tag{5.267}
\end{equation*}
$$

Here we took the cases of $\Delta_{\text {min }}=\bar{\Delta}_{\text {min }}$.
The TBA method enables one to compute the spectrum of energies and momenta by combining the thermodynamic limit with the factorizable scattering amplitudes. We consider first for simplicity the case with only one type of particle of mass $m$ with a pair scattering amplitude $S\left(\beta_{1}-\beta_{2}\right)$ (see Section 5.7). Recall (5.73) that the energy and momentum are related to the rapidities $\beta_{i}$ as

$$
\begin{equation*}
e_{i}(\beta)=m \cosh \beta_{i} \quad p_{i}(\beta)=m \sinh \beta_{i} \tag{5.268}
\end{equation*}
$$

and that the amplitudes obey the unitarity and crossing symmetry (5.78),

$$
\begin{equation*}
S(\beta) S(-\beta)=1 \quad S(\beta)=S(i \pi-\beta) \tag{5.269}
\end{equation*}
$$

For regions of configuration space where the particles are highly separated, namely where $\left|x_{i}-x_{j}\right| \gg R_{c}, \quad i, j=1, \ldots, N$ with $R_{c}$ denoting the scale of the interaction, the particles can be treated as approximately free. In these regions it makes sense to introduce the wavefunction of the system $\Phi\left(x_{1}, \ldots, x_{N}\right)$ (in regions where the particles are not well separated, particle creation and annihilation prevent the use of a single wavefunction).

For integrable systems at any free region the number of particles will be the same, namely $N$, as well as the set of momenta $p_{i}$. The set of particles in a free region will be denoted by $\left(i_{1}, i_{2}, \ldots, i_{N}\right)$ where $x_{i_{1}}<x_{i_{2}}<\ldots<x_{i_{N}}$. A scattering process that yields a transition between $\left(i_{1}, i_{2}, \ldots, i_{k}, i_{k+1}, \ldots, i_{N}\right)$ and $\left(i_{1}, i_{2}, \ldots, i_{k+1}, i_{k}, \ldots, i_{N}\right)$ affects the wavefunctions, such that the latter wavefunction is given by the former multiplied by the scattering amplitude $S\left(\beta_{k}-\beta_{k+1}\right)$. These matching conditions on the wavefunctions combined with the quantization of the momenta due to the fact that the "space" coordinate is compact, lead to the relation,

$$
\begin{equation*}
\mathrm{e}^{i p_{i} L} \prod_{j \neq i} S\left(\beta_{i}-\beta_{j}\right)=1, \quad \text { Or } \quad m L \sinh \beta_{i}+\sum_{j \neq i} \delta\left(\beta_{i}-\beta_{j}\right)=2 \pi n_{i} \tag{5.270}
\end{equation*}
$$

where for real $\beta$ we rewrote the scattering amplitude in terms of a unimodular function $S(\beta) e^{i \delta(\beta)}$, with $\delta(\beta)$ a real phase.

This set of transcendental equations selects the admissible sets of rapidities and hence energies and momenta. The energy and momentum of the state
$\left(\beta_{1}, \ldots, \beta_{N}\right)$ are given by,

$$
\begin{equation*}
H_{b}=\sum_{i=1}^{N} m \cosh \beta_{i}, \quad P_{b}=\sum_{i=1}^{N} m \sinh \beta_{i} \tag{5.271}
\end{equation*}
$$

In the thermodynamic limit of $L \rightarrow \infty$ the set of equations (5.270) can be simplified. In this limit the number of particles becomes large since it grows $\sim L$ and the distance between adjacent levels behaves as $\left(\beta_{i}-\beta_{i+1}\right) \sim \frac{1}{m L}$. In that case one naturally defines the notion of a continuous rapidity density of particles $\rho_{1}(\beta)$. If there are $n$ particles in a $\Delta \beta$ we take $\rho_{1}(\beta)=\frac{n}{\Delta \beta}$. We can now exchange the sum over $\beta_{i}$ with an integral over $\beta$ of the particle density, provided that the latter is independent on $\Delta \beta$ for $\frac{1}{m L} \ll \Delta \beta \ll 1$, so that (5.270) takes the form,

$$
\begin{equation*}
m L \sinh \beta_{i}+\int \delta\left(\beta_{i}-\beta^{\prime}\right) \rho_{1}\left(\beta^{\prime}\right) \mathrm{d} \beta^{\prime}=2 \pi n_{i} \tag{5.272}
\end{equation*}
$$

If one further defines the level density $\rho(\beta)$ such that $n=\int \rho(\beta) \mathrm{d} \beta$ we get,

$$
\begin{equation*}
m L \cosh \beta+\int \varphi\left(\beta-\beta^{\prime}\right) \rho_{1}\left(\beta^{\prime}\right) \mathrm{d} \beta^{\prime}=2 \pi \rho(\beta) \tag{5.273}
\end{equation*}
$$

where $\varphi(\beta)=\frac{\partial \delta(\beta)}{\partial \beta}$.
In terms of the particle density the energy of the system is,

$$
\begin{equation*}
H_{b}=\int m \cosh \beta \rho_{1}(\beta) \mathrm{d} \beta \tag{5.274}
\end{equation*}
$$

At this point one has to distinguish between bosons and fermions. From the unitarity condition one can have either $S(0)=1$ or $S(0)=-1$. In the former case bosons occupy each rapidity value in any number whereas for fermions the occupation number is at most one. In the latter case the situation is in some sense the opposite. $S(0)=-1$ implies that for two particles with the same rapidity the wavefunction is antisymmetric in their coordinates, and since this is incompatible with bose statistics, this state should be excluded. Hence the bosonic particles for $S(0)=-1$ behave like fermions, and indeed we will refer to this case as "fermionic". On the other hand identical particles that are fermion states of identical rapidity are allowed, and will be referred to as part of a "bosonic" system.

Now we would like to address the issue of the entropy for both the bosonic and fermionic cases. For small intervals of the rapidity $\Delta \beta_{\alpha} \ll 1$ but such that $\frac{1}{m L} \ll \Delta \beta_{\alpha}$ there is a large number of levels $N_{\alpha} \sim \rho\left(\beta_{\alpha}\right) \Delta \beta_{\alpha}$ and large number of particles $n_{\alpha} \sim \rho_{1}\left(\beta_{\alpha}\right) \Delta \beta_{\alpha}$ that are distributed among these levels. The number of different distributions for the two cases are,

$$
\begin{equation*}
\text { "fermionic" }=\frac{\left(N_{\alpha}\right)!}{\left(n_{\alpha}\right)!\left(N_{\alpha}-n_{\alpha}\right)!}, \quad \text { "bosonic" }=\frac{\left(N_{\alpha}+n_{\alpha}-1\right)!}{\left(n_{\alpha}\right)!\left(N_{\alpha}-1\right)!} . \tag{5.275}
\end{equation*}
$$

The entropy $\mathcal{S}\left(\rho, \rho_{1}\right)=\log \mathcal{N}\left(\rho, \rho_{1}\right)$, where $\mathcal{N}\left(\rho, \rho_{1}\right)$ is the total number of states, is given by,

$$
\begin{align*}
\mathcal{S}_{\text {Fermi }} & =\int \mathrm{d} \beta\left[\rho \log \rho-\rho_{1} \log \rho_{1}-\left(\rho-\rho_{1}\right) \log \left(\rho-\rho_{1}\right)\right] \\
\mathcal{S}_{\text {Bose }} & =\int \mathrm{d} \beta\left[-\rho \log \rho-\rho_{1} \log \rho_{1}+\left(\rho+\rho_{1}\right) \log \left(\rho+\rho_{1}\right)\right] \tag{5.276}
\end{align*}
$$

Computing the partition function by performing the trace over all the states of the system translates to the minimization of the free energy,

$$
\begin{equation*}
-R L f\left(\rho, \rho_{1}\right)=-R H_{b}\left(\rho_{1}\right)+\mathcal{S}\left(\rho, \rho_{1}\right), \tag{5.277}
\end{equation*}
$$

with respect to the densities $\rho$ and $\rho_{1}$, subjected to the constraints (5.273). Using (5.273) the extremum equations take the form,

$$
\begin{equation*}
-R m \cosh \beta+\epsilon(\beta) \pm \int \varphi\left(\beta-\beta^{\prime}\right) \log \left(1 \pm \mathrm{e}^{-\epsilon\left(\beta^{\prime}\right)}\right) \frac{\mathrm{d} \beta^{\prime}}{2 \pi}=0 \tag{5.278}
\end{equation*}
$$

where the upper sign is for the fermionic case, the lower for the bosonic, and the "pseudoenergies" $\epsilon(\beta)$ are defined via,

$$
\begin{equation*}
\frac{\rho_{1}}{\rho}=\frac{\mathrm{e}^{-\epsilon(\beta)}}{1 \pm \mathrm{e}^{-\epsilon(\beta)}} . \tag{5.279}
\end{equation*}
$$

The extremal free energy is,

$$
\begin{equation*}
R f(R)=\mp m \int(\cosh \beta) \log \left(1 \pm \mathrm{e}^{-\epsilon(\beta)}\right) \frac{\mathrm{d} \beta}{2 \pi} \tag{5.280}
\end{equation*}
$$

Comparing (5.273) with (5.280) determines a useful relation,

$$
\begin{equation*}
\rho(\beta)=\frac{L}{2 \pi} \frac{\partial \epsilon(\beta)}{\partial R} . \tag{5.281}
\end{equation*}
$$

Finally we can also write down the TBA expressions for the expectation values of $T_{\mu, \nu}$. Using the last relation and (5.279) we get,

$$
\begin{align*}
<T_{x x}> & =2 \pi \frac{\mathrm{~d} E(R)}{\mathrm{d} R}=\frac{2 \pi}{L} m \int \rho_{1}(\beta) \cosh \beta \mathrm{d} \beta \\
<T_{\mu}^{\mu}> & =\frac{2 \pi}{R} \frac{\mathrm{~d}[R E(R)]}{\mathrm{d} R} \\
& =m \int \frac{2 \pi}{L}\left[\rho_{1}(\beta) \cosh \beta-\frac{1}{R} \frac{\rho_{1}}{\rho} \frac{\partial \epsilon(\beta)}{\partial \beta} \sinh \beta\right] \mathrm{d} \beta \tag{5.282}
\end{align*}
$$

These relations generalize in a straightforward manner to the more general case of $N$ types of particles with masses $m_{a}, a=1, \ldots, \hat{N}$ and scattering amplitudes $S_{a b}$ which are now $\hat{N} \times \hat{N}$ matrices.

For integrable models where one can take the limit of $r R m_{1} \rightarrow 0$, with $m_{1}$ being the lowest mass of the system, one can determine the scaling function $\tilde{c}(r)$. In this limit $\epsilon(\beta)$ become constant in the regime where $-\ln (2 / r) \ll \beta \ll \ln (2 / r)$. Their constant value is determined by the limit of equation (5.273) which now
for the case of $N$ particles reads,
$\epsilon_{a}=-\sum_{b=1}^{\hat{N}} \int \mathrm{~d} \beta \phi_{a b}(\beta) \ln \left[1+\mathrm{e}^{-\epsilon_{b}}\right]=-\frac{1}{2 \pi} \sum_{b=1}^{\hat{N}}\left[\delta_{a b}(+\infty)-\delta_{a b}(-\infty)\right] \ln \left[1+\mathrm{e}^{-\epsilon_{b}}\right]$,
recall that $\phi_{a b}(\beta)=\partial_{\beta} \delta_{a b}(\beta)$.
Interpolating between these values of $\epsilon(\beta)$ for $\beta \ll \ln (2 / r)$ and the values for $\beta \rightarrow \infty$ where $\epsilon(\beta)$ go exponentially to infinity, and taking finally the $r \rightarrow 0$ limit one finds the effective Virasoro anomaly using the relation between the free energy and the scaling factor (5.265),

$$
\begin{equation*}
\tilde{c}(0)=\sum_{a=1}^{N} \tilde{c}_{a}\left(\epsilon_{a}\right)=\frac{6}{\pi^{2}} \sum_{a=1}^{N} L\left(\frac{1}{1+\mathrm{e}^{\epsilon_{a}}}\right), \tag{5.284}
\end{equation*}
$$

where $\tilde{c}_{a}$ is the scaling factor associated with the particle of type $a$ and $L(x)$ is the dilogarithm function,

$$
\begin{equation*}
L(x)=-\frac{1}{2} \int_{0}^{x}\left[\frac{\ln t}{1-t}+\frac{\ln (1-t)}{t}\right] \mathrm{d} t \tag{5.285}
\end{equation*}
$$

Thus the determination of the Virasoro anomaly of the underlying CFT of our massive integrable theory with a purely elastic S-matrix follows from the solution for the pseudo-energies (5.283) and plugging it into the expression of the scaling factor. One can proceed with the continuous TBA and determine not only the ground state energy but also the full spectrum of energies as well as the spectrum of the eigenvalues of all the conserved charges, as was described for the discretized case discussed in Section 5.14. This is beyond the scope of this book. We refer the reader to the relevant papers in the reference list.

## 6

## Bosonization

In one space dimension there are obviously no rotations and hence no angular momentum. This raises the possibility of equivalence relations between scalar fields and fields of higher tensorial structure like spinors, vectors etc. However, spinors and scalars seem to be distinct even in two dimensions due to their different statistics. An equivalence between these two types of fields should therefore incorporate the identification of operators, made out of scalars, that are anti-commuting and vice versa. It is well known that a bilinear of fermi fields is a commuting field, but it is less obvious how to construct a field that obeys the Fermi-Dirac statistics from scalars. This is precisely what the bosonization procedure does.

Coleman [63] and Mandelstam [159] introduced the concept of bosonization. Their construction is now referred to as the "abelian bosonization". An anticommuting Fermi field, constructed from the exponential of a boson, was given explicitly by Mandelstam [159].

The fact that the theories of a free massless scalar and a free Dirac fermion are equivalent can be proven by showing that they fall into the same representation of the affine current algebra and the Virasoto algebra. The bosonic-fermionic duality can also be further elevated to the free massive theories and also to interacting ones.

It turns out that the original abelian bosonization is not convenient to accommodate color (or flavor) degrees of freedom and hence is inconvenient to address systems like $Q C D_{2}$. A breakthrough in that direction was achieved by Witten, in his non-abelian bosonization [224]. ${ }^{1}$

The equivalence enables one to use, as convenient, either the fermionization of scalar fields or the bosonization of fermions. The latter is useful in several cases. For instance in the case of duality between the Thirring model [205] and the sine-Gordon model, ${ }^{2}$ which will be discussed in Section 6.2, the bosonization takes the form of a strong-weak duality. For strong fermionic interactions one finds a weak bosonic coupling. In applications to gauge theories (Section 9) it will be shown that the one loop anomaly behavior is encoded in classical bosonized theory. In $Q C D_{2}$, as will be discussed in Section 9.3.2, the bosonic version of

[^22]the theory admits a separation between the color and flavor degrees of freedom, which is very useful in describing the low energy color singlet states.

We start this chapter by introducing the set of rules that span abelian bosonization, including the rules for mass terms and the equivalence of the interacting Thirring model and the sine-Gordon model. We then describe Witten's non-abelian bosonization of Majorana fermions. This is further generalized to the case of massless Dirac fermions. We discuss the subtleties of the massive case and present two methods of handling the non-abelian bosonization of massive Dirac fields. ${ }^{3}$ We then discuss in detail the action formulation of the chiral bosonization both abelian and non-abelian. We then depart from the applications that will be found to be relevant to $Q C D_{2}$ and present topics in bosonization which are more relevant to conformal field and string theories like the bosonization of ghost fields and the Wakimoto bosonization [213]. We do not discuss bosonization on higher Riemann surfaces. The interested reader can consult for instance [211] and [84].

The topic of bosonization in two-dimensional field theories has been reviewed in several papers and books, like that of Stone [202]. Here we mainly follow the review of Frishman and Sonnenschein [101] for the basic ingredients, and update it to include more recent topics.

### 6.1 Abelian bosonization

### 6.1.1 Bosonization of a free massless Dirac fermion

Both the theory of a free massless real scalar field and the theory of a free massless Dirac field are conformal field theories invariant under affine Lie algebra. Recall from Chapter 2 that the former theory is defined by the action,

$$
\begin{align*}
S & =\int \mathrm{d}^{2} x \mathcal{L}=\frac{1}{8 \pi} \int \mathrm{~d}^{2} x \partial_{\nu} \hat{\phi} \bar{\partial}^{\nu} \hat{\phi} \\
& =\frac{1}{4 \pi} \int \mathrm{~d}^{2} \xi \partial_{\xi} \hat{\phi} \partial_{\bar{\xi}} \hat{\phi}=\frac{1}{4 \pi} \int \mathrm{~d}^{2} z \partial \hat{\phi} \bar{\partial} \hat{\phi} . \tag{6.1}
\end{align*}
$$

The solution of the equation of motion takes the form,

$$
\begin{equation*}
\hat{\phi}(z, \bar{z})=\phi(z)+\bar{\phi}(\bar{z}) \tag{6.2}
\end{equation*}
$$

The theory has holomorphically (and anti-holomorphically) conserved currents,

$$
\begin{equation*}
J(z)=i \partial \phi(z) \quad \bar{J}(z)=-i \bar{\partial} \bar{\phi}(\bar{z}) \tag{6.3}
\end{equation*}
$$

and similarly holomorphic (and anti-holomorphic) energy-momentum tensors,

$$
\begin{align*}
& T(z)=-\frac{1}{2}: \partial \phi \partial \phi:=-\frac{1}{2}: J(z) J(z): \\
& \bar{T}(\bar{z})=-\frac{1}{2}: \bar{\partial} \bar{\phi} \bar{\partial} \bar{\phi}:=-\frac{1}{2}: \bar{J}(\bar{z}) \bar{J}(\bar{z}): \tag{6.4}
\end{align*}
$$

[^23]which admit a Virasoro algebra with $c=1$ and affine Lie algebra with level $k=1$.

Recall also that the theory of a free massless Dirac field with the action,

$$
\begin{equation*}
S=\frac{1}{4 \pi} \int \mathrm{~d}^{2} z\left(\psi^{\dagger} \bar{\partial} \psi+\tilde{\psi}^{\dagger} \partial \tilde{\psi}\right) \tag{6.5}
\end{equation*}
$$

admits conserved currents,

$$
\begin{equation*}
J(z)=\psi^{\dagger} \psi \quad \bar{J}(\bar{z})=\tilde{\psi}^{\dagger} \tilde{\psi} \tag{6.6}
\end{equation*}
$$

and its energy-momentum tensor can be expressed as a bilinear of the currents using the Sugawara construction,

$$
\begin{equation*}
T(z)=-\frac{1}{2}\left[\psi^{\dagger} \partial \psi-\partial \psi^{\dagger} \psi\right]=-\frac{1}{2}: \psi^{\dagger} \psi \psi^{\dagger} \psi:=-\frac{1}{2}: J(z) J(z): \tag{6.7}
\end{equation*}
$$

The correponding level of the affine algebra and of the Virasoro anomaly are again $k=1$, and $c=1$, respectively.

Due to the uniqueness of the irreducible unitary $k=1$ representation of the affine Lie algebras, and the fact that the infinite-dimensional algebraic structure fully determines the theories, we conclude that in two space-time dimensions the theories of massless free scalar field and Dirac field are equivalent.

The equivalence implies that every operator of one theory should have a partner in the other theory, in such a way that the OPEs of these dual operators should be identical. We have just realized such correspondence for the currents and energy-momentum tensor, namely,

$$
\begin{align*}
& J_{b}(z)=\partial \phi(z) \leftrightarrow \quad J_{f}(z)=: \psi^{\dagger} \psi(z): \\
& T_{b}(z)=-\frac{1}{2}: \partial \phi \partial \phi: \leftrightarrow \quad T_{f}(z)=-\frac{1}{2}\left[\psi^{\dagger} \partial \psi-\partial \psi^{\dagger} \psi\right] \tag{6.8}
\end{align*}
$$

and similarly for the anti-holomorphic counterparts.
For completeness we now redescribe the currents using the "old" terminology of vector and axial currents. The vector current reads,

$$
\begin{equation*}
J_{V}^{\mu}=: \bar{\psi} \gamma^{\mu} \psi:=-\frac{1}{\sqrt{\pi}} \epsilon^{\mu \nu} \partial_{\nu} \phi \tag{6.9}
\end{equation*}
$$

This identification of $J^{\mu}$ leads automatically to a conserved current,

$$
\begin{equation*}
\partial_{\mu} J_{V}^{\mu}=0, \tag{6.10}
\end{equation*}
$$

independent of the equations for $\phi$. This is a "topological" conservation, connected with choosing the "vector conservation" scheme. In the applications to follow, we will demand more freedom in the scheme choice of interacting theories, in particular the possibility to have a vector current anomaly. The bosonization procedure will therefore be somewhat modified. The modification will correspond to a change of regularization scheme.

The overall coefficient of the current is such that the fermion number charge,

$$
\begin{equation*}
Q=\int_{-\infty}^{\infty} \mathrm{d} x j_{0}(x)=1 \tag{6.11}
\end{equation*}
$$

for the $\psi$-field. In addition to the "topologically" conserved vector current, the bosonic theory has an axial current, which is equivalent to the fermionic axial current,

$$
\begin{equation*}
J_{A}^{\mu}=: \bar{\psi} \gamma^{\mu} \gamma^{5} \psi:=\frac{1}{\sqrt{\pi}} \partial^{\mu} \phi \tag{6.12}
\end{equation*}
$$

The bosonic current is the Neother current associated with the invariance of the bosonic action under the global shift $\delta \phi=\epsilon$. The holomorphic and antiholomorphic conserved currents discussed above are (in real coordinates) nothing but the left and right chiral currents $J_{ \pm}^{\mu}=J_{v}^{\mu} \pm J_{A}^{\mu}$, which correspond to shifts with $\epsilon\left(x_{+}\right)$and $\epsilon\left(x_{-}\right)$. Using the commutation relation (8.4) the ALA reads,

$$
\begin{equation*}
\left[J_{ \pm}\left(x_{ \pm}\right), J_{ \pm}\left(x_{ \pm}^{\prime}\right)\right]=\frac{2 i}{\pi} \delta^{\prime}\left(x_{ \pm}-x_{ \pm}^{\prime}\right) . \tag{6.13}
\end{equation*}
$$

This is the same algebra as that of the fermionic chiral currents. The Sugawara construction in this terminology reads,

$$
\begin{equation*}
T_{ \pm \pm}=\pi: J_{ \pm} J_{ \pm}: . \tag{6.14}
\end{equation*}
$$

These obey the Virasoro algebra,

$$
\begin{equation*}
\left[T_{ \pm}\left(x_{ \pm}\right), T_{ \pm}\left(x_{ \pm}^{\prime}\right)\right]=2 i\left(T_{ \pm}\left(x_{ \pm}\right)+T_{ \pm}\left(x_{ \pm}^{\prime}\right)\right) \delta^{\prime}\left(x_{ \pm}-x_{ \pm}^{\prime}\right)-\frac{i}{6 \pi} \delta^{\prime \prime \prime}\left(x_{ \pm}-x_{ \pm}^{\prime}\right) \tag{6.15}
\end{equation*}
$$

which is identical to that of the fermionic energy-momentum tensor.
The equivalence of the bosons and the fermion bilinears is not only mathematical. The fermion Fock-space contains those bosons as physical states. The reason for this is that in one space dimension a massless field can move either to the left or to the right. A Dirac fermion and its anti-particle having together zero fermionic charge and moving in the same direction will never separate. They are therefore indistinguishable from a free massless boson. This picture changes when masses are introduced, and the above relations will be approached at momenta high compared to the mass scale (including high off-mass shell).

A natural question to ask is which operator of the bosonic picture corresponds to the basic Dirac ferion? Since the latter is in fact a combination of a left chiral spinor and a right one, we would like to determine the "bosonized" Weyl fermion $\psi(z)$. It is a holomorphic function of conformal dimension $1 / 2$, that transforms under the affine Lie transformation with a unit charge, namely, $\psi(z) \rightarrow \mathrm{e}^{i \epsilon(z)} \psi(z)$. Due to the fact that under the same transformation the scalar field transforms as $\phi(z) \rightarrow \phi(z)+\mathrm{e}(z)$ we are led to look for a candidate which is an exponential in the scalar field $\mathrm{e}^{i \alpha \phi(z)}$. We now use $T(z)$ given in (6.4) to compute the confomal dimension of : $\mathrm{e}^{i \alpha \phi(z)}$ : as follows,

$$
\begin{equation*}
T(z): \mathrm{e}^{i \alpha \phi(w)}:=\frac{\frac{\alpha^{2}}{2}: \mathrm{e}^{i \alpha \phi(w)}:}{(z-w)^{2}}+\ldots \tag{6.16}
\end{equation*}
$$

where $\ldots$ stands for non-singular terms, Hence the conformal dimension is $\frac{\alpha^{2}}{2}$. Thus we conclude that the following equivalence should hold,

$$
\begin{equation*}
\psi(z) \leftrightarrow \mathrm{e}^{i \phi(z)}, \quad \psi^{\dagger}(z) \leftrightarrow \mathrm{e}^{-i \phi(z)} . \tag{6.17}
\end{equation*}
$$

To confirm this bosonization rule we compute the OPEs in both descriptions and verify that they are indeed identical,

$$
\begin{align*}
\psi(z) \psi^{\dagger}(-z) & \left.=\frac{1}{2 z}+: \psi(0) \psi^{\dagger}(0):+2 z:\left[\psi(0) \partial \psi^{\dagger}(0):-\partial \psi(0) \psi^{\dagger}(0)\right)\right]+\mathcal{O}\left(z^{2}\right) \\
\psi(z) \psi^{\dagger}(-z) & =\frac{1}{2 z}+J(0)+2 z T(0)+\mathcal{O}\left(z^{2}\right) \\
: \mathrm{e}^{i \phi(z)}:: \mathrm{e}^{-i \phi(-z)}: & =\frac{1}{2 z}+J(0)+2 z T(0)+\mathcal{O}\left(z^{2}\right) \\
: \mathrm{e}^{i \phi(z)}:: \mathrm{e}^{-i \phi(-z)}: & =\frac{1}{2 z}+i \partial \phi(0)+2 z(\partial \phi \partial \phi(0))+\mathcal{O}\left(z^{2}\right) \tag{6.18}
\end{align*}
$$

The bosonic version of the fermion $\psi$ was originally proposed by Mandelstam. His formulation was done in terms of real coordinates and cannonical quantization. For completeness we now also present the "old" construction and proof of equivalence. The bosonized chiral fermion in the latter formulation takes the form, ${ }^{4}$

$$
\begin{align*}
& \psi_{\mathrm{L}}=\sqrt{\frac{c \mu}{2 \pi}}: \exp \left(-i \sqrt{\pi}\left(\int_{-\infty}^{x} \mathrm{~d} \xi[\pi(\xi)+\phi(x)]\right)\right): \\
& \psi_{\mathrm{R}}=\sqrt{\frac{c \mu}{2 \pi}}: \exp \left(-i \sqrt{\pi}\left(\int_{-\infty}^{x} \mathrm{~d} \xi[\pi(\xi)-\phi(x)]\right)\right): \tag{6.19}
\end{align*}
$$

where $\pi(x)=\dot{\phi}(x)$ is the conjugate momentum of $\phi(x), c$ is a constant. A computation yields $c=\frac{1}{2} \mathrm{e}^{\gamma} \sim 0.891$, where $\gamma$ is the Euler constant. The normal ordering denoted by : : is performed with respect to the scale $\mu$.

The equal time commutation relations of the $\phi$-field,

$$
[\phi(x, t), \pi(y, t)]=i \delta(x-y)
$$

imply, upon using the formula $\mathrm{e}^{A} \mathrm{e}^{B}=\mathrm{e}^{[A, B]} \mathrm{e}^{B} \mathrm{e}^{A}$ (for $[A, B]$ a c-number) the canonical anti-commutation relations for the $\psi$ field,

$$
\begin{equation*}
\left\{\psi_{\mathrm{L}, \mathrm{R}}^{\dagger}(x, t), \psi_{\mathrm{L}, \mathrm{R}}(y, t)\right\}=\delta(x-y) . \tag{6.20}
\end{equation*}
$$

The fermion field $\psi$ is therefore, an inherently non-local functional of the scalar field. However fermion bilinears, such as the currents discussed above or the mass terms that will be described in the next section, are local functions.

So far we have addressed the map for massless theories. Let us now discuss the bosonization of a fermion mass bilinear operator. The mass term which mixes

[^24]the left and right chiral componenets of the Dirac fermion takes the following well-knows form,
\[

$$
\begin{equation*}
m_{f}\left[\tilde{\psi}^{\dagger}(\bar{z}) \psi(z)+\psi^{\dagger}(z) \tilde{\psi}(\bar{z})\right]=m_{f}\left(\psi_{\mathrm{L}}^{\dagger} \psi_{\mathrm{R}}+\psi_{\mathrm{R}}^{\dagger} \psi_{\mathrm{L}}\right) \tag{6.21}
\end{equation*}
$$

\]

Again for completeness we write down the expression both in the complex coordinates as well as in real coordinates.

Using the bosonization rules for chiral fermions (6.17) (to be justified below), we deduce the map of the fermion bilinear to the equivalent bosonic operator,

$$
\begin{equation*}
m_{f}\left[: \mathrm{e}^{i \bar{\phi}(\bar{z})}:: \mathrm{e}^{i \phi(z)}:+: \mathrm{e}^{-i \phi(z)}:: \mathrm{e}^{-i \bar{\phi}(\bar{z})}:\right]=m_{f} \mu: \cos (\hat{\phi}(z, \bar{z}):, \tag{6.22}
\end{equation*}
$$

where we have made use of $\hat{\phi}(z, \bar{z})=\phi(z)+\bar{\phi}(\bar{z})$ and of the fact that there is no non-trivial OPE between $\phi(z)$ and $\bar{\phi}(\bar{z})$. Note that we write down the bosonic equivalent of the mass term operator in the context of the massless theory and hence the factorization to holomorphic and anti-holomorphic parts of the scalar field holds. Once we identify this operation relation we will then use it to add a fermion mass term to the bosonized action. The additional parameter which has a dimension of mass $\mu$ is the normal ordering scale.

The derivation of the bosonized mass term in the "old language" is somewhat more involved. We will return to this after we address the bosonization duality between the fermionic Thirring model and the bosonic sine-Gordon model.

We now summarize the equivalence relations between the bosonic and fermionic operators of the free theories, in both the "modern" complex coordinate formulation, as well as the "old" formulation in terms of real coordinates:

| Operator | Fermionic | Bosonic |
| :---: | :---: | :---: |
| $J(z)$ | : $\psi^{\dagger} \psi(z)$ : | $i \partial \phi(z)$ |
| $\bar{J}(\bar{z})$ | : $\tilde{\psi}^{\dagger} \tilde{\psi}(\bar{z})$ : | $-i \bar{\partial} \phi(\bar{z})$ |
| $T(z)$ | $-\frac{1}{2}:\left[\psi^{\dagger} \partial \psi-\partial \psi^{\dagger} \psi\right]:$ | $-\frac{1}{2}: \partial \phi \partial \phi(z):$ |
| $\bar{T}(\bar{z})$ | $-\frac{1}{2}:\left[\tilde{\psi}^{\dagger} \partial \tilde{\psi}-\partial \tilde{\psi}^{\dagger} \tilde{\psi}\right]:$ | $-\frac{1}{2}: \bar{\partial} \phi \bar{\partial} \phi(\bar{z}):$ |
| fermion $_{\text {L }}$ | $\psi(z)$ | : $\mathrm{e}^{i \phi(z)}$ : |
| fermion $_{R}$ | $\tilde{\psi}(\bar{z})$ | $: \mathrm{e}^{i \phi(\bar{z})}$ : |
| mass term | $\tilde{\psi}^{\dagger}(\bar{z}) \psi(z)+\psi^{\dagger}(z) \tilde{\psi}(\bar{z})$ | $\mu: \cos \hat{\phi}(z, \bar{z}):$ |

Bosonization in "modern" complex formulation.

### 6.2 Duality between the Thirring model and the sine-Gordon model

The Thirring model is a fermionic theory with a current-current interaction, given by the Lagrangian density,

$$
\mathcal{L}=i \bar{\psi} \not \partial \psi-\frac{1}{2} g J^{\mu} J_{\mu}
$$

| Operator | Fermionic | Bosonic |
| :---: | :---: | :---: |
| $J_{+}\left(x^{+}\right)$ | $: \psi_{\mathrm{L}}^{\dagger} \psi_{\mathrm{L}}$ : | $\partial_{+} \phi$ |
| $J_{-}\left(x^{-}\right)$ | : $\psi_{\mathrm{R}}^{\dagger} \psi_{\mathrm{R}}$ : | $\partial_{-} \phi$ |
| $T_{++}\left(x^{+}\right)$ | $-\frac{1}{2}:\left[\psi_{\mathrm{L}}^{\dagger} \partial \psi_{\mathrm{L}}-\partial \psi_{\mathrm{L}}^{\dagger} \psi_{\mathrm{L}}\right]:$ | $-\frac{1}{2}: \partial_{+} \phi \partial_{+} \phi\left(x^{+}\right):$ |
| $T_{--}\left(x^{-}\right)$ | $-\frac{1}{2}:\left[\psi_{\mathrm{R}}^{\dagger} \partial \psi_{\mathrm{R}}-\partial \psi_{\mathrm{R}}^{\dagger} \psi_{\mathrm{R}}\right]:$ | $-\frac{1}{2}: \partial_{-} \phi \partial_{-} \phi\left(x^{+}\right):$ |
| fermion $_{\text {L }}$ | $\psi_{\mathrm{L}}\left(x^{+}\right)$ | $\sqrt{\frac{c \mu}{2 \pi}}: \exp \left(-i \sqrt{\pi}\left(\int_{-\infty}^{x} \mathrm{~d} \xi \pi(\xi)+\phi(x)\right)\right)$ |
| fermion $_{\text {R }}$ | $\psi_{\mathrm{R}}\left(x^{-}\right)$ | $\sqrt{\frac{c \mu}{2 \pi}}: \exp \left(-i \sqrt{\pi}\left(\int_{-\infty}^{x} \mathrm{~d} \xi \pi(\xi)-\phi(x)\right)\right)$ |
| mass term | $\begin{aligned} & \psi_{\mathrm{L}}^{\dagger}\left(x^{+}\right) \psi_{\mathrm{R}}\left(x^{-}\right) \\ & \quad+\psi_{\mathrm{R}}^{\dagger}\left(x^{+}\right) \psi_{\mathrm{L}}\left(x^{-}\right) \end{aligned}$ | $\mu: \cos \hat{\phi}\left(x^{+}, x^{-}\right):$ |

Bosonization in "old" formulation.
where $J_{\mu}=: \bar{\psi} \gamma_{\mu} \psi$ : . The model is exactly solvable and meaningful for $g>-\pi$. The corresponding equation of motion reads,

$$
\begin{equation*}
i \not \partial \psi(x)=g \gamma_{\mu} J^{\mu}(x) \psi(x) \tag{6.23}
\end{equation*}
$$

The theory is invariant under vector and axial $U(1)$ global transformations. The corresponding conserved currents are,

$$
\begin{equation*}
J_{\mu}^{V}=J^{\mu}=: \bar{\psi} \gamma_{\mu} \psi: \quad J_{\mu}^{A}=\epsilon_{\mu \nu} J^{V^{\nu}} \tag{6.24}
\end{equation*}
$$

The model can be studied by means of the operator product expansion on the light-cone [76]. The fermionic bilinears of the model are expressed as a function of the current, and the expressions obtained turn out to be very natural in the light of the bosonization procedure, which we now describe.

We start with the following generalization of the bosonization formula (6.19):

$$
\begin{align*}
& \psi_{\mathrm{L}}=\sqrt{\frac{c \mu}{2 \pi}}: \exp \left(-i \sqrt{\pi}\left(\frac{2 \sqrt{\pi}}{\beta} \int_{-\infty}^{x} \mathrm{~d} \xi \pi(\xi)+\frac{\beta}{2 \sqrt{\pi}} \phi(x)\right)\right): \\
& \psi_{\mathrm{R}}=\sqrt{\frac{c \mu}{2 \pi}}: \exp \left(-i \sqrt{\pi}\left(\frac{2 \sqrt{\pi}}{\beta} \int_{-\infty}^{x} \mathrm{~d} \xi \pi(\xi)-\frac{\beta}{2 \sqrt{\pi}} \phi(x)\right)\right): \tag{6.25}
\end{align*}
$$

The meaning of the new parameter $\beta$ will be clarified shortly. In a similar manner to the derivation of (6.20) we can verify that the equal-time anti-commutation relations are still obeyed. Furthermore one can show that the Dirac operator built from (6.25) obeys the equation of motion (6.23) provided that the bosonic field $\phi(x)$ obeys the equation of motion of the sine-Gordon model discussed in Section 5.3, namely,

$$
\begin{equation*}
\partial_{\mu} \partial^{\mu} \phi(x)+\frac{\mu^{2}}{\beta}: \sin (\beta \phi(x)):=0 \tag{6.26}
\end{equation*}
$$

and that the parameter $\beta$ is related to the coupling constant $g$ in the following way,

$$
\begin{equation*}
\frac{\beta^{2}}{4 \pi}=\frac{1}{1+\frac{g}{\pi}} \tag{6.27}
\end{equation*}
$$

From this last relation it follows that the special value $\beta^{2}=4 \pi$ corresponds to $g=0$ and hence a free Dirac fermion. Indeed as we shall see below for that value of $\beta$ the sine-Gordon potential translates into the bosonized mass term. It is interesting to note a remarkable property of (6.27) which relates the coupling constants of the Thirring model and its bosonic equivalent, the sine-Gordon model. The weak coupling of one theory is the strong coupling of the other. This property often occurs in bosonized theories and hints at the usefulness of the method in dealing with theories for strong coupling, where perturbative methods fail.

The bosonization dictionary of the vector fermion number current is the following,

$$
\begin{equation*}
J_{\mu}^{V}=: \bar{\psi} \gamma_{\mu} \psi: \leftrightarrow J^{\mu}=-\frac{\beta}{2 \pi} \epsilon^{\mu \nu} \partial_{\nu} \phi \tag{6.28}
\end{equation*}
$$

This expression differs from the bosonized current of the free Dirac theory (6.9) in its normalization factor. We immediately realize that for the special value $\beta^{2}=4 \pi$ we precisely reproduce (6.9). The normalization factor can be determined from the assignment of the fermion number charge of a soliton that should be equal to the charge of the field $\psi$. Recall from Section 5.3 that the classical sine-Gordon model admits a finite energy soliton solution. It is time-independent and interpolates between adjacent wells of the scalar potential. In quantum theory this classical solution becomes a particle. The static soliton solution is given by (5.26),

$$
\phi=\frac{4}{\beta} \tan ^{-1}\left[\exp \mu\left(x-x_{0}\right)\right]
$$

where $x_{0}$ is the "center" of the soliton. Substituting this into the integral of the current we find the fermion number of this solution to be,

$$
\begin{equation*}
Q=\frac{\beta}{2 \pi}[\phi(\infty)-\phi(-\infty)]=1 \tag{6.29}
\end{equation*}
$$

Thus we see that indeed the normalization factor in the vector current (6.28) is the right one.

The relation (6.28) implies that the level in the affine Lie algebra will be $\frac{\beta^{2}}{4 \pi}$, as compared to 1 for the free case.

Let us address again the issue of the bosonization of the fermion mass bilinear (6.22). The definition of the mass term in the "old formulation", as that of the current, requires some care due to the appearance of the products of operators
at the same point. In fact when $x$ approaches $y$ one gets the following OPEs,

$$
\begin{align*}
\psi_{\mathrm{R}}^{\dagger}(x) \psi_{\mathrm{L}}(y) & =\frac{c \mu}{2 \pi}|c \mu(x-y)|^{\delta}: \mathrm{e}^{-i \beta \phi}: \\
\psi_{\mathrm{L}}^{\dagger}(x) \psi_{\mathrm{R}}(y) & =\frac{c \mu}{2 \pi}|c \mu(x-y)|^{\delta}: \mathrm{e}^{i \beta \phi}: \tag{6.30}
\end{align*}
$$

with $\delta=-\frac{g}{2 \pi}\left(1+\frac{\beta^{2}}{4 \pi}\right)$. The proper fermion mass term will therefore be defined by,

$$
\lim _{y \rightarrow x} \int_{-\infty}^{\infty} \mathrm{d} x|c \mu(x-y)|^{-\delta} m \bar{\psi}(x) \psi(y)=\frac{c \mu}{\pi} m \int_{-\infty}^{\infty} \mathrm{d} x: \cos \beta \phi(x):
$$

With $\mu$ chosen such that $m=\frac{\mu \pi}{c \beta^{2}}$, the mass term transforms in the bosonic language to,

$$
\Delta \mathcal{L}=\frac{\mu^{2}}{\beta^{2}}: \cos \beta \phi:
$$

The normal ordering is with respect to $\mu .{ }^{5}$

### 6.3 Witten's non-abelian bosonization

The non-abelian bosonization introduced by Witten is a set of rules assigning bosonic operators to fermionic ones, in a theory of free fermions invariant under a global non-abelian symmetry. ${ }^{6}$ Originally the fermions considered were Majorana fermions and the corresponding global symmetry was $O(N)$. The bosonic operators are not expressed in terms of free bosonic fields as in abelian bosonization, but rather in terms of interacting group elements. In particular, bosonic expressions can be written for the energy-momentum tensor, various chiral currents, the mass term and the complete action.

The generalization to the case of $N_{f}$ Dirac fermions was introduced in [112] and [7].

### 6.3.1 Bosonization of Majorana fermions

Let us start with $N$ free Majorana fermions governed by the action,

$$
S_{\psi}=\frac{i}{2} \int \mathrm{~d}^{2} x \sum_{k=1}^{N}\left(\psi_{\mathrm{L} k} \partial_{+} \psi_{\mathrm{L} k}+\psi_{\mathrm{R} k} \partial_{-} \psi_{\mathrm{R} k}\right)
$$

where $\psi_{\mathrm{L}}, \psi_{\mathrm{R}}$ are left and right Weyl-Majorana spinor fields, $\partial_{ \pm}=\frac{1}{\sqrt{2}}\left(\partial_{0} \pm \partial_{1}\right)$ and $k=1, \ldots, N$. The corresponding bosonic action is the Wess-Zumino-Witten

[^25](WZW) action discussed in Chapter 4:
\[

$$
\begin{align*}
S_{b}[u]= & \frac{1}{16 \pi} \int \mathrm{~d}^{2} x \operatorname{Tr}\left(\partial_{\mu} u \partial^{\mu} u^{-1}\right) \\
& +\frac{1}{24 \pi} \int_{\mathrm{B}} \mathrm{~d}^{3} y \varepsilon^{i j k} \operatorname{Tr}\left(u^{-1} \partial_{i} u\right)\left(u^{-1} \partial_{j} u\right)\left(u^{-1} \partial_{k} u\right) \tag{6.31}
\end{align*}
$$
\]

where $u$ is a matrix in $O(N)$ whose elements are bosonic fields. The second term, the Wess-Zumino (WZ) term, is defined on the ball B whose boundary $\Sigma$ is taken to be the Euclidean two-dimensional space-time. Now, since $\pi_{2}[O(N)]=0$, a mapping $u$ from a two-dimensional sphere $S$ into the $O(N)$ manifold can be extended to a mapping of the solid ball B into $O(N)$. The WZ term however is well defined only modulo a constant. It was normalized so that if $u$ is a matrix in the vector representation of $O(N)$ the WZW term is well defined modulo $W Z \rightarrow W Z+2 \pi$. The source of the ambiguity is that $\pi_{3}[O(N)] \simeq Z$, namely there are topologically inequivalent ways to extend $u$ into a mapping from B into $O(N)$.

Note that $O(2)$ is an exception, as $\pi_{3}[O(2)]=0$.
Note that the equivalence is between a fermionic theory expressed in terms of an $N$-dimensional fermion in the vector representation of $O(N)$ and a group element which is an $N \times N$ matrix. Nevertheless, as will be shown below the two theories are fully equivalent.

Both the theory of $N$ free Majorana fermions and the WZW model of (15.2) are invariant under ALA transformations of $O_{\mathrm{L}}(N) \times O_{\mathrm{R}}(N)$. The latter take the following forms for the bosonic and fermionic theories:

$$
\begin{align*}
u \rightarrow g(z) u & \psi_{i} \rightarrow[g(z)]_{i}^{j} \psi(z)_{j} \\
u \rightarrow u h(\bar{z}) & \tilde{\psi}_{i} \rightarrow[h(\bar{z})]_{i}^{j} \tilde{\psi}(\bar{z})_{j} \tag{6.32}
\end{align*}
$$

where $g(z) \in O_{L}(N)$ and $h(\bar{z}) \in O_{R}(N)$. The corresponding currents in both pictures satisfy the ALA at level $k=1$.

The two theories are also invariant under the conformal transformations,

$$
\begin{equation*}
z \rightarrow f(z) \quad \bar{z} \rightarrow \bar{f}(\bar{z}) \tag{6.33}
\end{equation*}
$$

The associated Virasoro central charges of the two descriptions are identical, as follows,

$$
\begin{equation*}
c_{f}=N \times \frac{1}{2} \quad c_{b}=\frac{k[\operatorname{dim} O(N)]}{k+N-2}=\frac{1 / 2 N(N-1)}{1+N-2}=\frac{N}{2} . \tag{6.34}
\end{equation*}
$$

For the fermions it is just $N$ times the central charge of a single Majorana fermion, whereas for the bosonized version we make use of the fact that the dual Coexter number of $O(N)$ is $N-2$. The conformal invariance of the action (15.2) can be also shown by realizing that the corresponding $\beta$ function vanishes. If one generalizes (15.2) by taking a coupling $\frac{1}{4 \lambda^{2}}$ as a coefficient of the first term and $\frac{k}{24 \pi}$ of the WZ term (k integer), the $\beta$ function associated with $\lambda$ is given at the
one loop level (in the sense of expanding around $u=1$ ), by,

$$
\beta \equiv \frac{\mathrm{d} \lambda^{2}}{\mathrm{~d} \ln \Lambda}=-\frac{(N-2) \lambda^{2}}{4 \pi}\left[1-\left(\frac{\lambda^{2} k}{4 \pi}\right)^{2}\right],
$$

namely (15.2) is at a fixed point for $\lambda^{2}=\frac{4 \pi}{k}$ and hence exhibits conformal invariance there. By showing that the energy-momentum tensor obeys the Virasoro algebra, one can show that this property is in fact exact.

To summarize, the dictionary that translates the ALA currents and the energy momentum tensor of the fermionic theory, into the bosonic one and vice versa, is given by,

| Operator | Fermionic | Bosonic |
| :--- | :--- | :--- |
| $J_{i j}(z)$ | $: \psi_{i} \psi_{j}(z):$ | $\frac{i N}{4 \pi}\left[u^{-1} \partial u\right]_{i j}(z)$ |
| $\bar{J}_{i j}(\bar{z})$ | $: \tilde{\psi}_{i} \tilde{\psi}_{j}(\bar{z}):$ | $\frac{i N}{4 \pi}\left[u \bar{\partial} u^{-1}\right]_{i j}(\bar{z})$ |
| $T(z)$ | $-\frac{1}{2} \sum_{i=1}^{N}\left[\psi_{i} \partial \psi_{i}-\partial \psi_{i} \psi_{i}\right]:$ | $-\frac{1}{2(N-1)}: J^{a} J^{a}(z):$ |
| $\bar{T}(\bar{z})$ | $-\frac{1}{2} \sum_{i=1}^{N}:\left[\tilde{\psi} \partial \tilde{\psi}_{i}-\partial \tilde{\psi}_{i} \tilde{\psi}_{i}\right]:$ | $-\frac{1}{2(N-1)}: \bar{J}^{a} \bar{J}^{a}:(\bar{z})$ |

### 6.3.2 Bosonization of Dirac fermions

The bosonic picture for the theory of $N$ free massless Dirac fermions is built from a boson matrix $g \in S U(N)$ and a real boson $\phi$. The bosonized action now has the form,

$$
\begin{align*}
S[g, \phi]= & \frac{1}{8 \pi} \int \mathrm{~d}^{2} x \operatorname{Tr}\left(\partial_{\mu} g \partial^{\mu} g^{-1}\right) \\
& +\frac{1}{12 \pi} \int_{\mathrm{B}} \mathrm{~d}^{3} y \varepsilon^{i j k} \operatorname{Tr}\left(g^{-1} \partial_{i} g\right)\left(g^{-1} \partial_{j} g\right)\left(g^{-1} \partial_{k} g\right) \\
& +\frac{1}{2} \int \mathrm{~d}^{2} x \partial_{\mu} \phi \partial^{\mu} \phi . \tag{6.35}
\end{align*}
$$

Note the difference of factor two between the WZW action associated with the $S U(N)$ and the $O(N)$.

Here again both theories are conformal invariant with an identical Virasoro central charge,

$$
\begin{equation*}
c_{f}=N \times 1 \quad c_{b}=\frac{k \operatorname{dim} S U(N)}{k+N}+1=\frac{N^{2}-1}{1+N}+1=N . \tag{6.36}
\end{equation*}
$$

ALA transformation with respect to global $S U_{\mathrm{L}}(N) \times S U_{\mathrm{R}}(N) \times U(1)$,

$$
\begin{array}{lll}
g \rightarrow h(z) u, & \phi \rightarrow \phi+a(z) ; & \psi_{i} \rightarrow[g(z)]_{i}^{j} \psi(z)_{j} \\
g \rightarrow u \bar{h}(\bar{z}), & \phi \rightarrow \phi+\bar{a}(\bar{z}) ; & \tilde{\psi}_{i} \rightarrow[h(\bar{z})]_{i}^{j} \psi(\bar{z})_{j}, \tag{6.37}
\end{array}
$$

leave the actions of both pictures invariant.

One way to prove the equivalence of the fermionic and bosonic theories now, for $N$ free massless Dirac fermions and the $k=1$ WZW theory on $U(N)$ group manifold, is by showing that the generating functionals of the current Green functions of the two theories are the same. For the fermions we have,

$$
\begin{equation*}
\mathrm{e}^{-i W_{\psi}\left(A_{\mu}\right)}=\int\left(\mathrm{d} \psi_{+} \mathrm{d} \psi_{-} \mathrm{d} \bar{\psi}_{+} \mathrm{d} \bar{\psi}_{-}\right) \mathrm{e}^{i \int \mathrm{~d}^{2} x \bar{\psi} i} \mathrm{D} \psi \tag{6.38}
\end{equation*}
$$

where $D_{\mu}=\partial_{\mu}+i A_{\mu}, A_{\mu}=A_{\mu}^{A}\left(\frac{1}{2} T^{A}\right)+A_{\mu}^{(1)} \times 1$ and $\left(\frac{1}{2} T^{A}\right)$ generators of $S U(N)$. The term $W_{\psi}\left(A_{\mu}\right)$ was calculated by Polyakov and Wiegmann in a regularization scheme which preserves the global chiral $S U\left(N_{\mathrm{L}}\right) \times S U\left(N_{\mathrm{R}}\right)$ symmetry and the local $U(1)$ diagonal symmetry, leading to,

$$
\begin{equation*}
W_{\psi}\left(A_{\mu}\right)=S[\tilde{A}]+S[\tilde{B}]+\frac{1}{4 \pi N} \int \mathrm{~d}^{2} x A_{\mu}^{(1)} A^{\mu(1)} \tag{6.39}
\end{equation*}
$$

where $\tilde{A}, \tilde{B} \subset S U(N)$ are related to the gauge fields $A_{\mu}^{A}$ by $i A_{+}^{A}=\left(\tilde{A}^{-1} \partial_{+} \tilde{A}\right)^{A}, \quad i A_{-}^{A}=\left(\tilde{B}^{-1} \partial_{-} \tilde{B}\right)^{A}$.

In the bosonic theory one calculates,

$$
\begin{align*}
\mathrm{e}^{-i W_{B}\left(A_{\mu}^{A}\right)} & =\int[\mathrm{d} u] \mathrm{e}^{i S[u]+i \int \mathrm{~d}^{2} x\left(J_{-}^{B} A_{+}^{B}+J_{+}^{B} A_{-}^{B}\right)} \\
\mathrm{e}^{-i W_{B}\left(A_{\mu}^{(1)}\right)} & =\int[\mathrm{d} \phi] \mathrm{e}^{\frac{i}{2} \int \mathrm{~d}^{2} x\left[(\partial \phi)^{2}+\left(J_{-} A_{+}^{(1)}+J_{+} A_{-}^{(1)}\right)\right]} \tag{6.40}
\end{align*}
$$

where $J_{+}^{B} A_{-}^{B}$ and $J_{+} A_{-}^{(1)}$ are the appropriate parts of $\frac{i}{4 \pi} \operatorname{Tr}\left[\left(g^{-1} \partial_{+} g\right) A_{-}\right]$, and similarly for the $(-+)$ case and with $A_{ \pm}^{(1)}=\operatorname{Tr}\left(A_{ \pm}\right)$. These functional integrals can be performed exactly, leading to,

$$
W_{B}\left(A_{\mu}^{A}\right)=S[\tilde{A}]+S[\tilde{B}] \quad W_{B}\left(A^{(1)}\right)=\frac{1}{4 \pi N} \int \mathrm{~d}^{2} x A_{\mu}^{(1)} A^{\mu(1)}
$$

Thus the bosonic current Green functions are identical to those of the fermionic theory, the latter regulated in the way mentioned above.

### 6.3.3 The bosonization of a mass bilinear of Dirac fermions

A further bosonization rule has to be invoked for the mass bilinear. For a theory with a $U(N)$ symmetry group the rule is,

$$
\begin{equation*}
\psi_{+}^{\dagger l} \psi_{-j}=\tilde{c} \mu N_{\mu} g_{j}^{l} \mathrm{e}^{-i \sqrt{\frac{4 \pi}{N} \phi},} \tag{6.41}
\end{equation*}
$$

where $N_{\mu}$ denotes normal ordering at mass scale $\mu$. The fermion mass term $m_{q} \bar{\psi}^{i} \psi_{i}$ is therefore,

$$
m^{\prime 2} N_{\mu} \int \mathrm{d}^{2} x \operatorname{Tr}\left(g+g^{\dagger}\right)
$$

where $m^{\prime 2}=m_{q} \tilde{c} \mu, m_{q}$ is the quark mass, and $c$ is the same constant as in (6.19). It is straightforward to show that the above bosonic operator transforms
correctly under the $U(N)_{\mathrm{L}} \times U(N)_{\mathrm{R}}$ chiral transformations. On top of that it has the correct total dimension,

$$
\begin{equation*}
\Delta=\Delta_{g}+\Delta_{\phi}=\left(\frac{N-1}{N}+\frac{1}{N}\right)=1, \tag{6.42}
\end{equation*}
$$

where $\Delta_{g}=\frac{N-1}{N}$ and $\Delta_{\phi}=\frac{1}{N}$ are the dimensions associated with the $S U(N)$ and $U(1)$ group factors, respectively. Moreover in Section 4.4 it was explicitly shown that the four-point function,

$$
\begin{equation*}
G\left(z_{i}, \bar{z}_{i}\right)=<g\left(z_{1}, \bar{z}_{1}\right) g^{-1}\left(z_{2}, \bar{z}_{2}\right) g^{-1}\left(z_{3}, \bar{z}_{3}\right) g\left(z_{4}, \bar{z}_{4}\right)> \tag{6.43}
\end{equation*}
$$

is given by,

$$
\begin{equation*}
G\left(z_{i}, \bar{z}_{i}\right)=\left[\left(z_{1}-z_{4}\right)\left(z_{2}-z_{3}\right)\left(\bar{z}_{1}-\bar{z}_{4}\right)\left(\bar{z}_{2}-\bar{z}_{3}\right)\right]^{-\Delta_{g}} G(x, \bar{x}) \tag{6.44}
\end{equation*}
$$

where $G(x, \bar{x})$ is a function of the harmonic quotients,

$$
\begin{align*}
& x=\frac{\left(z_{1}-z_{2}\right)\left(z_{3}-z_{4}\right)}{\left(z_{1}-z_{4}\right)\left(z_{3}-z_{2}\right)} \text { and } \bar{x}=\frac{\left(\bar{z}_{1}-\bar{z}_{2}\right)\left(\bar{z}_{3}-\bar{z}_{4}\right)}{\left(\bar{z}_{1}-\bar{z}_{4}\right)\left(\bar{z}_{3}-\bar{z}_{2}\right)} \text { only, and in the free case is, } \\
& G(x, \bar{x})=[x \bar{x}(1-x)(1-\bar{x})]^{\frac{1}{N}} \times\left[I_{1} \frac{1}{x}+I_{2} \frac{1}{1-x}\right]\left[\bar{I}_{1} \frac{1}{\bar{x}}+\bar{I}_{2} \frac{1}{1-\bar{x}}\right] \tag{6.45}
\end{align*}
$$

where $I_{1}, I_{2}, \bar{I}_{1}, \bar{I}_{2}$ are group invariant factors. This result for the correlation function, combined with the $U(1)$ part gives an expression identical to that for the fermionic bilinears. Moreover the result can be generalized to an $n$-point function.

### 6.3.4 Bosonization of Dirac fermions with color and flavor

In his pioneering work on non-abelian bosonization Witten also proposed a prescription for bosonizing Majorana fermions which carry both $N_{\mathrm{F}}$ "flavors" as well as $N_{\mathrm{C}}$ "colors", namely transform under the group $\left[O\left(N_{\mathrm{F}}\right) \times O\left(N_{\mathrm{C}}\right)\right]_{L} \times$ $\left[O\left(N_{\mathrm{F}}\right) \times O\left(N_{\mathrm{C}}\right)\right]_{R}$. The action for free fermions is

$$
S_{\psi}=\frac{i}{2} \int \mathrm{~d}^{2} x\left(\psi_{-a i} \partial_{+} \psi_{-a i}+\psi_{+a i} \partial_{-} \psi_{+a i}\right)
$$

where now $\mathrm{a}=1, \ldots, N_{\mathrm{C}}$ and $\mathrm{i}=1, \ldots, N_{\mathrm{F}}$ are the color and flavor indices, respectively. The equivalent bosonic action is,

$$
\begin{equation*}
\tilde{S}[g, h]=\frac{1}{2} N_{\mathrm{C}} S[g]+\frac{1}{2} N_{\mathrm{F}} S[h] . \tag{6.46}
\end{equation*}
$$

The bosonic fields $g$ and $h$ take their values in $O\left(N_{\mathrm{F}}\right)$ and $O\left(N_{\mathrm{C}}\right)$, respectively and $S[u]$ is the WZW action given in (15.2).

The bosonization dictionary for the currents was shown to be,

$$
\begin{align*}
& J_{+i j}=: \psi_{+a i} \psi_{+a j}:=\frac{i N_{\mathrm{C}}}{2 \pi}\left(g^{-1} \partial_{+} g\right)_{i j} \quad J_{-i j}=: \psi_{-a i} \psi_{-a j}:=\frac{i N_{\mathrm{C}}}{2 \pi}\left(g \partial_{-} g^{-1}\right)_{i j}  \tag{6.47}\\
& J_{+a b}=: \psi_{+a i} \psi_{+b i}:=\frac{i N_{\mathrm{F}}}{2 \pi}\left(h^{-1} \partial_{+} h\right)_{a b} \quad J_{-a b}=: \psi_{-a i} \psi_{-b i}:=\frac{i N_{\mathrm{F}}}{2 \pi}\left(h \partial_{-} h^{-1}\right)_{a b}, \tag{6.48}
\end{align*}
$$

where : : stands for normal ordering with respect to fermion creation and annihilation operators. As for the bosonic expressions for the currents, regularization is obtained by subtracting the appropriate singular parts.

In terms of the complex coordinates $z=\xi_{1}+i \xi_{2}, \quad \bar{z}=\xi_{1}-i \xi_{2} \quad$ (where $\xi_{1}$ and $\xi_{2}$ are complex coordinates spanning $C^{2}$, and the Euclidian plane $\left(\xi_{1} \rightarrow x\right.$, $\left.\xi_{2} \rightarrow-t\right)$ and Minkowski space-time $\left(\xi_{1} \rightarrow x, \xi_{2} \rightarrow-i t\right)$ can be obtained as appropriate real sections), one can express the currents as

$$
J(z)_{i j} \equiv \pi J_{-i j}=\frac{i N_{\mathrm{C}}}{2}\left(g \partial_{z} g^{-1}\right)_{i j} \quad \bar{J}(\bar{z}) i j \equiv \pi J_{+i j}=\frac{i N_{\mathrm{C}}}{2}\left(g^{-1} \partial_{\bar{z}} g\right)_{i j}
$$

and similarly for the flavored currents.
In a complete analogy the theory of $N_{\mathrm{F}} \times N_{\mathrm{C}}$ Dirac fermions can be expressed in terms of the bosonic fields $g, h, \mathrm{e}^{-i \sqrt{\frac{4 \pi}{N_{\mathrm{F}} \mathrm{N}_{\mathrm{C}}}} \phi}$ now in $S U\left(N_{\mathrm{F}}\right), S U\left(N_{\mathrm{C}}\right)$ and $U(1)$ group manifolds respectively. The corresponding action is now,

$$
\begin{equation*}
S[g, h, \phi]=N_{\mathrm{C}} S[g]+N_{\mathrm{F}} S[h]+\frac{1}{2} \int \mathrm{~d}^{2} x \partial_{\mu} \phi \partial^{\mu} \phi \tag{6.49}
\end{equation*}
$$

This action is derived simply by substituting $g h \mathrm{e}^{-i \sqrt{\frac{4 \pi}{N_{\mathrm{C}} N_{\mathrm{F}}}} \phi}$ instead of $u$ in (6.31).
As for the equivalence between the bosonic and fermionic theories, we note that in both theories the commutators of the various currents have the same current algebra, and the energy-momentum tensor is the same when expressed in terms of the currents. But the situation changes when mass terms are introduced (see next section). The bosonization rules for the color and flavor currents are obtained from (6.47) and (6.48) by replacing the Weyl-Majorana spinors with Weyl ones, and in addition we have the $U(1)$ current,

$$
\begin{align*}
& J^{(1)}(z) \equiv \sqrt{\pi} J_{-}^{(1)}=: \psi_{-a i}^{\dagger} \psi_{-a i}:=\sqrt{\frac{N_{\mathrm{F}} N_{\mathrm{C}}}{\pi}} \partial_{-\phi} \\
& \bar{J}^{(1)}(\bar{z}) \equiv \sqrt{\pi} J_{+}^{(1)}=: \psi_{+a i}^{\dagger} \psi_{+a i}:=\sqrt{\frac{N_{\mathrm{F}} N_{\mathrm{C}}}{\pi}} \partial_{+\phi} \tag{6.50}
\end{align*}
$$

The affine Lie algebras are given by,

$$
\left[J_{n}^{A}, J_{m}^{B}\right]=i f^{A B C} J_{n+m}^{C}+\frac{i}{2} k n \delta^{A B} \delta_{n+m, 0}
$$

where $J^{A}=\operatorname{Tr}\left(T^{A} J\right), T^{A}$ the matrices of $S U\left(N_{\mathrm{C}}\right), k=N_{\mathrm{F}}$ for the colored currents and $J(z)$ is expanded in a Laurent series as $J(z)=\sum z^{-n-1} J_{n}$. A similar
expression will apply for the flavor currents with $T^{I}$ the matrices of $S U\left(N_{\mathrm{F}}\right)$, and the central charge $k=N_{\mathrm{C}}$ instead of $N_{\mathrm{F}}$. The commutation relation for $\bar{J}(\bar{z})$ will have the same form.

Generalizing the case of $S U(N) \times U(1)$ to our case, the Sugawara form for the energy-momentum tensor of the WZW action is given by,

$$
\begin{align*}
T(z)= & \frac{1}{2 \kappa_{\mathrm{C}}} \sum_{A}: J^{A}(z) J^{A}(z):+\frac{1}{2 \kappa_{\mathrm{F}}} \sum_{I}: J^{I}(z) J^{I}(z): \\
& +\frac{1}{2 \kappa}: J^{(1)}(z) J^{(1)}(z): \tag{6.51}
\end{align*}
$$

where the dots denote normal ordering with respect to $n$ ( $n>0$ meaning annihilation). The $\kappa$ s are constants yet to be determined. In terms of the affine Lie generators this can be written as,

$$
\begin{align*}
L_{n}= & \frac{1}{2 \kappa_{\mathrm{C}}} \sum_{m=-\infty}^{\infty}: J_{m}^{A} J_{n-m}^{A}:+\frac{1}{2 \kappa_{\mathrm{F}}} \sum_{m=-\infty}^{\infty}: J_{m}^{I} J_{n-m}^{I}: \\
& +\frac{1}{2 \kappa} \sum_{m=-\infty}^{\infty}: J_{m}^{(1)} J_{n-m}^{(1)}: \tag{6.52}
\end{align*}
$$

Now, by applying the last expression on any primary field $\phi_{l}$ we can get a set of infinitely many "null vectors" of the form,

$$
\begin{aligned}
\chi_{l}^{n}= & {\left[L_{n}-\frac{1}{2 \kappa_{\mathrm{C}}} \sum_{m=n}^{0}: J_{m}^{A} J_{n-m}^{A}:\right.} \\
& \left.-\frac{1}{2 \kappa_{\mathrm{F}}} \sum_{m=n}^{0}: J_{m}^{I} J_{n-m}^{I}:-\frac{1}{2 \kappa} \sum_{m=n}^{0}: J_{m}^{(1)} J_{n-m}^{(1)}:\right] \phi_{l},
\end{aligned}
$$

for any $n \leq 0$ (for $n>0$ holds immediately). Since each of these vectors must certainly be a primary field, $L_{m} \chi^{n}=J_{m}^{A} \chi^{n}=J_{m}^{I} \chi^{n}=J_{m} \chi^{n}=O$, which holds trivially for $m>0$. When checking for $m \leq 0$, it leads to expressions for the various $\kappa$, for the central charge $c$ of the Virasoro Algebra, and for the dimensions of the primary fields $\Delta_{l}=\Delta_{l+}+\Delta_{l-}$, in terms of $N_{\mathrm{C}}, N_{\mathrm{F}}$ and the group properties of the primary fields,

$$
\begin{align*}
\kappa_{\mathrm{C}} & =\kappa_{\mathrm{F}}=\frac{1}{2}\left(N_{\mathrm{C}}+N_{\mathrm{F}}\right), \quad \kappa=N_{\mathrm{F}} N_{\mathrm{C}} \\
c & =\frac{N_{\mathrm{C}}\left(N_{\mathrm{F}}^{2}-1\right)}{\left(N_{\mathrm{C}}+N_{\mathrm{F}}\right)}+\frac{N_{\mathrm{F}}\left(N_{\mathrm{C}}^{2}-1\right)}{\left(N_{\mathrm{C}}+N_{\mathrm{F}}\right)}+1=N_{\mathrm{F}} N_{\mathrm{C}} \\
\Delta_{l \pm} & =\frac{\left(c_{l \pm}^{2}\right)^{\mathrm{F}}}{\left(N_{\mathrm{F}}+N_{\mathrm{C}}\right)}+\frac{\left(c_{l \pm}^{2}\right)^{\mathrm{C}}}{\left(N_{\mathrm{F}}+N_{\mathrm{C}}\right)}+\frac{\left(c_{l \pm}^{2}\right)^{(1)}}{N_{\mathrm{C}} N_{\mathrm{F}}} \tag{6.53}
\end{align*}
$$

where $\left(c_{l \pm}^{2}\right)^{\mathrm{C}}$ is the eigenvalue of the $S U_{\mathrm{R}, \mathrm{L}}\left(N_{\mathrm{C}}\right)$ second Casimir operator in the representation of the primary field $\phi_{l}$, namely $\left(\frac{1}{2} T^{A}\right)\left(\frac{1}{2} T^{A}\right)=\left(c_{l}^{2}\right)^{\mathrm{C}} I$, and similarly for the flavor group. In the cases of $S U\left(N_{\mathrm{C}}\right)$ and $S U\left(N_{\mathrm{F}}\right)$ the discussion
applies to $\Delta_{l+}$ or $\Delta_{l-}$ separately, with $C_{l+}^{2}$ and $C_{l_{-}}^{2}$, respectively. Note that the expressions for $\kappa_{\mathrm{F}}$ and $\kappa_{\mathrm{C}}$ of equation (6.53) are an immediate generalization of the case of the group $S U(N)$ with the central term equal to one. There the factor was $N+1$, the $N$ being the second Casimir of the adjoint representation, and the 1 being the central term.

The equivalence of the bosonic and fermionic Hilbert spaces was demonstrated by showing that the two theories have the same current algebra (affine Lie algebra), and that the energy-momentum tensor can be constructed from the currents in a Sugawara form. Goddard et al. [110] showed that a necessary and sufficient condition for such a construction of the fermionic $T(z)$, in a theory with a symmetry group $G$, is the existence of a larger group $G \subset G^{\prime}$ such that $G^{\prime} / G$ is a symmetric space with the fermions transforming under $G$ just as the tangent space to $G^{\prime} / G$ does. Based on this theorem they found all the fermionic theories for which an equivalent WZW bosonic action can be constructed. The cases stated above fit in this category. Note in passing that this does not hold for cases where the symmetry group includes more non-abelian group factors, like for example $S U\left(N_{\mathrm{A}}\right) \times S U\left(N_{\mathrm{F}}\right) \times S U\left(N_{\mathrm{C}}\right) \times U(1)$.

The prescription equation (6.49) described above, for the bosonic action that is equivalent to that of colored and flavored Dirac fermions, is by no means unique. In fact it will be shown that this prescription will turn out to be inconvenient once mass terms are introduced. Another scheme, based on the WZW theory of $U\left(N_{\mathrm{F}} N_{\mathrm{C}}\right)$ will be recommended.

### 6.3.5 Bosonization of mass bilinears in the product scheme

A natural question here is how to generalize the rule (6.41) to Majorana fermions with action (6.46), and its analog for the case of $S U\left(N_{\mathrm{F}}\right) \times S U\left(N_{\mathrm{C}}\right) \times U(1)$ given in (6.49). We call the latter the product scheme. The bosonization rule for the latter case is,

$$
\begin{equation*}
\psi_{+}^{\dagger a i} \psi_{-b j}=\tilde{c} \mu N_{\mu} g_{j}^{i} h_{b}^{a} \mathrm{e}^{-i \sqrt{\frac{4 \pi}{N_{\mathrm{F}} N_{\mathrm{C}}}} \phi} \tag{6.54}
\end{equation*}
$$

Consequently, the bosonic form of the fermion mass term $m_{q} \bar{\psi}^{i a} \psi_{i a}$ is,

$$
\begin{equation*}
m^{\prime 2} N_{\mu} \int \mathrm{d}^{2} x\left(\operatorname{Trg} \operatorname{Tr} h+\operatorname{Tr} h^{\dagger} \operatorname{Tr} g^{\dagger}\right) \mathrm{e}^{-i \sqrt{\frac{4 \pi}{N_{\mathrm{F}} N_{\mathrm{C}}}} \phi} \tag{6.55}
\end{equation*}
$$

with $m^{\prime 2}=m_{q} \tilde{c} \mu$. Once again the bosonic operator (6.54) has the correct chiral transformations and the proper dimension,

$$
\Delta=\Delta_{g}+\Delta_{h}+\Delta_{\phi}=\frac{N_{\mathrm{F}}^{2}-1}{N_{\mathrm{F}}\left(N_{\mathrm{F}}+N_{\mathrm{C}}\right)}+\frac{N_{\mathrm{C}}^{2}-1}{N_{\mathrm{C}}\left(N_{\mathrm{C}}+N_{\mathrm{F}}\right)}+\frac{1}{N_{\mathrm{C}} N_{\mathrm{F}}}=1
$$

Unfortunately, the explicit calculation of the four-point function reveals a discrepancy between the fermionic and bosonic terms in (6.54). This can actually be understood directly. Since $g$ and $h$ are fields defined on entirely independent
group manifolds, then (ignoring for a moment the $U(1)$ factor) the four-point function of the mass term can be written as,

$$
\begin{array}{r}
<g\left(z_{1}, \bar{z}_{1}\right) g^{-1}\left(z_{2}, \bar{z}_{2}\right) g^{-1}\left(z_{3}, \bar{z}_{3}\right) g\left(z_{4}, \bar{z}_{4}\right)> \\
<h\left(z_{1}, \bar{z}_{1}\right) h^{-1}\left(z_{2}, \bar{z}_{2}\right) h^{-1}\left(z_{3}, \bar{z}_{3}\right) h\left(z_{4}, \bar{z}_{4}\right)>
\end{array}
$$

This expression differs from the corresponding fermionic Green's function, as it includes independent "contractions" for the $g$ and $h$ factors, whereas in the fermionic correlation function the flavor and color contractions are correlated. Moreover, the expressions for the bosonic Green's function involve hypergeometric functions, and do not resemble the case of free fermions, which is a product of poles.

### 6.3.6 Bosonization of the $U\left(N_{F} \times N_{C}\right) W Z W$ action

It is clear from the previous discussion that the bosonization prescription for our case needs alteration. A priori there can be two ways out, either modifying the rule for the bosonization of the mass bilinear or using a different bosonic scheme altogether. As for the first approach, (6.54) preserves the proper chiral transformation laws under the product group $S U\left(N_{\mathrm{F}}\right) \times S U\left(N_{\mathrm{C}}\right) \times U(1)$ as well as the correct dimension, and therefore the number of possible modifications is very limited. For example, one might think of multiplying the expression in (6.54) by an operator which is a chiral singlet under the above group, with zero dimension. We do not know of such a modification. Therefore we are going to try a different bosonic theory than (6.49). The symmetry of the free fermionic theory can actually be taken as $U_{L}\left(N_{\mathrm{F}} \times N_{\mathrm{C}}\right) \times U_{R}\left(N_{\mathrm{F}} \times N_{\mathrm{C}}\right)$ rather than $\left[S U\left(N_{\mathrm{F}}\right) \times\right.$ $\left.S U\left(N_{\mathrm{C}}\right) \times U(1)\right]_{L} \times\left[S U\left(N_{\mathrm{F}}\right) \times S U\left(N_{\mathrm{C}}\right) \times U(1)\right]_{R}$. The natural bosonic action is hence a WZW theory of $u \subset U\left(N_{\mathrm{F}} N_{\mathrm{C}}\right)$ and with $k=1$. The currents are now,

$$
J(z)_{\alpha \beta}=\frac{i}{2}\left(u \partial_{z} u^{-1}\right)_{\alpha \beta} \quad \bar{J}(\bar{z})_{\alpha \beta}=\frac{i}{2}\left(u^{-1} \partial_{\bar{z}} u\right)_{\alpha \beta}
$$

with $\alpha, \beta$ running from 1 to $N_{\mathrm{F}} \times N_{\mathrm{C}}$. The expressions for the flavor and color currents can be obtained by appropriate traces, over color for the flavor currents and over flavor for the color currents.

The mass bilinear is now,

$$
\psi_{+\alpha}^{\dagger} \psi_{-\beta}=\tilde{c} \mu N_{\mu} u_{\alpha \beta}
$$

where now the $U(1)$ term is absorbed into $u$.
Clearly the requirement for Sugawara construction of $T$, for proper chiral transformations of all the operators and for a correct dimension for the mass bilinear are fulfilled. Since now the flavor and color degrees of freedom are attached to the same bosonic field, the previous "contraction problem" in the n point functions is automatically resolved. Moreover as stated above the four-point
function and in fact any Green's function will now reproduce the results of the fermionic calculation.

The currents constructed from $u$ obey the Affine Lie algebra with $k=1$. The color currents, for instance, are $J^{A}=\operatorname{Tr}\left(T^{A} J\right)$, where $T^{A}$ are expressed as $\left(N_{\mathrm{C}} N_{\mathrm{F}}\right) \times\left(N_{\mathrm{C}} N_{\mathrm{F}}\right)$ matrices defined by $\lambda^{A} \otimes 1$, with $\lambda^{A}$ the Gell-Mann matrices in color space and 1 stands for a unit $N_{\mathrm{F}} \times N_{\mathrm{F}}$ matrix. The central charge is $k=N_{\mathrm{F}}$. The same arguments will apply for the flavor currents, now with $k=N_{\mathrm{C}}$. The central charge for the $U(1)$ current is $N_{\mathrm{C}} N_{\mathrm{F}}$.

To see the difference between the present theory and the previous one let us express $u$ in terms of $\left(N_{\mathrm{F}} N_{\mathrm{C}}\right) \times\left(N_{\mathrm{F}} N_{\mathrm{C}}\right)$ matrices $\tilde{g}, \tilde{h}$ and $\tilde{l}$ in $S U\left(N_{\mathrm{F}}\right), S U\left(N_{\mathrm{C}}\right)$ and the coset-space,

$$
S U\left(N_{\mathrm{F}} \times N_{\mathrm{C}}\right) /\left\{S U\left(N_{\mathrm{F}}\right) \times S U\left(N_{\mathrm{C}}\right) \times U(1)\right\}
$$

respectively, through,

$$
u=\tilde{g} \tilde{h} \tilde{l} \mathrm{e}^{-i} \sqrt{\frac{4 \pi}{N_{C}{ }^{N_{F}}} \phi}
$$

Using the formula for expressing an action of the form $S\left[\mathrm{AgB}^{-1}\right]$ we get

$$
\begin{aligned}
S[u] & =S[\tilde{g} \tilde{h} \tilde{l}]+\frac{1}{2} \int \mathrm{~d}^{2} x \partial_{\mu} \phi \partial^{\mu} \phi \\
S[\tilde{g} \tilde{h} \tilde{l}] & =S[\tilde{g}]+S[\tilde{l}]+S[\tilde{h}]+\frac{1}{2 \pi} \int \mathrm{~d}^{2} x \operatorname{Tr}\left(\tilde{g}^{\dagger} \partial_{+} \tilde{g} \tilde{l} \partial_{-} \tilde{l}^{\dagger}+\tilde{h}^{\dagger} \partial_{+} \tilde{h} \tilde{l} \partial_{-} \tilde{l}^{\dagger}\right)
\end{aligned}
$$

We can now choose $\tilde{l}=l$ so that $l \partial_{-} l^{\dagger}$ will be spanned by the generators that are only in $S U\left(N_{\mathrm{F}} \times N_{\mathrm{C}}\right) /\left\{S U\left(N_{\mathrm{F}}\right) \times S U\left(N_{\mathrm{C}}\right) \times U(1)\right\}$. This can be achieved by taking $\tilde{u}=\tilde{g} \tilde{h} \tilde{l}$, which is $u$ but without the $U(1)$ part, and then taking for $\tilde{h}=h \otimes 1$ a solution of the equation $\partial_{-} h h^{\dagger}=\frac{1}{N_{\mathrm{F}}} \operatorname{Tr}_{\mathrm{F}}\left[\left(\partial_{-} \tilde{u}\right) \tilde{u}^{\dagger}\right]$, and similarly for $g$ with $\frac{1}{N_{\mathrm{C}}} T r_{\mathrm{C}}$. These are also the conditions that the flavor currents should be expressed in terms of $\tilde{g}$ and the color currents in terms of $\tilde{h}$. For this choice, the mixed term in the above action, the term involving products of $\tilde{l} s$ with $\tilde{g} s$ or $\tilde{h} s$, is zero, and so the new action is,

$$
S[u]=N_{\mathrm{C}} S[g]+N_{\mathrm{F}} S[h]+\frac{1}{2} \int \mathrm{~d}^{2} x\left(\partial_{\mu} \phi \partial^{\mu} \phi+S[l]\right) .
$$

Note that $l$ is still an $S U\left(N_{\mathrm{C}} N_{\mathrm{F}}\right)$ matrix, while $g$ and $h$ are expressed as $S U\left(N_{\mathrm{F}}\right)$ and $S U\left(N_{\mathrm{C}}\right)$ matrices respectively, but the matrix $l$ involves only products of color and flavor matrices (not any of them separately).

### 6.4 Chiral bosons

So far we have discussed the bosonization of a Dirac fermion via abelian bosonization, and $N$ Dirac fermions using the $U(N)$ WZW model, or $N$ Majorana fermions with an $S O(N)$ WZW model. What about the bosonization of chiral left or right Weyl fermions? In the fermionic language it is trivial to write an
action of a fermion with one given chirality. It is also easy to factorize a scalar field into its left $\phi_{\mathrm{L}}\left(x^{-}\right)(\phi(z))$ and right moving $\phi_{\mathrm{R}}\left(x^{+}\right)(\bar{\phi}(\bar{z}))$ parts since the solution of equation of motion of a scalar field in real and complex coordinates takes the form

$$
\begin{equation*}
\phi\left(x_{+}, x_{-}\right)=\phi_{\mathrm{L}}\left(x^{-}\right)+\phi_{\mathrm{R}}\left(x^{+}\right) \quad \text { or } \quad \phi(z, \bar{z})=\phi(z)+\bar{\phi}(\bar{z}) . \tag{6.56}
\end{equation*}
$$

However, as will be discussed shortly it turns out that it is quite subtle to write down an action of a chiral boson which is equivalent to that of a left or a right chiral fermion. Once we establish an action for a chiral boson, the question is how can one couple it to abelian and non-abelian gauge fields?

In this section we will construct two seemingly independent constructions of the action of a chiral boson. In fact, it will turn out that one formulation is a special case of the other. We start with Siegel's formulation which is based on the coupling of a scalar field to fictitious gravity in a light-cone gauge [194] and then we describe a manifestly non-Lorentz invariant action [92] which is a special case of the former. ${ }^{7}$ In [36], [199], and in [100] the two formulations were related and further generalizations were discussed. We follow the latter paper here.

Chiral bosons play an important role in string theories and in particular chiral bosons on Riemann surfaces of any genus. Here we will not enter into discussions on these constructions and describe chiral bosons only on a two-dimensional flat Minkowsky space-time.

### 6.4.1 Chiral boson via coupling to fictitious "light-cone gravity"

A scalar field in two space-time dimensions couples to two-dimensional gravity via the following well-known action,

$$
\begin{equation*}
\mathcal{L}=\frac{1}{2} \sqrt{g} g_{\alpha \beta} \partial^{\alpha} \phi \partial^{\beta} \phi \tag{6.57}
\end{equation*}
$$

where $g_{\alpha \beta}$ is the two-dimensional metric. In the " light-cone gravitational gauge" the metric has the form,

$$
\begin{equation*}
g^{++}=0 \quad g^{+-}=1 \quad g^{--}=2 \lambda \tag{6.58}
\end{equation*}
$$

In this gauge the action (6.57) reads,

$$
\begin{equation*}
\mathcal{L}=\partial_{+} \phi \partial_{-} \phi+\lambda\left(\partial_{-} \phi\right)^{2} . \tag{6.59}
\end{equation*}
$$

Since we have fixed only part of the local symmetries of (6.57) it is straightforward to realize that the last action is still invariant under the following local transformation

$$
\begin{equation*}
\delta \phi=\epsilon^{-} \partial_{-} \phi \quad \delta \lambda=-\partial_{+} \epsilon^{-}+\epsilon^{-} \partial_{-} \lambda-\partial_{-}\left(\epsilon^{-} \lambda\right) \tag{6.60}
\end{equation*}
$$

[^26]which is the transformation of the scalar field under a combination of $x^{-}$coordinate transformation and a Weyl rescaling,
\[

$$
\begin{equation*}
\delta x^{-}=\epsilon^{-}(x) \quad \delta g_{\alpha \beta}=-g_{\alpha \beta} \partial_{-} \epsilon^{-} . \tag{6.61}
\end{equation*}
$$

\]

It is important to emphasize that we are in fact considering a flat two-dimensional Minkowski space-time and $2 \lambda$ is the ${ }^{--}$component of a fictitious metric. The action (6.59) is further invariant under the global shift symmetry $\phi \rightarrow \phi+a$. We denote the corresponding current as the axial current defined in (6.12) which takes the following form,

$$
\begin{equation*}
J_{(a x)}^{+}=\partial_{-} \phi \quad J_{(a x)}^{-}=\partial_{+} \phi+2 \lambda \partial_{-} \phi . \tag{6.62}
\end{equation*}
$$

One can also define $J_{-(a x)}=J_{(a x)}^{+}$and $J_{+(a x)}=J_{(a x)}^{-}-2 \lambda J_{-(a x)}$, namely using the fictitious metric to raise and lower indices. In addition we have the topological vector conserved current $J_{(v)_{\mu}}=\epsilon_{\mu \nu} \partial^{\nu} \phi$. The vector and axial currents defined here are those defined in (6.9), times a factor of $-\sqrt{\pi}$. Following from these two currents we can obviously also define the left and right conserved currents $J_{l / r}=\frac{1}{2}\left(J_{(v)} \pm J_{(a x)}\right)$.

The equations of motion derived by variations with respect to $\lambda$ and to $\phi$ are,

$$
\begin{equation*}
\delta \lambda: \quad\left(\partial_{-} \phi\right)^{2}=0 \quad \delta \phi: \partial_{+} \partial_{-} \phi+\partial_{-}\left(\lambda \partial_{-} \phi\right)=0 \tag{6.63}
\end{equation*}
$$

These equations imply classically the chiral nature of the boson, namely a left moving boson $\phi\left(x^{+}\right)$and the conservation of the axial current. Note that unlike an ordinary scalar field the chiral scalar action (6.59), admits only the "holomorphic" conservation of the left current but not the "anti-holomorphic" conservation of the right one namely,

$$
\begin{equation*}
\partial_{-} J_{(l)}^{-}=0 \quad \partial_{+} J_{(r)}^{-}=-\partial_{-} J_{(r)}^{-} \neq 0, \tag{6.64}
\end{equation*}
$$

which implies that there is only left affine symmetry but not a right one.
So far we have discussed the classical system. Quantum mechanically it turns out that the symmetry (6.60) is anomalous. There are several ways to verify this anomaly. Probably the easiest way is to realize the resemblance of the action (6.57) to that of the bosonic string. It is well known that the latter is consistent only in 26 dimensions and not, as our case seems to be, in one dimension. Technically this follows from the fact that the ghost system associated with the fixing of the fictitious diffeomorphism and Weyl invariance have a Virasoro anomaly (see Section 6.5.1) equal to -26 . In fact following the discussion in Section 6.5.1 we know that there is another way to cancel this anomaly and that is to add to the action a background charge term of the following form,

$$
\begin{equation*}
\mathcal{L}=\mathcal{L}_{c l}+q R^{(2)} \phi=\mathcal{L}_{c l}+q \partial_{-}^{2} \lambda \phi=\mathcal{L}_{c l}-q \lambda \partial_{-}^{2} \phi, \tag{6.65}
\end{equation*}
$$

where $q$ is the background charge and $R^{(2)}$ is the fictitious scalar curvature. This modification of the action yields a modified energy-momentum tensor as
will be discussed in Section 6.5.1, of the form,

$$
\begin{equation*}
T_{--}^{\phi}=-\frac{1}{2}\left(\partial_{-} \phi\right)^{2}-q \partial_{-}^{2} \phi \tag{6.66}
\end{equation*}
$$

To fix the gauge associated with the symmetry (6.60) one introduces a $(b, c)$ ghost system (see Section 6.5) that contributes $c=-26$ to the Virasoro anomaly. The modified energy-momentum tensor (6.66) contributes $c=1+6 \pi q^{2}$ so that to cancel the anomaly one has to take the background charge $q=\sqrt{\frac{25}{6 \pi}}$ and hence the quantum mechanical action of the chiral boson is (6.65) with the value of $q$ just quoted.

There are several possible methods to quantize this action. One approach is to follow the BRST quantization of the bosonic string. In this procedure one uses the Nielpotent operator associated with the Noether charge that corresponds to the BRST symmetry

$$
\begin{equation*}
Q_{\mathrm{BRST}}=\int \mathrm{d} x c\left(T_{--}^{\phi}+\frac{1}{2} T_{--}^{\mathrm{ghost}}\right), \tag{6.67}
\end{equation*}
$$

to construct the space of physical states. The latter furnish the cohomology of $Q_{\text {BRST }}$, namely,

$$
\begin{equation*}
Q_{\mathrm{BRST}} \mid \text { phys }>=0 \quad \mid \text { phys }>\neq Q_{\mathrm{BRST}} \mid \text { state }>. \tag{6.68}
\end{equation*}
$$

For the vanishing ghost sector this implies that,

$$
\begin{equation*}
T_{--}^{\phi}{ }^{(+)}|\mathrm{phys}>=0 \quad \rightarrow \quad a(k)| \mathrm{phys}>=0 \text { for } k>0 \tag{6.69}
\end{equation*}
$$

where $T_{--}^{\phi}{ }^{(+)}$is the positive frequency part of $T_{--}^{\phi}$ and $a(k)$ is the annihilation operator of momentum $k$. Thus the space of physical states is made of only left-moving $(k>0)$ states.

Once the local symmetry (6.60) has been made non-anomalous, one can safely choose any gauge fixing. In particular we can take $\lambda=0$ while keeping the construction of the physical states discussed above, or fixing $\lambda=-1$. As will be seen in the following section this gauge will turn out to be convenient and rather than addressing the issues of coupling to abelian and non-abelian gauge fields of the action (6.59) we will do it instead with the gauge fixed action.

Another approach of quantizing the system is based on the implementation of Dirac brackets. Starting from (6.59) and its corresponding Hamiltonian density,

$$
\begin{equation*}
\mathcal{H}=\frac{1}{2}\left[\frac{\left(\pi+\lambda \phi^{\prime}\right)^{2}}{1+\lambda}+(1-\lambda)\left(\phi^{\prime}\right)^{2}\right] \tag{6.70}
\end{equation*}
$$

we realize that the conjugate momentum of $\lambda, \pi_{\lambda}$ vanishes. This is a primary constraint $\chi_{1}=\pi_{\lambda}=0$. Requiring that this constraint is preserved in time, namely, $\dot{\chi}_{1}=\left\{\pi_{\lambda}(x), H\right\}=0$ we find a secondary constraint $\tilde{\chi}_{2}=\frac{\left(\pi-\phi^{\prime}\right)^{2}}{1+\lambda}=0$. The Poisson bracket of $\chi_{1}$ and $\tilde{\chi}_{2}$ vanish and hence they are a first-class constraint. However, if we replace $\tilde{\chi}_{2}$ with its classical equivalent constraint $\chi_{2}=\pi-\phi^{\prime}$ then the latter is a second-class constraint. If we add the additional constraint in the
form of gauge fixing $\chi_{3}=\lambda(x)-\lambda_{0}(x)$ with $\lambda_{0}(x)$ a given function, than all the constraints are second order with the constraint algebra,

$$
\begin{equation*}
c_{i j}(x, y)=\left\{\chi_{i}(x), \chi_{j}(y)\right\} \quad c_{22}=-2 \delta^{\prime}(x-y) \quad c_{13}=-\delta(x-y) \tag{6.71}
\end{equation*}
$$

The next step is to define the Dirac bracket,

$$
\begin{equation*}
\{F(x), G(y)\}_{D}=\{F(x), G(y)\}-\int \mathrm{d} z \mathrm{~d} w\left\{F(x), \chi_{i}(z)\right\} c_{i j}^{-1}(z, w)\left\{\chi_{j}(w), G(y)\right\} \tag{6.72}
\end{equation*}
$$

where $c_{i j}(x, z) c_{j k}^{-1}(z, y)=\delta_{i k}(x-y)$. The Dirac bracket rather than the Poisson bracket is then elevated to the commutator in the quantum theory [ ] = i\{ \}. Using this prescription one finds the desired result,

$$
\begin{equation*}
[\phi(x), \phi(y)]=\frac{1}{4 i} \epsilon(x-y) . \tag{6.73}
\end{equation*}
$$

Implementing the constraint quantization in the path integral formulation, one has,

$$
\begin{align*}
Z(J)= & \int[\mathrm{d} \phi][\mathrm{d} \pi][\mathrm{d} \lambda]\left[\mathrm{d} \pi_{\lambda}\right] \delta\left(\chi_{1}\right) \delta\left(\chi_{2}\right) \delta\left(\chi_{3}\right) \\
& \times \sqrt{\operatorname{Det}\left[C_{i j}(x, y)\right]} \mathrm{e}^{i \int \mathrm{~d}^{2} x\left(\pi \dot{\phi}+\pi_{\lambda} \dot{\lambda}-\mathcal{H}-J \phi\right)} \tag{6.74}
\end{align*}
$$

Using the $\delta$ functions and since $\operatorname{Det}[C]$ is field independent we find,

$$
\begin{equation*}
Z[J]=\int[\mathrm{d} \phi] \mathrm{e}^{i \int \mathrm{~d}^{2} x \tilde{\mathcal{L}}-J \phi} \quad \tilde{\mathcal{L}}=\dot{\phi} \phi^{\prime}-\left(\phi^{\prime}\right)^{2} \tag{6.75}
\end{equation*}
$$

Thus we see that this procedure yields the action (6.59) in the gauge $\lambda=-1$ which will be the topic of the following section.

### 6.4.2 Non manifestly Lorentz invariant classical action

Let us start with the following non-local action,

$$
\begin{equation*}
\mathcal{L}=\int \mathrm{d} z \mathrm{~d} y \rho(z) \epsilon(z-y) \dot{\rho}(y)-\int \mathrm{d} x \rho^{2}(x) \tag{6.76}
\end{equation*}
$$

where $\rho(x)$ is a local bosonic field. The system can also be described in terms of the non-local bosonic field,

$$
\begin{equation*}
\phi(x)=\frac{1}{2} \int \mathrm{~d} y \epsilon(x-y) \rho(y), \quad \phi^{\prime}(x)=\rho(x) \tag{6.77}
\end{equation*}
$$

with a local Lagrangian density,

$$
\begin{equation*}
\mathcal{L}=\phi^{\prime} \dot{\phi}-\phi^{\prime 2}=\partial_{-} \phi\left(\partial_{+} \phi-\partial_{-} \phi\right) . \tag{6.78}
\end{equation*}
$$

As we said the Lagrangian density is in fact (6.59) in the gauge $2 \lambda=-1$. The classical equation of motion which corresponds to (6.76) is,

$$
\begin{equation*}
\partial_{-} \phi^{\prime}=0 . \tag{6.79}
\end{equation*}
$$

This equation has a general solution $\partial_{-} \phi=g(t)$, however by requiring $\partial_{-} \phi=0$ at the spatial boundaries, we set $g(t)=0$ and get the chiral solution $\partial_{-} \phi=0$.

Even though the action (6.76) is not manifestly Lorentz invariant, it is easy to see that it is invariant under time translation $\delta \phi=\epsilon \dot{\phi}$, space translation $\delta \phi=\epsilon \phi^{\prime}$, and the unconventional Lorentz transformation $\delta \phi=(t+x) \phi^{\prime}$. For the above invariance transformations to exist we assume vanishing surface terms. The associated Noether charges are $H=\int \phi^{\prime 2}, P=-H$ and $M=\int \mathrm{d} x\left[(x+t)\left(\phi^{\prime}\right)^{2}\right]$. The system is, in fact, invariant under yet another unusual Lorentz transformation, $\delta\left(\partial_{-} \phi\right)=x^{+} \partial_{+}\left(\partial_{-} \phi\right)-x^{-} \partial_{-}\left(\partial_{-} \phi\right)-\partial_{\phi}$.
In addition, equation (6.76) is invariant under the global axial transformation $\phi \rightarrow \phi+\alpha$. The associated current $j_{(a x)}^{\mu}$ and the vector current which as was discussed in Section 6.1 is "topologically conserved" are given by

$$
\begin{align*}
j_{(a x)_{+}}=\partial_{+} \phi-2 \partial_{-} \phi & j_{(a x)_{-}}=\partial_{-} \phi \\
j_{(v)_{+}}=\partial_{+} \phi & j_{(v)_{-}}=-\partial_{-} \phi . \tag{6.80}
\end{align*}
$$

As usual from the vector and the axial currents we can write down the left and right currents $J(l r)=\frac{1}{2}\left[j_{(v)} \pm j_{(a x)}\right]$, respectively. They have the following expressions,

$$
\begin{equation*}
J_{(l)_{-}}=0, \quad J_{(l)_{+}}=\phi ; \quad J_{(r)_{-}}=-\partial_{-} \phi, \quad J_{(r)_{+}}=\partial_{-} \phi . \tag{6.81}
\end{equation*}
$$

Note however that only the left current is holomorphically conserved namely $\partial_{-} J_{(l)_{+}}=0$, while the right current is not antiholomorphically conserved. This property is related to the invariance of the Lagrangian under $\delta \phi=\alpha\left(x^{+}\right)$and not under $\delta \phi=\alpha\left(x^{-}\right)$. As will be explained below only the left $U(1)$ affine Lie algebra current exists in the quantum theory. Similarly, the Lagrangian (6.76) is invariant under the conformal transformations $\delta \phi=\epsilon\left(x^{+}\right) \phi^{\prime}$ and $\delta \phi=\epsilon(t) \partial_{-} \phi$. The associated Sugawara type Noether currents are,

$$
\begin{align*}
T_{(l)_{++}}=\left(\phi^{\prime}\right)^{2}=J_{(l)_{+}^{2}}^{2} & \partial_{-} T_{(l)_{++}}=0 \\
T_{(r)_{11}}=\left(\partial_{-} \phi\right)^{2}=J_{(r)_{1}^{2}} & \partial_{1} T_{(r)_{++}}=0 \tag{6.82}
\end{align*}
$$

## Quantization of the model

By treating the system as a constrained system, we now invoke its canonical and path-integral quantization. We repeat here the Dirac bracket procedure discussed above. The constraint $\chi=\pi-\phi^{\prime}=0$, is a second-class constraint since $\{\chi(x), \chi(y)\}=-2 \delta(x-y)$. The Hamiltonian density of the system takes the following form $\mathcal{H}=\mathcal{H}_{c}+v(\phi, \pi) \chi$, where $\mathcal{H}_{c}=\phi^{\prime 2}=\pi^{2}=\pi \phi^{\prime}$. Using this form for $\mathcal{H}$ it is easy to verify that the condition $\dot{\chi}=\{\chi, \mathcal{H}\}=0$, does not lead to further constraints but fixes $v(\phi, \pi)$. The passage to the quantum theory is performed by passing from the Dirac brackets rather than the usual Poisson bracket to
the commutator via,

$$
\begin{align*}
-i[F(x), G(y)]= & \{F(x), G(y)\}-\int \mathrm{d} \xi_{1} \mathrm{~d} \xi_{2}\left\{F(x), G\left(\xi_{1}\right)\right\} \\
& \times\left[-\frac{1}{4} \epsilon\left(\xi_{1}-\xi_{2}\right)\left\{F\left(\xi_{2}\right), G(y)\right\}\right. \tag{6.83}
\end{align*}
$$

Following this definition, the operator algebra for $\pi$ and $\phi$ takes the form,

$$
\begin{align*}
& {[\phi(x), \phi(y)]=\frac{1}{4 i} \epsilon(x-y)} \\
& {[\pi(x), \phi(y)]=\frac{1}{2 i} \delta(x-y)} \\
& {[\pi(x), \pi(y)]=\frac{1}{2 i} \delta(x-y)} \tag{6.84}
\end{align*}
$$

One also finds that, for an arbitrary operator $F(\phi, \pi),[\chi(x), F(y)]=0$ so that the constraint $\pi(x)-\phi^{\prime}(x)=0$, is now realized at the operator level. For example the Hamiltonian density can now be expressed in the three forms of $\mathcal{H}_{c}$ mentioned above. The system is solved by Fourier transforming,

$$
\begin{align*}
& \phi(x)=\int_{-\infty}^{0} \frac{\mathrm{~d} k}{2 \sqrt{\pi k}}\left[a_{k} \mathrm{e}^{-i k x}+a_{k}^{\dagger} \mathrm{e}^{i k x}\right] \\
& \pi(x)=\phi^{\prime}(x) \tag{6.85}
\end{align*}
$$

with the usual algebra,

$$
\begin{equation*}
\left[a(k), a^{\dagger}\left(k^{\prime}\right)\right]=\delta\left(k-k^{\prime}\right) \tag{6.86}
\end{equation*}
$$

Note that only $k \leq 0$ appears in the decomposition of $\phi(x)$, which expresses the chiral nature of the field. The single-particle Hilbert space is then a continuum of states with energy $E=|k|, k \leq 0$. Hence the Hamiltonian formalism has correctly implemented the chirality constraint $\partial_{-} \phi=0$. Furthermore, this property can also be deduced from the Hamiltonian equation of motion $\dot{\phi}=i[H, \phi]=\phi^{\prime}$. Note that to get the chiral solution $\partial_{-} \phi=0$ as a solution of the equation of the motion, we had to assume chiral boundary conditions. Here it looks at first that the chirality property was derived with no assumptions, but in passing from (6.83) to ( 6.84 we assumed that $\left(\pi-\phi^{\prime}\right)(x=\infty)=-\left(\pi-\phi^{\prime}\right)(x=-\infty)$, so together with choosing zero surface terms we in fact assumed chiral boundary conditions.

For the path integral quantization of the system we use the method developed for Hamiltonian systems with constraints. The generating functional is given by,

$$
\begin{align*}
Z[J] & =\int \mathrm{d} \phi \mathrm{~d} \pi \delta(\chi) \mathrm{e}^{\int \mathrm{d}^{2} x\left(\pi \dot{\phi}-\mathcal{H}_{c}-J \phi\right)} \\
& =\int \mathrm{d} \phi \mathrm{e}^{\int \mathrm{d}^{2} x(\mathcal{L}-J \phi)} \tag{6.87}
\end{align*}
$$

where a normalization by $Z[O]^{-1}$ is implied. The Lagrangian density that emerges in (6.87) is clearly in the original form of equation (6.78). The functional integral (6.87) is not specified completely until we include $\partial_{-} \phi=0$ on the boundary; thus we are in the same situation as in the canonical quantization.

Using the commutation relations (6.84), it is straightforward to verify that the Noether charges $H, P, M$, respectively generate the transformations $\delta_{T} \phi, \delta_{S} \phi$ and $\delta_{M} \phi$ given above. It can easily be shown that they satisfy the Poincare algebra,

$$
\begin{equation*}
[H, P]=0 \quad[M, H]=i P \quad[M, P]=i H \tag{6.88}
\end{equation*}
$$

## Abelian bosonization of a chiral fermion

Recall (Section 3.8) that the action of one left-handed complex chiral fermion,

$$
\begin{equation*}
S_{f_{+}}=\int \mathrm{d}^{2} x \psi^{\dagger} \partial_{-} \psi \tag{6.89}
\end{equation*}
$$

is classically invariant under both an affine chiral transformation $\delta \psi=i \epsilon\left(x^{+}\right) \psi$ and the conformal transformation $\delta \psi=i \epsilon^{+}\left(x^{+}\right) \partial_{+} \psi$. The associated Noether currents were shown to have the following quantum form,

$$
\begin{equation*}
J_{+}=: \psi^{\dagger} \psi \quad T_{++}=i: \psi^{\dagger} \partial_{+} \psi:=\pi: J_{+} J_{+}: \tag{6.90}
\end{equation*}
$$

obey the left $U(1)$ affine Lie and Virasoro algebras, respectively with the wellknown central charges $k=1$ and $c=1$.

It is now straightforward to realize that the $J_{(l)}=\phi^{\prime}$ and $T_{(l)}=\left(\phi^{\prime}\right)^{2}$ have the same $k=1$ and $c=1$ central charges. Using the operator algebra we can now evaluate the commutators of the chiral current and of the energy-momentum tensor. The results are as follows

$$
\begin{align*}
{\left[J_{(l)}(x), J_{(l)}(y)\right]=\left[\phi^{\prime}(x), \phi^{\prime}(y)\right]=} & \frac{i}{2} \delta^{\prime}(x-y), \\
{\left[T_{(l)}(x), T_{(l)}(y)\right]=\left[:\left(\phi^{\prime}(x)\right)^{2},\left(\phi^{\prime}(y)\right)^{2}\right]=} & i\left(T_{(l)}(x)+T_{(l)}(y)\right) \delta^{\prime}(x-y) \\
& -\frac{i}{24 \pi} \delta^{\prime \prime \prime}(x-y) . \tag{6.91}
\end{align*}
$$

From the general discussion in Sections 2.4 and 3.3 it follows now that these commutation relations correspond to central charges of $c=k=1$. Hence our bosonic theory furnishes the same irreducible representation of the affine Lie and Virasoro algebras as one free left-handed chiral fermion. Since for $k=1$ the affine Lie algebra has a unique irreducible unitary representation the two theories on flat two-dimensional space-time are therefore equivalent. Below it will be shown that the anomalies of the bosonized theory in coupling to gauge and gravitational background are the same as for the fermionic theory.

## Combining left and right chiral bosons

The canonical quantization procedure of the last section can be repeated for a right chiral boson. Let us rename the operators for the $\partial_{-} \phi=0$ case as $\phi_{\mathrm{L}}$ and $\pi_{\mathrm{L}}$ and call the corresponding operators for the $\partial_{+} \phi=0$ case as $\psi_{\mathrm{R}}$ and $\pi_{\mathrm{R}}$. The Lagrangian density for the right moving field has the form $\mathcal{L}_{\mathrm{R}}=$ $\partial_{+} \phi\left(\partial_{+} \phi-\partial_{-} \phi\right)$ Then the combined Lagrangian,

$$
\begin{equation*}
\mathcal{L}=\mathcal{L}_{\mathrm{L}}+\mathcal{L}_{\mathrm{R}} \tag{6.92}
\end{equation*}
$$

and the corresponding Hamiltonian density,

$$
\begin{equation*}
\mathcal{H}=\left(\pi_{\mathrm{L}}\right)^{2}+\left(\pi_{\mathrm{R}}\right)^{2} \tag{6.93}
\end{equation*}
$$

describe a single free massless scalar defined by,

$$
\begin{equation*}
\phi=\phi_{\mathrm{L}}+\phi_{\mathrm{R}} \quad \pi=\pi_{\mathrm{L}}+\pi_{\mathrm{R}} \tag{6.94}
\end{equation*}
$$

with a Hamiltonian density,

$$
\begin{equation*}
\mathcal{H}=\frac{1}{2} \pi^{2}+\frac{1}{2} \phi^{\prime 2} \tag{6.95}
\end{equation*}
$$

Using the commutation relations of the chiral bosons (6.84) we find as expected that,

$$
\begin{equation*}
[\phi(x), \phi(y)]=[\pi(x), \pi(y)]=0 \quad[\phi(x), \pi(y)]=i \delta(x-y) . \tag{6.96}
\end{equation*}
$$

Unsurprisingly the Noether charges associated with the space-time translation and Lorentz transformation, $H=H_{\mathrm{R}}+H_{\mathrm{L}}, P=P_{\mathrm{R}}+P_{\mathrm{L}}$ and $M=M_{\mathrm{L}}+M_{\mathrm{R}}$ obey the usual Poincare algebra. The (lr) $U(1)$ affine Lie algebra currents of the combined system are given by the left current of the left system and the right current of the right system, respectively. The central charges are $k=1$ for the algebras in both sectors. Similarly, because of the Sugawara construction, $T_{++}=T_{++\mathrm{L}}$ and $T_{--}=T_{--\mathrm{R}}$ with $\mathrm{c}=1$ for the left and the right Virasoro algebras.

## Partition function

We would now like to compare the one loop partition function of a chiral fermion and that of our chiral boson. We therefore pass to a two-dimensional space-time domain with $1 \geq x \geq 0$. The mode expansion for $\phi$ previously given by equation (6.85) now takes the form,

$$
\begin{equation*}
\phi(x, t)=\phi_{0}+p(x+t)+\sum_{n>0} \frac{1}{\sqrt{2 n}}\left[a_{n}^{\dagger} \mathrm{e}^{2 \pi i n x^{+}}+a_{n} \mathrm{e}^{-2 \pi i n x^{+}}\right] \tag{6.97}
\end{equation*}
$$

The one loop partition function which corresponds to this mode expansion is

$$
\begin{equation*}
Z(\tau)=\operatorname{Tr}\left[\mathrm{e}^{-\tau_{2} H+i \tau_{1} P}\right]=\operatorname{Tr}\left[q^{\frac{H}{\pi}}\right] \tag{6.98}
\end{equation*}
$$

where $q=\mathrm{e}^{i \tau \pi}$ and we use the fact that $H=-P$. Let us first calculate the contribution to the trace of the oscillation modes,

$$
\begin{equation*}
\operatorname{Tr}\left[q^{\frac{H}{\pi}}\right]=\operatorname{Tr}\left[q^{\left(\sum_{n} n a_{n}^{\dagger} a_{n}-\frac{1}{12}\right)}\right]=\prod_{n=1} q^{-\frac{1}{12}}\left[1-q^{2 n}\right]^{-1}=\eta^{-1}(\tau) \tag{6.99}
\end{equation*}
$$

where the factor $-\frac{1}{12}$ is the output of the normal ordering and $\eta$ is the Dedekin $\eta$ function (see eqn. (2.48)). The Hamiltonian of the zero modes is $H=\frac{1}{4 \pi} p^{2}$. If we now take the bosonic momenta to lie on a shifted lattice such that the eigenvalues of $p$ are $2 \pi(m+\alpha)$ and introduce the twist operator $g=\mathrm{e}^{i \beta p}$, we get the zero mode partition function to be equal to the Riemann theta function $\Theta[(\alpha \beta)](\tau \mid 0)$ and so that altogether the full partition function is given by,

$$
\begin{equation*}
Z(\tau)=\frac{\Theta[(\alpha \beta)](\tau \mid 0)}{\eta(\tau)} \tag{6.100}
\end{equation*}
$$

This corresponds to the partition function of a Weyl fermion with the boundary conditions $\psi(x+1, t)=-\mathrm{e}^{2 \pi i \alpha} \psi(x, t) ; \psi(x+\operatorname{Re} \tau, t+\operatorname{Im} \tau)=-\mathrm{e}^{-2 \pi i \beta} \psi(x, t)$.

### 6.4.3 Coupling to abelian gauge fields

There are several ways to couple an abelian gauge field to a chiral boson corresponding to the various regularization schemes in the fermionic theory. We start by analyzing the bosonization in the vector conserving regularization scheme. The vector current is coupled to an abelian gauge field via,

$$
\begin{equation*}
\mathcal{L}_{(V)}=\mathcal{L}_{0}+\left(J_{(V)_{-}} A_{+}+J_{(V)_{+}} A_{-}\right), \tag{6.101}
\end{equation*}
$$

where $\mathcal{L}_{0}$ is the uncoupled Lagrangian density and $V$ stands for the vector conserving scheme. The vector current is still obviously conserved, but the divergence of the axial current,

$$
\begin{equation*}
\partial_{-} J_{(\mathrm{ax})_{+}}+\partial_{+} J_{(\mathrm{ax})_{-}}=\partial_{-} A_{+}-\partial_{+} A_{-}=\epsilon^{\mu \nu} F_{\mu \nu} \tag{6.102}
\end{equation*}
$$

is now equal to the anomaly deduced in the fermionic theory from the one loop diagram.

Next we discuss the bosonization in the left-right scheme. For that purpose a term bilinear in the gauge fields has to be added to the $J_{(l)+} A_{(l)}$ _ term. The Lagrangian then takes the form:

$$
\begin{equation*}
\mathcal{L}_{(\mathrm{LR})}=\mathcal{L}_{0}+J_{(l)_{+}} A_{(l)_{-}}+\frac{\sqrt{2}}{4} A_{(l)_{-}} A_{(l)_{1}} \tag{6.103}
\end{equation*}
$$

where (LR) indicates the left-right scheme. The divergence of the left current which is derived from $\frac{\partial \mathcal{L}_{(\mathrm{L}, \mathrm{R})}}{\partial A_{ \pm}}$now has the form,

$$
\begin{equation*}
\partial_{-}\left(J_{(l)}^{-}\right)_{(\mathrm{L}, \mathrm{R})}+\partial_{+}\left(J_{(l)}^{+}\right)_{(\mathrm{L}, \mathrm{R})}=\frac{1}{4}\left(\partial_{-} A_{+}-\partial_{+} A_{-}\right)=\frac{1}{4} \epsilon^{\mu \nu} F_{\mu \nu} \tag{6.104}
\end{equation*}
$$

The Lagrangian (6.103) is therefore really the bosonized fermionic action regularized in the left-right scheme. Obviously, a similar prescription for the (V) and (LR) schemes can be applied to the right chiral boson. It is straightforward to show that the vector as well as the left-right actions are invariant under "curved space-time" Lorentz transformations as discussed above.

### 6.4.4 Chiral WZW and coupling to non-abelian gauge fields

The non-abelian bosonization of $N$ Majorana or $N$ Dirac fermions using WZW theories of $S O(N)$ and $U(N)$, respectively was described in Section 6.3. For the non-abelian bosonization of left chiral fermions we propose to generalize the action (6.78) into an action that describes a map to the group manifold of the form,

$$
\begin{equation*}
S_{+}[u]=\frac{\sqrt{2}}{4 \pi} \int \mathrm{~d}^{2} x \operatorname{Tr}\left(\partial_{-} u \partial_{1} u^{-1}\right)+S_{W Z} \tag{6.105}
\end{equation*}
$$

In a similar manner to the abelian case this is a WZW action coupled to fictitious chiral gravity in the gauge $h_{++}=-1$. In fact we can consider a generalization of this action to the so-called k-level chiral WZW namely $S_{+k}[U]=k S_{+}[u]$. The equation of motion that follows from the variation of (6.105) with respect to the variation of $u$ can be expressed as,

$$
\begin{equation*}
\partial_{-}\left(u^{-1} \partial_{1} u\right)=0 \quad \text { or } \quad \partial_{1}\left(u \partial_{-} u^{-1}\right)=0 \tag{6.106}
\end{equation*}
$$

where each form can be obtained from the other.
The global, chiral transformations $u \rightarrow A u$ and $u \rightarrow u B^{-1}$ where $A, B \in G$ leave the action (6.105) invariant. However, out of the invariance under the two affine Lie algebra transformation of the original WZW action $u \rightarrow u B^{-1}\left(x^{+}\right)$ and $u \rightarrow A\left(x^{-}\right) u$, only the first survives. As for the abelian case the invariance under the second transformation is lost. The Noether currents associated with the left-right transformations of (6.105) are,

$$
\begin{align*}
& J_{(l)_{-}}=0 \quad J_{(\ell)_{+}}=\frac{i \sqrt{2} k}{2 \pi} u^{-1} \partial_{1} u \\
& J_{(r)_{-}}=\frac{i k}{2 \pi} u \partial_{-} u^{-1} \quad J_{(r)_{+}}=-\frac{i k}{2 \pi} u \partial_{-} u^{-1} . \tag{6.107}
\end{align*}
$$

The conservation of the left and right currents follow here simply from the equations of motion. However, unlike the ordinary WZW action only the left current is holomorphically conserved a $\partial_{-} J_{(l)}=0$; whereas $\partial_{+} J_{(r)} \neq 0$. Obviously this is a manifestation of the invariance of the action only under the left affine Lie algebra transformation $\delta u=-i u \epsilon\left(x^{+}\right)$, discussed above. The left current transforms as follows $\delta J_{(l)}=\left[i \epsilon\left(x^{+}\right), J_{(l)}\right]+\frac{\sqrt{2} k}{2 \pi} \epsilon$, leading to the $O(N)(U(N))$ affine Lie algebra with central charge equal to $k$.

### 6.5 Bosonization of systems of operators of high conformal dimension

The action $S_{+k}[u]$ is invariant under the left affine transformation $\delta u=\epsilon\left(x^{+}\right) u$. The corresponding energy momentum tensor has again a Sugawara form and Virasoro central charge which are,

$$
\begin{equation*}
T_{(l)}=\frac{2 \pi}{\left(c_{2}+k\right)} \sum_{a}: J_{(l)}^{a} J_{(l)}^{a}: \quad c=\frac{k \operatorname{dim} G}{c_{2}+k} \tag{6.108}
\end{equation*}
$$

where as usual $J_{(l)}=J_{(l)}^{a} T^{a}$ and $T^{a}$ are hermitian matrices representing the algebra of the group, $C_{2}$ is the second Casimir operator in the adjoint representation and $\operatorname{dim} G$, is the dimension of the group.

The coupling of non-abelian gauge fields to a chiral WZW action, is a straightforward generalization of the coupling of the abelian gauge fields. Again there are several ways to couple gauge fields corresponding to the various regularization schemes in the fermionic theory. The bosonized action (for $\mathrm{k}=1$ ) related to the vector conserving regularization scheme is given by,

$$
\begin{align*}
S_{V}\left[u, A_{-}, A_{+}\right] & =S_{+}[u]+\int \mathrm{d}^{2} x \operatorname{Tr}\left[J_{(v)}^{-} A_{-}+J_{(v)}^{+} A_{+}\right] \\
& -\frac{\sqrt{2}}{2 \pi} \int \mathrm{~d}^{2} x \operatorname{Tr}\left[u^{-1} A_{1} u A_{-}-A_{-} A_{1}\right] \tag{6.109}
\end{align*}
$$

where $J_{(v)}$ and $J_{(\mathrm{ax})}$ are constructed from the left and right currents of (6.107) in the usual way. Using the equation of motion one finds the conservation of the vector current and the anomalous divergence of the axial current,

$$
\begin{equation*}
D_{\mu}\left(J_{(v)}^{\mu}\right)_{V}=0 \quad D_{\mu}\left(J_{(\mathrm{ax})}^{\mu}\right)_{V}=\frac{1}{\pi} \epsilon^{\mu \nu} F_{\mu \nu} \tag{6.110}
\end{equation*}
$$

The coupling of a left non-abelian gauge field that corresponds to the fermionic description in the left-right regularization scheme is given by,

$$
\begin{equation*}
S_{(\mathrm{LR})}\left[u, A_{-}, A_{1}\right]=S_{+}[u]+\frac{\sqrt{2}}{2 \pi} \int \mathrm{~d}^{2} x \operatorname{Tr}\left[\left(u^{-1} \partial_{1} u+\frac{1}{2 \pi} A_{1}\right) A_{-}\right] . \tag{6.111}
\end{equation*}
$$

The associated current divergence is,

$$
\begin{equation*}
D_{\mu}\left(J_{(l)}^{\mu}\right)_{\mathrm{LR}}=D_{-} J_{l(\mathrm{LR})}^{-}+D_{+} J_{-}^{+} l_{(\mathrm{LR})}=\frac{1}{\pi} \epsilon^{\mu \nu} F_{\mu \nu} \tag{6.112}
\end{equation*}
$$

This expression for the anomalous divergence of the left current is identical to the result of the loop calculation in the fermionic version regularized in the left-right scheme.

### 6.5 Bosonization of systems of operators of high conformal dimension

Can bosonization, the equivalence map between systems of dimension half fermions and dimension zero bosons, be extended also to systems made out of higher-dimensional operators? In particular can one map theories of odd and even fields of higher-dimensional operators to theories built from dimension zero
scalar fields. In this section it will be shown that indeed such a map exists for two families of theories, one with anti-commuting fields and the other with commuting ones with arbitrary integer and half-integer dimensions.

The bosonization of the $b, c$ and $\beta, \gamma$ systems was introduced in [94]

### 6.5.1 The bosonization of the "b,c" free CFT

We first briefly describe the system. Consider a system built from a pair of anti-commuting fields $b$ and $c$ which is described by the action,

$$
\begin{equation*}
S_{b, c}=\frac{1}{2 \pi} \int \mathrm{~d}^{2} z b \bar{\partial} c \tag{6.113}
\end{equation*}
$$

It is easy to see that this action is invariant under conformal transformation $z \rightarrow a^{-1} z b \rightarrow a^{\lambda} b$ and $c \rightarrow a^{1-\lambda} c$, namely the $b$ and $c$ fields have conformal dimensions, ${ }^{8}$

$$
\begin{equation*}
h_{b}=\lambda \quad h_{c}=(1-\lambda) . \tag{6.114}
\end{equation*}
$$

The classical equations of motion,

$$
\begin{equation*}
\bar{\partial} b(z, \bar{z})=0 \quad \bar{\partial} c(z, \bar{z})=0, \tag{6.115}
\end{equation*}
$$

imply that both fields are holomorphic, namely $b(z), c(z)$. Similar to the derivation of the operator equations of motion using the path integral (1.55) for the scalar field we find for the $(b, c)$ system that,

$$
\begin{equation*}
\bar{\partial} b(z) c(0)=2 \pi \delta^{2}(z, \bar{z}) . \tag{6.116}
\end{equation*}
$$

This is compatible with the OPE,

$$
\begin{equation*}
b(z) c(w)=: b(z) c(w):+\frac{1}{z-w} \quad c(z) b(w)=: c(z) b(w):+\frac{1}{z-w} . \tag{6.117}
\end{equation*}
$$

The OPEs $b(z) b(w)$ and $c(z) c(w)$ do not have singular parts when $w$ it brought to $z$. To compute the energy-momentum tensor we use the Noether procedure. We vary the $b$ and $c$ fields as follows,

$$
\begin{align*}
& \delta b=\bar{\epsilon} \partial b+\lambda(\partial \bar{\epsilon}) b \\
& \delta c=\bar{\epsilon} \partial c+(1-\lambda)(\partial \bar{\epsilon}) b . \tag{6.118}
\end{align*}
$$

For holomorphic $\bar{\epsilon}(z)$ this is a symmetry transformation. Taking now $\bar{\epsilon}(z, \bar{z})$ we read the energy-momentum tensor from the variation of the action as follows,

$$
\begin{equation*}
\delta S_{b, c}=-\frac{1}{2 \pi} \int \mathrm{~d}^{2} z \bar{\partial} \bar{\epsilon} T=\frac{1}{2 \pi} \int \mathrm{~d}^{2} \bar{\partial} \bar{\epsilon}[(\partial b) c-\lambda \partial(b c)] . \tag{6.119}
\end{equation*}
$$

[^27]Thus the energy-momentum tensor is,

$$
\begin{equation*}
T=(\partial b) c-\lambda \partial(b c) \tag{6.120}
\end{equation*}
$$

It is straightforward to verify that the OPE of $T$ with $b$ and with $c$ indeed yields the variation (6.118). From the OPE $T(z) T(w)$ we read the Virasoro anomaly associated with the $(b, c)$ system,

$$
\begin{equation*}
c=-3(2 \lambda-1)^{2}+1 . \tag{6.121}
\end{equation*}
$$

The action (6.113) is also invariant under the fermion number transformation,

$$
\begin{equation*}
b \rightarrow \mathrm{e}^{i \alpha(z)} b \quad c \rightarrow \mathrm{e}^{-i \alpha(z)} c \tag{6.122}
\end{equation*}
$$

Using again the Noether procedure we find that the corresponding conserved fermion number current is,

$$
\begin{equation*}
j=: b c: \quad \bar{\partial} j=0 \tag{6.123}
\end{equation*}
$$

From the basic OPE of $b(z)$ and $c(w)$ one finds that the OPE of the energymomentum tensor and the fermion number current reads,

$$
\begin{equation*}
T(z) j(w)=\frac{1-2 \lambda}{(z-w)^{3}}+\frac{j(w)}{(z-w)^{2}}+\frac{\partial j(w)}{(z-w)} . \tag{6.124}
\end{equation*}
$$

The $(b(z), c(z))$ conformal field theory is fully holomorphic. Needless to say that one can similarly write down an anti-holomorphic system $\bar{b}(\bar{z}), \bar{c}(\bar{z})$. In fact in Section 2.12 we have already discussed a special case of the $b, c$ family. For $\lambda=\frac{1}{2}$ we get the Weyl spinor $\psi$ of dimension $\frac{1}{2}$ such that the Virasoro anomaly of the system is $c=1$. Another "famous" case is that of the $b$ and $c$ ghosts associated with the covariant fixing of two-dimensional diffeomorphism. In this case $\lambda=2$ the dimensions of $b$ and $c$ are 2 and -1 , respectively and the corresponding Virasoro anomaly is -26 .

Now we raise again the question, can one describe the $b, c$ system in terms of a scalar CFT? Since the $\psi, \psi^{\dagger}$ is a special case of the $b, c$ system and since we have already developed the bosonization rules for Dirac and Weyl spinors (see Section 6.1.1) we start with a similar ansatz for the bosonic version of $b$ and $c$, namely,

$$
\begin{equation*}
b(z) \leftrightarrow: \mathrm{e}^{i \phi(z)}: \quad c(z) \leftrightarrow: \mathrm{e}^{-i \phi(z)}:, \tag{6.125}
\end{equation*}
$$

Comparing (6.18) and (6.117) it is evident that indeed this map reproduces the algebra of the $(b, c)$ system. It is also easy to realize that the fermion number current has the following bosonic equivalent,

$$
\begin{equation*}
: b(z) c(z): \leftrightarrow i \partial \phi(z) \tag{6.126}
\end{equation*}
$$

What is left to determine is whether the energy-momentum tensors of the two theories and correspondingly the dimensions of the fields match. Obviously the free scalar action (6.1) which is the bosonic dual of the action of the Dirac
operator cannot describe the $(b, c)$ systems which are a family of CFTs. We also need to identify a family characterized by the parameter $\lambda$ of scalar field theories. A simple way to achieve this is to realize that the energy-momentum of the general $(b, c)$ system can be written in terms of the spin $1 / 2$ fermion as follows,

$$
\begin{equation*}
T^{b, c}=T^{\psi}-\left(\lambda-\frac{1}{2}\right) \partial(b c) . \tag{6.127}
\end{equation*}
$$

Thus following (6.126) the scalar energy momentum has to have the form,

$$
\begin{equation*}
T_{\lambda}^{\phi}=T^{\phi}-\left(\lambda-\frac{1}{2}\right) \partial^{2} \phi \tag{6.128}
\end{equation*}
$$

This is the energy-momentum of a scalar field with a background charge, or the linear dilaton theory with $q=-i\left(\lambda-\frac{1}{2}\right)$. The central charge of these theories was shown to be,

$$
\begin{equation*}
c^{\phi}=1+12 q^{2}=1-3(2 \lambda-1)^{2}=c^{b, c} . \tag{6.129}
\end{equation*}
$$

Moreover using the fact that the dimension of an operator : $\mathrm{e}^{i k \phi(z)}$ : was shown to be $\frac{k^{2}}{2}+i k q$ it is easy to check that,

$$
\begin{equation*}
h_{e^{i \phi}}=\lambda=h_{b} \quad h_{e^{-i \phi}}=1-\lambda=h_{c}, \tag{6.130}
\end{equation*}
$$

which verifies that the operators mapped by the bosonization indeed have the same conformal dimensions.

The anti-commutative nature of the $b, c$ system is obeyed also by their bosonic duals, just as for the case of spin $1 / 2$ fields, namely,

$$
\begin{equation*}
: \mathrm{e}^{i \phi(z)}:: \mathrm{e}^{i \phi(w)}:=\mathrm{e}^{-[\phi(z), \phi(w)]}: \mathrm{e}^{i \phi(w)}:: \mathrm{e}^{i \phi(z)}:=-: \mathrm{e}^{i \phi(w)}:: \mathrm{e}^{i \phi(z)}: \tag{6.131}
\end{equation*}
$$

at equal times, namely $|z|=|w|$ since for that case $[\phi(z), \phi(w)]= \pm i \pi$.

### 6.5.2 The bosonization of the $\beta, \gamma$ system

The $b, c$ system is built from anti-commuting fields which as we have just seen are describable in terms of a scalar field. In a complete analogy one would suspect that a similar bosonization also holds for a system built from commuting fields with the same structure of action. As we shall see shortly this is indeed the case. The so-called $\beta, \gamma$ system defined by the action (6.132),

$$
\begin{equation*}
S_{\beta, \gamma}=\frac{1}{2 \pi} \int \mathrm{~d}^{2} z \beta \bar{\partial} \gamma \tag{6.132}
\end{equation*}
$$

The fact that now the building blocks are commuting introduces of course a sign change with respect to the $b, c$ system when one interchanges the fields, namely,

$$
\begin{equation*}
\beta(z) \gamma(w)=-\frac{1}{z-w} \quad \gamma(z) \beta(w)=\frac{1}{z-w} \tag{6.133}
\end{equation*}
$$

The energy-momentum tensor is the same as (6.120) when replacing $b$ and $c$ with $\beta$ and $\gamma$, respectively. For the Virasoro anomaly one has just to reverse the sign of that of the $b, c$ system. A distinguished member of this family of conformal field theories is the case of $\lambda=3 / 2$ which describes the ghost system associated with the gauge fixing of the superdiffeomorphism. In this case the $c=11$. As is well known this combined with $c=-26$ requires a contribution to the Virasoro anomaly of 15 of the non-ghost fields which requires ten dimensions for superstring theories.

The bosonization of this commuting system is slightly more involved than that of the $b, c$ system. It turns out that now one has to invoke two scalar fields $\phi$ and $\chi$ with the OPEs,

$$
\begin{equation*}
\phi(z) \phi(w)=-\ln (z-w)+\ldots \quad \chi(z) \chi(w)=\ln (z-w)+\ldots, \tag{6.134}
\end{equation*}
$$

where ... stands for non-singular terms. The corresponding scalar theories have a background charge of $\left(\lambda^{\prime}-1 / 2\right)$ for $\phi$ and $i / 2$ for $\chi$ so that the energy-momentum tensor of the full bosonic reads,

$$
\begin{equation*}
T_{\phi, \chi}=-\frac{1}{2} \partial \phi \partial \phi+\frac{1}{2} \partial \chi \partial \chi+\frac{1}{2}\left(1-2 \lambda^{\prime}\right) \partial^{2} \phi+\frac{1}{2} \partial^{2} \chi \tag{6.135}
\end{equation*}
$$

which yields the desired Virasoro anomaly $c=1+3\left(2 \lambda^{\prime}-1\right)^{2}=-c_{b, c}$. The bosonic operators that correspond to $\beta$ and $\gamma$ are,

$$
\begin{equation*}
\beta(z) \leftrightarrow \mathrm{e}^{-\phi+\chi} \partial \chi \quad \gamma \leftrightarrow \mathrm{e}^{\phi-\chi}, \tag{6.136}
\end{equation*}
$$

which have the conformal dimensions $h_{\beta}=\lambda^{\prime}$ and $h_{\gamma}=1-\lambda^{\prime}$.

### 6.5.3 The Wakimoto bosonization

One application of the $\beta, \gamma$ system enables us to transform the WZW model into a theory expressed in terms of free fields. Consider a combined system that includes a $\left(\lambda^{\prime}=1,0\right) \beta, \gamma$ system and an additional scalar field with a background charge $-\frac{i}{\sqrt{2(k+2)}}$. This system is described by the following Lagrangian,

$$
\begin{equation*}
\mathcal{L}_{\mathrm{Wak}}=\beta \bar{\partial} \gamma+\bar{\beta} \partial \bar{\gamma}+\partial \varphi \bar{\partial} \varphi \tag{6.137}
\end{equation*}
$$

Alternatively, as was discussed in Section 6.4 one can add to this Lagrangian density also a term of the form $-\frac{i}{\sqrt{2(k+2)}} R^{2} \phi$. The corresponding energymomentum tensor $T(z)$ is given by,

$$
\begin{equation*}
T(z)=-\beta \partial \gamma-\frac{1}{2} \partial \varphi \partial \varphi-\frac{i}{\sqrt{2(k+2)}} \partial^{2} \varphi, \tag{6.138}
\end{equation*}
$$

and the non-trivial OPEs of these field are given by,

$$
\begin{equation*}
\gamma(z) \beta(w)=\frac{1}{z-w}+O(z-w) \quad \varphi(z) \varphi(w)=-\ln (z-w)+O(z-w) \tag{6.139}
\end{equation*}
$$

We define now the following holomorphic currents in terms of the $\beta, \gamma$ and $\varphi$ fields:

$$
\begin{align*}
J^{+} & =\beta(z) \\
J^{0} & =i \sqrt{2(k+2)} \partial \varphi(z)+2: \gamma \beta(z): \\
J^{-} & =-i \sqrt{2(k+2)}: \partial \varphi \gamma:(z)-k \partial \varphi(z)-: \beta \gamma \gamma:(z) \tag{6.140}
\end{align*}
$$

Using the OPEs it is straightforward to determine the OPEs of the currents,

$$
\begin{align*}
J^{+}(z) J^{-}(w) & =\frac{k}{(z-w)^{2}}+\frac{J^{0}(z)}{(z-w)} \\
J^{0}(z) J^{+}(w) & =\frac{2 J^{+}}{(z-w)} \\
J^{0}(z) J^{0}(w) & =\frac{2 k}{(z-w)^{2}} \\
J^{0}(z) J^{+}(w) & =\frac{-2 J^{-}}{(z-w)} \tag{6.141}
\end{align*}
$$

which are the OPEs of the $S U(2)$ affine current algebra, with level $k$. Furthermore the Sugawara energy-momentum tensor,

$$
\begin{equation*}
T(z)=\frac{1}{2(k+2)}\left[\frac{1}{2} J^{0} J^{0}+J^{+} J^{-}+J^{-} J^{+}\right] \tag{6.142}
\end{equation*}
$$

is identical to the energy-momentum tensor given in (6.138), and the associated Virasoro anomaly is,

$$
\begin{equation*}
c=2+1-24\left(\frac{1}{4(k+2)}\right)=\frac{3 k}{k+2} . \tag{6.143}
\end{equation*}
$$

Since $\beta$ has dimension one and $\gamma$ dimension zero, their mode expansion takes the form,

$$
\begin{equation*}
\beta=\sum_{n} \beta_{n} z^{-n-1}, \quad \gamma=\sum_{n} \gamma_{n} z^{-n} \tag{6.144}
\end{equation*}
$$

Substituting this into the expressions of the currents one finds,

$$
\begin{align*}
J_{n}^{+} & =\beta_{n} \\
J_{n}^{0} & =i \sqrt{2(k+2)} n \varphi_{n}+2 \sum_{m}: \beta_{m} \gamma_{m-n}: \\
J_{n}^{-} & =-i \sqrt{2(k+2)} \sum_{m}: n \varphi_{m} \gamma_{n-m}:-k n \varphi_{n}-\sum_{l m}: \beta_{l} \gamma_{m} \gamma_{n-m-l}: \tag{6.145}
\end{align*}
$$

## 7

# The large $N$ limit of two-dimensional models 

### 7.1 Introduction

The number of approximation techniques in quantum field theory is very limited. Perturbation expansion in small interaction coupling, like $\alpha_{\mathrm{em}}=\frac{1}{137}$ of QED, is obviously the most important one. Other methods include dimensional expansion, high temperature expansion and large radius expansion. Quite surprisingly, one of the most useful approximation techniques is expansion in the number of degrees of freedom. A priori one would tend to think that the larger the number of degrees of freedom, the more complex the system. However, it turns out that theories with infinitely many degrees of freedom are much easier to solve than those with a finite number of degrees of freedom. Once the system with $N \rightarrow \infty$ is known, a systematic expansion in $\frac{1}{N}$ provides an approximation procedure for computing quantities that describe systems of finite $N$.

Large $N$ methods have been applied in a very wide range of physical systems. Starting from non-critical phenomena in spin systems like the Heisenberg ferromagnet (discussed in Section 5.14), then $S U(N)$ QCD theories in various dimensions, and later matrix models associated with either string models or two-dimensional models.

The large $N$ approximation in field theory or correspondingly the planar expansion of Feynman diagrams was introduced by 't Hooft in his seminal paper [122].
In this book we will focus on four arenas where large $N$ approximations are being used:
(i) Two-dimensional quantum field theory models, which include the GrossNeveu model and the $C P^{N}$ models, will be addressed in this chapter.
(ii) Quantum chromodynamics with large $N S U(N)$ gauge theory in two dimensions. In Chapter 10 of Part 2 the solution of two-dimensional $Q C D$, following 't Hooft [124], will be described, ${ }^{1}$ together with a certain generalization of it .
(iii) The approach to four-dimensional $Q C D$ based on the $\frac{1}{N}$ expansion.
(iv) Baryons in large $N$ QCD.

[^28]The last two topics will be described in the third part of the book in Chapters 19 and 20.

In Nature the number of colors is three, and thus one may wonder whether it makes sense to in expand a not-so-small parameter $1 / 3$. Even though there is no general proof that this expansion is indeed reliable, a vast literature on the subject brings out a large amount of evidence that indeed this is the case. It turns out that for certain quantities the $\frac{1}{N}$ term vanishes and the correction starts as $\frac{1}{N^{2}}$, and hence puts the approximation on a more solid base.

As an example of the accuracy of the large $N$ limit consider the Stirling formula for $N$, where the leading term is $\sqrt{2 \pi N}(N / e)^{N}$ for large N . But the correction is actually $\frac{1}{12 N}$ as compared to 1 , making it only an 8 percent correction even for $N=1$.

In the next sections we describe the $O(N)$ model, the Gross-Neveu model and the $C P^{N}$ models.

There are several review articles on large $N$ expansions, for instance [46], [160], [165]. In this chapter we make use of [160].

### 7.2 The Gross-Neveu model

The Gross-Neveu (GN) model, proposed in [117], describes a set of $N$ Dirac fermions interacting via a four-fermi interaction. It turns out that one can solve the model, and prove that it is asymptotically free and admits a dynamical symmetry breaking, using $1 / N$ expansion. The Lagrangian of the system can be written in the form,

$$
\begin{equation*}
\mathcal{L}_{\mathrm{GN}}=i \bar{\psi}^{a} \not \partial \psi^{a}+\frac{\lambda_{0}^{2}}{2}\left(\bar{\psi}^{a} \psi^{a}\right)^{2}, \tag{7.1}
\end{equation*}
$$

where $a=1 \ldots N$ and $\lambda_{0}$ is a bare coupling of dimension zero. The corresponding action is invariant under a continuous $S U(N)$ global transformation and a discrete chiral transformation,

$$
\begin{equation*}
\psi^{a} \rightarrow g_{b}^{a} \psi^{b} \quad g \in S U(N), \quad \psi^{a} \rightarrow \gamma_{5} \psi^{a} \quad \bar{\psi}^{a} \rightarrow \gamma_{5} \bar{\psi}^{a} . \tag{7.2}
\end{equation*}
$$

The discrete chiral symmetry forbids a mass term. In fact this is the most general action invariant under these symmetry transformations, with terms of dimension two or less, and hence it is a renormalizable action.

Let us now check whether in this formulation of the Lagrangian, where $\lambda_{0}$ is fixed, one can make sense of a large $N$ limit. Consider the scattering process of two fermions with flavor index $a$ that turn into a pair of fermions with a different flavor index $b$. The leading Feynman diagrams that contribute to this process are given in Fig. 7.1. The first diagram which is the basic interaction vertex is of order $\lambda_{0}$, the second one is of order $\lambda_{0}^{2}$, the third is of order $\lambda_{0}^{2} N$ due to the $N$ different flavors of the fermions that can run in the loop, and the last two diagrams are of order $\lambda_{0}^{3} N^{2}$. It is thus clear that the perturbation expansion


Fig. 7.1. Leading order diagrams for the $a+\bar{a} \rightarrow b+\bar{b}$ scattering.
expressed in terms of the fixed coupling $\lambda_{0}$ does not have a sensible large $N$ expansion. However, one can easily cure this problem by defining the coupling $\lambda \equiv \lambda_{0} N$, which is taken to be fixed when $N \rightarrow \infty$. The Lagrangian now reads,

$$
\begin{equation*}
\mathcal{L}_{G N}=i \bar{\psi}^{a} \not \partial \psi^{a}+\frac{\lambda}{2 N}\left(\bar{\psi}^{a} \psi^{a}\right)^{2} . \tag{7.3}
\end{equation*}
$$

It is now straightforward to see that the $\frac{1}{N}$ in front of the interaction term enables a well-defined large $N$ limit. Consider again the diagrams in Fig. 7.1. The leading contribution is of order $\frac{\lambda}{N}$ and the loop corrections are now of order $\frac{\lambda^{2}}{N^{2}}, \frac{\lambda^{2}}{N}$ and $\frac{\lambda^{3}}{N}$, respectively. Hence it is obvious that the form of any scattering amplitude in perturbation theory is $\frac{1}{N} A(\lambda, 1 / N)$, which becomes $\frac{1}{N} A(\lambda, 0)$ at the large $N$ limit.

To further analyze the system it is convenient to introduce the auxiliary field $\sigma$, in terms of which the Lagrangian (7.3) can be written as,

$$
\begin{equation*}
\mathcal{L}_{\mathrm{GN}}=i \bar{\psi}^{a} \not \partial \psi^{a}+\sigma \bar{\psi}^{a} \psi^{a}-\frac{N}{2 \lambda} \sigma^{2} . \tag{7.4}
\end{equation*}
$$

Integrating over $\sigma$ or alternatively solving the classical equation of motion for $\sigma$ and substituting it into the action yields the Lagrangian (7.1). The introduction of the auxiliary field, which will soon acquire a physical interpretation, is a standard step in the large $N$ procedure which enables a simplified counting of powers of $\frac{1}{N}$.

The Feynman diagrams of the theory for this alternative formulation are then given in Fig. 7.2, with the full line representing the fermion propagator, and the dotted line that of $\sigma$.

Note that the only non-trivial interaction is the $\sigma \bar{\psi}^{a} \psi^{a}$ term and that each $\sigma$ propagator contributes $\frac{i \lambda}{N}$. The diagrams Fig. 7.1 that contribute to the scattering process are converted to those in Fig. 7.3.


Fig. 7.2. Feynman rules of the Gross-Neveu model.


Fig. 7.3. Leading diagrams that contribute to the two-to-two scattering.

We would now like to integrate over the fermions and derive an effective Lagrangian, $\mathcal{L}_{\text {effective }}(\sigma)$. Since the Lagrangian is quadratic in the fermion fields, $\mathcal{L}_{\text {effective }}(\sigma)$ is given by the sum of terms (Fig. 7.4).

Note that all diagrams are with an even number of $\sigma$ only, since $\sigma$ is odd under the transformation (7.2). The first term is the tree level contribution $-\frac{N}{2 \lambda} \sigma^{2}$ and the rest are the one loop contributions. Both are of order $N$, the latter due to the $N$ fermions that can run in the loop. The $N$ dependence of $\mathcal{L}_{\text {effective }}$ therefore has the form,

$$
\begin{equation*}
\mathcal{L}_{\text {effective }}(\sigma, \lambda, N)=N \hat{\mathcal{L}}_{\text {effective }}(\sigma, \lambda) \tag{7.5}
\end{equation*}
$$

This makes the counting of powers of $\frac{1}{N}$ very easy. Consider a graph with $E$ external $\sigma$ lines, $I$ internal $\sigma$ lines, $V$ vertices and $L$ independent loops. The parameters $(E, I, V, L)$ are not independent. For each internal line there is a momentum integration and hence a loop. However each vertex introduces a delta function in momenta that cancels one momentum apart from an overall delta function associated with the momentum conservation.

Thus one has,

$$
\begin{equation*}
L=I-V+1 \tag{7.6}
\end{equation*}
$$

Recall that each $\sigma$ external or internal line carries a $\frac{1}{N}$ factor, while each vertex contributes a factor of $N$.

Thus the net power $N$ of each graph is,

$$
\begin{equation*}
N^{-I+V-E}=N^{-E-L+1} \tag{7.7}
\end{equation*}
$$



Fig. 7.4. Diagrams of $\mathcal{L}_{\text {effective }}(\sigma)$.
It is obvious from this expression that adding loops and external $\sigma$ lines suppresses the corresponding contribution due to additional powers of $\frac{1}{N}$. Since the minimal number of $\sigma$ external lines is two the leading behavior is of order $\frac{1}{N}$.
For the purpose of investigating the possibility of spontaneous breaking of the discrete symmetry of (7.2), it is enough to compute the effective potential $V(\sigma)$ rather than the effective action, namely, the limit where all the external lines carry zero momentum. The effective potential is given by the sum of the diagrams in Fig. 7.4:

$$
\begin{equation*}
-i V=-i \frac{N \sigma^{2}}{2 \lambda}-N \sum_{n=1}^{\infty} \frac{1}{2 n} \operatorname{Tr} \int \frac{\mathrm{~d}^{2} p}{(2 \pi)^{2}}\left[\frac{-\not p \sigma}{p^{2}+i \epsilon}\right]^{2 n}, \tag{7.8}
\end{equation*}
$$

where $\frac{1}{2 n}$ is the symmetry factor of the graph, $N$ comes from summing over all possible flavors, -1 from the fermion loop and the expression in the bracket is the product of the propagator and $\left(i \frac{p}{p^{2}+i \epsilon}\right)$ and the vertex $(i \sigma)$. Using the identity,

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{x^{2 n}}{2 n}=-\frac{1}{2} \log \left(1-x^{2}\right) \tag{7.9}
\end{equation*}
$$

and analytically continuing to the Euclidean space gives,

$$
\begin{equation*}
V=N\left[\frac{\sigma^{2}}{2 \lambda}-\int \frac{\mathrm{d}^{2} p_{E}}{(2 \pi)^{2}} \log \left(1+\frac{\sigma^{2}}{p_{E}^{2}}\right)\right] . \tag{7.10}
\end{equation*}
$$

The momentum integral is logarithmically divergent so by introducing a cutoff on the Euclidean momentum $p_{E}^{2} \leq \Lambda^{2}$ we find,

$$
\begin{equation*}
V=N\left[\frac{\sigma^{2}}{2 \lambda}-\frac{1}{4 \pi} \sigma^{2}\left[\log \left(\frac{\sigma^{2}}{\Lambda^{2}}\right)+1\right] .\right. \tag{7.11}
\end{equation*}
$$

The effective potential can be rewritten in terms of the coupling $\lambda_{r}$, renormalized at a scale $\mu$, defined as,

$$
\begin{equation*}
\left.\frac{1}{\lambda_{r}} \equiv \frac{1}{N} \frac{\mathrm{~d}^{2} V}{\mathrm{~d} \sigma^{2}}\right|_{\sigma=\mu}=\frac{1}{\lambda}+\frac{1}{2 \pi} \log \left(\frac{\mu^{2}}{\Lambda^{2}}\right)+\frac{1}{\pi} \tag{7.12}
\end{equation*}
$$

and substitute it into the $V(\sigma)$ to find,

$$
\begin{equation*}
V=N\left[\frac{\sigma^{2}}{2 \lambda_{r}}+\frac{1}{4 \pi} \sigma^{2}\left[\log \left(\frac{\sigma^{2}}{\mu^{2}}\right)-3\right]\right] \tag{7.13}
\end{equation*}
$$

The fact that the cutoff disappears obviously implies that the theory is indeed renormalizable. The $\beta$ function and the anomalous dimension can be determined by substituting the effective potential into the renormalization group equation (see Section 17.6),

$$
\begin{equation*}
\left[\mu \partial_{\mu}+\beta\left(\lambda_{r}\right) \partial_{\lambda_{r}}-\gamma_{\sigma}\left(\lambda_{r}\right) \partial_{\sigma}\right] V(\sigma)=0 \tag{7.14}
\end{equation*}
$$

We thus find the exact (to all orders of $\lambda_{r}$ ) expression of $\beta\left(\lambda_{r}\right)$ and $\gamma_{\sigma}\left(\lambda_{r}\right)$, which take the form,

$$
\begin{equation*}
\beta\left(\lambda_{r}\right)=-\frac{\lambda_{r}{ }^{3}}{2 \pi} \quad \gamma_{\sigma}\left(\lambda_{r}\right)=0 \tag{7.15}
\end{equation*}
$$

Thus we have deduced that the Gross-Neveu model is asymptotically free, namely that the effective coupling goes to zero at high momenta. It turns out that the minus sign ensures this.

Let us now examine whether the chiral symmetry of this theory is spontaneously broken. For that we determine the extremum points of the potential. The vanishing points of the derivative,

$$
\begin{equation*}
\frac{\mathrm{d} V}{\mathrm{~d} \sigma}=N\left[\frac{\sigma}{\lambda_{r}}+\frac{\sigma}{2 \pi}\left(\log \frac{\sigma^{2}}{\mu^{2}}-2\right)\right] \tag{7.16}
\end{equation*}
$$

are at

$$
\begin{equation*}
\sigma=0 \quad \text { and } \quad \sigma= \pm \sigma_{0}= \pm \mu \mathrm{e}^{1-\frac{\pi}{\lambda r}} \tag{7.17}
\end{equation*}
$$

where

$$
\begin{equation*}
V(0)=0 \quad \text { and } \quad V\left(\sigma_{0}\right)=-N \frac{\sigma_{0}^{2}}{4 \pi}<0 \tag{7.18}
\end{equation*}
$$

Now since the potential vanishes at $\sigma=0$ and it is negative at $\sigma= \pm \sigma_{0}$, its global minima are at $\pm \sigma_{0}$. Therefore the discrete chiral symmetry is broken and the massless fermions acquire mass which to the leading order is $\sigma_{0}$.

A further interesting property of the model is the dimensional transmutation. The bare theory depends on one continuous dimensionless parameter and the effective theory depends on one continuous parameter with dimensions, $\sigma_{0}$. Whereas one may anticipate that observables will depend on the dimensionless parameter in a complicated way, one finds a simple dependence on the parameter with dimensions which follows a dimensional analysis.

### 7.3 The $C P^{N-1}$ model

Another model that can be solved using the large N expansion is the $C P^{N-1}$ model. The model is an example of a non-linear sigma model where the fields live in a complex projective $N-1$ space,

$$
\begin{equation*}
C P^{N-1}=\frac{S U(N)}{S U(N-1) \times U(1)} \tag{7.19}
\end{equation*}
$$

The Lagrangian of the model can be written as,

$$
\begin{equation*}
\mathcal{L}_{C P N}=\partial_{\mu} Z^{\dagger} \partial^{\mu} Z-\frac{\lambda}{N} J_{\mu} J^{\mu} \tag{7.20}
\end{equation*}
$$

where $Z^{\dagger} \equiv\left(z_{1}, \ldots, z_{N}\right)$, namely, an $N$-dimensional "unit" vector of complex fields that obey the constraint,

$$
\begin{equation*}
Z^{\dagger} Z=\frac{N}{\lambda} \tag{7.21}
\end{equation*}
$$

and $J_{\mu}$ is given by,

$$
\begin{equation*}
J_{\mu}=-\frac{i}{2}\left[Z^{\dagger} \partial_{\mu} Z-\left(\partial_{\mu} Z^{\dagger}\right) Z\right] \tag{7.22}
\end{equation*}
$$

The Lagrangian describes a theory of massless particles with short range interaction which originates from both the explicit $J J$ interaction as well as from the constraint. The number of degrees of freedom of the $C P^{N-1}$ model is $2 N-2$. This is the dimension of the $C P^{N-1}$ coset space,

$$
\begin{align*}
\operatorname{dim}\left[C P^{N-1}\right] & =\operatorname{dim}\left[\frac{S U(N)}{S U(N-1) \times U(1)}\right] \\
& =\left(N^{2}-1\right)-\left((N-1)^{2}-1+1\right)=2 N-2 \tag{7.23}
\end{align*}
$$

Differently, we count $N$ complex numbers $Z_{i}$, namely $2 N$ real degrees of freedom, minus one degree of freedom due to the constraint (7.21), minus one degree of freedom due to the $U(1)$ local symmetry,

$$
\begin{equation*}
Z \rightarrow \mathrm{e}^{i \alpha} Z \tag{7.24}
\end{equation*}
$$

It is easy to verify that (7.20) is indeed invariant under this transformation upon the use of the constraint. In fact one can also write the Lagrangian in the form,

$$
\begin{equation*}
\mathcal{L}_{C P N}=\partial_{\mu} \Phi^{\dagger} \partial^{\mu} \Phi \tag{7.25}
\end{equation*}
$$

where $\Phi$ is a traceless hermitian matrix built from $Z$ and $Z^{\dagger}$ according to,

$$
\begin{equation*}
\Phi=\sqrt{\frac{\lambda}{N}}\left[Z Z^{\dagger}-\frac{1}{\lambda}\right] \tag{7.26}
\end{equation*}
$$

It is clear that the local transformation of the above does not change $\Phi$ and hence the Lagrangian is invariant under this transformation.

The first step in the large $N$ program is to eliminate the quartic interaction term, by introducing an auxiliary field in a similar manner to what was done
in the Gross-Neveu model. However, since the interaction has the form of a vector times a vector, the auxiliary field should also be a vector. This shifts the Lagrangian according to,

$$
\begin{align*}
\mathcal{L}_{C P N} & \rightarrow \mathcal{L}_{C P N}+\frac{\lambda}{N}\left(J_{\mu}+\frac{N}{\lambda} A_{\mu}\right)^{2} \\
& =\partial_{\mu} Z^{\dagger} \partial^{\mu} Z+2 J_{\mu} A^{\mu}+\frac{N}{\lambda} A_{\mu} A^{\mu} \\
& =\left[\left(\partial_{\mu}-i A_{\mu}\right) Z^{\dagger}\right]\left[\left(\partial^{\mu}+i A_{\mu}\right) Z\right] \tag{7.27}
\end{align*}
$$

where in the third line we have used the constraint. It is clear from its last form that the Lagrangian is invariant under the $U(1)$ local transformation,

$$
\begin{equation*}
Z \rightarrow \mathrm{e}^{i \alpha} Z \quad A_{\mu} \rightarrow A_{\mu}-\partial_{\mu} \alpha \tag{7.28}
\end{equation*}
$$

We now incorporate the fact that the $Z$ are constraint variables by introducing another Lagrange multiplier into the Lagrangian,

$$
\begin{equation*}
\mathcal{L}_{C P N}=\left[\left(\partial_{\mu}-i A_{\mu}\right) Z^{\dagger}\right]\left[\left(\partial^{\mu}+i A_{\mu}\right) Z\right]+\sigma\left[Z^{\dagger} Z-\frac{N}{\lambda}\right] \tag{7.29}
\end{equation*}
$$

Obviously the path integral over $\sigma$, or equivalently using its equation of motion, implies that $Z^{\dagger} Z=\frac{N}{\lambda}$.

The action is now quadratic in $Z$, so we integrate out the $Z$ fields similarly to what was done in the Gross-Neveu model. The Feynman diagrams that constitute the leading contributions to the effective action, which is now a functional of $\sigma$ and $A_{\mu}$, are drawn in Figure 7.5.

These diagrams, which include pure $\sigma$, pure $A_{\mu}$ and mixed diagrams, are all proportional to $N$. The computation of $V(\sigma)$ is similar to that in the GN model, leading to,

$$
\begin{equation*}
V(\sigma)=-N\left[\frac{\sigma}{\lambda}+\frac{\sigma}{4 \pi}\left(\log \frac{\sigma}{\Lambda^{2}}-1\right)\right] \tag{7.30}
\end{equation*}
$$

where $\Lambda$ is the cutoff. Again similar to the GN model the cutoff can be eliminated by performing a renormalization at a scale $\mu$,

$$
\begin{equation*}
\frac{1}{\lambda_{r}}=-\left.\frac{1}{N} \frac{\mathrm{~d} V}{\mathrm{~d} \sigma}\right|_{\mu^{2}} \frac{1}{\lambda}+\frac{1}{4 \pi}\left(\log \frac{\mu^{2}}{\Lambda^{2}}\right) \tag{7.31}
\end{equation*}
$$

so that the potential takes the form,

$$
\begin{equation*}
V(\sigma)=-N\left[\frac{\sigma}{\lambda_{r}}+\frac{\sigma}{4 \pi}\left(\log \frac{\sigma}{\mu^{2}}-1\right)\right] . \tag{7.32}
\end{equation*}
$$

It is also evident that the model has a negative $\beta$ function, or differently stated, for fixed $\lambda_{r}$ and $\mu$, when $\Lambda \rightarrow \infty, \lambda$ vanishes, namely, the model is asymptotically free.





Fig. 7.5. Leading order contributions to the effective action.
Again the model admits a dimensional transmutation. The original dimensionless coupling is traded with a parameter $\sigma_{0}$ with dimensions, at which the potential has a minimum,

$$
\begin{equation*}
\frac{\mathrm{d} V}{\mathrm{~d} \sigma}=-N\left[\frac{1}{\lambda_{r}}+\frac{1}{4 \pi}\left(\log \frac{\sigma}{\mu^{2}}\right)\right]=0, \quad \sigma_{0}=\mu^{2} \mathrm{e}^{-\frac{4 \pi}{\lambda_{r}}} \tag{7.33}
\end{equation*}
$$

The following remarks about the model are relevant:
(i) The model admits a dynamical generation of abelian gauge fields. From the diagrams on the third line of Fig. 7.5 we see that the contribution to $S_{\text {effective }}$ quadratic in $A_{\mu}$ is,

$$
-\frac{i N}{4 \pi}\left[g_{\mu \nu} p^{2}-p_{\mu} p_{\nu}\right] \int_{0}^{1} \mathrm{~d} x \frac{(1-2 x)^{2}}{\sigma_{0}^{2}-p^{2} x(1-x)-i \epsilon}
$$

Now for long range interaction, namely, for small momenta we ignore the $p^{2}$ term to obtain,

$$
-\frac{i N}{12 \pi \sigma_{0}}\left[g_{\mu \nu} p^{2}-p_{\mu} p_{\nu}\right]
$$

which corresponds to the following term in the effective action,

$$
\begin{equation*}
S_{\text {effective }}=-\frac{N}{48 \pi \sigma_{0}} \int \mathrm{~d}^{2} x F_{\mu \nu} F^{\mu \nu} \tag{7.34}
\end{equation*}
$$

namely an action of an abelian gauge field.
(ii) The $Z$ fields can be interpreted as bosonic "quarks" in the fundamental representation of the group, though transforming in a non-linear way. These $Z$ quarks are confined due to the dynamically generated abelian gauge interaction. As will be shown in Chapter 8, in two dimensions the abelian force between a quark anti-quark pair is linear in separation distance.

## Two-dimensional non-perturbative gauge dynamics

In the first part of the book we have developed several non-perturbative tools for analyzing two-dimensional field theories. These include methods associated with conformal invariance, with affine Lie algebras and in particular the WZW model, techniques of integrable massive theories including solitons, S-matrix and the Yang-Baxter equation, sets of infinitely many conserved charges, the thermal Bethe ansatz, methods of bosonization and the large $N$ limit approximation.
In this second part of the book the main idea is to implement those methods in the context of two-dimensional gauge dynamics aiming at extraction of the mesonic and baryonic spectra of two-dimensional QCD, decoding the confining behavior, versus a screening one, and analyzing models with other quark representations and models of generalized QCD.

The most important tool that will be used for this purpose will be bosonization. It will enable us to easily solve the Schwinger model, derive the baryonic spectrum of $Q C D_{2}$ using a strong coupling limit, determine the screening nature of massless QCD models and compute the string tension for the massive ones. Using the large $N$ approximation we will extract the mesonic spectrum of QCD.
In two respects this part is an intermediate stage on the way to fourdimensional gauge dynamics. Firstly, as was just mentioned, we will gain experience from applying non-perturbative methods on the simpler two-dimensional models, which will serve us when using them in the context of "real" physical systems. Secondly, two-dimensional gauge systems will serve as a toy model laboratory of four-dimensional ones. As will be shown in the third part of the book, certain aspects of two-dimensional physics will survive the transition to four dimensions. Obviously the challenge will be to identify those phenomena and devise some additional tools to handle the other cases.

## 8

## Gauge theories in two dimensions - basics

As an introduction to the cast of characters of two-dimensional gauge theories, we briefly summarize here the basics of pure Maxwell theory, QED, pure YM theory and QCD. This includes the corresponding actions, symmetries, equations of motion and their solutions.

The basics of gauge theories in two dimensions is "standard material" which appears in many books and review articles, for instance [66], [178], [1] and [2]. For treatment in non-covariant gauges see [28].

### 8.1 Pure Maxwell theory

The simplest theory of gauge fields in two dimensions is obviously the abelian Maxwell theory defined by the classical action,

$$
\begin{equation*}
S=\int \mathrm{d}^{2} x\left[-\frac{1}{4} F_{\mu \nu} F^{\mu \nu}\right] \tag{8.1}
\end{equation*}
$$

where the field strength

$$
\begin{equation*}
F_{\mu \nu}=\partial_{\mu} A_{\nu}-\partial_{\nu} A_{\mu} \tag{8.2}
\end{equation*}
$$

has, in two dimensions, only one non-trivial component $E_{1} \equiv F_{10}=-F_{01}=$ $\partial_{1} A_{0}-\partial_{0} A_{1}$. The action is invariant under the full global two-dimensional conformal symmetry $S O(2,2)$, discussed in Section 2.1, which includes in particular the $I S O(1,1)$, where $I$ stands for inhomogeneous, namely adding the momenta, thus going over to the Poincare group from the Lorentz group. The action is by construction also invariant under the gauge transformation,

$$
\begin{equation*}
A_{\mu}(x, t) \rightarrow A_{\mu}(x, t)+\partial_{\mu} \Lambda(x, t) \tag{8.3}
\end{equation*}
$$

The canonical dimension of $A_{\mu}$ is clearly zero. The corresponding equation of motion reads,

$$
\begin{equation*}
\partial^{\mu} F_{\mu \nu}=0 \quad \partial_{0} E_{1}=\partial_{1} E_{1}=0 \quad \rightarrow \quad E_{1}=\text { constant } \tag{8.4}
\end{equation*}
$$

Thus we conclude that the two-dimensional Maxwell theory is an empty theory on an $R^{1,1}$ manifold. On such a space-time requiring finite energy implies that $E_{1}=0$. This is of course not surprising. In $d$-dimensional space-time the number of degrees of freedom of an abelian gauge field is $d-2$ and hence there are no degrees of freedom in two dimensions.

## 8.2 $Q E D_{2}$ - Schwinger's model

Next we couple the two-dimensional abelian gauge fields to a Dirac fermion. The Lagrangian density of this model is given by, ${ }^{1}$

$$
\begin{align*}
\mathcal{L} & =-\frac{1}{4} F_{\mu \nu} F^{\mu \nu}+\bar{\Psi}(i \not \partial-e \not \subset-m) \Psi \\
& =\frac{1}{2}(\bar{\partial} A-\partial \bar{A})^{2}+\psi^{\dagger} \bar{\partial} \psi+\tilde{\psi}^{\dagger} \partial \tilde{\psi}+e \psi^{\dagger} \psi \bar{A}+e \tilde{\psi}^{\dagger} \tilde{\psi} A-m\left(\psi^{\dagger} \tilde{\psi}+\tilde{\psi}^{\dagger} \psi\right), \tag{8.5}
\end{align*}
$$

where in the second line the action is expressed in terms of the light-cone derivatives and components of the gauge fields, and the Dirac fermion is decomposed into its left and right chiral fermions, as discussed in Section 3.8. It is evident that with the gauge field having a vanishing dimension, the gauge coupling $e$ has a dimension of mass. Thus the action is not invariant any more under the twodimensional global conformal symmetry, but rather only under the $\operatorname{ISO}(1,1)$ Poincare group. For the massless case, the action is classically invariant under the global transformations,

$$
\begin{align*}
& \Psi \rightarrow \mathrm{e}^{i \alpha} \Psi \quad \Psi \rightarrow \mathrm{e}^{i \tilde{\alpha} \gamma_{5}} \Psi \\
& \psi \rightarrow \mathrm{e}^{i(\alpha+\tilde{\alpha})} \psi \quad \tilde{\psi} \rightarrow \mathrm{e}^{i(\alpha-\tilde{\alpha})} \tilde{\psi} \tag{8.6}
\end{align*}
$$

In fact the left and right chiral transformations, for the massless case, can be lifted also into holomorphic and anti-holomorphic transformations, as was discussed in Section 3.7.1. The corresponding vector and axial currents

$$
\begin{align*}
J^{\mu} & =\bar{\Psi} \gamma^{\mu} \Psi \quad J_{5}^{\mu}=\bar{\Psi} \gamma^{\mu} \gamma_{5} \Psi \\
J & =\psi^{\dagger} \psi \quad \bar{J}=\tilde{\psi}^{\dagger} \tilde{\psi} \tag{8.7}
\end{align*}
$$

Again by construction the action is also invariant under the gauge transformation,

$$
\begin{equation*}
\Psi \rightarrow \mathrm{e}^{-i \Lambda(x, t)} \Psi \quad A_{\mu}(x, t) \rightarrow A_{\mu}(x, t)+\frac{1}{e} \partial_{\mu} \Lambda(x, t) \tag{8.8}
\end{equation*}
$$

Quantum mechanically the axial current is not conserved even for the massless case due to an anomaly,

$$
\begin{equation*}
\partial_{\mu} J_{5}^{\mu}=\frac{e}{2 \pi} \epsilon_{\mu \nu} F^{\mu \nu} \tag{8.9}
\end{equation*}
$$

We will derive this result using the bosonized version, see Section 9.1. Unlike Maxwell's theory, this theory has non-trivial degrees of freedom. However, once again the gauge field is not dynamical. This phenomenon can be easily demonstrated in the axial gauge $A_{1}=0$, where the other component $A_{0}$ can be solved

[^29]as a function of the electric current. The resulting electric field is,
\[

$$
\begin{equation*}
E_{1}=-F_{01}=-e \partial_{1}^{-1} J_{0}-\frac{e \theta}{2 \pi}, \quad J_{0}=: \Psi^{\dagger} \Psi: \tag{8.10}
\end{equation*}
$$

\]

$\theta$ is a new parameter in the theory, the vacuum angle. ${ }^{2}$ In Part 3 of the book we will describe its four-dimensional analog which is the vacuum angle due to $Q C D_{4}$ instanton tunneling.

The massless Schwinger model can easily be solved using the anomaly equation combined with the equation of motion of the system. This will be done in Section 9.1 using the bosonized version where we also address the massive case. In Chapter 15 we determine the spectrum of the massless case using a BRST quantization approach. In Chapter 14 we analyze the nature of the system and determine when it confines and when it admits a screening behavior.

### 8.3 Yang-Mills theory

It is straightforward to generalize the action of the Maxwell theory (8.1) to the non-abelian case. ${ }^{3}$ The gauge fields are now in the adjoint representation of a non-abelian gauge group $\mathcal{G}$. We will mainly be interested in the groups $S O\left(N_{c}\right)$, $U\left(N_{c}\right)$ and $S U\left(N_{c}\right)$. Thus $A_{\mu}$ is an $N_{c} \times N_{t}$ either orthogonal, or hermitian or traceless hermitian matrix of the form $A_{\mu}=t^{B} A_{\mu}^{B}$ where $t^{B}$ are the generators of the group, $B=1, \ldots, \operatorname{dim} \mathcal{G}$ and $\operatorname{dim} \mathcal{G}$ is the dimension of the corresponding algebra $\left[\frac{1}{2} N_{c}\left(N_{c}-1\right), N_{c}^{2}\right.$ and $N_{c}^{2}-1$, respectively]. The field strength is now,

$$
\begin{align*}
F_{\mu \nu} & =\partial_{\mu} A_{\nu}-\partial_{\nu} A_{\mu}+i\left[A_{\mu}, A_{\nu}\right] \\
F_{\bar{z} z} & =\bar{\partial} A-\partial \bar{A}+i[A, \bar{A}], \tag{8.11}
\end{align*}
$$

where again we write it out in light-cone coordinates. The action of twodimensional Yang-Mills theory reads,

$$
\begin{equation*}
S_{Y M 2}=\int \mathrm{d}^{2} x\left[-\frac{1}{2 e_{c}^{2}} \operatorname{Tr}\left(F_{\mu \nu} F^{\mu \nu}\right)\right]=\int \mathrm{d}^{2} x\left[-\frac{1}{4 e_{c}^{2}} F^{a}{ }_{\mu \nu} F^{a \mu \nu}\right], \tag{8.12}
\end{equation*}
$$

and the corresponding equations of motions are,

$$
\begin{equation*}
D_{\mu} F^{\mu \nu}=\partial_{\mu} F^{\mu \nu}+i\left[A_{\mu}, F^{\mu \nu}\right]=0 . \tag{8.13}
\end{equation*}
$$

Note that we have rescaled the fields $A$ by a factor of the gauge coupling, as compared with the abelian case. Note, however, that this does not affect the dynamical dimensions, namely the space-time behavior of Green's functions.

In this formulation $A_{\mu}$ has dimension one and so is the dimension of the color gauge coupling $e_{c}$. Again since the coupling constant has a dimension of mass the classical theory is not invariant under the full global conformal symmetry,

[^30]but only with respect to the $\operatorname{ISO}(1,1)$ Poincare transformations. The action is invariant under a non-abelian gauge transformation, which in infinitesimal form is,
\[

$$
\begin{equation*}
A_{\mu} \rightarrow A_{\mu}+D_{\mu} \Lambda=A_{\mu}+\partial_{\mu} \Lambda+i\left[A_{\mu}, \Lambda\right] \tag{8.14}
\end{equation*}
$$

\]

where $\Lambda=t^{A} \Lambda^{A}$. A priori this is not a free theory, but rather an interacting one. However, in a similar manner to Maxwell's theory, this model too on an $R^{1,1}$ manifold has no dynamical degrees of freedom just as the abelian model. This can easily be seen by fixing a gauge, for instance $A_{0}=0$. In this gauge the equations of motion read,

$$
\begin{equation*}
\partial_{0} F^{01}=0 \quad \partial_{1} F^{10}+i\left[A_{1}, F^{01}\right]=0 \tag{8.15}
\end{equation*}
$$

From the first we get that $\partial_{0}^{2} A_{1}=0$, and thus $A_{1}=f_{1}\left(x_{1}\right)+x_{0} f_{2}\left(x_{1}\right)$. Using the residual gauge invariance, of gauge transformations that depend only on $x_{1}$, we can go to $f_{1}=0$, and then the second equation implies that $f_{2}$ is a constant $C$, which yields $F_{01}=C$, and then again the requirement of finite energy results in $C=0$. This will also be shown in a complicated way using a BRST approach in Chapter 15.

When the underlying manifold has a non-trivial topology like that of a torus then the theory is not totaly empty but instead has topological degrees of freedom. This will be described in Section 16.

Finally, the non-abelian case is different from the abelian in higher dimensions, as the former is not free there. While the abelian case represents free photons, the non-abelian case represents interacting gluons, which turn to interacting glue balls in the physical space.

### 8.4 Quantum chromodynamics

The theory of non-abelian gauge fields coupled to Dirac quarks in the fundamental representation of the gauge group, $Q C D_{2}$, is described by the action,

$$
\begin{equation*}
S_{Q C D_{2}}=\int \mathrm{d}^{2} x\left\{-\frac{1}{2 e_{c}^{2}} \operatorname{Tr}\left(F_{\mu \nu} F^{\mu \nu}\right)-\bar{\Psi}^{a i}\left[(i \not \partial-\not X+m) \Psi_{i}\right]_{a}\right\} . \tag{8.16}
\end{equation*}
$$

The action is invariant under two-dimensional Poincare transformation and the non-abelian generalization of the gauge transformation of (8.8), which in infinitesimal form is,

$$
\begin{equation*}
\delta \Psi_{a}=-i[\Lambda(x, t)]_{a}^{b} \Psi_{b} \quad \delta A_{\mu}(x, t)=\partial_{\mu} \Lambda(x, t)+i\left[A_{\mu} \Lambda\right] \tag{8.17}
\end{equation*}
$$

with the non-abelian $\Lambda=\Lambda^{A} T_{A} . \Psi$ is in the fundamental representation of the gauge group which we take to be $S U\left(N_{c}\right)$ where $a=1, \ldots, N_{c}$ denote the color indices. As was discussed in Section 6.3.4 flavor degrees of freedom have been included by assigning a flavor index to the Dirac fermion $\Psi_{i}, i=$ $1, \ldots, N_{f}$. For this case the theory is obviously invariant classically under a global
$U_{\mathrm{L}}\left(N_{f}\right) \times U_{\mathrm{R}}\left(N_{f}\right)$ symmetry. Here there is no anomaly, as in 2 d the anomaly occurs via the abelian gauge field only.

In a similar manner to the transition from the empty Maxwell theory to the dynamically viable Schwinger model, so is the transition from the twodimensional pure Yang-Mills theory to $Q C D_{2}$. The difference, however, is that in the non-abelian case, even for the massless case there is no simple way to solve the theory. Instead we will need to implement various different techniques developed in the first part of the book. In the next section we will describe both QED and QCD in two dimensions using the bosonization language. This will enable us to solve for the baryonic spectrum in the strong coupling limit. In Chapter 14 the string tension of several two-dimensional dynamical systems will be computed. An analysis of the spectrum of these theories will be derived using the BRST quantization approach in Chapter 15. In Chapter 10 we present the seminal 't Hooft solution of two-dimensional QCD in the large $N$ limit. A current algebra generalization of the latter approach will enable us to solve the mesonic spectra of certain models. Finally in Chapter 12 we will implement a discrete light-cone quantization approach to solve QCD in two dimensions with quarks in the fundamental as well as the adjoint representation.

## 9

## Bosonized gauge theories

Bosonization, the equivalence map between two-dimensional fermionic and bosonic operators, was developed in Chapter 6. In fact several such maps have been described. The simplest one has been the abelian bosonization that maps the free theory of a Dirac fermion into that of a single real scalar field. The map includes in particular an explicit bosonic expression for the left and right chiral fermions (6.19), the vector and axial abelian currents (6.3) and for a mass term (6.22). Using these transformations it is straightforward to write the bosonized Lagrangian or Hamiltonian that corresponds to two-dimensional QED and QCD. By its nature the abelian bosonization is more adequate to the abelian theory of QED. The bosonized version of QED will be discussed in the next section. We then apply this bosonization to $Q C D_{2}$. Though it is possible to write $Q C D_{2}$ in an abelian bosonization formulation, it will turn out not to be very useful. Instead, we will use the non-abelian bosonization discussed in Section 6.3. For that purpose we will need to gauge the WZW action. Once this is done the bosonized version of massless flavored $Q C D_{2}$ follows easily. The massive case requires more care, as was explained in Section 6.3.3. Using the results of that section the full bosonized theory that corresponds to massive flavored $Q C D_{2}$ will be written down.

References on bosonization were given in Chapter 6.

## 9.1 $Q E D_{2}$ - The massive Schwinger model

Recall that the fermionic Lagrangian of this model is given by,

$$
\begin{equation*}
\mathcal{L}=-\frac{1}{4} F_{\mu \nu} F^{\mu \nu}+\bar{\Psi}(i \not \partial-e \not \partial-m) \Psi . \tag{9.1}
\end{equation*}
$$

The Hamiltonian density of the system in the $A_{1}=0$ gauge takes the form,

$$
\mathcal{H}=\bar{\Psi}\left(i \gamma_{1} \partial_{1}+m\right) \Psi+\frac{1}{2}\left(F_{01}\right)^{2} .
$$

In bosonic variables, using $(8,10)$, the Hamiltonian becomes ${ }^{1}$

$$
\mathcal{H}=:\left[\frac{1}{2} \pi^{2}+\frac{1}{2}\left(\partial_{1} \phi\right)^{2}-\frac{c m^{2}}{\pi} \cos (2 \sqrt{\pi} \phi)+\frac{e^{2}}{2 \pi}\left(\frac{1}{2} \frac{\theta}{\sqrt{\pi}}-\phi\right)^{2}\right]:_{m}
$$

[^31]where $c$ is the constant of bosonization and the normal ordering is with respect to the mass $m$, as was explained in Section 6.1.1.

After a shift in the definition of $\phi$,

$$
\phi \rightarrow \phi+\frac{1}{2} \frac{\theta}{\sqrt{\pi}},
$$

and normal ordering with respect to $\mu=e / \sqrt{\pi}$, one finds,

$$
\begin{equation*}
\mathcal{H}=:\left(\frac{1}{2} \pi^{2}+\frac{1}{2}\left(\partial_{1} \phi\right)^{2}+\frac{1}{2} \mu^{2} \phi^{2}-\frac{c m \mu}{\pi} \cos (\theta+2 \sqrt{\pi} \phi)\right): . \tag{9.2}
\end{equation*}
$$

From this expression the periodicity in $\theta$ is manifest. The angle $\theta$ is the conjugate to the winding number, appearing in two dimensions for the abelian case, since $\Pi_{1}[U(1)]=\mathcal{Z}$ (looking at a circle of large radius in the two-dimensional plane). Physics is invariant under $\theta \rightarrow \theta+2 \pi$. From (8.10) it is clear that $\frac{e \theta}{2 \pi}$ corresponds to a background electric field. The periodicity is due to the ability to produce electron-positron pairs in the vacuum when $\left|\frac{e \theta}{2 \pi}\right|>\frac{1}{2} e$, and these pairs create their own electric field which reduces the original one.

When we set $m=0$ we discover that the massless Schwinger model is in fact a theory of one free bosonic field with a mass equal to $\mu$.

In the strong coupling limit, the bosonized form of the Hamiltonian is very useful. The theory contains a meson of a mass that is approximately $\mu$, and the number of bound states depends on the value of $\theta$. It can be shown that there are no bound states for $|\theta|>\pi / 2$. For $0<|\theta| \leq \pi / 2$ there is a stable two-body bound state, while for $\theta=0$ there is also a three-body bound state.

Note that even though the Hamiltonian density (9.2) resembles that of a sineGordon model, it does not admit soliton solutions due to the mass term $\frac{1}{2} \mu^{2} \phi^{2}$. We will come back later to analyze this bosonized Hamiltonian, in the context of the question whether the system admits screening or confinement in Chapter 14.

Finally, let us show how the anomaly arises in the bosonized version. The equation of motion for the electromagnetic field is,

$$
\begin{equation*}
\partial^{\mu} F_{\mu \nu}=e J_{\nu} \tag{9.3}
\end{equation*}
$$

The vector fermion current, in bosonic version, is (6.9),

$$
\begin{equation*}
J_{\nu}=\frac{1}{\sqrt{\pi}} \epsilon_{\nu \alpha} \partial^{\alpha} \phi \tag{9.4}
\end{equation*}
$$

Taking the time component, we get,

$$
\begin{equation*}
\partial^{1}\left(F_{10}-\frac{e}{\sqrt{\pi}} \phi\right)=0 \tag{9.5}
\end{equation*}
$$

From here, with the vanishing conditions at space infinity,

$$
\begin{equation*}
F_{10}=\frac{e}{\sqrt{\pi}} \phi \tag{9.6}
\end{equation*}
$$

Now, the axial current, in bosonic version, is (6.12),

$$
\begin{equation*}
J_{5}^{\mu}=\frac{1}{\sqrt{\pi}} \partial^{\mu} \phi \tag{9.7}
\end{equation*}
$$

For the case of a massless fermion, the scalar field is a free field of mass $\frac{e}{\sqrt{\pi}}$, and so,

$$
\begin{equation*}
\partial_{\mu} J_{5}^{\mu}=-\frac{1}{\sqrt{\pi}} \frac{e^{2}}{\pi} \phi=\frac{e}{\pi} F_{01}, \tag{9.8}
\end{equation*}
$$

which is the anomaly equation.
Note that in the bosonic version, the anomaly is a result of the equations of motion, while in the fermionic one it is the result of one loop.

### 9.2 Abelian bosonization of flavored $Q C D_{2}$

Let us now apply the prescription of flavored Dirac fermions for the analysis of $Q C D_{2}$. It is convenient to start with the Hamiltonian of the theory in its fermionic formulation which we derive from (8.16),

$$
\begin{equation*}
H=\left(e_{c}\right)^{2} \sum_{a, b=1}^{N_{\mathrm{C}}}\left(E_{b}^{a}\right)^{2}+\sum_{a, b=1}^{N_{\mathrm{C}}} \sum_{i=1}^{N_{\mathrm{F}}} \bar{\Psi}^{a i} \gamma_{1}\left(i \delta_{a}^{b} \partial_{1}-A_{a}^{b}\right) \Psi_{b i}+m \sum_{a=1}^{N_{\mathrm{C}}} \sum_{i=1}^{N_{\mathrm{F}}} \bar{\Psi}^{a i} \Psi_{a i} \tag{9.9}
\end{equation*}
$$

in the gauge,

$$
\begin{equation*}
A_{0}=0 ; \quad A_{b}^{a}=0 \text { for } a=b ; \quad E_{b}^{a}=0 \quad \text { for } a \neq b \tag{9.10}
\end{equation*}
$$

The Gauss law of the system is given by,

$$
\begin{equation*}
\partial_{1} E_{b}^{a}=i[A, E]_{b}^{a}+\frac{1}{2} \sum_{i=1}^{N_{\mathrm{F}}} \Psi^{\dagger a i} \Psi_{b i}-\frac{\delta_{b}^{a}}{2 N_{\mathrm{C}}} \sum_{i=1}^{N_{\mathrm{F}}} \sum_{d=1}^{N_{\mathrm{C}}} \Psi^{\dagger d i} \Psi_{d i} \tag{9.11}
\end{equation*}
$$

Bosonizing now the various parts of the Hamiltonian one then gets, ${ }^{2}$

$$
\begin{align*}
H= & H_{\Psi}^{0}+H_{E}-H^{I} \\
H_{\Psi}^{0}= & \Sigma_{a i}\left[\frac{1}{2}\left[\pi_{a i}^{2}+\left(\partial_{1} \phi_{a i}\right)^{2}\right]+\frac{c m \mu}{\pi}:\left(1-\cos \left(2 \sqrt{\pi} \phi_{a i}\right)\right):\right] \\
H_{E}= & \frac{e_{c}^{2}}{8 \pi N_{c}} \sum_{a b}\left[\sum_{i}\left(\phi_{a i}-\phi_{b i}\right)\right]^{2} \\
H^{I}= & \frac{2 c^{2} \mu^{2}}{\pi^{\frac{3}{2}}} \Sigma_{a \neq b} \Sigma_{i j} K_{i j, a b} N_{\mu}\left[\cos \sqrt{\pi} \int_{-\infty}^{x}\left(\pi_{a i}-\pi_{a j}+\pi_{b j}-\pi_{b i}\right)(\xi) d \xi\right] \\
& {\left[\sin \left(\sqrt{\pi}\left(\phi_{a i}+\phi_{a j}-\phi_{b j}-\phi_{b i}\right)(\xi)\right)\right]\left[\sum_{a b}\left(\phi_{a k}-\phi_{b k}\right)\right]^{-1}, } \tag{9.12}
\end{align*}
$$

2 Abelian bosonization of two-dimensional QCD was discussed in [24] and [201] and was further elaborated in [62].
$H_{\Psi}^{0}$ is the free "fermionic" part, after bosonization, thus in terms of bosonic variables; $H_{E}$ is the first term of the Hamiltonian (9.9) rewritten in terms of the boson variables corresponding to the fermions, by eliminating the electric fields through the Gauss law. Thus although originally coming from the kinetic part of the gauge potentials, it actually involves the interactions. This is a result of the fact that there are no transverse vectors in $1+1$ dimensions. $K_{i j}^{a b}$ is a properly generalized ordering operator. ${ }^{3}$

In the case of one flavor, $i=j=1, H^{I}$ does not involve the $\pi$ variables.
The interaction involves non-local terms which relate to color non-singlets. For static and $e_{c} \rightarrow \infty$ approximations one finds that for $N_{F}=2$ the interaction is field independent. For $N_{F} \geq 3$, on the other hand, the limit is singular. This singularity should not be there in the predictions of physical quantities, but it renders any further treatment very complicated.

It is thus clear that a different method of bosonization is required for the treatment of flavored $Q C D_{2}$. In the following it will be shown that the "nonabelian bosonization", based on the WZW model discussed in Section 6.3, is an adequate tool for this purpose.

Before proceeding to non-abelian bosonization and in particular to gauge the color symmetry group of the colored-flavored WZW model, we describe briefly another approach, in which the flavor sector appears in the form of a WZW model, but for the color degrees of freedom the gauged abelian bosonization is invoked. As we have seen above one can use the Gauss law to express the gauge fields in terms of the appropriate fermionic bilinear, which translate into bosonic group elements as,

$$
\begin{equation*}
2 \partial_{1} e_{a}=\sum_{i} \Psi^{\dagger i a} \Psi_{i a}=\frac{i}{\pi} \partial_{1} \operatorname{Tr}_{F}\left(\log g_{a}\right) \tag{9.13}
\end{equation*}
$$

where $g_{a} \in U\left(N_{F}\right)$ is one out of $N_{C}$ such matrices, and $e_{a}=2 \sqrt{\pi} E_{a}^{a}$, the diagonal element. One can also express $A_{a}^{b}$ for $a \neq b$ in terms of fermion densities. Inserting these into the $Q C D_{2}$ Hamiltonian one gets,

$$
\begin{align*}
\mathcal{H}= & \mathcal{H}^{0}+\mathcal{H}^{I} \\
\mathcal{H}^{I}= & -\sum_{a, b} \frac{\left(e_{c}\right)^{2}}{32 \pi^{2} N_{C}}\left[\operatorname{Tr} \log \left(g_{a} g_{b}^{-1}\right)\right]^{2}-\sum_{a, b} \pi \mu^{2} \frac{\operatorname{Tr}\left(g_{a} g_{b}^{-1}\right)}{\operatorname{Tr} \log \left(g_{a} g_{b}^{-1}\right)} \\
& +\sum_{a} m c \mu \sqrt{N_{\mathrm{F}}} \operatorname{Tr}\left(g_{a}\right), \tag{9.14}
\end{align*}
$$

$\mathcal{H}^{0}$ includes the fermion kinetic term. For $N_{\mathrm{F}}=2$ the potential is free from singularities, for $N_{\mathrm{F}} \geq 3$ it is not. In the case of $N_{\mathrm{F}}=2$ the low lying baryonic spectrum can be extracted. Here we will not follow this approach further and instead will move on to the fully non-abelian bosonization.

[^32]
### 9.3 Non-abelian bosonization of $Q C D_{2}$

Whereas abelian bosonization has been very useful to address various abelian systems, we have seen in the last section that the implementation of this approach to $Q C D_{2}$ is quite limited. Instead the natural approach is to make use nonabelian bosonization, namely, the WZW action. ${ }^{4}$ Recall from Section 6.3 that the bosonized action of massless free colored flavored fermions can be expressed either using an $S U\left(N_{\mathrm{C}}\right) \times S U\left(N_{\mathrm{F}}\right) \times U(1)$ scheme where it reads,

$$
\begin{equation*}
S=N_{\mathrm{C}} S[g]+N_{\mathrm{F}} S[h]+\frac{1}{2} \int \mathrm{~d}^{2} x \partial_{\mu} \phi \partial^{\mu} \phi \tag{9.15}
\end{equation*}
$$

or a $U\left(N_{\mathrm{F}} \times N_{\mathrm{C}}\right)$ where the action takes the form,

$$
\begin{equation*}
S[u]=N_{\mathrm{C}} S[g]+N_{\mathrm{F}} S[h]+\frac{1}{2} \int \mathrm{~d}^{2} x\left(\partial_{\mu} \phi \partial^{\mu} \phi+S[l]\right) \tag{9.16}
\end{equation*}
$$

Note that $l$ is still an $S U\left(N_{\mathrm{C}} N_{\mathrm{F}}\right)$ matrix while $g$ and $h$ are expressed now as $S U\left(N_{\mathrm{F}}\right)$ and $S U\left(N_{\mathrm{C}}\right)$ matrices, respectively, but the matrix $l$ involves only products of color and flavor matrices (not any of them separately). For massive Dirac fermions we can use only the latter frame in which the mass term action reads,

$$
\begin{equation*}
S_{m}[u]=m^{\prime 2} N_{\tilde{m}} \int \mathrm{~d}^{2} x \operatorname{Tr}\left(u+u^{\dagger}\right) \tag{9.17}
\end{equation*}
$$

To determine the bosonized action of two-dimensional $Q C D_{2}$ one needs to couple the colored degrees of freedom to the gauge fields. Thus, we first have to gauge the WZW model.

### 9.3.1 Gauging the WZW action

Since there are two possible bosonization schemes (for the massless case) we need to invoke a gauging procedure for both of them. We start first by gauging an $S U\left(N_{\mathrm{C}}\right)$ WZW model which is what is needed in the product scheme, we later adopt it also to the $U\left(N_{\mathrm{F}} \times N_{\mathrm{C}}\right)$. Gauging the colored WZW is achieved by gauging the vector subgroup $S U_{V}\left(N_{\mathrm{C}}\right)$ of $S U_{L}\left(N_{\mathrm{C}}\right) \times S U_{R}\left(N_{\mathrm{C}}\right)$. There are various methods to gauge the model. Here we present two of them. One is a trial and error method, and the other is by gauging via covariantizing the current. Those methods are applicable also in the $U\left(N_{\mathrm{F}} N_{\mathrm{C}}\right)$ bosonization scheme.

The gauging of the WZW model and the full non-abelian bosonization of QCD in two dimensions was analyzed in [75] and [99]. Bosonization of QCD in two dimensions was reviewed in [101].

## Trial and error Noether method

The WZW action on the $S U\left(N_{\mathrm{C}}\right)$ group manifold is, as stated above, invariant under the global vector transformation $h \rightarrow U h U^{-1}$, where $U \subset S U\left(N_{\mathrm{C}}\right)$. Now

[^33]we want to vary $h$ with respect to the associated local infinitesimal transformation $U=1+i \epsilon(x)=1+i T^{A} \epsilon^{A}(x)$,
\[

$$
\begin{equation*}
\delta_{\epsilon} h=i[\epsilon, h], \quad \delta_{\epsilon} h^{-1}=i\left[\epsilon, h^{-1}\right] . \tag{9.18}
\end{equation*}
$$

\]

The variation of the action $S^{(0)}[h] \equiv S[h]$ under such a transformation is,

$$
\begin{equation*}
\delta_{\epsilon} S^{(0)}[h]=-\int \mathrm{d}^{2} x \operatorname{Tr}\left(\partial_{\mu} \epsilon J^{\mu}\right) \tag{9.19}
\end{equation*}
$$

where the Noether vector current is given by,

$$
\begin{equation*}
J_{\mu}=\frac{i}{4 \pi}\left\{\left[h^{\dagger} \partial_{\mu} h+h \partial_{\mu} h^{\dagger}\right]-\varepsilon_{\mu \nu}\left[h^{\dagger} \partial^{\nu} h-h \partial^{\nu} h^{\dagger}\right]\right\} \tag{9.20}
\end{equation*}
$$

We introduce now the first correction term $S^{(1)}$ given by,

$$
\begin{equation*}
S^{(1)}=\int \mathrm{d}^{2} x \operatorname{Tr}\left(A_{\mu} J^{\mu}\right) \quad \delta_{\epsilon} S^{(1)}[h]=-\int \mathrm{d}^{2} x \operatorname{Tr}\left[\partial_{\mu} \epsilon\left(J^{\mu}+J^{\prime \mu}\right)\right] \tag{9.21}
\end{equation*}
$$

The variation of $S^{(1)}$ is derived using the infinitesimal variation of the gauge field $\delta A_{\mu}=-D_{\mu} \epsilon=-\left(\partial_{\mu} \epsilon+i\left[A_{\mu}, \epsilon\right]\right) . J^{\prime \mu}$ is found to be,

$$
\begin{equation*}
J_{\mu}^{\prime}=\frac{-1}{4 \pi}\left\{\left[h^{\dagger} A_{\mu} h+h A_{\mu} h^{\dagger}-2 A_{\mu}\right]-\varepsilon_{\mu \nu}\left[h^{\dagger} A^{\nu} h-h A^{\nu} h^{\dagger}\right]\right\} \tag{9.22}
\end{equation*}
$$

The second iteration will be given by adding $S^{(2)}$, where now $J^{\prime \mu}$ is replacing $J^{\mu}$,

$$
\begin{equation*}
S^{(2)}=\int \mathrm{d}^{2} x \operatorname{Tr}\left(A_{\mu} J^{\prime \mu}\right), \quad \delta_{\epsilon} S^{(2)}[h]=-2 \int \mathrm{~d}^{2} x \operatorname{Tr}\left(\partial_{\mu} \epsilon J^{\prime \mu}\right) \tag{9.23}
\end{equation*}
$$

It is therefore obvious that,

$$
\begin{equation*}
\delta_{\epsilon}\left[S^{(0)}+S^{(1)}-\frac{1}{2} S^{(2)}\right]=0 \tag{9.24}
\end{equation*}
$$

Hence the action we are looking for is $S\left[h, A_{\mu}\right] \equiv\left[S^{(0)}+S^{(1)}-\frac{1}{2} S^{(2)}\right]$, given by,

$$
\begin{align*}
S\left[h, A_{\mu}\right]= & \frac{1}{8 \pi} \int \mathrm{~d}^{2} x \operatorname{Tr}\left(D_{\mu} h D^{\mu} h^{\dagger}\right) \\
& +\frac{1}{12 \pi} \int_{B} \mathrm{~d}^{3} y \varepsilon^{i j k} \operatorname{Tr}\left(h^{\dagger} \partial_{i} h\right)\left(h^{\dagger} \partial_{j} h\right)\left(h^{\dagger} \partial_{k} h\right) \\
& -\frac{1}{4 \pi} \int \mathrm{~d}^{2} x \varepsilon_{\mu \nu} \operatorname{Tr}\left[i A^{\mu}\left(h^{\dagger} \partial^{\nu} h-h \partial^{\nu} h^{\dagger}+i h^{\dagger} A^{\nu} h\right)\right] \tag{9.25}
\end{align*}
$$

which can also be written in light-cone coordinates,

$$
\begin{align*}
S\left[h, A_{+}, A_{-}\right]= & S[h]+\frac{i}{2 \pi} \int \mathrm{~d}^{2} x \operatorname{Tr}\left(A_{+} h \partial_{-} h^{\dagger}+A_{-} h^{\dagger} \partial_{+} h\right) \\
& -\frac{1}{2 \pi} \int \mathrm{~d}^{2} x \operatorname{Tr}\left(A_{+} h A_{-} h^{\dagger}-A_{-} A_{+}\right) \tag{9.26}
\end{align*}
$$

## Gauging via covariantization of the Noether current

In four space-time dimensions the current, in terms of bosonic matrices, involves up to third power gauge potentials. In D space-time dimensions the bare current
will contain (D-1) derivatives, and is gauged by replacing the ordinary derivatives with covariant derivatives and by adding terms which contain products of $F_{\mu \nu}$ with powers of $h$ and $h^{\dagger}$ and also covariant derivatives $D_{\mu} h$ and $D_{\mu} h^{\dagger}$. In two dimensions, however, there is no room for such terms in the gauge covariant current, as these involve $\epsilon_{\mu_{1} \ldots \mu_{D}}$ in D dimensions, with one free index and the others contracted with $F_{\mu \nu}$ s and $D_{\mu}$ s, and in two dimensions they cannot be constructed. Therefore the covariantized current is given by,

$$
\begin{equation*}
J_{\mu}\left(h, A_{\mu}\right)=\frac{i}{4 \pi}\left\{\left[h^{\dagger} D_{\mu} h+h D_{\mu} h^{\dagger}\right]-\varepsilon_{\mu \nu}\left[h^{\dagger} D^{\nu} h-h D^{\nu} h^{\dagger}\right]\right\} \tag{9.27}
\end{equation*}
$$

Knowing the current we deduce the action via, $J_{\mu}=\frac{\delta S}{\delta A_{\mu}}$, getting (9.26) directly.
Finally, we combine the gauged WZW action of the color group manifold, the WZW of the flavor group manifold and the action term for the gauge fields, to get the bosonic form of the action of massless $Q C D_{2}$. The well known fermionic form of the action is (a mass term will be added later),

$$
\begin{equation*}
S_{F}\left[\Psi, A_{\mu}\right]=\int \mathrm{d}^{2} x\left\{-\frac{1}{2 e_{c}^{2}} \operatorname{Tr}\left(F_{\mu \nu} F^{\mu \nu}\right)-\bar{\Psi}^{a i}\left[(\not \partial \not \partial \not \not \angle) \Psi_{i}\right]_{a}\right\} \tag{9.28}
\end{equation*}
$$

where $e_{c}$ is the coupling constant to the color potentials (note it has mass dimensions in $1+1$ space-time), and,

$$
\begin{equation*}
F_{\mu \nu}=\partial_{\mu} A_{\nu}-\partial_{\nu} A_{\mu}+i\left[A_{\mu}, A_{\nu}\right] . \tag{9.29}
\end{equation*}
$$

The bosonized action is,

$$
\begin{align*}
S\left[g, h, A_{+}, A_{-}\right]= & N_{\mathrm{C}} S[g]+N_{\mathrm{F}} S[h]+\frac{1}{2} \int \mathrm{~d}^{2} \times \partial_{\mu} \phi \partial^{\mu} \phi \\
& +\frac{N_{\mathrm{F}}}{2 \pi} \int \mathrm{~d}^{2} x \operatorname{Tr}\left[i\left(A_{+} h \partial_{-} h^{\dagger}+A_{-} h^{\dagger} \partial_{+} h\right)\right. \\
& \left.-\left(A_{+} h A_{-} h^{\dagger}-A_{-} A_{+}\right)\right] \\
& -\frac{1}{2 e_{c}^{2}} \int \mathrm{~d}^{2} x \operatorname{Tr} F_{\mu \nu} F^{\mu \nu} . \tag{9.30}
\end{align*}
$$

### 9.3.2 Multiflavor $Q C D_{2}$ using the $U\left(N_{F} \times N_{C}\right)$ scheme

Let us now repeat the gauging of the $S U_{V}\left(N_{\mathrm{C}}\right)$ subgroup in the framework of the $U\left(N_{\mathrm{F}} \times N_{\mathrm{C}}\right)$ bosonization procedure.

Using the gauging prescription discussed in Section 9.3.1 we first get the action in which the whole $S U\left(N_{\mathrm{C}} N_{\mathrm{F}}\right)$ is gauged, namely,

$$
\begin{align*}
S\left[u, A_{+}, A_{-}\right]= & S[u]+\frac{i}{2 \pi} \int \mathrm{~d}^{2} x \operatorname{Tr}\left(A_{+} u \partial_{-} u^{\dagger}+A_{-} u^{\dagger} \partial_{+} u\right) \\
& -\frac{1}{2 \pi} \int \mathrm{~d}^{2} x \operatorname{Tr}\left(A_{+} u A_{-} u^{\dagger}-A_{-} A_{+}\right) \\
& +m^{\prime 2} N_{\tilde{m}} \int \mathrm{~d}^{2} x \operatorname{Tr}\left(u+u^{\dagger}\right), \tag{9.31}
\end{align*}
$$

where we have also added a mass term with $m^{\prime 2}=m_{q} c \tilde{m}$. Now since we are interested in gauging only the $S U\left(N_{\mathrm{C}}\right)$ subgroup of $U\left(N_{\mathrm{F}} N_{\mathrm{C}}\right)$, we take $A_{\mu}$ to be spanned by the generator $T^{D} \subset S U\left(N_{\mathrm{C}}\right)$ via $A_{\mu}=e_{c} A_{\mu}^{D} T^{D}$. We then add to this action the kinetic term for the gauge fields $-\frac{1}{2 e_{c}^{\prime 2}} \int \mathrm{~d}^{2} x \operatorname{Tr}\left(F_{\mu \nu} F^{\mu \nu}\right)$. The coupling $e_{c}^{\prime}$ is related to the color gauge coupling $e_{c}$ by $e_{c}^{\prime}=\sqrt{N}_{\mathrm{F}} e_{c}$, so that after taking the trace over flavor we get the expected kinetic term with coupling $e_{c}$. The resulting action is invariant under local color and global flavor,

$$
\begin{aligned}
u \rightarrow V(x) u V^{-1}(x), \quad & A_{\mu} \rightarrow V(x)\left(A_{\mu}-i \partial_{\mu}\right) V^{-1}(x) ; \quad V(x) \subset S U_{V}\left(N_{\mathrm{C}}\right) \\
& u \rightarrow W u W^{-1} ; \quad W \subset U\left(N_{\mathrm{F}}\right)
\end{aligned}
$$

The symmetry group is now $S U_{V}\left(N_{\mathrm{C}}\right) \times U\left(N_{\mathrm{F}}\right)$, just as for the gauged fermionic theory. We choose the gauge $A_{-}=0$, so now the action takes the form,

$$
\begin{align*}
S\left[u, A_{+}\right]=S[u]+\frac{1}{e_{c}^{\prime 2}} \int & \mathrm{~d}^{2} x \operatorname{Tr}\left(\partial_{-} A_{+}\right)^{2}+\frac{i}{2 \pi} \int \mathrm{~d}^{2} x \operatorname{Tr}\left(A_{+} u \partial_{-} u^{\dagger}\right) \\
& +m^{\prime 2} N_{\tilde{m}} \int \mathrm{~d}^{2} x \operatorname{Tr}\left(u+u^{\dagger}\right) . \tag{9.32}
\end{align*}
$$

 ples to $A_{+}$is $\tilde{h} \partial_{-} \tilde{h}^{\dagger}$. In terms of $u$ it is the color projection $\left(u \partial_{-} u^{\dagger}\right)_{C}=$ $\frac{1}{N_{\mathrm{F}}} \operatorname{Tr}_{F}\left[u \partial_{-} u^{\dagger}-\frac{1}{N_{\mathrm{C}}} \operatorname{Tr}_{C} u \partial_{-} u^{\dagger}\right]$. Thus the coupling of the current to the gauge field $\frac{i}{2 \pi} \int \mathrm{~d}^{2} x \operatorname{Tr}\left(A_{+} \tilde{h} \partial_{-} \tilde{h}^{\dagger}\right)$.

We can further manipulate the action to a form which will be convenient for taking the strong coupling limit (see Chapter 13). We define $\tilde{H}(x)$ by $\partial_{-} \tilde{H}=i \tilde{h} \partial_{-} \tilde{h}^{\dagger}$. We take the boundary conditions to be $\tilde{H}\left(-\infty, x_{-}\right)=0$ and then integrate out $A_{+}$obtaining,

$$
\begin{align*}
\tilde{S}[u]= & S[u]-\left(\frac{e_{c}}{4 \pi}\right)^{2} N_{\mathrm{F}} \int \mathrm{~d}^{2} x \operatorname{Tr}\left(\tilde{H}^{2}\right) \\
& +m^{\prime 2} N_{\tilde{m}} \int \mathrm{~d}^{2} x \operatorname{Tr}\left(u+u^{\dagger}\right) . \tag{9.33}
\end{align*}
$$

In Chapter 13 this form of action will constitute the starting point of determining the baryonic spectrum of $Q C D_{2}$ in the strong coupling limit. In Chapter (14) we will use this action to analyze the string tension and the confining behavior of massive $Q C D_{2}$.

## 10

## The 't Hooft solution of 2 d QCD

Two-dimensional quantum chromodynamics involves an $S U(N)$ symmetry group. We saw that models get simplified in the large $N$ limit, and so we would like to examine the question of whether the large $N$ limit QCD in two dimensions can be solved. This question was addressed by 't Hooft who showed that indeed $Q C D_{2}$ in this limit is almost exactly soluble. The simplest Green's functions can be solved in closed forms and the meson spectrum can be extracted by a non-elaborate numerical computation.

This was derived by 't Hooft in his seminal paper [124], and it had many follow ups. In this chapter we consider only [56], which discusses the scattering properties of QCD in the large $N$ model.

Recall the action of a two-dimensional QCD,

$$
\begin{equation*}
S_{Q C D}=-\frac{1}{2} \operatorname{Tr}\left[F_{\mu \nu} F^{\mu \nu}\right]+\bar{\Psi}_{i}\left(i \not D-m_{i}\right) \Psi_{i} \tag{10.1}
\end{equation*}
$$

where the gauge fields are spanned by $N \times N$ Hermitian matrices $T^{A}$ such that $A_{\mu}=A_{\mu}^{A} T^{A}, F_{\mu \nu}=\partial_{\mu} A_{\nu}-\partial_{\nu} A_{\mu}+i \frac{g}{\sqrt{N}}\left[A_{\mu}, A_{\nu}\right]$, the covariant derivative $D_{\mu}=$ $\partial_{\mu}+i \frac{g}{\sqrt{N}} A_{\mu}$, the fermions $\Psi$ are in the fundamental representation of the color group and $i=1, \ldots, N_{f}$ indicates the flavor degrees of freedom. There is a sum over the flavor indices. Note that the gauge coupling was chosen to be $\frac{g}{\sqrt{N}}$, obviously to accommodate a large $N$ approximation with $g$ fixed.

It is convenient to impose the algebraic light-cone gauge. This gauge is advantageous at least for the following two reasons:
(i) The field strength $F_{+-}$becomes linear in the gauge potential,

$$
\begin{equation*}
A^{+}=A_{-}=0 \quad \Rightarrow \quad F_{+-}=-\partial_{-} A_{+} \tag{10.2}
\end{equation*}
$$

(ii) The theory after gauge fixing is still Lorentz invariant. This is obviously a property of two dimensions only.

In this gauge the Lagrangian of the system becomes,

$$
\begin{equation*}
\mathcal{L}=-\frac{1}{2} \operatorname{Tr}\left[\left(\partial_{-} A_{+}\right)^{2}\right]+\bar{\Psi}_{k}\left(i \not \partial-m_{k}-\frac{g}{\sqrt{N}} \gamma_{-} A_{+}\right) \Psi_{k} \tag{10.3}
\end{equation*}
$$

Recall that in the light-cone gauge there are no ghost fields.
The Feynman rules associated with this action in the so-called double line notation follow from Fig. 10.1, as explained below.

In the following we shall be taking one flavor, for simplicity.


$$
\frac{1}{p_{-}^{2}} \rightarrow \frac{1}{p_{-}^{2}}
$$

$$
\longrightarrow \quad \frac{m_{i}-\mathrm{i} \gamma_{-} k_{+}-\mathrm{i} \gamma_{+} k_{-}}{m_{i}^{2}+2 k_{+} k_{-}-i \varepsilon} \rightarrow \frac{-i k_{-}}{m_{i}^{2}+2 k_{+} k_{-}-\mathrm{i} \varepsilon}
$$



$$
-\mathrm{g} \gamma_{-} \quad \rightarrow \quad 2 g
$$

Fig. 10.1. The Feynman rules of $Q C D_{2}$ in the light cone.




Fig. 10.2. The quark self-energy.

The light-cone gamma matrices obey the relations,

$$
\begin{equation*}
\gamma_{-}^{2}=\gamma_{+}^{2}=0 \quad\left\{\gamma^{+}, \gamma^{-}\right\}=2 \tag{10.4}
\end{equation*}
$$

Since the vertex is proportional to $\gamma_{-}$, only that part of the propagator that is proportional to $\gamma_{+}$can contribute. As a consequence we can eliminate all the $\gamma$ dependence from the Feynman diagrams. Thus the double line, representing the gluon propagator, is $\frac{1}{p_{-}^{2}}$, the fermion line is $\frac{-i k_{-}}{m^{2}+2 k_{+} k_{-}-i \epsilon}$, and the coupling is $2 g$.

Note that for the gauge field propagator one makes use of the principal value such that,

$$
\begin{equation*}
D_{++}(p)=\mathcal{P}\left(\frac{1}{p_{-}^{2}}\right) \equiv \frac{1}{2}\left[\frac{1}{\left(p_{-}+i \epsilon\right)^{2}}+\frac{1}{\left(p_{-}-i \epsilon\right)^{2}}\right] . \tag{10.5}
\end{equation*}
$$

The dressed quark propagator and the quark self-energy, given in terms of the diagrams in Fig. 10.2, obey the coupled equations,

$$
\begin{align*}
& S(p)=\frac{i p_{-}}{2 p_{+} p_{-}-m^{2}-p_{-} \Sigma(p)+i \epsilon} \\
& \Sigma(p)=4 g^{2} \int \frac{d k_{+} d k_{-}}{(2 \pi)^{2}} S(p-k) \mathcal{P}\left(\frac{1}{\left(k_{-}\right)^{2}}\right) \tag{10.6}
\end{align*}
$$

where $\Sigma$ is the $\gamma_{+}$part, the only part that appears in the self-energy in our gauge. If we shift the integration variables $p_{+}-k_{+} \rightarrow-k_{+}$we eliminate the dependence on $p_{+}$. Hence $\Sigma$ is only a function of $p_{-}$. Due to its Lorentz structure it implies that $\Sigma$ must be a constant times $\frac{1}{p_{-}}$, namely $m^{2}+p_{-} \Sigma \equiv M^{2}$. Thus in the leading large $N$ the sole effect of the interaction, for the propagator, is to replace the quark mass $m$ by a renormalized quark mass $M$.

Integrating over $k_{+}$we get,

$$
\begin{equation*}
\Sigma=\frac{g^{2}}{2 \pi} \int \mathrm{~d} k_{-} \operatorname{sgn}\left(p_{-}-k_{-}\right) \mathcal{P}\left(\frac{1}{\left(k_{-}\right)^{2}}\right)=-\frac{g^{2}}{\pi p_{-}} \tag{10.7}
\end{equation*}
$$

and hence,

$$
\begin{equation*}
M^{2}=m^{2}-\frac{g^{2}}{\pi} \tag{10.8}
\end{equation*}
$$

In the original treatment of 't Hooft, the regularization employed was not of principal value, but rather of a sharp cutoff, namely integrating over $\left|p_{-}\right|>\lambda$. This avoids the infrared divergence as well, but introduces a new scale, which is not gauge invariant. Obviously, one has to check that Green's functions of gauge invariant operators are independent of $\lambda$ when $\lambda \rightarrow 0$. Thus we find that,

$$
\begin{equation*}
\Sigma(p)=\Sigma\left(p_{-}\right)=-\frac{g^{2}}{\pi}\left(\frac{\operatorname{sgn}(p)}{\lambda}-\frac{1}{p_{-}}\right) \tag{10.9}
\end{equation*}
$$

and correspondingly the dressed quark propagator is,

$$
\begin{equation*}
S(p)=\frac{i p_{-}}{2 p_{+} p_{-}-m^{2}+\frac{g^{2}}{\pi}-\frac{g^{2}\left|p_{-}\right|}{\pi \lambda}+i \epsilon} . \tag{10.10}
\end{equation*}
$$

Now the pole of the quark propagator is shifted towards $k_{+} \rightarrow \infty$ and hence there is no physical single quark state.

Let us consider now the spectrum of the mesonic bound states. The propagator of the meson is given by the sum of diagrams as is shown in Fig. 10.3.

This ladder sum is exact in the planar limit that follows from the large $N$ approximation. If the propagator has a meson pole, then the ladder diagrams have to obey the Bethe-Salpeter equation as in Fig. 10.4.

The "blob" is the Fourier transform of the matrix element,

$$
\tilde{\phi}(p, q)=F . t .<\operatorname{meson}|T \bar{\psi}(x) \psi(0)| 0>,
$$

with external legs of a quark of mass $m$, momentum $p$, and an anti-quark of mass $m$ and momentum $p-q$ (for simplicity, we take one flavor, and so the same mass for the quark and anti-quark). The Bethe-Salpeter equation reads,

$$
\begin{equation*}
\tilde{\phi}(p, q)=-4 i g^{2} S(p-q) S(p) \int \frac{\mathrm{d}^{2} k}{(2 \pi)^{2}} \mathcal{P}\left(\frac{1}{\left(k_{-}-p_{-}\right)^{2}}\right) \tilde{\phi}\left(k_{-}, q\right) \tag{10.11}
\end{equation*}
$$

Defining

$$
\phi\left(p_{-}, q\right)=\int \mathrm{d} p_{+} \tilde{\phi}(p, q)
$$



Fig. 10.3. The Green's function of the quark bilinear.


Fig. 10.4. The Bethe-Salpeter equation.
we get,

$$
\begin{equation*}
\phi\left(p_{-}, q\right)=-i \frac{g^{2}}{\pi^{2}} \int \mathrm{~d} p_{+} S(p-q) S(p) \int \mathrm{d} k_{-} \mathcal{P}\left(\frac{1}{\left(k_{-}-p_{-}\right)^{2}}\right) \phi\left(k_{-}, q\right) \tag{10.12}
\end{equation*}
$$

The integral over $p_{+}$can be done explicitly

$$
\begin{align*}
I\left(p_{-}, q\right) & \equiv \int \mathrm{d} p_{+} S(p-q) S(p) \\
& =-\int \mathrm{d} p_{+} \frac{1}{\left[2\left(p_{+}-q_{+}\right)-\frac{M^{2}-i \epsilon}{p_{-}-q_{-}}\right]} \frac{1}{\left[2 p_{+}-\frac{M^{2}-i \epsilon}{p_{-}}\right]} \tag{10.13}
\end{align*}
$$

If $p_{-}$is outside the interval $\left[0, q_{-}\right]$then the two poles are on same side of the real axis, and the integral vanishes. When $p_{-}$is inside the interval, the integral is (taking $q_{-}>0$ ),

$$
-i \pi\left[2 q_{+}-\frac{M^{2}}{p_{-}}-\frac{M^{2}}{\left(q_{-}-p_{-}\right)}\right]
$$

so that,

$$
\begin{equation*}
\left[2 q_{+}-\frac{M^{2}}{p_{-}}-\frac{M^{2}}{\left.q_{-}-p_{-}\right)}\right] \phi\left(p_{-}, q\right)=-\frac{g^{2}}{\pi} \int_{0}^{q_{-}} \mathrm{d} k_{-} \mathcal{P}\left(\frac{1}{\left(k_{-}-p_{-}\right)^{2}}\right) \phi\left(k_{-}, q\right) \tag{10.14}
\end{equation*}
$$

Defining $x$ and $y$ by,

$$
p_{-}=x q_{-}, \quad k_{-}=y q_{-},
$$

and,

$$
2 q_{+} q_{-}=\mu^{2}
$$

one finally gets 't Hooft's equation,

$$
\begin{equation*}
\left.\mu^{2} \phi(x)=\left[\frac{M^{2}}{x}+\frac{M^{2}}{1-x}\right] \phi(x)-\frac{g^{2}}{\pi} \int_{0}^{1} \mathrm{~d} y \frac{1}{(x-y)^{2}}\right) \phi(y) \tag{10.15}
\end{equation*}
$$

with $\phi(x)$ defined on the interval $[0,1]$.
The equation cannot be solved analytically, but one can compute the wavefunctions that correspond to the various states numerically.

Before describing these solutions let us further discuss the equation. In fact one can derive the equation using a light-cone Schrödinger equation. In the lightcone coordinates a system is specified at $x^{+}$, and its dynamics is generated by $P_{+}$, the generator of translations of $x^{+}$. Since the latter commutes with $P_{-}$, the generator of translations of $x^{-}$, it is useful to use the eigenspace of $P_{-}$. For example, for a free single particle of mass $M, 2 P_{+}=\frac{M^{2}}{P_{-}}$. Note however that unlike the ordinary Schrödinger formulation which is expressed in terms of a real line, the spectrum of $P_{1}$, in the light-cone case the spectrum of $P_{-}$is the positive half-line. For a system of two particles one can always choose to normalize the eigenvalue of $P_{-}$to be one, so that the eigenvalue of the operator on one of the two particles is $x$ and the on the other it is $1-x$, such that for two non-interacting particles $2 P_{+}=\frac{M^{2}}{x}+\frac{M^{2}}{1-x}$. This yields the first two terms in (10.15). The other term, the integral, is just a linear potential term. If we interpret temporarily $x$ as a position operator, then the operator form of (10.15) is,

$$
\begin{equation*}
2 P_{+}=\frac{M^{2}}{x}+\frac{M^{2}}{1-x}+g^{2}|p| . \tag{10.16}
\end{equation*}
$$

This is the Hamiltonian of a massless particle moving in a potential and restricted to a box $[0,1]$. This guarantees that the spectrum is discrete and there is no continuum of two free particles. Moreover we can go further with this interpretation and argue that at least for high-level states the eigenstates are like those of a free particle in a box namely,

$$
\begin{equation*}
\phi_{n} \approx \sin (\pi n x), \quad \mu_{n}^{2} \approx g^{2} \pi n \tag{10.17}
\end{equation*}
$$

for $n=1,2, \ldots$ These states furnish a linear "Regge trajectory" with no continuum. We will verify shortly that for large $n$ this is indeed the structure of the eigenstates and eigenvalues. Since the renormalized quark mass becomes tachyonic for large coupling constant $g$ (eqn. 10.8) one may wonder whether the mesonic bound states can also be tachyonic. It turns out that this cannot occur.

From (10.15) it follows that,

$$
\begin{align*}
\mu^{2} \int_{0}^{1}|\phi(x)|^{2} \mathrm{~d} x= & m^{2} \int_{0}^{1}|\phi(x)|^{2}\left[\frac{1}{x}+\frac{1}{1-x}\right] \mathrm{d} x \\
& +\frac{g^{2}}{2 \pi} \int_{0}^{1} \mathrm{~d} x \int_{0}^{1} \mathrm{~d} y \frac{|\phi(x)||\phi(y)|}{(x-y)^{2}} . \tag{10.18}
\end{align*}
$$

To solve the 't Hooft equation (10.15) we need to specify the boundary conditions.

At $x=0(x=1)$ the solution may behave like $x^{ \pm \beta}\left((1-x)^{ \pm \beta}\right)$ with,

$$
\begin{equation*}
\pi \beta \cot g(\pi \beta)+\frac{\pi M^{2}}{g^{2}}=0 \tag{10.19}
\end{equation*}
$$

Let us define the "Hamiltonian" of the system as the right-hand side of equation (10.15), namely,

$$
\begin{equation*}
H \phi(x) \equiv\left[\frac{M^{2}}{x}+\frac{M^{2}}{1-x}\right] \phi(x)-\frac{g^{2}}{\pi} \int_{0}^{1} \mathrm{~d} y \mathcal{P}\left(\frac{1}{(x-y)^{2}}\right) \phi(y) \tag{10.20}
\end{equation*}
$$

This Hamiltonian is Hermitian only when acting on the space of functions that vanish on the boundary, as can be seen from (10.18). Using the latter one can show that $\phi_{n}$ with $\phi_{n}(0)=\phi_{n}(1)=0$ constitute a complete orthonormal set,

$$
\begin{align*}
\sum_{n} \phi_{n}(x) \phi_{n}\left(x^{\prime}\right) & =\delta\left(x-x^{\prime}\right) \\
\int_{0}^{1} \phi_{n}^{*}(x) \phi_{m}(x) \mathrm{d} x & =\delta_{n m} . \tag{10.21}
\end{align*}
$$

Since the integral in (10.15) gets its main contribution from $y$ close to $x$ and since for a periodic function we have,

$$
\begin{equation*}
\mathcal{P}\left(\int_{0}^{1} \frac{\mathrm{e}^{i w y}}{(x-y)^{2}} \mathrm{~d} y\right) \simeq \mathcal{P}\left(\int_{-\infty}^{\infty} \frac{\mathrm{e}^{i w y}}{(x-y)^{2}} \mathrm{~d} y\right)=-\pi|w| \mathrm{e}^{i w x} \tag{10.22}
\end{equation*}
$$

then the configurations given in (10.17) are a good approximation of the eigenstates of the system. The numerical solutions of eqn. (10.15) are drawn in Fig. 10.5.

In this figure the mass spectrum of mesons is shown for various values of quark mass. In cases when the mass of the quark and anti-quark are not equal, the term $\left[\frac{M^{2}}{x}+\frac{M^{2}}{1-x}\right]$ in (10.15) is replaced by $\left[\frac{M_{1}^{2}}{x}+\frac{M_{2}^{2}}{1-x}\right]$.

The masses and wavefunctions cannot be determined in general in an analytic form. However in certain limits one can write down approximate expressions. In [52] it was shown that the highly excited states $n \gg 1$, where $n$ is the excitation number have masses given by,
$\left(M_{\mathrm{mes}}\right)_{n}^{2} \sim \pi g^{2} N\left(n+\frac{3}{4}\right)+\left(m_{q_{1}}^{2}+m_{q_{2}}^{2}\right) \ln (n)+C\left(m_{q_{1}}^{2}\right)+C\left(m_{q_{1}}^{2}\right)+\mathcal{O}\left(\frac{1}{n}\right)$,


Fig. 10.5. The spectrum of mesons. The squared masses are in units of $\frac{g^{2}}{\pi}[124]$.
where $m_{q_{i}}$ are the masses of the quark and anti-quark and where the functions $C\left(m_{q}^{2}\right)$ are given in [52].

The opposite limit of low-lying states and in particular the ground state can be deduced in the limit of large quark masses, namely $m_{q} \gg g$ and small quark masses $g \gg m_{q}$. For the ground state in the former limit one finds,

$$
\begin{equation*}
M_{\mathrm{mes}}^{0} \cong m_{q_{1}}+m_{q_{2}} . \tag{10.24}
\end{equation*}
$$

In the opposite limit of $m_{q} \ll g$,

$$
\begin{equation*}
\left(M_{\mathrm{mes}}^{0}\right)^{2} \cong \frac{\pi}{3} \sqrt{\frac{g^{2} N_{c}}{\pi}}\left(m_{1}+m_{2}\right) \tag{10.25}
\end{equation*}
$$

For the special case of massless quarks we find a massless meson.
In Fig. 10.6 the spectrum of meson nonets built from two triplets of flavor with masses
(a) $m_{1}=0 \quad m_{2}=0.2 \quad m_{3}=0.4$
(b) $m_{1}=0.8 \quad m_{2}=1.0 \quad m_{3}=1.2$


Fig. 10.6. Meson nonets for $N_{c}=3$. In case (a) the masses of the triplet are $m_{1}=0.00, m_{2}=0.20, m_{3}=0.4$ and in (b) $m_{1}=0.80, m_{2}=1.00, m_{3}=1.2$ [124].
is shown, in units of $\frac{g}{\sqrt{\pi}}$. Then the ground state is at 2.7 , the first excited state at 4.16, and level $n=10$ is at 20.55. It is obvious from these cases that for larger $n$, the wavefunction gets more and more sharply picked around $x=0.5$. For the case of unequal masses, the wavefunction ceases to be symmetric, as can be seen from Fig. 10.7 for $m_{1}=1, m_{2}=5$.

### 10.1 Scattering of mesons

In the previous section we have described the equation that governs the formation of mesonic bound states, and the corresponding meson spectrum follows from a homogeneous Bethe-Salpeter equation. This can be generalized to the equation for full quark anti-quark scattering amplitude, which takes the form of the nonhomogeneous equation of Fig. 10.8.

The scattering amplitude has the following structure,

$$
\begin{equation*}
T_{\alpha \beta, \gamma \delta}=\left(\gamma_{-}\right)_{\alpha \gamma}\left(\gamma_{-}\right)_{\beta \delta} T\left(q, q^{\prime}, p\right) \tag{10.27}
\end{equation*}
$$

The undressed amplitude $T\left(q, q^{\prime}, p\right)$ takes the form,

$$
\begin{equation*}
T\left(q, q^{\prime}, p\right)=\frac{i g^{2}}{\left(q_{-}-q_{-}^{\prime}\right)^{2}}+\frac{i g^{2} N}{\pi^{2}} \int \frac{\mathrm{~d} k_{-} \phi\left(k_{-}, q^{\prime}, p\right)}{\left(k_{-}-q_{-}\right)^{2}} \tag{10.28}
\end{equation*}
$$



Fig. 10.7. Wavefunction for $m_{1}=1, m_{2}=5$.


Fig. 10.8. The Bethe-Salpeter equation for quark anti-quark scattering.
where,

$$
\begin{equation*}
\phi\left(q_{-}, q_{-}^{\prime}, p\right)=\int \mathrm{d} q_{+} S_{E}(q) S_{E}(q-p) T\left(q, q^{\prime}, p\right) \tag{10.29}
\end{equation*}
$$

Similar to the equation for the "wave function" $\phi(x)$ we now get the generalization to $\phi\left(x, x^{\prime}, p\right)$ which reads,

$$
\begin{align*}
\mu^{2} \phi\left(x, x^{\prime}, p\right)= & {\left[\frac{M^{2}}{x}+\frac{M^{2}}{1-x}\right] \phi\left(x, x^{\prime}, p\right) } \\
& +\frac{\pi^{2}}{N p_{-}\left(x-x^{\prime}\right)^{2}}+\int_{0}^{1} \mathrm{~d} y \frac{\left[\phi\left(x, x^{\prime}, p\right)-\phi\left(y, x^{\prime}, p\right)\right]}{(x-y)^{2}} \tag{10.30}
\end{align*}
$$

It is now straightforward to express $\phi\left(x, x^{\prime}, p\right)$ in terms of $\phi(x)$ as,

$$
\begin{equation*}
\phi\left(x, x^{\prime}, p\right)=-\sum_{n} \frac{\pi g^{2}}{p^{2}-p_{n}^{2}} \frac{1}{p_{-}} \int_{0}^{1} \mathrm{~d} y \frac{\phi_{n}(x) \phi *_{n}(y)}{(x-y)^{2}} \tag{10.31}
\end{equation*}
$$

and substituting this into (10.28) we find the scattering amplitude,

$$
\begin{align*}
T\left(x, x^{\prime}, p\right)= & \frac{i g^{2}}{p_{-}^{2}\left(x^{\prime}-x\right)^{2}}-\frac{i g^{2}\left(g^{2} N\right)}{\pi p_{-}^{2}} \sum_{n} \frac{1}{p^{2}-p_{n}^{2}} \\
& \times \int_{0}^{1} \mathrm{~d} y \int_{0}^{1} \mathrm{~d} y^{\prime} \frac{\phi_{n}(y) \phi *_{n}\left(y^{\prime}\right)}{(x-y)^{2}\left(x^{\prime}-y^{\prime}\right)^{2}}=\frac{i g^{2}}{p_{-}^{2}\left(x^{\prime}-x\right)^{2}}-\sum_{n} \frac{1}{p^{2}-p_{n}^{2}} \\
& {\left[\phi_{n}^{*}\left(x^{\prime}\right) \frac{2 g}{\lambda} \sqrt{\frac{g^{2} N}{\pi}}\left(\theta\left(x^{\prime}\left(1-x^{\prime}\right)\right)+\frac{\lambda}{2\left|p_{-}\right|}\left(\frac{\gamma_{1}-1}{x^{\prime}}+\frac{\gamma_{2}-1}{1-x^{\prime}}-\mu_{k}^{2}\right)\right)\right] } \\
& \times\left[\left(x^{\prime} \leftrightarrow x\right)\right], \tag{10.32}
\end{align*}
$$

where $\gamma_{i}$ for $i=1,2$ are $\frac{M_{i}}{\left(\frac{\varphi}{\sqrt{\pi}}\right)}$.
This clarifies the dynamics of the confinement. The infinite self-mass quark is cancelled by the quark anti-quark interaction producing finite mass color singlet bound states, whose mass squared, as we have seen above, increases linearly for high excited states. The infrared behavior is determined by the dependence on $\lambda$ as in (10.9). The bound state wave function is of order $\frac{1}{\lambda}$ as $\lambda \rightarrow 0$. The fact that the amplitude for a bound state to decay into quarks is infinite as $\lambda \rightarrow 0$ compensates for the vanishing quark propagator in this limit to produce finite bound state amplitudes, which contain no multiquark discontinuities.

To test the consistency of the model one has to examine also the hadronic scattering processes. One has to check that these are finite in the limit of $\lambda \rightarrow 0$, unitary and Lorentz invariant. A consequence of the unitarity is the absence of long range forces among the color singlets.

In Fig. 10.9 the three-particle vertex function and the two-particle scattering are drawn. The three-particle vertex function, Fig. 10.9(a), is of order $g \sim \frac{1}{\sqrt{N}}$. Each quark propagator is of order $\lambda$. The $k_{+}$loop momentum is of order $\frac{1}{\lambda}$ since it is dominated by the pole at $\frac{1}{\lambda}$. From the three bound state wave functions we get a factor of $\left(\frac{1}{\lambda}\right)^{2}$ since at least one wave function must be of order unity to conserve momentum. So altogether the factors of $\lambda$ cancel out and we get a finite result in the limit of $\lambda \rightarrow 0$.

The two-particle scattering is described in Fig. 10.9(b) and 10.9(c). The former describes a hadronic exchange and the latter a quark exchange. The quark exchange may seem to be infinite in the limit $\lambda \rightarrow 0$ since now the quark and anti-quark can move in the same direction with an amplitude that behaves like $\frac{1}{\lambda}$. The total dependence on $\lambda$ is as follows: $\lambda^{4}$ from quark propagators, $\frac{1}{\lambda^{4}}$ from the wave functions and $\frac{1}{\lambda}$ from the loop momentum integration. However it can be shown that when one adds all diagrams that contribute to $\frac{1}{N}$ order, the terms of
(a)





Fig. 10.9. (a) Three-particle vertex function. (b) Hadronic exchange contribution to two-particle scattering amplitude. (c) Quark exchange contribution to two-particle scattering amplitude.
order $\frac{1}{\lambda}$ cancel, leaving a finite remainder. In this way we have verified unitarity of the model to the first non-trivial order.

### 10.2 Higher $1 / N$ corrections

At $N=\infty$ the mesons are stable since their decay rate, as will be shown shortly, is proportional to $\frac{1}{N}$. Going to the $\frac{1}{N}$ corrections, a meson has the following amplitude to decay into two mesons ${ }^{1}$

$$
\begin{align*}
\mathcal{A}\left(i, f_{1}, f_{2} ; w\right)= & \frac{4 g^{2} \sqrt{N}}{\sqrt{\pi}}\left\{\frac{1}{1-w} \int_{0}^{w} \mathrm{~d} x \phi_{i}(x) \phi_{f_{1}}\left(\frac{x}{w}\right) \Phi_{f_{2}}\left(\frac{x-w}{1-w}\right)\right. \\
& \left.-\frac{1}{w} \int_{w}^{1} \mathrm{~d} x \phi_{i}(x) \Phi_{f_{1}}\left(\frac{x}{w}\right) \phi_{f_{2}}\left(\frac{x-w}{1-w}\right)\right\}, \tag{10.33}
\end{align*}
$$

[^34]where $\phi_{i}, \phi_{f_{1}}, \phi_{f_{2}}$ are the wave functions of the initial meson and first and second final mesons, respectively. The quark ends up being in the second final meson and the anti-quark in the first final meson. The vertex function $\Phi(x)$, with $x$ not $\in$ $[0,1]$, is related to the wave function as,
\[

$$
\begin{equation*}
\Phi(x)=\int_{0}^{1} \mathrm{~d} y \frac{1}{(x-y)^{2}} \phi(y) \tag{10.34}
\end{equation*}
$$

\]

The kinematic parameter $w$ takes the values,

$$
\begin{equation*}
w_{ \pm}=\frac{\mu_{i}^{2}+\mu_{f_{1}}^{2}-\mu_{f_{2}}^{2} \mp \sqrt{\left(\mu_{i}^{2}+\mu_{f_{1}}^{2}-\mu_{f_{2}}^{2}\right)^{2}-4 \mu_{i}^{2} \mu_{f_{2}}^{2}}}{2 \mu_{i}^{2}} \tag{10.35}
\end{equation*}
$$

where $w_{+}$and $w_{-}$correspond to the right and left moving final state $f_{1}$. The decay can take place only provided $\mu_{i} \geq \mu_{f_{1}}+\mu_{f_{2}}$. It is clear that for fixed $g^{2} N$ the amplitude is of order $\mathcal{A} \sim O\left(\frac{1}{\sqrt{N}}\right)$. The amplitude (10.33) is for a partial decay and for full-on shell amplitude one has to add the partial decays

$$
\begin{equation*}
\mathcal{A}=\left(1-(-1)^{\sigma_{i}+\sigma_{f_{1}}+\sigma_{f_{2}}}\right)\left(\mathcal{A}\left(i, f_{1}, f_{2} ; w_{+}\right)+\mathcal{A}\left(i, f_{1}, f_{2} ; w_{-}\right)\right), \tag{10.36}
\end{equation*}
$$

with $\sigma_{+}$for even parity state and $\sigma_{-}$for odd parity state. It was found that numerically these amplitudes for various excited states do not vanish. This also shows that the model is not integrable.

It was further found that the amplitudes for mesons made out of massless quark anti-quark pairs differ significantly from those of mesons made out of massive ones. An interesting result that follows from the computations of these amplitudes is that the amplitude for decay of an exited meson into a pion and another meson vanishes, in the case of massless quarks. This is actually to be expected, as for massless quarks the two-dimensional pion is massless and decoupled, since there is no chiral symmetry breaking in two dimensions.

# 11 <br> Mesonic spectrum from current algebra 

### 11.1 Introduction

In this chapter we study the mesonic spectrum of various $Q C D_{2}$ theories. The main idea is to use the current algebra of the underlying ungauged theories. In addition we combine the bosonization techniques developed in Chapter 6 with that of a large $N$ expansion of Chapter 7 and a light-front quantization as in Chapter 10. We will focus our attention on the massive mesonic spectrum of conformal field theories coupled to non-abelian gauge fields. In particular massless multi-flavor fundamental quarks and adjoint quarks that will be shown to correspond to the particular case of $N_{f}=N_{c}$.

First a universality theorem, that states that the massive mesonic spectrum does not depend on the representation of the matter field but rather only on its ALA level, will be derived, following Kutasov and Schwimmer [148].
We then present a detailed determination of the massive mesonic spectrum using a 't Hooft-like equation for the wave functions of "currentballs" states. We will discuss in particular the special cases of $N_{f}=1, N_{f}=N_{c}$ and $N_{f} \gg N_{c}$. The last section is devoted to the spectrum of states built by the action of a single current creation operator on the adjoint vacuum. In both cases it will be shown that the bosonization approach leads to the introduction of current quanta as the basic degrees of freedom. Once the mass operator $P^{+} P^{-}=M^{2}$ is expressed in terms of the current quanta, the bosonization has already left the scene.

The main content of this chapter, the mesonic spectrum from current algebra, is based on [17]. ${ }^{1}$ The spectrum based on the adjoint vacuum was introduced in [3].

### 11.2 Universality of conformal field theories coupled to $\boldsymbol{Y} \boldsymbol{M}_{2}$

So far we have mainly discussed the coupling of matter in the fundamental representation to the two-dimensional $Y M$ fields. Obviously one can also couple other matter fields to these non-abelian gauge fields. A natural class of matter theories that one would like to gauge are the conformal field theories which admit on top of the Virasoro algebra also an affine Lie algebra structure. These theories which are characterized by the corresponding Lie algebra $G$ and the level $k$ of the

[^35]affine Lie algebra, are candidates for coupling to non-abelian gauge fields of the group $G$. A particular family of such theories are the WZW models, invariant under $G \times G$ of level $k$. We have discussed in Chapter 6 the gauging of such models. In this chapter we would like to address the issue of the spectrum of such gauged conformal field theories, and in particular the massive sector of the spectrum. In general the Lagrangian density of such a theory reads,
\[

$$
\begin{align*}
\mathcal{L} & =\mathcal{L}_{C F T}-\frac{1}{2 e^{2}} \operatorname{Tr}\left[F_{\mu \nu}^{2}\right]+\mathcal{L}_{I} \\
& =\mathcal{L}_{C F T}-\frac{1}{2 e^{2}} \operatorname{Tr}\left[\left(\partial_{-} A_{+}\right)^{2}\right]+\operatorname{Tr}\left[A_{+} J_{-}\right] \\
& =\mathcal{L}_{C F T}-\frac{e^{2}}{2} \operatorname{Tr}\left[J^{+} \frac{1}{\partial_{-}^{2}} J^{+}\right]=\mathcal{L}_{C F T}-\frac{e^{2}}{2} \operatorname{Tr}\left[J \frac{1}{\partial^{2}} J\right], \tag{11.1}
\end{align*}
$$
\]

where we have used the light-cone gauge $A_{-}=0$. We will be using the notation of $J$ for $J_{-}$and $\bar{J}$ for $J_{+}$, and similar for other holomorphic and anti-holomorphic quantities.

A conformal field theory invariant under the symmetry generated by a $G$ ALA has holomorphic currents $J^{a}$ in the adjoint representation of $G$, as well as anti-holomorphic currents also in the adjoint representation of $G$. In general the holomorphic currents obey an ALA with level $k$ and the anti-holomorphic currents an ALA of level $\bar{k}$. However, gauging the conformal theory requires vanishing of the chiral anomaly, namely it requires that,

$$
\begin{equation*}
k=\bar{k} \tag{11.2}
\end{equation*}
$$

Next we quantize the system on the light-front. This framework is very convenient since both momenta $P^{-}$and $P^{+}$, or equivalently $P$ and $\bar{P}$, can be expressed in terms of $J$ only (with no reference to $\bar{J}$ ). This decoupling of one sector (the anti-holomorphic one) can be attributed to the fact that in a frame moving to the right with the speed of light there is no way to interact with massless left-moving particles. The light-cone Hamiltonian is given by,

$$
\begin{align*}
P^{+} & =\frac{1}{[C(G)+k]} \int \mathrm{d} x^{-}: J^{a}\left(x^{-}\right) J^{a}\left(x^{-}\right) \\
& =\sum_{n=1}^{\infty} \frac{1}{n^{2}} J_{-n}^{a} J_{n}^{a} \tag{11.3}
\end{align*}
$$

where in the last line we have assumed that the light-cone space direction $x^{-}=z$ has been put on a circle. Thus the Hamiltonian acts inside current blocks, and the problem of finding the massive spectrum splits into diagonalizing the decoupled blocks of $P^{+}$on global $G$ singlets. We want to emphasize again that the light-front dynamics is fully independent of the anti-holomorphic sector, apart from the constraint that $k=\bar{k}$. This clearly means that we can replace the anti-holomorphic sector with another anti-holomorphic sector, provided that
the latter has a level that equals $k$. Obviously we could have fixed the opposite gauge $A_{+}=0$, leaving only the anti-holomorphic sector with currents $\bar{J}$. In that gauge we could have replaced the holomorphic sector with another one, again provided that it has level $k$. Thus we conclude that the massive spectrum does not depend on the representations $r$ and $\bar{r}$, but only on the gauge group $G$ and the level $k$.

We would like to demonstrate this universality in the context of a generalization of Schwinger's model, which contains $n^{\mathrm{R}}$ right moving fermions $\psi_{i}^{\mathrm{R}} i=1 \ldots n^{\mathrm{R}}$ and $n^{\mathrm{L}}$ left-moving fermions $\psi_{i}^{\mathrm{L}} i=1 \ldots n^{\mathrm{L}}$ [120]. Both the rightand left-moving fermions are charged with respect to an abelian $U(1)$ gauge symmetry with charges $q_{i}^{\mathrm{R}}$ and $q_{i}^{\mathrm{L}}$ respectively. The system is described by the Lagrangian density,

$$
\begin{equation*}
\mathcal{L}=\psi_{i}^{\mathrm{R}} \bar{\partial} \psi_{i}^{\mathrm{R}}+\psi_{i}^{\mathrm{L}^{\dagger}} \partial \psi_{i}^{\mathrm{L}}+\bar{A} J-\frac{1}{4 e^{2}}(\partial \bar{A})^{2} \tag{11.4}
\end{equation*}
$$

where $J=\sum_{i}^{n^{\mathrm{R}}} q_{i}^{\mathrm{R}} \psi_{i}^{\mathrm{R}}{ }^{\dagger} \psi_{i}^{\mathrm{R}}$ and we are using the gauge $A=0$. Upon integrating $\bar{A}$ we get,

$$
\begin{equation*}
\mathcal{L}=\psi_{i}^{\mathrm{R}} \bar{\partial} \psi_{i}^{\mathrm{R}}+\psi_{i}^{\mathrm{L}^{\dagger}} \partial \psi_{i}^{\mathrm{L}}-e^{2} J \frac{1}{\partial^{2}} J \tag{11.5}
\end{equation*}
$$

We can now bosonize the system. Note that the fermions at hand are not Dirac fermions but rather $n^{\mathrm{R}}$ right and $n^{\mathrm{L}}$ left chiral fermions. The system is consistent in the sense that there is no chiral anomaly when,

$$
\begin{equation*}
k^{\mathrm{R}} \equiv \sum_{i=1}^{N^{\mathrm{R}}} q_{i}^{\mathrm{R}} \quad k^{\mathrm{L}} \equiv \sum_{i=1}^{N^{\mathrm{L}}} q_{i}^{\mathrm{L}} \quad k^{\mathrm{R}}=k^{\mathrm{L}}=k \tag{11.6}
\end{equation*}
$$

One can use the prescription for chiral bosonization described in Section 6.4. In fact it is enough to note that the interaction term takes the form,

$$
\begin{equation*}
\mathcal{L}_{\mathrm{int}}=-e^{2} J \frac{1}{\partial^{2}} J=e^{2}(\phi)^{2} \tag{11.7}
\end{equation*}
$$

where $\phi=\sum_{i}^{N^{\mathrm{R}}} q_{i}^{\mathrm{R}} \phi_{i}^{\mathrm{R}}=\sum_{i}^{N^{\mathrm{L}}} q_{i}^{\mathrm{L}} \phi_{i}^{\mathrm{L}}$ and $\phi^{\mathrm{L}}$ and $\phi^{\mathrm{L}}$ are the right and left chiral bosons that corresponds to the right and left chiral fermions. Thus we conclude that the spectrum includes one massive mode corresponding to $\phi$ plus $n^{R}-1$ and $n^{\mathrm{L}}-1$ massless right- and left-moving particles, respectively. It is now evident that indeed in accordance with the universality theorem, the massive sector does not depend on the explicit sequence of charges $q_{i}^{\mathrm{R}}$ and $q_{i}^{\mathrm{L}}$ but only on the combination expressed in $\phi$.

Another example of the universality theorem is the case of adjoint fermions. The ALA associated with the currents built from the adjoint fermions $J^{a b}=$ $\psi^{a c} \psi^{c b}$ is of level $N_{c}$. The CFT based on a WZW model of $S U\left(N_{c}\right)$ of level $k=N_{c}$ is another theory with the same ALA, and hence the massive sector of the spectrum of these theories should, according to the theorem, be the same.

In the next section we describe the massive spectrum of such models based on a 't Hooft-like equation for the currents.

### 11.3 Mesonic spectra of two-current states

In this section we derive the massive meson spectrum built from two current creation operators acting on the vacuum. In the next section we will discuss states constructed from a single current acting on the adjoint vacuum.

The first step in the determination of the spectrum is the derivation of a 't Hooft-like equation for the wave functions of the "currentball" states, at arbitrary level $N_{f}$. This equation should interpolate between the description of a single flavor ('t Hooft model), the model $N_{f}=N_{c}$ equivalent to adjoint fermions and the large $N_{f}$ limit. We will argue that the equation obtained suggests that the underlying degrees of freedom in the problem are interacting "gluons" with mass $\frac{e^{2} N_{f}}{\pi}$. Actually, these are related to the color currents, but are color singlets.

Then we will solve the equation for the lowest massive state. Whereas the 't Hooft model $N_{f}=1$ is exactly solvable, the multi-flavor case with $N_{f}>1$ is not solvable even in the Veneziano limit when both $N_{c}$ and $N_{f}$ are taken to infinity (with a fixed ratio), since pair creation and annihilation are not suppressed.

For the case of the adjoint quarks, the results derived using the current quanta will be shown to be compatible with those computed with fermions as the basic degrees of freedom discussed in Chapter 12. For large $N_{f}$ it will be shown that the exact massive spectrum is a single particle with $M^{2}=\frac{e^{2} N_{f}}{\pi}$. This phenomenon is explained by the fact that this limit can be viewed as an "abelianization" of the model.

### 11.3.1 The basic setup

We now establish the basic setup. We start with the fermionic formulation of the various theories, impose the light-cone gauge, introduce the bosonized version and finally write down the mass operator.

In Section 8.4 the classical theory of $Q C D_{2}$ with Dirac fermions in the fundamental representation was described. Here we will address this case as well as massless Majorana fermions in the adjoint representation. Recall that these theories are described by the following classical Lagrangian:

$$
\begin{equation*}
\mathcal{L}=-\operatorname{Tr}\left[\frac{1}{2 e^{2}} F_{\mu \nu}^{2}+i \bar{\Psi} D \Psi \Psi\right], \tag{11.8}
\end{equation*}
$$

where $F_{\mu \nu}=\partial_{\mu} A_{\nu}-\partial_{\nu} A_{\mu}+i\left[A_{\mu}, A_{\nu}\right]$ and the trace is over the color and flavor indices. For case (i) $\Psi$ has the group structure $\Psi_{i a}$ where $i=1, \ldots, N_{c}$ and $a=1, \ldots, N_{f}$ with $D_{\mu}=\partial_{\mu}-i A_{\mu}$, whereas for case (ii) $\Psi \equiv \Psi_{j}^{i}$ and $D_{\mu}=$ $\partial_{\mu}-i\left[A_{\mu},\right]$. In both cases $\Psi$ is two-spinor parametrized as $\Psi=\binom{\bar{\psi}}{\psi}$.

As we have seen in Chapter 10 it is useful to handle these models in the framework of light-front quantization, namely, to use light-cone space-time coordinates and to choose the chiral gauge $A_{-}=0$. In this scheme the Lagrangian takes the form,

$$
\begin{equation*}
\mathcal{L}=-\frac{1}{2 e^{2}}\left(\partial_{-} A_{+}\right)^{2}+i \psi^{\dagger} \partial_{+} \psi+i \bar{\psi}^{\dagger} \partial_{-} \bar{\psi}+A_{+} J^{+} \tag{11.9}
\end{equation*}
$$

where color and flavor indices were omitted and $J^{+}$denotes the + component of the color current $J^{+} \equiv \psi^{\dagger} \psi$. This Lagrangian density is identical to (11.4) when one replaces the complex coordinates with light-cone ones.

By choosing $x^{+}$to be the 'time' coordinate it is clear that $A_{+}$and $\bar{\psi}$ are nondynamical degrees of freedom. In fact, $\bar{\psi}$ are decoupled from the other fields, so in order to extract the physics of the dynamical degrees of freedom, one has to functionally integrate over $A_{+}$. The result of this integration is the following simplified Lagrangian,

$$
\begin{equation*}
\mathcal{L}=\mathcal{L}_{0}+\mathcal{L}_{I}=i \psi^{\dagger} \partial_{+} \psi+i \bar{\psi}^{\dagger} \partial_{-} \bar{\psi}-\frac{e^{2}}{2} J^{+} \frac{1}{\partial_{-}^{2}} J^{+} \tag{11.10}
\end{equation*}
$$

Since our basic idea is to solve the system in terms of the "quanta" of the colored currents, it is natural to introduce bosonization descriptions of the various fields.
(i) As was discussed in Section (9.3.2), the bosonized action of colored-flavored Dirac fermions in the fundamental representation is expressed in terms of a WZW action of a group element $u \in U\left(N_{c} \times N_{f}\right)$, with an additional mass term that couples the color, flavor and baryon number sectors. In the massless case when the latter term is missing, the action takes the form,

$$
\begin{equation*}
S_{0}^{\mathrm{fund}}=S_{\left(N_{f}\right)}^{\mathrm{WZW}}(g)+S_{\left(N_{c}\right)}^{\mathrm{WZW}}(h)+\frac{1}{2} \int \mathrm{~d}^{2} x \partial_{\mu} \phi \partial^{\mu} \phi \tag{11.11}
\end{equation*}
$$

where $g \in S U\left(N_{c}\right), h \in S U\left(N_{f}\right)$ and $\mathrm{e}^{i \sqrt{\frac{4 \pi}{N_{c} N_{f}}} \phi} \in U_{B}(1)$, with $U_{B}(1)$ denoting the baryon number symmetry, and the WZW action was given in Section 4.1.
(ii) The current structure of free Majorana fermions in the adjoint representation can be recast in terms of a WZW action of level $k=N_{c}$, namely $S_{0}^{\text {adj }}=S_{\left(N_{c}\right)}^{\mathrm{WZW}}(g)$, where now $g$ is in the adjoint representation of $\operatorname{SU}\left(N_{c}\right)$, so that it carries a conformal dimension of $\frac{1}{2}$. Multi-flavor adjoint fermions can be described as $S_{N_{f}}^{\mathrm{WZW}}(g)+S_{N_{c}^{2}-1}^{\mathrm{WZW}}(h)$ where $g \in S O\left(N_{c}^{2}-1\right)$ and $h \in S O\left(N_{f}\right)$. In the present work we discuss only gauging of $S U\left(N_{c}\right)$ WZW so the latter model would not be considered.

Substituting now $S_{0}^{\text {fund }}$ or $S_{0}^{\text {adj }}$ for $S_{0}$ the action that corresponds to 11.10 becomes,

$$
\begin{equation*}
S=S_{0}-\frac{e^{2}}{2} \int \mathrm{~d}^{2} x J^{+} \frac{1}{\partial_{-}^{2}} J^{+} \tag{11.12}
\end{equation*}
$$

where the current $J^{+}$now reads $J^{+}=i \frac{k}{2 \pi} g \partial_{-} g^{\dagger}$, and the level $k=N_{f}$ and $k=$ $N_{c}$ for the multi-flavor fundamental and adjoint cases, respectively.

The light-front quantization scheme is very convenient because the corresponding momenta generators $P^{+}$and $P^{-}$can be expressed only in terms of $J^{+}$. We would like to emphasize that this holds only for the massless case.

Using the Sugawara construction, the contribution of the colored currents to the momentum operator $P^{+}$takes the simple form,

$$
\begin{equation*}
P^{+}=\frac{1}{N_{c}+k} \int \mathrm{~d} x^{-}: J_{j}^{i}\left(x^{-}\right) J_{i}^{j}\left(x^{-}\right): \tag{11.13}
\end{equation*}
$$

where $J \equiv \sqrt{\pi} J^{+}, N_{c}$ in the denominator is the second Casimir operator of the adjoint representation and the level $k$ takes the values mentioned above. Note that for future purposes we have added the color indices $i, j=1 \ldots N_{c}$ to the currents. In the absence of the interaction with the gauge fields the second momentum operator $P^{-}$vanishes. For the various $Q C D_{2}$ models it is given by,

$$
\begin{equation*}
P^{-}=-\frac{e^{2}}{2 \pi} \int \mathrm{~d} x^{-}: J_{j}^{i}\left(x^{-}\right) \frac{1}{\partial_{-}^{2}} J_{i}^{j}\left(x^{-}\right): . \tag{11.14}
\end{equation*}
$$

In order to find the massive spectrum of the model we should diagonalize the mass operator $M^{2}=2 P^{+} P^{-}$. Our task is therefore to solve the eigenvalue equation,

$$
\begin{equation*}
2 P^{+} P^{-}|\psi\rangle=M^{2}|\psi\rangle \tag{11.15}
\end{equation*}
$$

We write $P^{+}$and $P^{-}$in term of the Fourier transform of $J\left(x^{-}\right)$, defined by,

$$
J\left(p^{+}\right)=\int \frac{\mathrm{d} x^{-}}{\sqrt{2 \pi}} \mathrm{e}^{-i p^{+} x^{-}} J\left(x^{-}\right)
$$

Normal ordering in the expressions of $P^{+}$and $P^{-}$are naturally with respect to $p$, where $p<0$ denotes a creation operator, and to simplify the notation we will write from here on $p$ instead of $p^{+}$. In terms of these variables the momenta generators are,

$$
\begin{align*}
& P^{+}=\frac{2}{N+k} \int_{0}^{\infty} d p J_{j}^{i}(-p) J_{i}^{j}(p) \\
& P^{-}=\frac{e^{2}}{\pi} \int_{0}^{\infty} d p \frac{1}{p^{2}} J_{j}^{i}(-p) J_{i}^{j}(p) \tag{11.16}
\end{align*}
$$

Recall that the light-cone currents $J_{j}^{i}(p)$ obey a level $k, S U\left(N_{c}\right)$ affine Lie algebra,

$$
\begin{equation*}
\left[J_{i}^{k}(p), J_{l}^{n}\left(p^{\prime}\right)\right]=\frac{1}{2} k p\left(\delta_{i}^{n} \delta_{l}^{k}-\frac{1}{N} \delta_{i}^{k} \delta_{l}^{n}\right) \delta\left(p+p^{\prime}\right)+\frac{1}{2}\left(J_{i}^{n}\left(p+p^{\prime}\right) \delta_{l}^{k}-J_{l}^{k}\left(p+p^{\prime}\right) \delta_{i}^{n}\right) \tag{11.17}
\end{equation*}
$$

We can now construct the Hilbert space. The vacuum $|0, R\rangle$ is defined by the annihilation property,

$$
\begin{equation*}
\forall p>0, J(p)|0, R\rangle=0 \tag{11.18}
\end{equation*}
$$

where R is an "allowed" representation depending on the level. Thus, a physical state in Hilbert space is,

$$
\operatorname{Tr} J\left(-p_{1}\right) \ldots J\left(-p_{n}\right)|0, R\rangle
$$

Note that this basis is not orthogonal.

### 11.3.2 't Hooft-like equation for the two-current wave function

We restrict ourselves to the simplest case of the two-current sector of the Hilbert space, (in Section 11.4 we will also mention the special case of one current on an adjoint vacuum) ,

$$
\begin{equation*}
|\Phi\rangle=\frac{1}{N_{c} N_{f}} \int_{0}^{1} \mathrm{~d} k \Phi(k) J^{a}(-k) J^{a}(k-1)|0\rangle \tag{11.19}
\end{equation*}
$$

namely to states which are color singlets of two currents with total $P^{+}=1$ momentum and a distribution of $P^{-}$momentum $\Phi(k)$. Note that $\Phi$ is a symmetric function,

$$
\begin{equation*}
\Phi(k)=\Phi(1-k) . \tag{11.20}
\end{equation*}
$$

Our task now is to find the eigenvalue (Schrödinger) equation for the wave function $\Phi(k)$. Let us start by the action of the "Hamiltonian" $P^{-}$on the state $|\Phi\rangle$.

The commutator of $P^{-}$with a current $J^{b}(-k)$ yields the result,

$$
\begin{align*}
& {\left[\int_{0}^{\infty} \frac{\mathrm{d} p}{p^{2}} J^{a}(-p) J^{a}(p), J^{b}(-k)\right]\left(\left(\frac{1}{2} N_{f}-N_{c}\right) \frac{1}{k}+N_{c} \frac{1}{\epsilon}\right) J^{b}(-k)} \\
& +\int_{k}^{\infty} \mathrm{d} p\left(\frac{1}{p^{2}}-\frac{1}{(p-k)^{2}}\right) i f^{a b c} J^{a}(-p) J^{c}(p-k) \\
& +\int_{0}^{k} \frac{\mathrm{~d} p}{p^{2}} i f^{a b c} J^{c}(p-k) J^{a}(-p) \tag{11.21}
\end{align*}
$$

We introduced $\epsilon$ as an IR cutoff, namely, the lower limit of integration. This is the analog of $\lambda$ in the derivation of the 't Hooft equation of Chapter 10. We take $\epsilon$ to go to zero at the end of the calculation.

The above expression (11.21) contains three terms on the right-hand side The first term contains a single creation operator. The second term contains an annihilation current and therefore should again be commuted with $J^{b}(k-1)$. The third term contains two creation currents and it would lead to a three-current state. This is a manifestation of the fact that pair creation is, generically, not suppressed in multi-flavor $\mathrm{QCD}_{2}$.

Note that while deriving eqn (11.21) we get an "infinite" contribution $N_{c} \frac{1}{\epsilon} J^{b}(-k)$. This contribution will be cancelled by a counter contribution which comes from the regime $p \sim k$ in the first integral on the right-hand side of (11.21), as below.

The commutator of the second term on the right-hand side of (11.21) with $J^{b}(k-1)$ yields,

$$
\begin{align*}
& {\left[\int_{k}^{\infty} \mathrm{d} p\left(\frac{1}{p^{2}}-\frac{1}{(p-k)^{2}}\right) i f^{a b c} J^{a}(-p) J^{c}(p-k), J^{b}(k-1)\right]}  \tag{11.22}\\
& \quad=N_{c} \int_{k}^{\infty} \mathrm{d} p\left(\frac{1}{p^{2}}-\frac{1}{(p-k)^{2}}\right)\left(J^{a}(-p) J^{a}(p-1)-J^{a}(p-k) J^{a}(k-p-1)\right) .
\end{align*}
$$

Our results can be summarized by the following set of equations,

$$
\begin{align*}
M^{2}|\Phi\rangle= & \frac{1}{N_{c} N_{f}} \int_{0}^{1} \mathrm{~d} k \tilde{\Phi}(k) J^{a}(-k) J^{a}(k-1)|0\rangle+\frac{1}{\left(N_{c} N_{f}\right)^{\frac{3}{2}}}  \tag{11.23}\\
& \times \int_{0}^{1} \mathrm{~d} k \mathrm{~d} p \mathrm{~d} l \delta(k+p+l-1) \Psi(k, p, l) i f^{a b c} J^{a}(-k) J^{b}(-p) J^{c}(-l)|0\rangle
\end{align*}
$$

with,

$$
\begin{equation*}
\Psi(k, p, l)=\frac{2 e^{2}\left(N_{c} N_{f}\right)^{\frac{1}{2}}}{\pi}\left(\frac{\Phi(l)-\Phi(k)}{p^{2}}\right), \tag{11.24}
\end{equation*}
$$

and,

$$
\begin{align*}
\tilde{\Phi}(k)= & \frac{e^{2}}{\pi}\left(\left(N_{f}-N_{c}\right)\left(\frac{1}{k}+\frac{1}{1-k}\right) \Phi(k)+\frac{2 N_{c}}{\epsilon} \Phi(k)\right.  \tag{11.25}\\
& \left.-N_{c} \int_{0}^{k-\epsilon} \mathrm{d} p \frac{\Phi(p)}{(p-k)^{2}}-N_{c} \int_{k+\epsilon}^{1} \mathrm{~d} p \frac{\Phi(p)}{(p-k)^{2}}+N_{c}\left(\frac{1}{k^{2}}-\frac{1}{(1-k)^{2}}\right) \int_{0}^{k} \mathrm{~d} p \Phi(p)\right)
\end{align*}
$$

Ignoring the three-current term (see below), we get that $\Phi(k)$ obeys the eigenvalue equation,

$$
\begin{align*}
\frac{M^{2}}{e^{2} / \pi} \Phi(k)= & \left(N_{f}-N_{c}\right)\left(\frac{1}{k}+\frac{1}{1-k}\right) \Phi(k)  \tag{11.26}\\
& -N_{c} \mathcal{P} \int_{0}^{1} \mathrm{~d} p \frac{\Phi(p)}{(p-k)^{2}}+N_{c}\left(\frac{1}{k^{2}}-\frac{1}{(1-k)^{2}}\right) \int_{0}^{k} \mathrm{~d} p \Phi(p)
\end{align*}
$$

We assumed that $\int_{0}^{1} \mathrm{~d} p \Phi(p)=0$, which we will justify shortly.
For general $N_{c}$ and $N_{f}$, discarding the three-current term is unjustified. However, since the length of $\Psi$ is $|\Psi(k, p, l)| \sim e^{2}\left(N_{c} N_{f}\right)^{\frac{1}{2}}$, in the limit of large $N_{c}$ with fixed $e^{2} N_{c}$ and fixed $N_{f}$, or large $N_{f}$ with fixed $e^{2} N_{f}$ and fixed $N_{c}$, the three-current contribution is indeed negligible, as compared with the two-current term, the latter being of order 1.

The first integral in eqn. (11.26) should be calculated as a principal value integral (denoted by $\mathcal{P}$ ). The divergent part of this integral (arising from the regime $p \sim k$ ) cancels the previously mentioned infinity. In order to make contact
with the ordinary 't Hooft equation, it is useful to integrate eqn. (11.26) with respect to $k$ and rewrite it in terms of $\varphi(k) \equiv \int_{0}^{k} \mathrm{~d} p \Phi(p)$, to get,

$$
\begin{align*}
\frac{M^{2}}{e^{2} / \pi} \varphi(k)= & \left(N_{f}-N_{c}\right)\left(\frac{1}{k}+\frac{1}{1-k}\right) \varphi(k)-N_{c} \mathcal{P} \int_{0}^{1} \mathrm{~d} p \frac{\varphi(p)}{(p-k)^{2}} \\
& +N_{f} \int_{0}^{k} \mathrm{~d} p \frac{\varphi(p)}{p^{2}}+N_{f} \int_{k}^{1} \mathrm{~d} p \frac{\varphi(p)}{(1-p)^{2}} \tag{11.27}
\end{align*}
$$

The derivation goes as follows. First, integrating eqn. (11.20) we get $\varphi(k)=$ $-\varphi(1-k)+$ const. Then taking $\varphi(1)=0$ we get,

$$
\begin{equation*}
\varphi(k)=-\varphi(1-k) . \tag{11.28}
\end{equation*}
$$

Now $\varphi(1)=0$ implies $\int_{0}^{1} \mathrm{~d} k \Phi(k)=0$, which was our assumption above. Then, differentiating (11.27) we do get (11.26), and by the last equation we also get that there is no extra integration constant.

We would like to comment on the issue of the Hermiticity of the "Hamiltonian" $M^{2}$. Naively, it seems that $M^{2}$ is not Hermitian with respect to the scalar product $\langle\psi \mid \varphi\rangle=\int_{0}^{1} \mathrm{~d} k \psi^{\star}(k) \varphi(k)$, since the Hermitian conjugate of (11.27) is,

$$
\begin{align*}
& \left(\frac{M^{2}}{e^{2} / \pi}\right)^{\dagger} \varphi(k)=\left(N_{f}-N_{c}\right)\left(\frac{1}{k}+\frac{1}{1-k}\right) \varphi(k) \\
& \quad-N_{c} \mathcal{P} \int_{0}^{1} \mathrm{~d} p \frac{\varphi(p)}{(p-k)^{2}}-N_{f} \frac{1}{k^{2}} \int_{0}^{k} \mathrm{~d} p \varphi(p)-N_{f} \frac{1}{(1-k)^{2}} \int_{k}^{1} \mathrm{~d} p \varphi(p) \tag{11.29}
\end{align*}
$$

However, as we shall see in the next subsection, the numerical solution yields real eigenvalues and eigenfunctions. Therefore, at least on the subspace which is spanned by the eigenfunctions, namely real functions that are zero at $k=0,1$ and anti-symmetric with respect to $k=\frac{1}{2}$, the operator $M^{2}$ is Hermitian. Note that (11.29) is "more regular" than (11.27), as in (11.27) it is $\varphi(p) / p^{2}$ that appears in the integration from zero.

Equation (11.27) is similar to the 't Hooft equation for a massive single flavor large $N_{c} \mathrm{QCD}_{2}$, with $m^{2}=\frac{e^{2} N_{f}}{\pi}$. It differs from 't Hooft's equation by having two additional terms (the two last terms in (11.27)). It suggests that the dynamics that governs the lowest state of the multi-flavor model is given, approximately, by a model of a massive "glueball" with an $S U\left(N_{c}\right)$ gauge interaction and additional terms which are proportional to $N_{f}$.

Before we present our solution of (11.27) it is important to note that it is only an approximate solution. We neglected the three-current state with, a priori, no justification. We shall see, however, that the restriction to the truncated twocurrent sector is an excellent approximation for the lowest massive meson.

### 11.3.3 The two-current mesonic spectrum

The most convenient way to solve (11.27) is to expand $\varphi(k)$ in the basis,

$$
\begin{equation*}
\varphi(k)=\sum_{i=0}^{\infty} A_{i}\left(k-\frac{1}{2}\right)[k(1-k)]^{\beta+i} \tag{11.30}
\end{equation*}
$$

The value of $\beta$ is chosen so that the Hamiltonian will not be singular near $k \rightarrow 0$ or $k \rightarrow 1$. This consideration leads to the equation,

$$
\begin{equation*}
\left(\frac{N_{f}}{N_{c}}-1\right)-\frac{N_{f} / N_{c}}{\beta+1}+\beta \pi \cot \beta \pi=0 \tag{11.31}
\end{equation*}
$$

as derived from eqn. (11.29). Had we started with (11.27), it would have been $-\beta$ replacing $\beta$ in (11.31), and constrained to $\beta$ larger than 1 .

Upon truncating the infinite sum in (11.30) to a finite sum, the eigenvalue problem reduces to a diagonalization of a matrix. So, the problem can be reformulated as,

$$
\begin{equation*}
\lambda N_{i j} A_{j}=H_{i j} A_{j}, \tag{11.32}
\end{equation*}
$$

with,

$$
\begin{equation*}
N_{i j}=\int_{0}^{1} \mathrm{~d} k\left(k-\frac{1}{2}\right)^{2}(k(1-k))^{2 \beta+i+j}, \tag{11.33}
\end{equation*}
$$

and,

$$
\begin{align*}
& H_{i j}=\left(\frac{N_{f}}{N_{c}}-1\right) \int_{0}^{1} \mathrm{~d} k\left(k-\frac{1}{2}\right)^{2}(k(1-k))^{2 \beta+i+j-1} \\
& -\frac{N_{f}}{N_{c}} \int_{0}^{1} \mathrm{~d} k\left(k-\frac{1}{2}\right)(k(1-k))^{\beta+i} \frac{1}{k^{2}} \int_{0}^{k}\left(p-\frac{1}{2}\right)(p(1-p))^{\beta+j} \\
& -\frac{N_{f}}{N_{c}} \int_{0}^{1} \mathrm{~d} k\left(k-\frac{1}{2}\right)(k(1-k))^{\beta+i} \frac{1}{(1-k)^{2}} \int_{k}^{1}\left(p-\frac{1}{2}\right)(p(1-p))^{\beta+j} \\
& -\int_{0}^{1} \mathrm{~d} k \mathrm{~d} p \frac{\left(k-\frac{1}{2}\right)(k(1-k))^{\beta+i}\left(p-\frac{1}{2}\right)(p(1-p))^{\beta+j}}{(k-p)^{2}} \tag{11.34}
\end{align*}
$$

Hence,

$$
\begin{equation*}
N_{i j}=\frac{B(2 \beta+i+j+2,2 \beta+i+j+2)}{2(2 \beta+i+j+1)} \tag{11.35}
\end{equation*}
$$

and,

$$
\begin{align*}
H_{i j}= & \left(\frac{N_{f}}{N_{c}}-1\right) \frac{B(2 \beta+i+j+1,2 \beta+i+j+1)}{2(2 \beta+i+j)} \\
& -\frac{N_{f}}{N_{c}} \frac{B(2 \beta+i+j+1,2 \beta+i+j+1)}{2(2 \beta+i+j)(\beta+j+1)} \\
& +\frac{(\beta+i)(\beta+j) B(\beta+i, \beta+i) B(\beta+j, \beta+j)}{8(2 \beta+i+j)(2 \beta+i+j+1)}, \tag{11.36}
\end{align*}
$$

Table 11.1. The mass of the lowest massive meson, in units of $\frac{e^{2} N_{c}}{\pi}$, as a function of $N_{f} / N_{c}$ and $\beta$.

| $\beta$ | $N_{f} / N_{c}$ | $M^{2}$ |
| :---: | :---: | :---: |
| 0.0000 | 0 | 5.88 |
| 0.0573 | 0.2 | 6.91 |
| 0.1088 | 0.4 | 7.91 |
| 0.1552 | 0.6 | 8.91 |
| 0.1978 | 0.8 | 9.89 |
| 0.2366 | 1.0 | 10.86 |
| 0.2725 | 1.2 | 11.83 |
| 0.3050 | 1.4 | 1.77 |
| 0.3360 | 1.6 | 13.73 |
| 0.3645 | 1.8 | 14.67 |

where $B(x, y)$ is the beta function,

$$
\begin{equation*}
B(x, y)=\frac{\Gamma(x) \Gamma(y)}{\Gamma(x+y)} \tag{11.37}
\end{equation*}
$$

In practice, the process converges rapidly and a $5 \times 5$ matrix yields the 'continuum' results.

The lowest eigenvalues of (11.27) as a function of the ratio $\frac{N_{f}}{N_{c}}$ are listed in Table 11.1 (see also Fig. 11.1). Note that by $\beta=0, N_{f} / N_{c}=0$ we mean the limit $\beta \rightarrow 0, N_{f} / N_{c} \rightarrow 0$.

These values are in excellent agreement with recent DLCQ calculations, as will be given in the next chapter.

The typical error is less than $0.1 \%$.
An interesting observation is that the eigenvalues depend linearly on $N_{f}$, Fig. 11.1. The dependence is,

$$
\begin{equation*}
M^{2}=\frac{e^{2} N_{c}}{\pi}\left(5.88+5 \frac{N_{f}}{N_{c}}\right) . \tag{11.38}
\end{equation*}
$$

We do not have a good understanding of this observation. It is not clear why the lowest eigenvalue sits on a straight line.

In the following sections we will consider some special cases.

### 11.3.4 Special cases: $N_{f}=1, N_{f}=N_{c}$ and $N_{f} \gg N_{c}$

We now discuss three special cases, the massless 't Hooft model where the fermions are in the fundamental representation with $N_{f}=1$, the case of adjoint fermions namely $N_{f}=N_{c}$ and the "abelianized" model of large $N_{f} \gg N_{c}$.

Mass Eigenvalues


Fig. 11.1. The Green's function of the quark bilinear.

$$
N_{f}=1, \text { currentized massless 't Hooft model }
$$

The limit $N_{c} \rightarrow \infty$ with $e^{2} N_{c}$ fixed and $N_{f} \ll N_{c}$ corresponds to the well-known 't Hooft model. In this limit $\mathrm{QCD}_{2}$ was solved exactly by 't Hooft [124] (see Chapter 10), using the fermionic basis. Let us see how our approach looks in the fermionic basis in this case. In the limit $N_{f} \ll N_{c}$ we can neglect terms which are proportional to $N_{f}$. Equation (11.27) takes the form,

$$
\begin{equation*}
\frac{M^{2}}{e^{2} / \pi} \varphi(k)-N_{c}\left(\frac{1}{k}+\frac{1}{1-k}\right) \varphi(k)-N_{c} \mathcal{P} \int_{0}^{1} \mathrm{~d} p \frac{\varphi(p)}{(p-k)^{2}} \tag{11.39}
\end{equation*}
$$

which is just the 't Hooft equation for the massless case. Note that (11.39) is exact, since in the small $N_{f}$ limit the three-current state is suppressed by $N_{c}^{-\frac{1}{2}}$ with respect to the two-current state and therefore we can neglect it. Note also that in this eqn. (11.29) looks the same too.

Since the wave function $\varphi(k)$ is anti-symmetric, we will recover only the odd states in the spectrum of $\mathrm{QCD}_{2}$ (the even states can be recovered by considering other sectors of the Hilbert space which decouple from the two-current state).

Though eqn. (11.39) is formally the same as the 't Hooft equation, the interpretation of $\varphi(k)$ should be different. It is the integral of the function $\Phi(k)$ which corresponds to the two-current state, namely to a mixture of 4 -fermions and

2-fermions. What is the relation between the states that we find here and the mesons in 't Hooft's model?

In order to answer this question let us expand the currents in terms of fermions. It is useful to denote the current in double index notation

$$
\begin{equation*}
J^{a}(k) \rightarrow J_{j}^{i}(k)=\int_{-\infty}^{\infty} \mathrm{d} q\left(\bar{\Psi}^{i}(q) \Psi_{j}(k-q)-\frac{1}{N_{c}} \delta_{j}^{i} \bar{\Psi}^{k}(q) \Psi_{k}(k-q)\right) \tag{11.40}
\end{equation*}
$$

We do not bother about normal ordering, as no problem for $k$ non zero, and we have to treat the $k=0$ part in a limiting way. The state $|\Phi\rangle$ can be written as,

$$
\begin{align*}
& |\Phi\rangle=\frac{1}{2 N_{c}} \int_{0}^{1} \mathrm{~d} k \Phi(k) J_{j}^{i}(-k) J_{i}^{j}(k-1)|0\rangle  \tag{11.41}\\
& =\frac{1}{2 N_{c}} \int_{0}^{1} \mathrm{~d} k \Phi(k) \int_{-\infty}^{\infty} \mathrm{d} q \mathrm{~d} p\left(\bar{\Psi}^{i}(-q) \Psi_{j}(-k+q)-\frac{1}{N_{c}} \delta_{j}^{i} \bar{\Psi}^{k}(-q) \Psi_{k}(-k+q)\right) \\
& \quad \times\left(\bar{\Psi}^{j}(-p) \Psi_{i}(k+p-1)-\frac{1}{N_{c}} \delta_{i}^{j} \bar{\Psi}^{k}(-p) \Psi_{k}(k+p-1)\right)|0\rangle .
\end{align*}
$$

Note that the above expression (11.41) contains creation and annihilation fermionic operators. Written in terms of creation operators only; (11.41) reads,

$$
\begin{align*}
& |\Phi\rangle=\frac{1}{2 N_{c}} \int_{0}^{1} \mathrm{~d} k \int_{0}^{k} \mathrm{~d} q \int_{0}^{1-k} \mathrm{~d} p \Phi(k) \bar{\Psi}^{i}(-q) \Psi_{j}(-k+q) \bar{\Psi}^{j}(-p) \Psi_{i}(k+p-1)|0\rangle \\
& -\frac{1}{2 N_{c}^{2}} \int_{0}^{1} \mathrm{~d} k \int_{0}^{k} \mathrm{~d} q \int_{0}^{1-k} \mathrm{~d} p \Phi(k) \bar{\Psi}^{i}(-q) \Psi_{i}(-k+q) \bar{\Psi}^{j}(-p) \Psi_{j}(k+p-1)|0\rangle \\
& -\left(1-\frac{1}{N_{c}^{2}}\right) \int_{0}^{1} \mathrm{~d} k \int_{0}^{k} \mathrm{~d} q \Phi(k) \bar{\Psi}^{i}(-q) \Psi_{i}(q-1)|0\rangle \tag{11.42}
\end{align*}
$$

The last term in (11.42) corresponds to a meson. It can be written also as,

$$
\begin{equation*}
\int_{0}^{1} \mathrm{~d} q \int_{q}^{1} \mathrm{~d} k \Phi(k) \bar{\Psi}^{i}(-q) \Psi_{i}(q-1)|0\rangle=-\int_{0}^{1} \mathrm{~d} q \varphi(q) \bar{\Psi}^{i}(-q) \Psi_{i}(q-1)|0\rangle \tag{11.43}
\end{equation*}
$$

which is exactly the 't Hooft meson. We conclude that the two-current state has an overlap with the 't Hooft meson and this is why (11.27) reproduces exactly the (odd part of the) spectrum of the 't Hooft model.

$$
\text { Large } N_{f} \gg N_{c} \text { limit }
$$

In the limit $N_{f} \gg N_{c}$, with $e^{2} N_{f}$ fixed, the truncation to two-current state should again predict exact results. The reason is that the three-current state is suppressed by $N_{f}^{-\frac{1}{2}}$ with respect to the two-current state.

In this limit eqn. (11.26) takes the form,

$$
\begin{equation*}
M^{2}=\frac{e^{2} N_{f}}{\pi}\left(\frac{1}{k}+\frac{1}{1-k}\right) \tag{11.44}
\end{equation*}
$$

It describes a continuum of states with masses above $2 m$, where $m^{2}=\frac{e^{2} N_{f}}{\pi}$. The interpretation is clear: in this limit the spectrum of the theory reduces to a single non-interacting meson (or "currentball") with mass $m$.

$$
N_{f}=N_{c}, \text { The Adjoint Fermions Model }
$$

The case $N_{f}=N_{c}$ is the most interesting one. It was shown that the massive spectrum of this model is equivalent to the massive spectrum of a model with a single adjoint fermion, due to 'universality' [148]. Since this model is not exactly solvable, it is interesting to see how our approach reproduces, almost accurately, previous numerical results.

The mass of the lowest massive meson, predicted by (11.27), is $M^{2}=10.86 \times$ $\frac{e^{2} N_{c}}{\pi}$. The values reported from DLCQ calculations are $M^{2}=10.8$ and $M^{2}=$ 10.84, in units of $\frac{e^{2} N_{c}}{\pi}$, as will be detailed in the next chapter.

This agreement is very surprising. In the regime $N_{f} \sim N_{c}$, the three-current state is not suppressed by factors of color or flavor with respect to the twocurrent state. Why, therefore, is our approach so successful? The reason seems to be that as in the fermionic basis [38], the lowest massive state is an almost pure two-current state. However, the present approach is much more successful than the fermionic basis, where the prediction for the mass of the lowest massive boson of the adjoint model is twice as much as the lowest massive boson of the 't Hooft model. It seems that the "correct" underlying degrees of freedom are currents and not fermions, as predicted by the authors of [148].

To summarize, we have used a description of massless $\mathrm{QCD}_{2}$ in terms of currents. With this basis we wrote down a 't Hooft-like equation (11.27) for the wave function of the two-current states.

The equation interpolates smoothly between the description of a single flavor model with large $N_{c}$ ('t Hooft model), the adjoint fermions model $N_{f}=N_{c}$ and the large $N_{f}$ model. The equation is derived by using an a-priori unjustified suppression of the three-current coupling. Nevertheless, we observe an excellent agreement with the DLCQ results for the first excited state. For higher excited states the agreement deteriorates and it is of the order of $20 \%$.

The accuracy of the results for the first excited state, which implies that for this state the truncation of the "pair creation terms" is harmless, deserves further investigation.

### 11.4 The adjoint vacuum and its one-current state

Next we construct the spectrum of states, which is obtained by the action of a current on the "adjoint vacuum", in the color singlet combination. This way we get physical states, which are in a sense "one-current" states.

The "adjoint vacuum" is created from the singlet vacuum by applying the adjoint zero mode, which is taken as the limit $\epsilon \rightarrow 0$ of the product of quark and anti-quark creation operators, each one at momentum $\epsilon$. Hence in our case,

$$
\begin{equation*}
|0, R\rangle=\lim _{\epsilon \rightarrow 0} \psi_{-1}^{i}(\epsilon) \psi_{-1, j}^{\dagger}(\epsilon)|0\rangle \tag{11.45}
\end{equation*}
$$

where $\psi_{-1}^{i}$ and $\psi_{-1, j}^{\dagger}$ are the creation operators of a quark and anti-quark respectively. We can represent the action of the above adjoint zero mode on the vacuum by the derivative of a creation current taken at zero momentum. Differentiating the current with respect to $k$, and acting on the vacuum we get,

$$
\begin{align*}
J_{j}^{\prime i}(k)|0\rangle_{k=0^{-}} & =\sqrt{\frac{\pi}{2}} \frac{\mathrm{~d}}{\mathrm{~d} k} \int_{0}^{\infty} \mathrm{d} p \int_{0}^{\infty} \mathrm{d} q \delta(k+p+q) \psi_{-1}^{i}(p) \psi_{-1, j}^{\dagger}(q)|0\rangle_{k=0^{-}} \\
& =-\sqrt{\frac{\pi}{2}} \psi_{-1}^{i}(\epsilon) \psi_{j}^{\dagger}(\epsilon)|0\rangle_{\epsilon \rightarrow 0} \tag{11.46}
\end{align*}
$$

As the currents are traceless, we have to subtract the trace part for $i=j$. The latter can be neglected for large $N_{c}$. For any given $N_{c}$, results that follow are also the same after the trace is subtracted.

The adjoint vacuum we have is a bosonic one, constructed from fermionantifermion zero modes, and as we show it can be written as the derivative of the current acting on the singlet vacuum. In the case of adjoint fermions there is another adjoint vacuum, a fermionic one, obtained by applying the adjoint fermion zero mode on the singlet vacuum.

As we showed already, $\left(J^{a}\right)^{\prime}(0)|0\rangle$ represents the adjoint zero mode $b^{\dagger}(0) d^{\dagger}(0)|0\rangle$ (indices suppressed), for any $N_{f}$ and $N_{c}$, so in particular also for $N_{f}=N_{c}$. But in the latter case the theory is equivalent to that of adjoint fermions, as follows from the equivalence theorem discussed in Section 11.2. As also stated there, states built on the adjoint vacuum above, cannot be distinguished from those built on the fermionic adjoint vacuum, the latter obtained by applying the adjoint fermions on the singlet vacuum.

The adjoint bosonic vacuum can also have flavor quantum numbers, when the fermion has flavor. This does not change our results about the mass of the new state we have. Our "currentball" will have flavor too in such a case. In our scheme of bosonization, which is the "product scheme", especially convenient when the quarks are massless, the flavor sector is decoupled, and so the flavor multiplets are given by the action of flavor zero modes, not changing the mass values.

Let us introduce the notation,

$$
Z^{a} \equiv-\sqrt{\frac{2}{\pi}}\left(J^{a}\right)^{\prime}(0)
$$

The state we have in mind is,

$$
|k\rangle=J^{b}(-k) Z^{b}|0\rangle
$$

This state is obviously a global color singlet, but in our light-cone gauge $A_{-}=0$ it is also a local color singlet, as the appropriate line integral vanishes.

Now,

$$
\begin{equation*}
\sqrt{\frac{\pi}{2}}\left[J^{a}(p), Z^{b}\right]=\frac{1}{2} N_{f} \delta^{a b} \delta(p)-i f^{a b c}\left(J^{c}\right)^{\prime}(p) \tag{11.47}
\end{equation*}
$$

and thus, for $p>0$,

$$
J^{a}(p) Z^{b}|0\rangle=Z^{b} J^{a}(p)|0\rangle-i \sqrt{\frac{2}{\pi}} f^{a b c}\left(J^{c}\right)^{\prime}(p)|0\rangle=0
$$

Hence the state $Z^{b}|0\rangle$ is annihilated by all the annihilation currents, and so it is indeed a colored vacuum.

Using,

$$
\begin{equation*}
\left[P^{+}, J^{b}(-k)\right]=k J^{b}(-k), \tag{11.48}
\end{equation*}
$$

we get that our state $|k\rangle$ is indeed of momentum $k$.
Note that when quantizing on a circle of radius $R$, the adjoint vacuum would be an eigenstate of $P^{+}$with eigenvalue $N_{c} / R$. As we work in the continuum limit, we get zero.

### 11.4.1 The action of $M^{2}$ on the one-current states

First, we evaluate the commutator of $P^{-}$with a creation current,

$$
\begin{aligned}
& {\left[\int_{0}^{\infty} \mathrm{d} p \phi(p) J^{a}(-p) J^{a}(p), J^{b}(-k)\right]} \\
& \quad=\frac{1}{2} N_{f} \frac{1}{k} J^{b}(-k)+i f^{a b c} \int_{0}^{k} \mathrm{~d} p \phi(p) J^{a}(-p) J^{c}(p-k) \\
& \quad+i f^{a b c} \int_{k}^{\infty} \mathrm{d} p(\phi(p)-\phi(p-k)) J^{a}(-p) J^{c}(p-k),
\end{aligned}
$$

note that in $P^{-}$(and in $P^{+}$) we ignore contributions from zero-mode states, that is, we cut the integrals at $\epsilon$, and then take the limit.

As $P^{+}$and $P^{-}$act on a singlet state, and as $J^{a}(0)$, being the color charge, annihilates this state, the contribution from the zero modes in both $P^{+}$and $P^{-}$ is zero. Therefore it is legitimate to cut the integration limit above the zero mode and then take the cutoff to zero, as we have done. Note also that the integral of $\phi(p)$ around $p=0$ is finite, and in fact zero when integrating over the whole line, therefore there are no divergences when we take the limit.

It is important, however, to remember that the zero mode does contribute when we act upon non singlet states, like the adjoint vacuum $Z^{b} \mid 0>$ itself. When quantizing on a circle of radius $R$ one gets that $P^{+}$is of order $1 / R$. And then, with $P^{-}$of order $e^{2} R, M^{2}$ is $R$ independent, and so remains finite in the continuum limit. However, this is subtle, as $P^{-}$becomes IR divergent in
the continuum and needs to be regularized. This subtlety does not affect our calculation as we work in the singlet sector only.

Actually, the argument connected with $P^{-}$acting on singlets should be somewhat sharpened. Let us put the lower limit at $\epsilon$, and let it go to zero at the end. This IR cutoff is similar to the one introduced in the derivation of 't Hooft's model discussed in Section 10. Then $J(\epsilon)$, when acting on a singlet, would go like $\epsilon$. We have two currents in the integral, so we get $\epsilon^{2}$. But then we have $1 / \epsilon^{2}$ from the denominator, so a finite integrant. But the region for integration is of order $\epsilon$, so indeed the total contribution goes to zero.
Now apply $P^{-}$on our state,

$$
\begin{equation*}
P^{-} J^{b}(-k) Z^{b}|0\rangle=\left[P^{-}, J^{b}(-k)\right] Z^{b}|0\rangle \tag{11.49}
\end{equation*}
$$

as the Hamiltonian annihilates the color vacuum as well.
Using the commutator of the Hamiltonian with a current, we get,

$$
\begin{aligned}
\frac{\pi}{e^{2}} P^{-} J^{b}(-k) Z^{b}|0\rangle= & \frac{1}{2} N_{f} \frac{1}{k} J^{b}(-k) Z^{b}|0\rangle \\
& +i f^{a b c} \int_{0}^{k} \operatorname{d} p \phi(p) J^{a}(-p) J^{c}(p-k) Z^{b}|0\rangle
\end{aligned}
$$

Note that we use the fact that annihilation currents do annihilate the colored vacuum also.

Let us apply the operator $M^{2}$ to our one-current state,

$$
\begin{gather*}
M^{2} J^{b}(-k) Z^{b}|0\rangle=2 P^{-} P^{+} J^{b}(-k) Z^{b}|0\rangle 2 k P^{-} J^{b}(-k) Z^{b}|0\rangle \\
=\left(\frac{e^{2} N_{f}}{\pi}\right) J^{b}(-k) Z^{b}|0\rangle+\left(\frac{2 e^{2}}{\pi} k\right) i f^{a b c} \int_{0}^{k} \mathrm{~d} p \phi(p) J^{a}(-p) J^{c}(p-k) Z^{b}|0\rangle . \tag{11.50}
\end{gather*}
$$

So it seems that, in the large $N_{f}$ limit, the state $J^{b}(-k) Z^{b}|0\rangle$ is an (approximate) eigenstate, with eigenvalue $\frac{e^{2} N_{f}}{\pi}$.

To see the exact dependence of the two terms in the equation above (the one- and two-current states) on $N_{f}$ and $N_{c}$, we should normalize them. The normalization of $J^{b}(-k) Z^{b}|0\rangle$ is,

$$
\begin{align*}
& \langle 0| Z^{a} J^{a}(k) J^{b}(-k) Z^{b}|0\rangle=\langle 0| Z^{a}\left[J^{a}(k), J^{b}(-k)\right] Z^{b}|0\rangle \\
& \quad=\frac{1}{2} N_{f} k \delta(0)\langle 0| Z^{b} Z^{b}|0\rangle+i f^{a b c}\langle 0| Z^{a} J^{c}(0) Z^{b}|0\rangle  \tag{11.51}\\
& \quad=\frac{1}{2} N_{f} k \delta(0)\langle 0| Z^{b} Z^{b}|0\rangle+N_{c}\langle 0| Z^{b} Z^{b}|0\rangle .
\end{align*}
$$

The second term in the last line can be neglected compared with the first, as it is a constant to be compared with $\delta(0)$ [the space volume divided by $2 \pi$ ].

Now,

$$
\langle 0| Z^{b} Z^{b}|0\rangle=\left(N_{c}^{2}-1\right)\langle 0| Z^{1} Z^{1}|0\rangle
$$

and the factor $k \delta(0)$ is the normalization of a plane wave of momentum $k$. So the normalized state is, for $N_{c} \gg 1$,

$$
\begin{equation*}
\frac{1}{N_{c} \sqrt{\frac{1}{2} N_{f}}} J^{b}(-k) Z^{b}|0\rangle \tag{11.52}
\end{equation*}
$$

relative to $\langle 0| Z^{1} Z^{1}|0\rangle$.
The normalization of the second term is more complicated. A lengthy but straightforward calculation gives,

$$
\begin{align*}
& \|\left(i f^{\operatorname{def}} k \int_{0}^{k} \mathrm{~d} q \Phi(q) J^{d}(-q) J^{f}(q-k)\right) Z^{e}|0\rangle \|^{2} \\
& =N_{c}\left(N_{c}^{2}-1\right)\left(\frac{1}{2} N_{f}\right)^{2} k \delta(0)\langle 0| Z^{1} Z^{1}|0\rangle  \tag{11.53}\\
& \quad \times k\left(\int_{0}^{k} \mathrm{~d} p p(k-p) \Phi(p)(\Phi(p)-\Phi(k-p))-\frac{N_{c}}{N_{f}} \int_{0}^{k} \mathrm{~d} p \Phi(p) \int_{0}^{k-p} \mathrm{~d} q q \Phi(q)\right)
\end{align*}
$$

Using the following relations,

$$
\begin{aligned}
f^{a b c} f^{a b d} & =\operatorname{Tr}\left(T^{c} T^{d}\right)=N \delta^{c d} \\
f^{a b c} f^{a^{\prime} b c^{\prime}} f^{a a^{\prime} d} f^{c c^{\prime} d} & =\operatorname{Tr}\left(T^{b} T^{d} T^{b} T^{d}\right) \\
& =i f^{b d e} \operatorname{Tr}\left(T^{e} T^{b} T^{d}\right)+\operatorname{Tr}\left(T^{b} T^{b} T^{d} T^{d}\right)=\frac{1}{2} N^{2}\left(N^{2}-1\right)
\end{aligned}
$$

we have evaluated only the terms proportional to $\delta(0)$ as they are the dominant ones.

The various momentum integrals (including the ones for the non dominant terms) are divergent for $\epsilon \rightarrow 0$, thus they should be regulated. We leave this problem for now, and assume henceforth that they are regulated and finite. For simplicity the integrals (including the factor $k$ ) appearing in the two dominant terms will be denoted $R_{1}$ and $-R_{2}$ in the following expressions. Note that we have $\frac{1}{\epsilon^{2}}$ and $\frac{1}{\epsilon}$ divergences and also $\ln \left(\frac{k^{2}}{\epsilon^{2}}\right)$. It seems that these are cancelled in $R_{2}$.

Define now the normalized states,

$$
\begin{gather*}
\left|S_{1}\right\rangle=C_{1}\left(J^{b}(-k) Z^{b}|0\rangle\right)  \tag{11.54}\\
\left|S_{2}\right\rangle=i C_{2} k f^{a b c} \int_{0}^{k} \mathrm{~d} p \Phi(p) J^{a}(-p) J^{c}(p-k) Z^{b}|0\rangle \tag{11.55}
\end{gather*}
$$

where,

$$
\begin{equation*}
C_{1} \frac{1}{N_{c} \sqrt{\frac{1}{2} N_{f}}}, \quad C_{2}=\frac{\frac{2}{N_{f} \sqrt{N_{c}^{3}}}}{\sqrt{R_{1}+R_{2} \frac{N_{c}}{N_{f}}}} \tag{11.56}
\end{equation*}
$$

The mass eigenvalue equation of the normalized states is,

$$
\begin{equation*}
M^{2}\left|S_{1}\right\rangle=\frac{e^{2}}{\pi} N_{f}\left|S_{1}\right\rangle+\frac{e^{2} N_{c}}{\pi} \sqrt{2} \sqrt{R_{1} \frac{N_{f}}{N_{c}}+R_{2}}\left|S_{2}\right\rangle \tag{11.57}
\end{equation*}
$$

thus, we see that in the large flavor limit, our state $\left|S_{1}\right\rangle$ is an eigenstate with mass

$$
\begin{equation*}
M=\sqrt{\frac{e^{2} N_{f}}{2 \pi}} \tag{11.58}
\end{equation*}
$$

In the large color limit, however, we actually get that the second term dominates by a factor of $N_{c}$. Moreover, while the first term goes to zero in the large $N_{c}$ limit, due to the factor of $e^{2}$, the second term survives in that limit.

## 12

## DLCQ and the spectra of QCD with fundamental and adjoint fermions

### 12.1 Discretized light-cone quantization

So far we have analyzed the mesonic spectra of QCD in low dimensions using the methods of the large $N_{c}$ limit ('t Hooft model), and bosonization or currentization. In both these methods we have chosen a light-cone gauge and implemented a correlated light-front quantization. To get a broader perspective of the spectra in this framework, and in particular to extract the mesonic spectra using fermionic degrees of freedom with finite $N_{c}$, we now invoke another tool, the discrete light-cone quantization. We first describe the method and then apply it to both QCD with fundamental quarks and with adjoint quarks.

The discretized light-cone quantization (DLCQ) is a method devised to compute spectra and wave functions of physical states of quantum field theories. ${ }^{1}$ It is based on the following ingredients:

- A Hamiltonian formulation of the theory.
- Calculations in momentum representation.
- Periodic boundary conditions and hence discretized momenta.
- Light-front quantization.

The Hamiltonian approach is used since it is more convenient for analyzing the structure of bound states. The periodic boundary conditions assure that charges associated with symmetries are strictly conserved. For a conserved current $\partial^{+} J_{+}+\partial^{-} J_{-}=0$ the light-front charge is conserved,

$$
\begin{equation*}
Q\left(x^{+}\right) \equiv \int_{-L}^{L} \mathrm{~d} x^{-} J^{+}\left(x^{-}, x^{+}\right) \quad \frac{\mathrm{d} Q\left(x^{+}\right)}{\mathrm{d} x^{+}}=0 \tag{12.1}
\end{equation*}
$$

provided that,

$$
\begin{equation*}
J^{+}\left(x^{+},+L\right)-J^{+}\left(x^{+},-L\right)=0 \tag{12.2}
\end{equation*}
$$

which is guaranteed by the periodic boundary conditions.
Note that, the light-front plane of constant $x^{+}$, serving as "time", is generally called "light-cone quantization", although the plane is only tangential to the light cone. In general $d$-dimensional space-time one may view the DLCQ

[^36]approach as a projection into non-relativistic dynamics since for a fixed light-cone momentum $P^{+}$the Hamiltonian $H=P^{-}$is quadratic in the transverse momenta $H=\frac{P_{i}^{2}}{2 P^{+}}+\frac{M^{2}}{2 P^{+}}$where $P^{i}$ are the transverse momenta.

In spite of a lot of progress in handling problems faced by the DLCQ there are still several unresolved issues such as:

- There is no proof that the light-front dynamics is fully equivalent to that of ordinary time evolution, in particular for massless chiral fermions.
- There are subtleties with the renormalization of a Hamiltonian matrix with a cutoff such that all physical results are independent of the cutoff.
- The implementation of a proper quantization for the system, with constraints which emerge from gauge fixing.


### 12.2 Application of DLCQ to $Q C D_{2}$ with fundamental fermions

Instead of describing the method in general, we demonstrate the application of the DLCQ method to the case of $Q C D_{2}$ with fundamental fermions. The light-front action of two-dimensional $S U(N)$ YM gauge fields coupled to Dirac fermions in the fundamental representation of the gauge group in the light-cone gauge $A^{+}=0$ reads, ${ }^{2}$

$$
\begin{equation*}
\left.S_{Q C D_{2}}=\int \mathrm{d} x^{+} \mathrm{d} x^{-} \frac{1}{2} \operatorname{Tr}\left[\left(\partial_{-} A_{+}\right)^{2}+\bar{\Psi}\left(i \not \partial-m-\frac{g}{\sqrt{N}} \gamma_{-} A_{+}\right) \Psi\right)\right] \tag{12.3}
\end{equation*}
$$

where $\Psi=\binom{\psi_{\mathrm{L}}}{\bar{\psi}_{\mathrm{R}}}$, with $\psi_{L}$ and $\bar{\psi}_{R}$ are Weyl fermions, the trace is over the color indices which are not written explicitly. To simplify the analysis we restrict ourselves to the case of a single flavor.

The corresponding equations of motion take the form,

$$
\begin{equation*}
i \partial_{-} \psi_{\mathrm{L}}=m \psi_{\mathrm{R}}, \quad\left(i \partial_{+}+g A_{+}\right) \psi_{\mathrm{R}}=m \psi_{\mathrm{L}}, \quad \partial_{-}^{2} A_{+}^{a}=g \psi_{\mathrm{R}}^{\dagger} T^{a} \psi_{R} \tag{12.4}
\end{equation*}
$$

One can then express $\psi_{\mathrm{L}}$ and $A_{+}$in terms of $\psi_{\mathrm{R}}$ only,

$$
\begin{align*}
\psi_{\mathrm{L}}\left(x^{-}, x^{+}\right) & =\frac{-i m}{2} \int_{-L}^{+L} \mathrm{~d} y^{-} \epsilon\left(x^{-}-y^{-}\right) \psi_{\mathrm{R}}\left(x^{+}, y^{-}\right) \\
A_{+}^{a}\left(x^{-}, x^{+}\right) & =\frac{g}{2} \int_{-L}^{+L} \mathrm{~d} y^{-}\left|x^{-}-y^{-}\right| \psi_{\mathrm{R}}^{\dagger} T^{a} \psi_{\mathrm{R}}\left(x^{+}, y^{-}\right) \tag{12.5}
\end{align*}
$$

where $\epsilon\left(x^{-}-y^{-}\right)$is +1 for positive argument and -1 for negative.

[^37]The light-cone momentum and energy are given by,

$$
\begin{align*}
P^{+} & =\int_{-\mathrm{L}}^{+\mathrm{L}} \mathrm{~d} x^{-} \psi_{\mathrm{R}}^{\dagger} i \partial_{-} \psi_{\mathrm{R}}\left(x^{+}, x^{-}\right) \\
P^{-} & =\frac{-i m^{2}}{2} \int_{-\mathrm{L}}^{+\mathrm{L}} \mathrm{~d} x^{-} \int_{-\mathrm{L}}^{+\mathrm{L}} \mathrm{~d} y^{-} \psi_{\mathrm{R}}^{\dagger}\left(x^{-}\right) \epsilon\left(x^{-}-y^{-}\right) \psi_{\mathrm{R}}\left(y^{-}\right) \\
& -\frac{g^{2}}{2} \int_{-\mathrm{L}}^{+\mathrm{L}} \mathrm{~d} x^{-} \int_{-\mathrm{L}}^{+\mathrm{L}} \mathrm{~d} y^{-} \psi_{\mathrm{R}}^{\dagger}\left(x^{-}\right) T^{a} \psi_{\mathrm{R}}\left(x^{-}\right)\left|x^{-}-y^{-}\right| \psi_{\mathrm{R}}^{\dagger}\left(y^{-}\right) T^{a} \psi_{\mathrm{R}}\left(y^{-}\right) . \tag{12.6}
\end{align*}
$$

When one substitutes into these expressions the expansion of the fields in anticommuting modes, subjected to anti-periodic boundary conditions, one gets,

$$
\begin{equation*}
P^{+}=\frac{2 \pi}{L} \sum_{n=\frac{1}{2}, \frac{3}{2}, \ldots} n\left(b_{n}^{\dagger} b_{n}+d_{n}^{\dagger} d_{n}\right), \tag{12.7}
\end{equation*}
$$

where,

$$
\begin{equation*}
\psi_{\mathrm{R}}\left(x^{-}\right)=\frac{1}{\sqrt{2 L}} \sum_{n=\frac{1}{2}, \frac{3}{2}, \ldots}\left[b_{n} \mathrm{e}^{-i \frac{n \pi x^{-}}{L}}+d_{n}^{\dagger} \mathrm{e}^{i \frac{n \pi x^{-}}{L}}\right] . \tag{12.8}
\end{equation*}
$$

The creation and annihilation operators $b_{n}^{\dagger}, d_{n}^{\dagger}, b_{n}, d_{n}$ are all taken to be in the fundamental representation of $S U(N)$ and obey the usual algebra,

$$
\begin{equation*}
\left\{b_{n}^{\dagger}, b_{m}\right\}=\delta_{n m} \quad\left\{d_{n}^{\dagger}, d_{m}\right\}=\delta_{n m} \tag{12.9}
\end{equation*}
$$

Since the eigenvalues of the momentum are proportional to $\frac{2 \pi}{L}$ it is natural to define a dimensionless momentum,

$$
\begin{equation*}
K=\frac{L}{2 \pi} P^{+} . \tag{12.10}
\end{equation*}
$$

Similarly one defines a dimensionless Hamiltonian,

$$
\begin{equation*}
H \equiv \frac{2 \pi}{L} \frac{1-\hat{\lambda}^{2}}{m^{2}} P^{-} \quad \hat{\lambda} \equiv \sqrt{\frac{1}{1+\frac{\pi m^{2}}{g^{2}}}}, \tag{12.11}
\end{equation*}
$$

where we introduce the dimensionless coupling $\hat{\lambda}$. The rationale behind this parameterization is that the spectrum and wave function depend, apart from an overall mass scale, only on the ratio of $\frac{g}{m}$. The Hamiltonian $H$ is decomposed into a free kinetic term $H_{0}$ and the potential $V$,

$$
\begin{equation*}
H=\left(1-\hat{\lambda}^{2}\right) H_{0}+\hat{\lambda}^{2} V \tag{12.12}
\end{equation*}
$$

where,

$$
\begin{equation*}
H_{0}=\sum_{n=\frac{1}{2}, \frac{3}{2}, \ldots} \frac{1}{n}\left(b_{n}^{\dagger} b_{n}+d_{n}^{\dagger} d_{n}\right) \tag{12.13}
\end{equation*}
$$

and,

$$
\begin{equation*}
V=\frac{1}{\pi} \sum_{k=-\infty}^{\infty} J^{a}(k) \frac{1}{k^{2}} J^{a}(-k), \quad k \neq 0 \tag{12.14}
\end{equation*}
$$

with the currents given by,

$$
\begin{equation*}
J^{a}(k)=\sum_{k=-\infty}^{\infty}\left[\theta(n) b_{n}^{\dagger}+\theta(-n) d_{n}\right] T^{a}\left[\theta(n-k) b_{n-k}^{\dagger}+\theta(k-n) d_{k-n}\right] . \tag{12.15}
\end{equation*}
$$

We already have the expression for the potential (11.16).
Note that there is no contribution from $k=0$, since we apply the Hamiltonian $P^{-}$only on singlet states, and $j^{a}(0)$ on these vanishes. Normal ordering of the potential gives,

$$
\begin{equation*}
V=: V:+\frac{\hat{\lambda}^{2} C_{\mathrm{F}}}{\pi} \sum_{n=\frac{1}{2}, \frac{3}{2}, \ldots} \frac{I_{n}}{n}\left(b_{n}^{\dagger} b_{n}+d_{n}^{\dagger} d_{n}\right), \tag{12.16}
\end{equation*}
$$

where $C_{\mathrm{F}}=\frac{N^{2}-1}{2 N}$ is the second Casimir operator in the fundamental representation, and $I_{n}$ is the self-induced inertia $I_{n}=-\frac{1}{2 n}+\sum_{m=1}^{n+1 / 2} \frac{1}{m^{2}}$. The self-induced inertia terms cancel the infrared singularity in the interaction term in the continuum limit. : $V$ : involves a sum of eight quartic terms in the fermionic creation and annihilation operators. For instance one such term is,

$$
\begin{equation*}
-\frac{1}{4 N}\left(N \delta_{c_{2}}^{c_{1}} \delta_{c_{4}}^{c_{3}}-\delta_{c_{4}}^{c_{1}} \delta_{c_{2}}^{c_{3}}\right) \frac{1}{\left(n_{4}-n_{2}\right)^{2}} \delta_{n_{4}-n_{2}+n_{3}-n_{1}, 0} b_{n_{4}}^{\dagger_{4}} b_{n_{3}}^{\dagger_{3}} b_{n_{2}, c_{2}} b_{n_{1}, c_{1}} \tag{12.17}
\end{equation*}
$$

where $c_{i}$ are the color indices that have been suppressed before and there is an implicit summation over the half integers $n_{i}$ such that the momentum is conserved. Now since $P^{-}$and $P^{+}$(or $H$ and $K$ ) commute they can be diagonalized simultaneously. One fixes the value of $K=1,2,3 \ldots$ and the corresponding Fock space is finite dimensional. One then diagonalizes $H$ in the restricted subspace of gauge singlets such that the masses are given by,

$$
\begin{equation*}
M^{2}=2 P^{+} P^{-}=\frac{2 m^{2}}{1-\hat{\lambda}^{2}} K H(K) \tag{12.18}
\end{equation*}
$$

Notice that the dependence of the invariant masses on $L$ the size of the space drops out.

In Fig. 12.1 the DLCQ spectrum of low-lying mesons is drawn as a function of $m / g$ for $\mathrm{N}=2,3,4$ and compared with the t' Hooft large $N$ calculation. A comparison with lattice calculation is presented in Fig. 12.2.

In performing these calculations it was found that, except for very small quark masses, there is a quick convergence of the numerics. This is a manifestation of the fact that the lowest Fock states dominate the hadronic state. It was found out that typically the momentum carried by sea quarks is less than one percent.


Fig. 12.1. Comparison of the DLCQ meson spectra for $\mathrm{N}=2,3,4$ and the spectrum derived from lattice calculations [127].


Fig. 12.2. Comparison of the DLCQ meson spectra for $\mathrm{N}=2,3,4$ and the 't Hooft large $N$ spectrum [127].

Several further properties were extracted from the DLCQ spectrum and wave functions:

- The scaling of the lightest mesonic and baryonic masses with $N$. It was found that there is fair agreement with the result deduced from bosonization for small $\frac{m}{g}$, namely, that

$$
\begin{equation*}
\frac{M_{\mathrm{meson}}}{M_{\mathrm{baryon}}}=2 \sin \left[\frac{\pi}{2(2 N-1)}\right] \tag{12.19}
\end{equation*}
$$

The results "measured" were found to be 1,.62(5), .46(4) for $N=2,3,4$ comparing with bosonization result $1, .618, .445$. In the large $N$ limit this result implies that the baryon mass is proportional to $N$ times the mass of the meson.

- The mesonic form factors were shown to be in accordance with analytical work.
- The "deuteron", a loosely bound state of two nucleons, was shown to be stable, in $Q C D_{2}$ with two colors and two flavors.
- The "anti Pauli-blocking" effect, for which the sea quarks with the same flavor as that of the majority of the valence ones, are not suppressed in spite of their fermionic nature.


### 12.3 The spectrum of $Q C D_{2}$ with adjoint fermions

Our starting point is the action of two-dimensional $S U(N)$ YM theory coupled to Majorana fermions in the adjoint representation. ${ }^{3}$ The latter is expressed in terms of a traceless Hermitian matrix $\psi_{i j}$. The action reads,

$$
\begin{align*}
& S_{\mathrm{adj}}=\int \mathrm{d}^{2} x \operatorname{Tr}\left[i \psi^{T} \gamma^{0} \gamma^{\mu} D_{\mu} \psi-m \psi^{T} \gamma^{0} \psi-\frac{1}{4 g^{2}} F_{\mu \nu} F^{\mu \nu}\right] \\
= & \int \mathrm{d} x^{+} \mathrm{d} x^{-} \operatorname{Tr}\left[i\left(\psi \partial_{+} \psi+\bar{\psi} \partial_{-} \bar{\psi}\right)-i \sqrt{2} m \bar{\psi} \psi+\frac{1}{2 g^{2}}\left(\partial_{-} A_{+}\right)^{2}+A_{+} J^{+}\right], \tag{12.20}
\end{align*}
$$

where we have parameterized the Majorana fermions as follows,

$$
\begin{equation*}
\psi_{i j}=\frac{1}{\sqrt{\sqrt{2}}}\binom{\psi_{i j}}{\bar{\psi}_{i j}} \quad J_{i j}^{+}=2 \psi_{i k} \psi_{k j} \tag{12.21}
\end{equation*}
$$

where $\psi$ and $\bar{\psi}$ are Weyl Majorana spinors written as $N \times N$ traceless Hermitian matrices. In the second line we have imposed the light-cone gauge $A_{-}=A^{+}=0$ and used $\gamma^{0}=\sigma_{2}$ and $\gamma^{1}=i \sigma_{1}$. Note that the action does not include time $\left(x^{+}\right)$derivatives of $A_{+}$and of $\bar{\psi}$ and hence both of them are non-dynamical. The equal time ( $x^{+}$) anti-commutation relation for the dynamical Majorana fermions is given by,

$$
\begin{equation*}
\left\{\psi_{i j}\left(x^{-}\right), \psi_{k l}\left(y^{-}\right)\right\}=\frac{1}{2} \delta\left(x^{-}-y^{-}\right)\left(\delta_{i l} \delta_{j k}-\frac{1}{N} \delta_{i j} \delta_{k l}\right) \tag{12.22}
\end{equation*}
$$

[^38]In analogy to the expression of $P^{+}$and $P^{-}$given for the fundamental fermions in Section 12.2 and for the bosonized case in Section 11.3, we have now,

$$
\begin{align*}
& P^{+}=\int \mathrm{d} x^{-} \operatorname{Tr}\left[i \psi \partial_{-} \psi\right] \\
& P^{-}=\int \mathrm{d} x^{-} \operatorname{Tr}\left[\frac{-i m^{2}}{2} \psi \frac{1}{\partial_{-}} \psi-\frac{1}{2} g^{2} J^{+} \frac{1}{\partial_{-}^{2}} J^{+}\right] . \tag{12.23}
\end{align*}
$$

Denoting by $\Phi$ the physical states of the system, that obey the zero charge condition,

$$
\begin{equation*}
\int \mathrm{d} x^{-} J^{+} \mid \Phi>=0 \tag{12.24}
\end{equation*}
$$

which is simultaneously an eigenstate of both $P^{+}$and $P^{-}$since $\left[P^{+}, P^{-}\right]=0$, the spectrum is then determined as usual in the light-cone quantization via,

$$
\begin{equation*}
2 P^{+} P^{-}\left|\Phi>=M^{2}\right| \Phi> \tag{12.25}
\end{equation*}
$$

Next we introduce the mode expansion and transform the expressions from the configuration space to the space of momenta. In Section 12.2 we have done this directly in the discretized formalism. Here for completeness we first consider a continuous momentum and then perform the discretization.

The mode expansion reads,

$$
\begin{equation*}
\psi_{i j}\left(x^{-}\right)=\frac{1}{2 \sqrt{\pi}} \int_{0}^{\infty} \mathrm{d} k^{+}\left[b_{i j}\left(k^{+}\right) \mathrm{e}^{-i k^{+} x^{-}}+b_{i j}^{\dagger}\left(k^{+}\right) \mathrm{e}^{i k^{+} x^{-}}\right] \tag{12.26}
\end{equation*}
$$

and the non-trivial part of the algebra of the creation and annihilation operators is given by,

$$
\begin{equation*}
\left\{b_{i j}\left(k^{+}\right), b_{k l}\left(q^{+}\right)\right\}=\frac{1}{2} \delta\left(k^{+}-q^{+}\right)\left(\delta_{i l} \delta_{j k}-\frac{1}{N} \delta_{i j} \delta_{k l}\right) . \tag{12.27}
\end{equation*}
$$

From here on we will omit the + of $k^{+}$and denote it as $k$. Plugging the mode expansion into (12.23) we get,

$$
\begin{equation*}
P^{+}=\int_{0}^{\infty} \mathrm{d} k k b_{i j}^{\dagger}(k) b_{i j}(k) \tag{12.28}
\end{equation*}
$$

and

$$
\begin{align*}
& P^{-}=\frac{m^{2}}{2} \int_{0}^{\infty} \frac{\mathrm{d} k}{k} b_{i j}^{\dagger}(k) b_{i j}(k)+\frac{g^{2} N}{\pi} \int_{0}^{\infty} \mathrm{d} k C(k) b_{i j}^{\dagger}(k) b_{i j}(k) \\
& +\frac{g^{2} N}{2 \pi} \int_{0}^{\infty} \mathrm{d} k_{1} \mathrm{~d} k_{2} \mathrm{~d} k_{3} \mathrm{~d} k_{4}\left[A\left(k_{i}\right) \delta\left(k_{1}+k_{2}-k_{3}-k_{4}\right) b_{k j}^{\dagger}\left(k_{3}\right) b_{j i}^{\dagger}\left(k_{4}\right) b_{k l}\left(k_{1}\right) b_{l i}\left(k_{2}\right)\right. \\
& +B\left(k_{i}\right) \delta\left(k_{1}+k_{2}+k_{3}-k_{4}\right)\left(b_{k j}^{\dagger}\left(k_{4}\right) b_{k l}\left(k_{1}\right) b_{l i}\left(k_{2}\right) b_{i j}\left(k_{3}\right)\right. \\
& \left.\left.-b_{k j}^{\dagger}\left(k_{1}\right) b_{j l}^{\dagger}\left(k_{2}\right) b_{l i}^{\dagger}\left(k_{3}\right) b_{k i}\left(k_{4}\right)\right)\right] \tag{12.29}
\end{align*}
$$

where

$$
\begin{align*}
A\left(k_{i}\right) & =\frac{1}{\left(k_{4}-k_{2}\right)^{2}}-\frac{1}{\left(k_{1}+k_{2}\right)^{2}} \\
B\left(k_{i}\right) & =\frac{1}{\left(k_{2}-k_{3}\right)^{2}}-\frac{1}{\left(k_{1}+k_{2}\right)^{2}} \\
C(k) & =\int_{0}^{k} \mathrm{~d} p \frac{k}{(p-k)^{2}} \tag{12.30}
\end{align*}
$$

From these expressions of $P^{+}$and $P^{-}$it is obvious that the vacuum is annihilated by both $P^{+}$and $P^{-}$,

$$
\begin{equation*}
P^{+}\left|0>=0 \quad P^{-}\right| 0>=0 . \tag{12.31}
\end{equation*}
$$

The bosonic and fermionic states of the system take the following form,

$$
\begin{align*}
\mid \Phi_{b}\left(p^{+}\right)>= & \sum_{j=1}^{\infty} \int_{o}^{P^{+}} \mathrm{d} k_{1} \ldots \mathrm{~d} k_{2 j} \delta\left(\sum_{i=1}^{2 j} k_{i}-P^{+}\right) \\
& f_{2 j}\left(k_{1}, k_{2}, \ldots k_{2 j}\right) N^{-j} \operatorname{Tr}\left[b^{\dagger}\left(k_{1}\right) \ldots b^{\dagger}\left(k_{2 j}\right)\right] \mid 0> \\
\mid \Phi_{f}\left(p^{+}\right)>= & \sum_{j=1}^{\infty} \int_{o}^{P^{+}} \mathrm{d} k_{1} \ldots \mathrm{~d} k_{2 j+1} \delta\left(\sum_{i=1}^{2 j} k_{i}-P^{+}\right) \\
& f_{2 j}\left(k_{1}, k_{2}, \ldots k_{2 j}\right) N^{-j} \operatorname{Tr}\left[b^{\dagger}\left(k_{1}\right) \ldots b^{\dagger}\left(k_{2 j+1}\right)\right] \mid 0> \tag{12.32}
\end{align*}
$$

where the wave functions obey the cyclicity relation due to the fermionic nature of the creation and annihilation operators,

$$
\begin{equation*}
f_{i}\left(k_{2}, k_{3}, \ldots, k_{i}, k_{1}\right)=(-1)^{i-1} f_{i}\left(k_{1}, k_{2}, \ldots k_{i}\right) \tag{12.33}
\end{equation*}
$$

Unlike the case of fundamental fermions, pairs of adjoint fermions are not suppressed by additional factor of $\frac{1}{N}$ and hence the eigenstates are generated by applying operators on the vacuum with a mixture of different numbers of creation operators. This renders the extraction of the spectrum for adjoint fermions much harder to determine than that of the fundamental ones. These states are obviously eigenstates of $P^{+}$. We will have to ensure that they are also eigenstates of $P^{-}$. Following the same procedure as for 't Hooft's model of Chapter 10 and of Chapter 11 one derives a set of equations for the wavefunctions $f_{i}$ by applying (12.25) on the bosonic and fermionic eigenstates which take the form,

$$
\begin{aligned}
& M^{2} f_{i}\left(x_{1}, x_{2}, \ldots x_{i}\right)=\frac{m^{2}}{x_{1}} f_{i}\left(x_{1}, x_{2}, \ldots x_{i}\right) \\
& +\frac{g^{2} N}{\pi\left(x_{1}+x_{2}\right)^{2}} \int_{0}^{x_{1}+x_{2}} \mathrm{~d} y f_{i}\left(y, x_{1}+x_{2}-y, x_{3}, \ldots x_{i}\right) \\
& \frac{g^{2} N}{\pi} \int_{0}^{x_{1}+x_{2}} \frac{\mathrm{~d} y}{\left(x_{i}-y\right)^{2}}\left[f_{i}\left(x_{1}, x_{2}, \ldots x_{i}\right)-f_{i}\left(y, x_{1}+x_{2}-y, x_{3}, \ldots x_{i}\right)\right]
\end{aligned}
$$

$$
\begin{align*}
& \frac{g^{2} N}{\pi} \int_{0}^{x_{1}} \mathrm{~d} y \int_{0}^{x_{1}-y} \mathrm{~d} z f_{i+2}\left(y, z, x_{1}-y-z, x_{2}, \ldots x_{i}\right)\left[\frac{1}{(y+z)^{2}}-\frac{1}{\left(x_{1}-y\right)^{2}}\right] \\
& {\left[\frac{1}{\left(x_{1}+x_{2}\right)^{2}}-\frac{1}{\left(x_{2}+x_{3}\right)^{2}}\right] \pm \text { cyclic }} \tag{12.34}
\end{align*}
$$

where $x_{i}=\frac{k_{i}^{+}}{P+}$ and the last term of the equation stands for cyclic permutations of $\left(x_{1}, x_{2}, \ldots, x_{i}\right)$ which for odd $i$ comes with a $+\operatorname{sign}$ and for even $i$ with alternating signs. Similar to what happens in the 't Hooft model, the equation does not have an ambiguity once we incorporate a principal value prescription to the Coulomb double pole since at $x_{1}=y$ the numerator also vanishes.

At this point we implement the idea of discretizing the light-cone momenta in the following way,

$$
\begin{equation*}
x \rightarrow \frac{n}{K} \quad \int_{0}^{1} \mathrm{~d} x \rightarrow \frac{2}{K} \sum_{\text {odd } n>0}^{K}, \tag{12.35}
\end{equation*}
$$

where $n$ is an odd positive integer and $K \rightarrow \infty$ is the continuum limit. The constraint $\sum_{j=1}^{i} x_{j}=1$ eliminates all states with over $K$ partons, where a parton is a state created from the vacuum by a single creation operator. In this way the discretized eigenvalue problem becomes finite dimensional. With this discretization the Fourier transform (12.26) translates into a sum,

$$
\begin{equation*}
\psi_{i j}\left(x^{-}\right)=\frac{1}{2 \sqrt{\pi}} \sum_{\text {odd } n>0}\left[b_{i j}(n) \mathrm{e}^{-i k^{+} x^{-}}+b_{i j}^{\dagger}(n) \mathrm{e}^{i k^{+} x^{-}}\right] . \tag{12.36}
\end{equation*}
$$

Similar to (12.8), the creation and annihilation operators of (12.27) also take discretized values, and obviously the Dirac delta function in (12.27) is replaced by a Kronecker delta function. The eigenvalue problem now reads,

$$
\begin{equation*}
2 P^{+} P^{-}=K\left[\frac{g^{2} N}{\pi} T+m^{2} V\right] \tag{12.37}
\end{equation*}
$$

where the mass term is given by,

$$
\begin{equation*}
V=\sum_{n} \frac{1}{n} b_{i j}^{\dagger}(n) b_{i j}(n) \tag{12.38}
\end{equation*}
$$

and,

$$
\begin{gather*}
T=4 \sum_{n} b_{i j}^{\dagger}(n) b_{i j}(n) \sum_{m}^{n-2} \frac{1}{(n-m)^{2}}+ \\
\frac{2}{N} \sum_{m}\left\{\delta_{n_{1}+n_{2}, n_{3}+n_{4}}\left[\frac{1}{\left(n_{4}-n_{2}\right)^{2}}-\frac{1}{\left(n_{1}+n_{2}\right)^{2}}\right] b_{k j}^{\dagger}(n) b_{j i}^{\dagger}(n) b_{k l}(n) b_{l i}(n)\right. \\
+\delta_{n_{1}+n_{2}+n_{3}, n_{4}}\left[\frac{1}{\left(n_{3}+n_{2}\right)^{2}}-\frac{1}{\left(n_{1}+n_{2}\right)^{2}}\right] \\
\left.b_{k j}^{\dagger}\left(n_{4}\right) b_{k l}\left(n_{1}\right) b_{l i}\left(n_{2}\right) b_{i j}\left(n_{3}\right)-b_{k j}^{\dagger}\left(n_{1}\right) b_{j l}^{\dagger}\left(n_{2}\right) b_{l i}^{\dagger}\left(n_{3}\right) b_{k i}\left(n_{4}\right)\right\}, \tag{12.39}
\end{gather*}
$$

where all the summations are over positive odd integers.


Fig. 12.3. The spectrum of fermionic states for $\mathrm{K}=25, m=0$ [38].

One chooses a basis of states normalized to 1 in the large $N$ limit,

$$
\begin{equation*}
\left.\frac{1}{N^{i / 2} \sqrt{s}} \operatorname{Tr}\left[b^{\dagger}\left(n_{1}\right) \ldots b^{\dagger}\left(n_{i}\right)\right] \right\rvert\, 0>\quad \sum_{j=1}^{i} n_{j}=K \tag{12.40}
\end{equation*}
$$

The states are defined by ordered partitions of $K$ into $i$ positive odd integers, modulo cyclic permutations. If $\left(n_{1}, n_{2}, \ldots, n_{i}\right)$ is taken into itself by $s$ out of $i$ possible cyclic permutations, then the corresponding state receives a normalization factor $\frac{1}{\sqrt{s}}$. Otherwise $s=1$. For even $i$, however, all partitions of $K$ where $i / s$ is odd do not give rise to states.

Using the discretized Hamiltonian and the basis of states (12.40) one can diagonalize the Hamiltonian and compute the spectrum for a range of values of $K$ and then extrapolate the results to infinite $K$, the continuum limit. One can extract certain properties of the spectrum also from the results at a fixed large $K$. In particular the dependence of the spectrum on the mass of the adjoint quark $m$ is also of interest and the special cases of $m=0$ and $m^{2}=g^{2} N / \pi$ where the model is supersymmetric.

The fermionic spectrum found by diagonalizing the system with $K=25$ for the massless case and for $m^{2}=\frac{g^{2} N}{\pi}$ is described in Figs. 12.3 and 12.4 in the form of the mass of the bound state as a function of the expectation value of the parton number. The bosonic spectrum using $K=24$ for the two masses is drawn in Figs. 12.5 and 12.6.


Fig. 12.4. The spectrum of fermionic states for $\mathrm{K}=25, m^{2}=g^{2} / \pi[38]$.


Fig. 12.5. The spectrum of bosonic states for $\mathrm{K}=25, m=0[38]$.

The characteristic features of the spectra are the following:

- The density of states increases rapidly with the mass, and almost all the states lie within a band bounded by two $<N>\sim M$ lines. The system admits a Hagedorn behavior,

$$
\begin{equation*}
\rho(m) \sim m^{\alpha} \mathrm{e}^{\beta m} \tag{12.41}
\end{equation*}
$$

where $\rho(m)$ is the density and from the data it follows that $\beta \sim 0.7 \sqrt{\frac{\pi}{g^{2} N}}$.


Fig. 12.6. The spectrum of bosonic states for $\mathrm{K}=25, m^{2}=g^{2} / \pi[38]$.

- The mass increases roughly linearly with the average number of partons. Such a behavior characterizes a system of large $N$ non-relativistic particles connected into a closed string by harmonic springs.
- For the low-lying states the wave function strongly peaks on states with a definite number of partons. For instance, for $\mathrm{K}=25$ the ground state has a probability of 0.9993 of consisting of 3 partons, and the first excited state has a probability of 0.99443 of consisting of 5 partons.
- Thus the low-lying states can be well approximated by truncating the diagonalization to a single parton number sector. For instance the bosonic ground state can be derived from a truncation of (12.34) to a two-parton sector which yields the following equation,

$$
\begin{equation*}
M^{2} \phi(x)=m^{2} \phi(x)\left(\frac{1}{x}+\frac{1}{1-x}\right)+\frac{2 g^{2} N}{\pi} \int_{0}^{1} \mathrm{~d} y \frac{\phi(x)-\phi(y)}{(y-x)^{2}} \tag{12.42}
\end{equation*}
$$

with $\phi(x)=f_{2}(x, 1-x)$. Note that this equation is the 't Hooft equation discussed in Chapter 10 with the replacement of $g^{2} \rightarrow 2 g^{2}$. This difference stems from the fact that unlike for mesons built from fundamental quarks, here there are two color flux tubes connecting two partons.

- Due to the fermionic statistics $\phi(x)=-\phi(1-x)$ half of the states of the 't Hooft model including the ground state are now excluded. In particular for $m=0$ the state $\phi(x)=1$ which associates with a massless bound state is missing. The absence of a massless ground state even in the limit of $m \rightarrow 0$ can be explained huristically as follows. For $m=0$ the mass of the states is measured in units of the coupling constant $g$ and hence the massless limit can
be achieved in the strong coupling limit $g \rightarrow \infty$ for which the action takes the form,

$$
\begin{equation*}
S=\int \mathrm{d}^{2} x \operatorname{Tr}\left[i \Psi^{T} \gamma^{0} \gamma^{\mu} \partial_{\mu} \Psi+A_{\mu} J^{\mu}\right] \tag{12.43}
\end{equation*}
$$

Now the left and right currents $J_{i j}^{ \pm}$constitute two independent level $N$ affine Lie algebras for which we have seen in Chapter 3 the corresponding Virasoro anomaly is,

$$
\begin{equation*}
c=c_{0}-\left(N^{2}-1\right) \frac{k}{k+N}=\frac{N^{2}-1}{2}-\left(N^{2}-1\right) \frac{k}{k+N} \tag{12.44}
\end{equation*}
$$

where $c_{0}$ is the central charge before gauging and $k$ is the ALA level. Since $k=N$ it is obvious that $c=0$ and hence there is no massless bound state. For fundamental quarks in the same limit we get, by taking $k=1$ and $c_{0}=N$, that $c=1$, which means that for this case there is a massless bound state.

## 13

# The baryonic spectrum of multiflavor $Q C D_{2}$ in the strong coupling limit 

We are now going to compute the baryonic spectrum of $Q C D_{2}$, for which as it turns out the bosonic formulation is very convenient. The mesonic spectrum was found earlier, using large $N$ with quark fields as variables in Chapter 10, as well as using currents as building blocks in Section 11.3. For the baryon spectrum, however, the large $N$ limit, in terms of fermionic fields, is not the natural framework to use since in such a picture the baryon is a bound state of a large number $N$ of constituents. Instead, it will be shown in this chapter that the bosonized version of $Q C D_{2}$ in the strong coupling limit provides an effective description of the baryons. ${ }^{1}$ We will start by deriving the effective action at the strong coupling limit. It will be argued that for the purpose of extracting the low-lying baryons, one can in fact use the product scheme instead of the $U\left(N_{c} \times N_{c}\right)$ scheme, with the former being more suitable for our purposes. Once the effective action is written down we will search for soliton solutions that carry a baryon number. It will be shown that for a static configuration the effective action reduces to a sum of sine-Gordon actions. Using the knowledge acquired on solitons, in Chapter 5, it will be easy to write down the classical baryonic configuration. We will then semi-classically quantize these solitons. This problem will be mapped into a quantum mechanical model on a $C P^{\left(N_{f}-1\right)}$ manifold. The energy and charges of the quantized soliton can be derived and thus the spectrum of the baryons is determined. We then analyze the quark flavor content of the baryons and discuss multi-baryon states. Finally, we include meson-baryon scattering, this time also for the case of any coupling.

### 13.1 The strong coupling limit

It turns out that the mass term plays an essential role in the determination of classical soliton solutions in $1+1$ space-time dimensions. It is therefore required to switch on this term before deducing the low energy effective action. As was explained in Chapter 6, we know how to do this rigorously only in the scheme of $U\left(N_{\mathrm{F}} N_{\mathrm{C}}\right)$. It will turn out, however, that the product scheme can be used for the low mass states in the strong coupling limit.
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Our starting point is the last equation of Chapter 9. In the strong coupling limit $\frac{e_{c}}{m_{q}} \rightarrow \infty$, the fields in $\tilde{h}$ which contribute to $\tilde{H}$ will become infinitely heavy. The sector $\tilde{g} l \subset \frac{S U\left(N_{\mathrm{F}} N_{\mathrm{C}}\right)}{S U\left(N_{\mathrm{C}}\right)}$, however, will not acquire mass from the gauge interaction term. Since we are interested only in the light particles we can, in the strong coupling limit, ignore the heavy fields, if we first normal order the heavy fields at the mass scale $\tilde{\mu}=\frac{e_{c} \sqrt{N_{\mathrm{F}}}}{\sqrt{2 \pi}}$. Using the relation, for a given operator $O$,

$$
\begin{equation*}
\left(\frac{\tilde{\mu}}{\tilde{m}}\right)^{\Delta} N_{\tilde{\mu}} O=N_{\tilde{m}} O \tag{13.1}
\end{equation*}
$$

to perform the change in the scale of normal ordering, and then substituting $h_{b}^{a}=\delta_{b}^{a}$, we get for the low energy effective action,

$$
\begin{align*}
S_{\mathrm{eff}}[u]= & S[\tilde{g}]+S[l]+\frac{1}{2} \int \mathrm{~d}^{2} x \partial_{\mu} \phi \partial^{\mu} \phi \\
& +c m_{q} \tilde{\mu} N_{\tilde{\mu}} \int \mathrm{d}^{2} x \operatorname{Tr}\left(e^{-i \sqrt{\bar{N}_{\mathrm{C}^{N_{\mathrm{F}}}}^{4 \pi}}} \tilde{g} l+\mathrm{e}^{+i \sqrt{\frac{4 \pi}{N_{\mathrm{C}}{ }^{N_{\mathrm{F}}}}} \phi} l^{\dagger} \tilde{g}^{\dagger}\right. \tag{13.2}
\end{align*} .
$$

We can now replace the two mass scales $m_{q}$ and $\tilde{\mu}$ by a single scale, by normal ordering at a certain $m$ so the final form of the effective action becomes,

$$
\begin{align*}
S_{\text {eff }}[u]= & S[\tilde{g}]+S[l]+\frac{1}{2} \int \mathrm{~d}^{2} x \partial_{\mu} \phi \partial^{\mu} \phi \\
& +\frac{m^{2}}{N_{C}} N_{m} \int \mathrm{~d}^{2} x \operatorname{Tr}\left(\mathrm{e}^{-i \sqrt{\frac{4 \pi}{N_{\mathrm{C}}^{N_{\mathrm{F}}}}} \phi} \tilde{g} l+\mathrm{e}^{+i \sqrt{\frac{4 \pi}{N_{\mathrm{C}}^{N_{\mathrm{F}}}}} \tilde{l}^{\dagger}} g^{\dagger}\right), \tag{13.3}
\end{align*}
$$

with $m$ given by,

$$
\begin{equation*}
m=\left[N_{\mathrm{C}} c m_{q}\left(\frac{e_{c} \sqrt{N_{\mathrm{F}}}}{\sqrt{2 \pi}}\right)^{\Delta_{C}}\right]^{\frac{1}{1+\Delta_{C}}} \tag{13.4}
\end{equation*}
$$

here $\Delta_{C}$, the dimension of $\tilde{h}$, is $\frac{N_{C}^{2}-1}{N_{\mathrm{C}}\left(N_{\mathrm{C}}+N_{\mathrm{F}}\right)}$. For the $l=1$ sector, defining $g^{\prime}=$ $\tilde{g} \mathrm{e}^{-i \sqrt{\frac{4 \pi}{N_{\mathrm{C}} N_{\mathrm{F}}}} \phi} \subset U\left(N_{\mathrm{F}}\right)$ one gets the effective action,

$$
\begin{equation*}
S_{\mathrm{eff}}\left[g^{\prime}\right]=N_{\mathrm{C}} S\left[g^{\prime}\right]+m^{2} N_{m} \int \mathrm{~d}^{2} x \operatorname{Tr}_{F}\left(g^{\prime}+g^{\prime \dagger}\right) \tag{13.5}
\end{equation*}
$$

Thus, the low energy effective action in the $l=1$ sector coincides with the result of the "naive" approach of the product scheme.

In the strong coupling limit $e_{c} / m_{q} \rightarrow \infty$ the low energy effective action reads, ${ }^{2}$

$$
\begin{equation*}
S[g]=N_{\mathrm{C}} S[g]+m^{2} N_{m} \int \mathrm{~d}^{2} x\left(\operatorname{Tr} g+\operatorname{Tr} g^{\dagger}\right) \tag{13.6}
\end{equation*}
$$

with $g$ in $U\left(N_{\mathrm{F}}\right)$. Note that the analog of our strong coupling to the case of $3+1$ space-time, would be that of light current quarks compared to the $Q C D$ scale $\Lambda_{Q C D}$.
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### 13.2 Classical soliton solutions

We now look for static solutions of the classical action. For a static field configuration, the WZ term does not contribute. One way to see this is by noting that the variation of the WZ term can be written as,

$$
\begin{equation*}
\delta W Z \propto \int \mathrm{~d}^{2} x \varepsilon^{i j} \operatorname{Tr}(\delta g) g^{\dagger}\left(\partial_{i} g\right)\left(\partial_{j} g^{\dagger}\right) \tag{13.7}
\end{equation*}
$$

and for $g$ that has only spatial dependence $\delta W Z=0$. Without loss of generality we may take, for the lowest energy, a diagonal $g(x)$,

$$
\begin{equation*}
g(x)=\left(\mathrm{e}^{-i \sqrt{\frac{4 \pi}{N_{\mathrm{C}}}} \varphi_{1}}, \ldots, \mathrm{e}^{-i \sqrt{\frac{4 \pi}{N_{\mathrm{C}}}} \varphi_{N_{\mathrm{F}}}}\right) \tag{13.8}
\end{equation*}
$$

For this ansatz and with a redefinition of the constant term, the action density reduces to,

$$
\begin{equation*}
\tilde{S}_{d}[g]=-\int \mathrm{d} x \sum_{i=1}^{N_{\mathrm{F}}}\left[\frac{1}{2}\left(\frac{\mathrm{~d} \varphi_{i}}{\mathrm{~d} x}\right)^{2}-2 m^{2}\left(\cos \sqrt{\frac{4 \pi}{N_{\mathrm{C}}}} \varphi_{i}-1\right)\right] . \tag{13.9}
\end{equation*}
$$

This is a sum of decoupled standard sine-Gordon actions for each $\varphi_{i}$. The well-known solutions of the associated equations of motion are,

$$
\begin{equation*}
\varphi_{i}(x)=\sqrt{\frac{4 N_{\mathrm{C}}}{\pi}} \operatorname{arct} g\left[e^{\left(\sqrt{\frac{8 \pi}{N_{\mathrm{C}}}} m x\right)}\right] \tag{13.10}
\end{equation*}
$$

with the corresponding classical energy,

$$
\begin{equation*}
E_{i}=4 m \sqrt{\frac{2 N_{\mathrm{C}}}{\pi}}, \quad i=1, \ldots, N_{\mathrm{F}} \tag{13.11}
\end{equation*}
$$

Clearly the minimum energy configuration for this class is when only one of the $\varphi_{i}$ is nonzero, for example,

$$
\begin{equation*}
g_{\circ}(x)=\operatorname{Diag}\left(1,1, \ldots, \mathrm{e}^{-i \sqrt{\frac{4 \pi}{N_{\mathrm{C}}}} \varphi(x)}\right) \tag{13.12}
\end{equation*}
$$

Conserved charges, corresponding to the vector current, can be computed using the definition,

$$
\begin{equation*}
Q^{A}[g(x)]=\frac{1}{2} \int \mathrm{~d} x \operatorname{Tr}\left(J_{0} T^{A}\right) \tag{13.13}
\end{equation*}
$$

where $\frac{1}{2} T^{A}$ are the $S U\left(N_{\mathrm{F}}\right)$ generators and the $U(1)$ baryon number is generated by the unit matrix. This follows from $J_{\mu}=J_{\mu}^{A} T^{A}$, and in the fermionic basis $J_{\mu}^{A}=\bar{\psi} \gamma_{\mu} \frac{1}{2} T^{A} \psi$.

In particular, for eqn. (13.10), we get charges different from zero only for $Q_{B}$ and $Q_{Y}$ corresponding to baryon number and "hypercharge", respectively,

$$
\begin{equation*}
Q_{B}^{\circ}=N_{\mathrm{C}}, \quad Q_{Y}^{\circ}=-\frac{1}{2} \sqrt{\frac{2\left(N_{\mathrm{F}}-1\right)}{N_{\mathrm{F}}}} N_{\mathrm{C}} \tag{13.14}
\end{equation*}
$$
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these charges are determined solely by the boundary values of $\varphi(x)$, which are,

$$
\begin{equation*}
\sqrt{\frac{4 \pi}{N_{\mathrm{C}}}} \varphi(\infty)=2 \pi, \quad \sqrt{\frac{4 \pi}{N_{\mathrm{C}}}} \varphi(-\infty)=0 \tag{13.15}
\end{equation*}
$$

Under a general $\mathrm{U}_{V}\left(N_{\mathrm{F}}\right)$ global transformation $g_{\circ}(x) \rightarrow \tilde{g}_{\circ}(x)=A g_{\circ}(x) A^{-1}$ the energy of the soliton is obviously unchanged, but charges other than $Q_{B}$ and $Q_{Y}$ will be turned on. Let us introduce a parametrization of A that will be useful later,

$$
A=\left(\begin{array}{ccccc} 
& & & & z_{1}  \tag{13.16}\\
& & A_{i j} & & \vdots \\
& & & & \vdots \\
& & & & z_{\left(N_{\mathrm{F}}-1\right)} \\
Y_{1} & \ldots & \ldots & Y_{\left(N_{\mathrm{F}}-1\right)} & z_{N_{\mathrm{F}}}
\end{array}\right)
$$

Now,

$$
\begin{equation*}
\tilde{g}_{\circ}=1+\left(\mathrm{e}^{-i \sqrt{\frac{4 \pi}{N_{\mathrm{C}}}} \varphi}-1\right) \mathrm{z} \tag{13.17}
\end{equation*}
$$

where $(\mathrm{z})_{\alpha \beta}=z_{\alpha} z_{\beta}^{*}$, and from unitarity $\sum_{\alpha=i}^{N_{\mathrm{F}}} z_{\alpha} z_{\alpha}^{*}=1$. The charges with $\tilde{g}_{\circ}(x)$ are,

$$
\begin{equation*}
\left(\tilde{Q}^{\circ}\right)^{A}=\frac{1}{2} N_{\mathrm{C}} \operatorname{Tr}\left(T^{A} \mathrm{z}\right) \tag{13.18}
\end{equation*}
$$

Only the baryon number is unchanged. The discussion of the possible $U\left(N_{\mathrm{F}}\right)$ representations cannot be done yet, since we are dealing so far with a classical system. We will return to the question of possible representations after quantizing the system.

### 13.3 Semi-classical quantization and the baryons

The next step in the semi-classical analysis is to consider configurations of the form,

$$
\begin{equation*}
g(x, t)=A(t) g_{\circ}(x) A^{-1}(t), \quad A(t) \in U\left(N_{\mathrm{F}}\right) \tag{13.19}
\end{equation*}
$$

and to derive the effective action for $\mathrm{A}(\mathrm{t}) .{ }^{3}$ Quantization of this action corresponds to doing the functional integral over $\mathrm{g}(x, t)$ of the above form. The effective action for $\mathrm{A}(\mathrm{t})$ is derived by substituting $g(x, t)=A(t) g_{\circ}(x) A^{-1}(t)$ in the original action. Here we use the following property of the WZ action,

$$
\begin{equation*}
S\left[A g B^{-1}\right]=S\left[A B^{-1}\right]+S\left[g, \tilde{A}_{\mu}\right] \tag{13.20}
\end{equation*}
$$

[^41]where $S[\mathrm{~g}]$ is the WZW action and $S[\mathrm{~g}, \tilde{A}]$ is given by (9.25), respectively, with the gauge field $\tilde{A}_{\mu}$ given as,
\[

$$
\begin{equation*}
i \tilde{A}_{+}=A^{-1} \partial_{+} A, \quad i \tilde{A}_{-}=B^{-1} \partial_{-} B ; \quad A, B \in U\left(N_{\mathrm{F}}\right) \tag{13.21}
\end{equation*}
$$

\]

Using the above formula for $\mathrm{A}=\mathrm{B}$, noting that $\mathrm{S}(1)=0$, and taking $A=A(t)$,

$$
\begin{equation*}
\partial_{+} A=\partial_{-} A=\frac{\dot{A}}{\sqrt{2}}, \tag{13.22}
\end{equation*}
$$

we get,

$$
\begin{align*}
\tilde{S} & {\left[A(t) g_{\circ}(x) A^{-1}(t)\right]-\tilde{S}\left[g_{\circ}\right]=\frac{N_{\mathrm{C}}}{8 \pi} \int \mathrm{~d}^{2} x \operatorname{Tr}\left\{\left[A^{-1} \dot{A}, g_{\circ}\right]\left[A^{-1} \dot{A}, g_{\circ}^{\dagger}\right]\right\} } \\
& +\frac{N_{\mathrm{C}}}{2 \pi} \int \mathrm{~d}^{2} x \operatorname{Tr}\left\{\left(A^{-1} \dot{A}\right)\left(g_{\circ}^{\dagger} \partial_{1} g_{\circ}\right)\right\} . \tag{13.23}
\end{align*}
$$

This action is invariant under global $U\left(N_{\mathrm{F}}\right)$ transformations $A \rightarrow U A$, where $U \in G=U\left(N_{\mathrm{F}}\right)$. This corresponds to the invariance of the original action under $g \rightarrow U g U^{-1}$. On top of this it is also invariant under the local changes $A(t) \rightarrow$ $A(t) V(t)$, where $V(t) \in H=S U\left(N_{\mathrm{F}}-1\right) \times U_{B}(1) \times U_{Y}(1)$, with the last two $U(1)$ factors corresponding to baryon number and hypercharge, respectively. This subgroup $H$ of $G$ is nothing but the invariance group of $g_{\circ}(x)$. In terms of $g_{\circ}(x)$ and $A(t)$ the charges associated with the global $U\left(N_{\mathrm{F}}\right)$ symmetry, eqn. (13.13), have the form,

$$
\begin{equation*}
Q^{B}=i \frac{N_{\mathrm{C}}}{8 \pi} \int \mathrm{~d} x \operatorname{Tr}\left\{T^{B} A\left(\left(g_{\circ}^{\dagger} \partial_{1} g_{\circ}-g_{\circ} \partial_{1} g_{\circ}^{\dagger}\right)+\left[g_{\circ},\left[A^{-1} \dot{A}, g_{\circ}^{\dagger}\right]\right]\right) A^{-1}\right\} \tag{13.24}
\end{equation*}
$$

The effective action, eqn. (13.23), is an action for the coordinates describing the coset space,

$$
\begin{align*}
G / H & =S U\left(N_{\mathrm{F}}\right) \times U_{B}(1) / S U\left(N_{\mathrm{F}}-1\right) \times U_{Y}(1) \times U_{B}(1) \\
& =S U\left(N_{\mathrm{F}}\right) / S U\left(N_{\mathrm{F}}-1\right) \times U_{Y}(1)=C P^{N} . \tag{13.25}
\end{align*}
$$

To see this explicitly we define the Lie algebra valued variables $q^{A}$ through $A^{-1} \dot{A}=i \sum T^{A} \dot{q}^{A}$. In terms of these variables (13.23) takes the form (the part that depends on $q^{A}$ ),

$$
\begin{align*}
S_{q} & =\int \mathrm{d} t\left[\frac{1}{2 M} \sum_{A=1}^{2\left(N_{\mathrm{F}}-1\right)}\left(\dot{q}^{A}\right)^{2}-N_{\mathrm{C}} \sqrt{\frac{2\left(N_{\mathrm{F}}-1\right)}{N_{\mathrm{F}}}} \dot{q}^{Y}\right] \\
\frac{1}{2 M} & =\frac{N_{\mathrm{C}}}{2 \pi} \int_{-\infty}^{\infty}\left(1-\cos \sqrt{\frac{4 \pi}{N_{\mathrm{C}}}} \varphi\right) \mathrm{d} x=\frac{\sqrt{2}}{m}\left(\frac{N_{\mathrm{C}}}{\pi}\right)^{3 / 2} . \tag{13.26}
\end{align*}
$$

The sum is over those $q^{A}$ which correspond to the $G / H$ generators and $q^{Y}$ is associated with the hypercharge generator. Although the $q^{A}$ seem to be a "natural" choice of variables for the action (13.23), which depends only on the combination $A^{-1} \dot{A}$, they are not a convenient choice of variables. The reason for that is the explicit dependence of the charges (13.24) on $A^{-1}(t)$ and $A(t)$ as well as on $A^{-1} \dot{A}(t)$.
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Instead we found that a convenient parametrization is that of (13.16). One can rewrite the action (13.23), as well as the charges (13.24), in terms of the $z_{1}, \ldots, z_{N_{\mathrm{F}}}$ variables, which however are subject to the constraint $\sum_{\alpha=1}^{N_{\mathrm{F}}} z_{\alpha} z_{\alpha}^{*}=1$. Thus,

$$
\begin{equation*}
\tilde{S}\left[A(t) g_{\circ} A^{-1}(t)\right]-\tilde{S}\left[g_{\circ}\right]=S\left[z_{\alpha}(t), \varphi(x)\right], \tag{13.27}
\end{equation*}
$$

where,

$$
\begin{align*}
S\left[z_{\alpha}(t), \varphi(x)\right]= & \frac{N_{\mathrm{C}}}{2 \pi} \int \mathrm{~d}^{2} x\left\{( 1 - \operatorname { c o s } \sqrt { \frac { 4 \pi } { N _ { \mathrm { C } } } } \varphi ) \left[\dot{z}_{\alpha}^{*} \dot{z}_{\alpha}\right.\right. \\
& \left.\left.-\left(z_{\gamma}^{*} \dot{z}_{\gamma}\right)\left(\dot{z}_{\beta}^{*} z_{\beta}\right)\right]-i \sqrt{\frac{4 \pi}{N_{\mathrm{C}}}} \varphi^{\prime} z_{\alpha}^{*} \dot{z}_{\alpha}\right\} \tag{13.28}
\end{align*}
$$

We can do the integral over $x$ and rewrite (13.28) as,

$$
\begin{equation*}
S\left[z_{\alpha}(t)\right]=\frac{1}{2 M} \int \mathrm{~d} t\left[\dot{z}_{\alpha}^{*} \dot{z}_{\alpha}-\left(z_{\gamma}^{*} \dot{z}_{\gamma}\right)\left(\dot{z}_{\beta}^{*} z_{\beta}\right)\right]-i \frac{N_{\mathrm{C}}}{2} \int \mathrm{~d} t\left(z_{\alpha}^{*} \dot{z}_{\alpha}-\dot{z}_{\alpha}^{*} z_{\alpha}\right) \tag{13.29}
\end{equation*}
$$

where $1 / \mathrm{M}$ is defined in eqn. (13.26). The first term in (13.29) is the usual $\mathrm{CP}^{\left(N_{\mathrm{F}}-1\right)}$ quantum mechanical action, while the second term is a modification due to the WZ term.

Similarly we express the $U\left(N_{\mathrm{F}}\right)$ charges in terms of the $z$ variables, using eqn. (13.24),

$$
\begin{align*}
Q^{C} & =\frac{1}{2} T_{\beta \alpha}^{C} Q_{\alpha \beta} \\
Q_{\alpha \beta} & =N_{\mathrm{C}} z_{\alpha} z_{\beta}^{*}+\frac{i}{2 M}\left[z_{\alpha} z_{\beta}^{*}\left(z_{\gamma}^{*} \dot{z}_{\gamma}-\dot{z}_{\gamma}^{*} z_{\gamma}\right)+z_{\alpha} \dot{z}_{\beta}^{*}-z_{\beta}^{*} \dot{z}_{\alpha}\right] \tag{13.30}
\end{align*}
$$

Of course the symmetries of $S[z]$ are the global $U\left(N_{\mathrm{F}}\right)$ group under which,

$$
\begin{equation*}
z_{\alpha} \rightarrow z_{\alpha}^{\prime}=U_{\alpha \beta} z_{\beta}, \quad U \in U\left(N_{\mathrm{F}}\right) \tag{13.31}
\end{equation*}
$$

and a local $U(1)$ subgroup of $H$ under which,

$$
\begin{equation*}
z_{\alpha} \rightarrow z_{\alpha}^{\prime}=\mathrm{e}^{i \delta(t)} z_{\alpha} \tag{13.32}
\end{equation*}
$$

As a consequence of the gauge invariance one can rewrite the action in a covariant form,

$$
\begin{equation*}
S\left[z_{\alpha}\right]=\frac{1}{2 M} \int \mathrm{~d} t \operatorname{Tr}(D z)^{\dagger} D z+i N_{\mathrm{C}} \int \mathrm{~d} t \operatorname{Tr} \dot{z}^{\dagger} z \tag{13.33}
\end{equation*}
$$

where,

$$
\begin{equation*}
(D z)_{\alpha}=\dot{z}_{\alpha}+z_{\alpha}\left(\dot{z}_{\beta}^{\star} z_{\beta}\right) . \tag{13.34}
\end{equation*}
$$

Constructing Noether charges of the $U\left(N_{\mathrm{F}}\right)$ global invariance of (13.31) out of the action ( 13.33 leads to expressions identical with (13.30)). Note that in eqn. (13.34) we can view $\dot{z}_{\beta}^{\star} z_{\beta}=i a(t)$ as a composite $U(1)$ gauge potential.

Now let us count the degrees of freedom. The local $U(1)$ symmetry allows us to take one of the $z$ s to be real, and the constraint $\sum_{\alpha} z_{\alpha} z_{\alpha}^{*}=1$ removes one more degree of freedom, so altogether we are left with $2 N_{\mathrm{F}}-2=2\left(N_{\mathrm{F}}-1\right)$
physical degrees of freedom. This is exactly the dimension of the coset space $\frac{S U\left(N_{\mathrm{F}}\right)}{S U\left(N_{\mathrm{F}}-1\right) \times U(1) .}$ The corresponding phase space should have a real dimension of $4\left(N_{\mathrm{F}}-1\right)$. Naively, however, we have a phase space of $4 N_{\mathrm{F}}$ dimensions and, therefore, we expect four constraints.
There are several methods of quantizing systems with constraints. Here we choose to eliminate the redundancy in the $z$ variables and then invoke the canonical quantization procedure. ${ }^{4}$

But before following these lines let us briefly describe another method, through the use of Dirac's brackets. We outline the classical case. The quantum case is obtained by replacing $\{$,$\} with i[$,$] .$

The first step in this prescription is to add to the Lagrangian a term of the form $\lambda\left(\sum_{\alpha} z_{\alpha} z_{\alpha}^{*}-1\right)$, in which case the conjugate momentum $\pi_{\lambda}$ of the Lagrange multiplier vanishes. By requiring that this condition be preserved in time one gets the secondary constraint $\Phi_{1}=\left(\sum_{\alpha} z_{\alpha} z_{\alpha}^{*}-1\right)=0$. Further imposing $\dot{\Phi}_{1}=\left\{\Phi_{1}, H\right\}_{P}=0$, where $\left\}_{P}\right.$ denotes a Poisson bracket, one finds another second-class constraint $\Phi_{2}=\Pi \cdot z+z^{\dagger} \cdot \Pi^{\dagger}$. In addition there is a first-class constraint $\Phi_{3}=\Pi \cdot z-z^{\dagger} \cdot \Pi^{\dagger}$, which corresponds to the local $U(1)$ invariance of the model. Fixing this symmetry one gets an additional constraint $\Phi_{4}$. For instance one can choose the unitary gauge $\Phi_{4}=z_{N_{\mathrm{F}}}-z_{N_{\mathrm{F}}}^{*}$. The next step is to compute the constraint matrix $\left\{\Phi_{i}, \Phi_{j}\right\}_{P}=c_{i j}$. In the constrained theory, the brackets between $F$ and $G$ are replaced by the Dirac brackets of those operators, given by

$$
\begin{equation*}
\{F, G\}_{D}=\{F, G\}_{P}-\left\{F, \Phi_{i}\right\}_{P}\left(c_{i j}^{-1}\right)\left\{\Phi_{j}, G\right\}_{P} \tag{13.35}
\end{equation*}
$$

where $c_{i j}^{-1}$ is the inverse of the constraint matrix. Imposing the constraints as operator relations it is easy to see that $z_{N_{\mathrm{F}}}, \Pi_{N_{\mathrm{F}}}$ and their complex conjugates can be eliminated. The brackets for the rest of the fields coincide with the results we derive below, when eliminating the constraints explicitly.

We now describe in some detail the quantization of the system using unconstrained variables. We want to choose a set of new variables so that the constraint $\sum_{\alpha=1}^{N_{\mathrm{F}}} z_{\alpha} z_{\alpha}^{*}=1$ is automatically fulfilled. There is a standard choice of such variables, namely (for $i=1, \ldots, N_{\mathrm{F}}-1$ ),

$$
\begin{align*}
z_{i} & =\frac{k_{i}}{\sqrt{1+X}}, \quad z_{i}^{*}=\frac{k_{i}^{*}}{\sqrt{1+X}}, \quad z_{N_{\mathrm{F}}}=\frac{e^{i \chi}}{\sqrt{1+X}} \\
X & =\sum_{i=1}^{N_{\mathrm{F}}-1} k_{i}^{*} k_{i} \tag{13.36}
\end{align*}
$$

The $k_{i}, k_{i}^{*}$ and $\chi$ are $2 N_{\mathrm{F}}-1$ real variables with no constraints on them. The phase space will now have dimension $2\left(2 N_{\mathrm{F}}-1\right)$ and we still have two extra
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constraints. After some straightforward algebra we can write,

$$
\begin{align*}
S\left[k, k^{*}, \chi\right]= & \int \mathrm{d} t L\left(k, k^{*}, \chi\right) \\
L\left(k, k^{*}, \chi\right)= & \frac{1}{2 M} \dot{k}_{i}^{*} h_{i j} \dot{k}_{j}-i \frac{N_{\mathrm{C}}}{2} \frac{k_{i}^{*} \dot{k}_{i}-\dot{k}_{i}^{*} k_{i}}{1+X} \\
& +\frac{1}{2 M} \frac{X}{(1+X)^{2}} \dot{\chi}^{2}+\dot{\chi}\left\{\frac{i}{2 M} \frac{k_{i}^{*} \dot{k}_{i}-\dot{k}_{i}^{*} k_{i}}{(1+X)^{2}}+\frac{N_{\mathrm{C}}}{1+X}\right\}, \tag{13.37}
\end{align*}
$$

where,

$$
\begin{equation*}
h_{i j}=\frac{\delta_{i j}}{1+X}-\frac{k_{i} k_{j}^{*}}{(1+X)^{2}} . \tag{13.38}
\end{equation*}
$$

The local $U(1)$ transformations of the $z$ variables transcribe into the transformations,

$$
\begin{equation*}
\delta \chi=\epsilon(t), \quad \delta k_{i}=i \epsilon(t) k_{i}, \quad \delta k_{i}^{*}=-i \epsilon(t) k_{i}^{*}, \tag{13.39}
\end{equation*}
$$

and $\delta L=-N_{\mathrm{C}} \dot{\epsilon}$ just as in terms of the $z$ variables. This local $U(1)$ symmetry can be made manifest by defining the covariant derivatives,

$$
\begin{equation*}
D k_{i}=\dot{k}_{i}-i \dot{\chi} k_{i} \quad D k_{i}^{*}=\dot{k}_{i}^{*}+i \dot{\chi} k_{i}^{*} \tag{13.40}
\end{equation*}
$$

The Lagrangian can then be recast in a manifestly gauge-invariant form,

$$
\begin{equation*}
L\left(k, k^{*}, x\right)=\frac{1}{2 M} D k_{i}^{*} h_{i j} D k_{j}-i \frac{N_{\mathrm{C}}}{2} \frac{k_{i}^{*} D k_{i}-\left(D k_{i}^{*}\right) k_{i}}{1+X}+N_{\mathrm{C}} \dot{\chi} \tag{13.41}
\end{equation*}
$$

Although one can now fix the gauge, for instance $\dot{\chi}=0$, we will continue to work with (13.41). The conjugate momenta are given by,

$$
\begin{align*}
\pi_{i} & =\frac{\partial L}{\partial \dot{k}_{i}}=\frac{1}{2 M} D k_{j}^{*} h_{j i}-i \frac{N_{\mathrm{C}}}{2} \frac{k_{i}^{*}}{1+X} \\
\pi_{i}^{*} & =\frac{\partial L}{\partial \dot{k}_{i}^{*}}=\frac{1}{2 M} h_{i j} D k_{j}+i \frac{N_{\mathrm{C}}}{2} \frac{k_{i}}{1+X} \\
\pi_{\chi} & =\frac{\partial L}{\partial \dot{\chi}}=\frac{i}{2 M}\left(k_{i}^{*} h_{i j} D k_{j}-D k_{i}^{*} h_{i j} k_{j}\right)+N_{\mathrm{C}} \frac{1}{1+X} \tag{13.42}
\end{align*}
$$

Since $h_{i j}$ is invertible we can solve for $D k_{i}^{*}, D k_{i}$ in term of the phase space variables,

$$
\begin{align*}
D k_{i}^{*} & =2 M\left[\pi_{j}+i \frac{N_{\mathrm{C}}}{2} \frac{k_{j}^{*}}{1+X}\right] h_{j i}^{-1} \\
D k_{i} & =2 M h_{i j}^{-1}\left[\pi_{j}^{*}-i \frac{N_{\mathrm{C}}}{2} \frac{k_{j}}{1+X}\right] \tag{13.43}
\end{align*}
$$

where,

$$
\begin{equation*}
h_{i j}^{-1}=(1+X)\left(\delta_{i j}+k_{i} k_{j}^{*}\right) . \tag{13.44}
\end{equation*}
$$

Also,

$$
\begin{equation*}
\pi_{\chi}=i\left(k_{i}^{*} \pi_{i}^{*}-\pi_{i} k_{i}\right)+N_{\mathrm{C}}, \tag{13.45}
\end{equation*}
$$

giving the constraint equation,

$$
\begin{equation*}
\psi=\pi_{\chi}-i\left(k_{i}^{*} \pi_{i}^{*}-\pi_{i} k_{i}\right)-N_{\mathrm{C}}=0 \tag{13.46}
\end{equation*}
$$

The canonical Hamiltonian is given by,

$$
\begin{align*}
H_{c}= & \pi_{i} \dot{k}_{i}+\pi_{i}^{*} \dot{k}_{i}^{*}+\pi_{\chi} \dot{\chi}-L \\
= & 2 M\left[\pi_{i}+i \frac{N_{\mathrm{C}} k_{i}^{*}}{2(1+X)}\right] h_{i j}^{-1}\left[\pi_{j}^{*}-i \frac{N_{\mathrm{C}} k_{j}}{2(1+X)}\right] \\
& +\dot{\chi}\left[\pi_{\chi}-i\left(\pi_{i}^{*} k_{i}^{*}-\pi_{i} k_{i}\right)-N_{\mathrm{C}}\right], \tag{13.47}
\end{align*}
$$

and this can be further simplified to,

$$
\begin{align*}
H_{c}= & 2 M(1+X)\left[\pi_{i} \pi_{i}^{*}+\left(\pi_{i} k_{i}\right)\left(\pi_{i}^{*} k_{i}^{*}\right)\right. \\
& \left.-i \frac{N_{\mathrm{C}}}{2}\left(\pi_{i} k_{i}-\pi_{i}^{*} k_{i}^{*}\right)+\frac{1}{4} \frac{N_{\mathrm{C}}^{2} X}{(1+X)}\right]+\dot{\chi} \psi . \tag{13.48}
\end{align*}
$$

Here $\mathrm{H}_{c}$ is obtained explicitly in terms of the canonical variables $k_{i}, k_{i}^{*}, \pi_{i}, \pi_{i}^{*}$. The $\dot{\chi} \psi$ term indicates that $\dot{\chi}$ also behaves as a Lagrange multiplier since, following the Dirac procedure, we should define,

$$
\begin{equation*}
H_{T}=H_{c}+\lambda(t) \psi, \tag{13.49}
\end{equation*}
$$

where $\lambda$ is a priori an arbitrary function of $t$. We could absorb the $\dot{\chi}$ in $\lambda$.
Quantization of this Hamiltonian is now essentially straightforward. Let us first consider the symmetry generators $Q_{\alpha \beta}$, which in terms of the new canonical variables take the form,

$$
\begin{align*}
Q_{i j} & =i\left(k_{i} \pi_{j}-\pi_{i}^{*} k_{j}^{*}\right) \\
Q_{i, N_{\mathrm{F}}} & =\mathrm{e}^{-i \chi}\left[\frac{N_{\mathrm{C}} k_{i}}{2}-i\left(\pi_{i}^{*}+k_{i} \pi_{j} k_{j}\right)\right] \\
Q_{N_{\mathrm{F}}, i} & =\mathrm{e}^{i \chi}\left[\frac{N_{\mathrm{C}} k_{i}^{*}}{2}+i\left(\pi_{i}+k_{j}^{*} \pi_{j}^{*} k_{i}^{*}\right)\right]=Q_{i, N_{\mathrm{F}}}^{*} \\
Q_{N_{\mathrm{F}}, N_{\mathrm{F}}} & =N_{\mathrm{C}}-i\left(\pi_{i} k_{i}-\pi_{i}^{*} k_{i}^{*}\right) . \tag{13.50}
\end{align*}
$$

We will now show that the $H_{T}$ can be expressed in terms of the second Casimir operator of the $S U\left(N_{\mathrm{F}}\right)$ group.

The second $U\left(N_{\mathrm{F}}\right)$ Casimir operator is related to charge matrix elements $Q_{\alpha \beta}$ as,

$$
\begin{equation*}
Q_{A} Q^{A}=\frac{1}{2} Q_{\alpha \beta} Q_{\beta \alpha} \tag{13.51}
\end{equation*}
$$

A straightforward substitution gives,

$$
\begin{align*}
\frac{1}{2} Q_{\alpha \beta} Q_{\beta \alpha}= & (1+X)\left[\pi_{i}^{*} \pi_{i}+\pi_{i} k_{i} \pi_{j}^{*} k_{j}^{*}\right. \\
& \left.-i \frac{N_{\mathrm{C}}}{2}\left(\pi_{i} k_{i}-\pi_{i}^{*} k_{i}^{*}\right)\right]+\frac{1}{2} N_{\mathrm{C}}^{2}\left(1+\frac{X}{2}\right) . \tag{13.52}
\end{align*}
$$
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Therefore, the Hamiltonian is,

$$
\begin{equation*}
H_{T}=2 M\left[Q^{A} Q^{A}-\frac{N_{\mathrm{C}}^{2}}{2}\right]+\lambda(t) \psi \tag{13.53}
\end{equation*}
$$

Denoting the $S U\left(N_{\mathrm{F}}\right)$ second Casimir operator by $C_{2}$, and using $Q_{A} Q^{A}=C_{2}+$ $\frac{1}{2 N_{\mathrm{F}}}\left(Q_{B}\right)^{2}$ we get (also applying the constraint $\psi=0$ ),

$$
\begin{equation*}
H_{T}=2 M\left[C_{2}-N_{\mathrm{C}}^{2} \frac{\left(N_{\mathrm{F}}-1\right)}{2 N_{\mathrm{F}}}\right] . \tag{13.54}
\end{equation*}
$$

The fact that $H_{T}$ is, up to a constant, the second Casimir operator, is another way to show that the charges $Q_{\alpha \beta}$ are conserved. These conserved charges will generate symmetry transformations via,

$$
\begin{align*}
\delta k_{i} & \left.=i\left[\operatorname{Tr}(\epsilon Q), k_{i}\right], \quad \delta k_{i}^{*}=i\left[\operatorname{Tr}(\epsilon Q), k_{i}^{*}\right)\right] \\
\delta \chi & =i[\operatorname{Tr}(\epsilon Q), \chi], \tag{13.55}
\end{align*}
$$

and similar equations for the momenta $\pi_{i}, \pi_{i}^{*}, \pi_{\chi}$. Here $\epsilon_{i j}=\frac{1}{2} \epsilon^{A} T_{i j}^{A}$ is the matrix of parameters. The transformation laws are derived using the constraint equation $\psi=0$ after performing the commutator calculations. Notice that $Q_{i j}$ and $Q_{N_{\mathrm{F}}, N_{\mathrm{F}}}$ are linear in coordinates and momenta and therefore the $S U\left(N_{\mathrm{F}}-1\right) \times U_{Y}(1)$ transformations they generate are linear. The $Q_{N_{\mathrm{F}}, i}$ and $Q_{i, N_{\mathrm{F}}}$ charges, on the other hand, have cubic terms as well (quadratic in coordinates), so that the cosetspace transformations of $\frac{S U\left(N_{\mathrm{F}}\right)}{\left.\operatorname{SU(} N_{\mathrm{F}}-1\right) \times U(1)}$ are non-linear. This is a well-known property of $\mathrm{CP}^{n}$ models. Substitution of $Q_{\alpha \beta}$ in eqn (13.55) gives,

$$
\begin{equation*}
\delta k_{l}=i\left[\epsilon_{j i} k_{i} \delta_{j l}+\mathrm{e}^{i \chi} \epsilon_{i N_{\mathrm{F}}} \delta_{i l}-\mathrm{e}^{-i \chi} \epsilon_{N_{\mathrm{F}} i} k_{i} k_{l}-\epsilon_{N_{\mathrm{F}} N_{\mathrm{F}}} k_{l}\right], \tag{13.56}
\end{equation*}
$$

where we use $[k, \pi]=i$.
Inversely, starting with these transformation laws it is easy to verify the invariance of the action. The standard Noether procedure then gives the charges $Q_{\alpha \beta}$ in terms of the coordinates and velocities, which (not suprisingly) coincide with those given in eqn. (13.50). One could also deduce these transformation laws by making the change of variables $z_{\alpha}, z_{\alpha}^{*} \rightarrow k_{i}, k_{i}^{*}, \chi$ in (13.30) directly.

One can verify that,

$$
\begin{equation*}
\left[Q^{A}, Q^{B}\right]=i f^{A B C} Q^{C} \tag{13.57}
\end{equation*}
$$

where $f^{A B C}$ are the structure constants of the $U\left(N_{\mathrm{F}}\right)$ group.
Do we have further restrictions on the physical states? We shall see now that in fact we do have. Remember that our Lagrangian (13.41) includes an auxiliary gauge field $A_{\circ} \equiv \dot{\chi}$ and thus has to obey the associated Gauss law,

$$
\begin{equation*}
\frac{\partial L}{\partial A_{\circ}}=\frac{\partial L}{\partial \dot{\chi}}=\pi_{\chi}=N_{\mathrm{C}}-i\left(\pi_{i} k_{i}-\pi_{i}^{*} k_{i}^{*}\right)=0 . \tag{13.58}
\end{equation*}
$$

Since $\pi_{\chi}$ is a linear combination of $Q_{B}$ and $Q_{Y}$, and the first is constrained to be $Q_{B}=N_{\mathrm{C}}$, the $Q_{Y}$ is restricted as well. More specifically, $Q_{Y}=\bar{Q}_{Y}$, with,

$$
\begin{equation*}
\bar{Q}_{Y}=\frac{1}{2} \sqrt{\frac{2}{\left(N_{\mathrm{F}}-1\right) N_{\mathrm{F}}}} N_{\mathrm{C}} . \tag{13.59}
\end{equation*}
$$

### 13.4 The baryonic spectrum

The masses of the baryons (13.11) and (13.54), and the two constraints on the multiplets of the physical states, namely $Q_{B}=N_{\mathrm{C}}$ and that the multiplets contain $Q_{Y}=\bar{Q}_{Y}=\frac{1}{2} \sqrt{\frac{2}{\left(N_{\mathrm{F}}-1\right) N_{\mathrm{F}}}} N_{\mathrm{C}}$, are the main results of the last section. All states of the multiplet with $Q_{Y} \neq \bar{Q}_{Y}$ will be generated from the state $Q_{Y}=\bar{Q}_{Y}$ by $S U\left(N_{\mathrm{F}}\right)$ transformations as in (13.19). Using the above constraints we can investigate now what possible representations will appear in the low energy baryon sector. Considering states with quarks only (no anti-quarks), the requirement of $Q_{B}=N_{\mathrm{C}}$ implies that only representations described by Young tableaux with $N_{\mathrm{C}}$ boxes appear. The extra constraint $Q_{Y}=\bar{Q}_{Y}$ implies that all $N_{\mathrm{C}}$ quarks are from $S U\left(N_{\mathrm{F}}-1\right)$, not involving the $N_{\mathrm{F}}$ th. These are automatically obeyed in the totally symmetric representation of $N_{\mathrm{C}}$ boxes. In fact, this is the only representation possible for flavor space, since the states have to be constructed out of the components of one complex vector $z$ as $\prod_{i=1}^{N_{\mathrm{F}}} z_{i}^{n_{i}}$ with $\sum_{i} n_{i}=N_{\mathrm{C}}$. See also more detailed discussion in the next section. For another way of deriving this result see Section 13.7.

Thus for $N_{\mathrm{C}}=3, N_{\mathrm{F}}=3$ we get only 10 of $S U(3)$. This is understandable, since there is no physical spin in two dimensions.

What about the masses of the baryons? The total mass of a baryons is given by the sum of (13.11) and (13.54), namely,

$$
\begin{equation*}
E=4 m \sqrt{\frac{2 N_{\mathrm{C}}}{\pi}}+m \sqrt{2} \sqrt{\left(\frac{\pi}{N_{\mathrm{C}}}\right)^{3}}\left[C_{2}-N_{\mathrm{C}}^{2} \frac{\left(N_{\mathrm{F}}-1\right)}{2 N_{\mathrm{F}}}\right] \tag{13.60}
\end{equation*}
$$

For large $N_{\mathrm{C}}$, the classical term behaves like $N_{\mathrm{C}}$, while the quantum correction like 1. This will be worked out in Section 13.7.

That the total mass goes like $N_{\mathrm{C}}$ for large $N_{\mathrm{C}}$, and that the quantum fluctuations are $\frac{1}{N_{\mathrm{C}}}$ of the classical result, is in accord with general considerations.

### 13.5 Quark flavor content of the baryons

A measure of the quark content of a given flavor $q_{i}$ in a baryon state $|B\rangle$ is given by ${ }^{5}$

$$
\begin{align*}
\left\langle\bar{q}_{i} q_{i}\right\rangle_{B} & =\int \mathrm{d} x\left\langle g_{i i}\right\rangle_{B}-\int \mathrm{d} x\left\langle g_{i i}\right\rangle_{0}  \tag{13.61}\\
& =\int \mathrm{d} x z_{i}^{*} z_{i}\left\langle\left[\mathrm{e}^{-i \sqrt{\frac{4 \pi}{N_{\mathrm{C}}}} \phi_{c}}-1\right]\right\rangle_{B}  \tag{13.62}\\
& =\text { const. }\left\langle z_{i}^{*} z_{i}\right\rangle_{B} \tag{13.63}
\end{align*}
$$

In order to make contact with the real world, we take here $N_{\mathrm{C}}=3$ and $N_{\mathrm{F}}=3$, getting the baryons in the 10 representation of flavor. Similarly, for $S U_{\mathrm{F}}(2)$ there

[^43]is only the isospin $\frac{3}{2}$ representation. This is what we would expect from naïve quark model considerations. The total wave function must be antisymmetric. Baryon is a color singlet, so the wave function is antisymmetric in color and it must be symmetric in all other degrees of freedom. There is no spin, so the baryon must be in a totally symmetric representation of the flavor group, a 10 for three flavors. Therefore, strictly speaking there is no state analogous to the proton. On the other hand, there is a state which is the analog of the $\Delta^{+}$, namely the charge 1 state in the 10 representation, $z_{1}^{2} z_{2}$.

The 10 is the lowest baryon multiplet in $Q C D_{2}$. In the following we shall be dealing with the relative weight of a given flavor in some baryon state. Thus, $\langle\bar{q} q\rangle_{B}$ will henceforth stand for the ratio,

$$
\begin{equation*}
\frac{\langle\bar{q} q\rangle_{B}}{\langle\bar{u} u+\bar{d} d+\bar{s} s\rangle_{B}} . \tag{13.64}
\end{equation*}
$$

For $\Delta^{+} \sim z_{1}^{2} z_{2}$ we obtain

$$
\begin{equation*}
\langle\bar{s} s\rangle_{\Delta^{+}}=\frac{\int\left(\mathrm{d}^{2} z_{1}\right)\left(\mathrm{d}^{2} z_{2}\right)\left|z_{3}\right|^{2}\left(z_{1}^{2} z_{2}\right)\left(z_{1}^{2} z_{2}\right)^{*}}{\int\left(\mathrm{~d}^{2} z_{1}\right)\left(\mathrm{d}^{2} z_{2}\right)\left(z_{1}^{2} z_{2}\right)\left(z_{1}^{2} z_{2}\right)^{*}}=\frac{1}{6} \tag{13.65}
\end{equation*}
$$

as well as,

$$
\begin{equation*}
\langle\bar{u} u\rangle_{\Delta^{+}}=\frac{1}{2}, \quad\langle\bar{d} d\rangle_{\Delta^{+}}=\frac{1}{3} . \tag{13.66}
\end{equation*}
$$

In evaluating the integral in the numerator in eqn. (13.65) we have used $\left|z_{3}\right|^{2}=$ $1-\left|z_{1}\right|^{2}-\left|z_{2}\right|^{2}$, which follows from the unitarity of the matrix $A$ in (13.19). Similarly, for $\Delta^{++} \sim z_{1}^{3}$ we have,

$$
\begin{equation*}
\langle\bar{u} u\rangle_{\Delta^{++}}=\frac{2}{3}, \quad\langle\bar{d} d\rangle_{\Delta^{++}}=\frac{1}{6} \quad, \quad\langle\bar{s} s\rangle_{\Delta^{++}}=\frac{1}{6} . \tag{13.67}
\end{equation*}
$$

In the constituent quark picture $\Delta^{++}$contains just three $u$ quarks. Both the $d$-quark and the $s$-quark content of the $\Delta^{++}$come only from virtual quark pairs. Therefore in the $S U(3)$-symmetric case $\langle\bar{s} s\rangle_{\Delta^{++}}=\langle\bar{d} d\rangle_{\Delta^{+}}$, and $\langle\bar{s} s\rangle_{\Delta^{+}}=$ $\langle\bar{s} s\rangle_{\Delta^{+}}$, as expected.

From eqn. (13.67) one can also read the results for $\Omega^{-} \sim z_{3}^{3}$, by replacing $u \leftrightarrow s$. In the general case of $N_{\mathrm{F}}$ flavors and $N_{\mathrm{C}}$ colors, one obtains,

$$
\begin{equation*}
\left\langle(\bar{q} q)_{\text {sea }}\right\rangle_{B}=\frac{1}{N_{\mathrm{C}}+N_{\mathrm{F}}}, \tag{13.68}
\end{equation*}
$$

where $(\bar{q} q)_{\text {sea }}$ refers to the non-valence quarks in the baryon $B$. Moreover, one can also compute flavor content of valence quarks. Consider a baryon $B$ containing $k$ quarks of flavor $v$. The $v$-flavor content of such a baryon is,

$$
\begin{equation*}
\langle\bar{v} v\rangle_{B}=\frac{k+1}{N_{\mathrm{C}}+N_{\mathrm{F}}} \tag{13.69}
\end{equation*}
$$

This implies an "equipartition" for valence and sea, each with a content of $1 /\left(N_{\mathrm{C}}+N_{\mathrm{F}}\right)$. It also follows that the total sea content of $N_{\mathrm{F}}$ flavors is,

$$
\begin{equation*}
\sum_{q=1}^{N_{\mathrm{F}}}\left\langle(\bar{q} q)_{\text {sea }}\right\rangle_{B}=\frac{N_{\mathrm{F}}}{N_{\mathrm{C}}+N_{\mathrm{F}}} \tag{13.70}
\end{equation*}
$$

which goes to zero for fixed $N_{\mathrm{F}}$ and $N_{\mathrm{C}} \rightarrow \infty$, as expected.
It is interesting to compare these results with the Skyrme model in $3+1$ dimensions. For the proton,

$$
\begin{equation*}
\langle\bar{u} u\rangle_{p}^{3+1}=\frac{2}{5}, \quad\langle\bar{d} d\rangle_{p}^{3+1}=\frac{11}{30}, \quad\langle\bar{s} s\rangle_{p}^{3+1}=\frac{7}{30}, \tag{13.71}
\end{equation*}
$$

and for the $\Delta$,

$$
\begin{equation*}
\langle\bar{s} s\rangle_{\Delta}^{3+1}=\frac{7}{24}, \quad\langle\bar{s} s\rangle_{\Omega^{-}}^{3+1}=\frac{5}{12} \tag{13.72}
\end{equation*}
$$

The qualitative picture is similar, although the $\bar{s} s$ content in the non-strange baryons is lower in $1+1$ dimensions. One may speculate that in $1+1$ dimensions the effects of loops are smaller than in $3+1$ dimensions, since the theory is superrenormalizable and there are only longitudinal gluons. In the $S U_{\mathrm{F}}(3)$-symmetric limit the strange quark content of baryons with zero net strangeness is significant, albeit smaller than that of either of the other two flavors. The situation obviously is reversed for $\Omega^{-}$.

In the real world the current mass of the strange quark is much larger than the current masses of $u$ and $d$ quarks. It is natural to expect that this will have the effect of decreasing the strange quark content from its value in the $S U_{\mathrm{F}}(3)$ symmetry limit. We do not know the exact extent of this effect, but it is likely that the strange content decreases by a factor which is less than two. This estimate is based on both explicit model calculations and what we know from PCAC, namely that the analogous quark bilinear expectation values in the vacuum are not dramatically different from their $S U(3)$ symmetric values,

$$
\begin{equation*}
0.5 \leq \frac{\langle\bar{s} s\rangle_{0}}{\langle\bar{u} u\rangle_{0}} \leq 1 \tag{13.73}
\end{equation*}
$$

### 13.6 Multibaryons

Let us now explore the possibility of having multi-baryons states. ${ }^{6}$ The procedure follows similar lines to that of the baryonic spectrum, namely, we look for classical solution of the equation of motions with baryon number $k N_{\mathrm{C}}$, and then we semiclassically quantize this. The ansatz for the classical solution of the
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For the semi-classical quantization we generalize the parametrization given in (13.16) to,

$$
A=\left(\begin{array}{cc} 
&  \tag{13.75}\\
A_{i j} & \\
z_{i \alpha}
\end{array}\right)
$$

where $i$ represents the rows $\left(1, \ldots, N_{\mathrm{F}}\right)$ and $\alpha$ the columns $\left(N_{\mathrm{F}}-k+1, \ldots, N_{\mathrm{F}}\right)$. The effective action in its covariant form (13.33) becomes,

$$
\begin{equation*}
S\left[z_{\alpha}\right]=\frac{1}{2 M} \int \mathrm{~d} t \operatorname{Tr}(D z)^{\dagger} D z+i N_{\mathrm{C}} \int \mathrm{~d} t \operatorname{Tr} \dot{z}^{\dagger} z \tag{13.76}
\end{equation*}
$$

where now, instead of (13.34),

$$
\begin{equation*}
(D z)_{i \alpha}=\dot{z}_{i \alpha}+z_{i \beta}\left(\dot{z}_{j \beta}^{\star} z_{j \alpha}\right) e D z \tag{13.77}
\end{equation*}
$$

Using the same steps as those which led to (13.54) one finds now the Hamiltonian,

$$
\begin{equation*}
H=2 M\left[C_{2}\left(N_{\mathrm{F}}\right)-\frac{N_{\mathrm{C}}^{2}}{2 N_{\mathrm{F}}} k\left(N_{\mathrm{F}}-k\right)\right]+k E_{c} \tag{13.78}
\end{equation*}
$$

with $E_{c}$ the classical contribution for one baryon, the first term in (13.60).

### 13.7 States, wave functions and binding energies

It was shown in [102] that the allowed $k$-baryon states contain $\left(k N_{\mathrm{C}}\right)$ boxes in the Young tableaux representation of the flavour group $S U\left(N_{\mathrm{F}}\right)$. Let us recall that this result followed from the constraint implied by the local invariance,

$$
\begin{equation*}
z_{i \alpha} \rightarrow \mathrm{e}^{i \delta(t)} z_{i \alpha} . \tag{13.79}
\end{equation*}
$$

Performing a variation corresponding to this invariance we find that the action $S$ changes by

$$
\begin{equation*}
\Delta S=\left(k N_{\mathrm{C}}\right) \int \dot{\delta} \mathrm{d} t \tag{13.80}
\end{equation*}
$$

This means that the $N_{z}$ number is equal to $\left(k N_{\mathrm{C}}\right)$. Thus for any wave function, written as a polynomial in $z$ and $z^{\star}$, the number of $z \mathrm{~s}$ minus the number of $z^{\star} \mathrm{s}$ must equal ( $k N_{\mathrm{C}}$ ). Note that for $k=1$ the transformation (13.79) represents also the $N_{\mathrm{F}}^{\mathrm{th}}$ flavor number. Thus (13.80) entails that the representation contains a
state with $N_{\mathrm{C}}$ boxes of the $N_{\mathrm{F}}$ flavor, and therefore must be the totally symmetric representation.

Now, the effective action (13.76) is invariant under a larger group of local transformations. In fact, we have extra $\left(k^{2}-1\right)$ generators, which correspond to $S U(k)$ under which (13.76) is locally invariant. This can be exhibited by defining "local gauge potentials",

$$
\begin{equation*}
\tilde{A}_{\beta \alpha}(t)=-\left(z^{\dagger} \dot{z}\right)_{\beta \alpha} \tag{13.81}
\end{equation*}
$$

so that,

$$
\begin{equation*}
D z=\dot{z}+z \tilde{A} \tag{13.82}
\end{equation*}
$$

Under the local gauge transformation corresponding to $\Lambda(t), \tilde{A}$ transforms as,

$$
\begin{equation*}
\tilde{A}(t) \rightarrow \mathrm{e}^{i \Lambda} \tilde{A} \mathrm{e}^{-i \Lambda}+\left(\partial_{t} \mathrm{e}^{i \Lambda}\right) \mathrm{e}^{-i \Lambda} \tag{13.83}
\end{equation*}
$$

which implies,

$$
\begin{equation*}
(D z)_{i \alpha} \rightarrow(D z)_{i \beta}\left(\mathrm{e}^{-i \Lambda}\right)_{\beta \alpha} \tag{13.84}
\end{equation*}
$$

and so $\Delta S=0$. If we perform the $U(1)$ transformation (13.79) we obtain a contribution (13.80) from the Wess-Zumino term, which implies $N_{z}=\left(k N_{\mathrm{C}}\right)$. But due to the larger local symmetry we have more restrictions; they imply that the allowed states have to be singlets under the above mentioned $S U(k)$ symmetry. This is analogous to the confinement property of QCD, which tells that, due to the non-abelian gauge invariance, the physical states have to be color singlets. Here we have an analogous singlet structure of the $S U(k)$ in the flavor space. Taking a wave function that has $z$ s only (analogous to quarks only for QCD), it must be of the form,

$$
\begin{equation*}
\psi_{k}(z)=\prod_{i=1}^{N_{\mathrm{C}}}\left(\epsilon_{\alpha_{1} \ldots \alpha_{k}} z_{i_{1} \alpha_{1}} \ldots z_{i_{k} \alpha_{k}}\right) \tag{13.85}
\end{equation*}
$$

for a given set of $1 \leq i_{1}, . . i_{k} \leq N_{\mathrm{F}}$.
The most general state will then be of the form,

$$
\begin{equation*}
\tilde{\psi}\left(z, z^{\star}\right)=\psi_{k}(z)\left[\prod_{\{i, j\}}\left(z_{i \alpha}^{\star} z_{j \alpha}\right)^{n_{i j}}\right], \tag{13.86}
\end{equation*}
$$

and the products are over given sets of indices.
Using the explicit formula from [103], we obtain the mass of the state represented by (13.85),

$$
\begin{equation*}
E\left[\psi_{k}\right]=M k\left(N_{\mathrm{F}}-k\right) N_{\mathrm{C}}+k E_{c} . \tag{13.87}
\end{equation*}
$$
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To obtain binding energies, consider our $k$-baryon as built from constituents $k_{r}$, such that $k=\sum_{r} k_{r}$. Then,

$$
\begin{align*}
B\left[k \mid k_{r}\right] & =-\left(M N_{\mathrm{C}}\right)\left[k^{2}-\sum_{i} k_{i}^{2}\right] \\
& =-\left(2 M N_{\mathrm{C}}\right) \sum_{r>s} k_{r} k_{s} . \tag{13.88}
\end{align*}
$$

When all $k_{r}=1$, the sum gives us $\frac{1}{2} k(k-1)$, i.e. the number of one-baryon pairs in the $k$-baryon state. Note that the binding energy is always negative, thus the $k$-baryon is stable. The maximal binding corresponds to the case when all $k_{r}=1$.

Note also that in the $N_{\mathrm{C}} \rightarrow \infty$ limit, the binding tends to a finite value, since then,

$$
\begin{equation*}
\lim _{N_{\mathrm{C}} \rightarrow \infty}\left(2 M N_{\mathrm{C}}\right)=\left(C m e_{c}\right)^{\frac{1}{2}}\left(\frac{2 N_{\mathrm{F}}}{\pi}\right)^{\frac{1}{4}} \pi^{\frac{3}{2}} . \tag{13.89}
\end{equation*}
$$

Let us take as an example an analog of a deutron, namely a di-baryon $k=2$. Then for $N_{\mathrm{C}}=3, N_{\mathrm{F}}=2$ we find that its representation is a flavor singlet (this is the limiting case of $k=N_{\mathrm{F}}$ ). The ratio of the binding to twice the baryon mass is given by,

$$
\begin{equation*}
\epsilon_{2}=\frac{1}{1+\frac{24}{\pi^{2}}}=0.29 \tag{13.90}
\end{equation*}
$$

For $k=2, N_{\mathrm{C}}=3$ and $N_{\mathrm{F}}=3$ we find that the di-baryon is represented by, $\overline{10}$ and the ratio is given by,

$$
\begin{equation*}
\epsilon_{3}=\frac{1}{2+\frac{24}{\pi^{2}}}=0.23 \tag{13.91}
\end{equation*}
$$

For general $N_{\mathrm{F}}$ we obtain,

$$
\begin{equation*}
\epsilon_{\mathrm{F}}=\frac{1}{\left(N_{\mathrm{F}}-1\right)+\frac{24}{\pi^{2}}}=\frac{1}{N_{\mathrm{F}}+1.43} \tag{13.92}
\end{equation*}
$$

Finally, let us make the following comment. The ratio of the quantum fluctuations term to the classical term, in the expression for the mass, eqn. (13.87), is given by,

$$
\begin{equation*}
\frac{(\text { Quantum corrections })}{(\text { Classical term })}=\left(\frac{\pi^{2}}{8}\right) \frac{N_{\mathrm{F}}-k}{N_{\mathrm{C}}} . \tag{13.93}
\end{equation*}
$$

Thus, we do not expect our approximations to hold in the region $N_{\mathrm{F}} \geq\left(N_{\mathrm{C}}+1\right)$. We expect it to start for $N_{\mathrm{C}} \geq N_{\mathrm{F}}$, and to be good in the region $N_{\mathrm{C}} \gg N_{\mathrm{F}}$.

### 13.8 Meson-baryon scattering

So far we have analyzed, using semiclassical quantization of the bosonized theory in the strong coupling limit, the spectrum of the baryons and their flavor content. Applying the same technique one can also study the scattering processes of mesons from baryons. The idea is to introduce perturbations around the classical soliton solutions and to compute the forward phase shifts. We start with the
computation in the strong coupling limit [98] and then we discuss the general case of any coupling [87].

Our starting point is the soliton solution that describes the static classical baryon $g_{c}(x)=\exp \left[-i \Phi_{c}(x)\right]$ where,

$$
\Phi_{c}(x)=\left(\begin{array}{ccccc}
\phi_{c}(x) & & & &  \tag{13.94}\\
& 0 & & & \\
& & \cdot & & \\
& & & \cdot & \\
& & & & \\
& & & & 0
\end{array}\right)
$$

and,

$$
\begin{equation*}
\phi_{c}(x)=4 \operatorname{arct} g\left(\mathrm{e}^{\mu x}\right), \quad \mu=m \sqrt{\frac{8 \pi}{N_{\mathrm{C}}}} \tag{13.95}
\end{equation*}
$$

Note that we have shifted the non-trivial phase factor to the upper left-hand corner, whereas in (13.77) it was put in the lower right-hand one.

We introduce a fluctuation around it of the form,

$$
\begin{gather*}
g=\exp \left\{-i\left[\Phi_{c}(x)+\delta \phi(x, t)\right]\right\}  \tag{13.96}\\
g \approx \mathrm{e}^{-i \Phi_{c}(x)}-i \int_{0}^{1} d \tau \mathrm{e}^{-i \tau \Phi_{c}(x)} \delta \phi(x, t) \mathrm{e}^{-i(1-\tau) \Phi_{c}(x)} . \tag{13.97}
\end{gather*}
$$

Actually, to avoid integrals as in eqn. (13.97), which yield rather complicated expressions for fluctuations, we will adopt a different expansion, namely,

$$
\begin{align*}
g & =\mathrm{e}^{-i \Phi_{c}(x)} \mathrm{e}^{-i \tilde{\delta} \phi(x, t)} \\
& \approx \mathrm{e}^{-i \Phi_{c}(x)}-i \mathrm{e}^{-i \Phi_{c}(x)} \tilde{\delta} \phi(x, t), \tag{13.98}
\end{align*}
$$

where we have denoted by $\tilde{\delta} \phi$ the new variation, different from the $\delta \phi$ of eqn. (13.97), but still a fluctuation about the classical solution. Now,

$$
\begin{align*}
& \frac{N_{c}}{4 \pi} \partial_{+}\left[\mathrm{e}^{-i \Phi_{c}(x)}\left(\partial_{-} \tilde{\delta} \phi(x, t)\right) \mathrm{e}^{i \Phi_{c}(x)}\right] \\
& \quad+m^{2}\left[\mathrm{e}^{-i \Phi_{c}(x)} \tilde{\delta} \phi(x, t)+\tilde{\delta} \phi(x, t) \mathrm{e}^{i \Phi_{c}(x)}\right]=0 \tag{13.99}
\end{align*}
$$

Obviously the two expressions coincide in the abelian case. In fact, the relation between $\delta \phi$ and $\tilde{\delta} \phi$ is

$$
\begin{equation*}
\tilde{\delta} \phi(x, t)=\int_{0}^{1} \mathrm{~d} \tau \mathrm{e}^{i \tau \Phi_{c}(x)} \delta \phi(x, t) \mathrm{e}^{-i \tau \Phi_{c}(x)} \tag{13.100}
\end{equation*}
$$

Physical quantities should obviously come out to be the same for both types of fluctuation.
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### 13.8.1 Abelian case

We start with the abelian fluctuation $\delta \phi$ that commutes with $\Phi_{c}$. Denote this case by $\delta \phi_{\mathrm{ab}}$, where the subscript "ab" stands for "abelian."

Then the fluctuation reads

$$
\begin{equation*}
\delta g=-i \delta \phi_{\mathrm{ab}}(x) \mathrm{e}^{-i \phi_{c}(x)}, \tag{13.101}
\end{equation*}
$$

where,

$$
\begin{equation*}
\square \delta \phi_{\mathrm{ab}}+\mu^{2}\left(\cos \phi_{c}\right) \delta \phi_{\mathrm{ab}}=0 \tag{13.102}
\end{equation*}
$$

and,

$$
\begin{equation*}
\cos \phi_{c}=\left[1-\frac{2}{\cosh ^{2} \mu x}\right] . \tag{13.103}
\end{equation*}
$$

This equation of motion can be derived from the following effective action,

$$
\begin{gather*}
\mathcal{L}_{\mathrm{eff}}=\frac{1}{2}\left(\partial_{\mu} \delta \phi_{\mathrm{ab}}\right)^{2}-\frac{1}{2} V(x)\left(\delta \phi_{\mathrm{ab}}\right)^{2}  \tag{13.104}\\
V(x)=\mu^{2} \cos \phi_{c}(x)=\mu^{2}\left[1-\frac{2}{\cosh ^{2} \mu x}\right] . \tag{13.105}
\end{gather*}
$$

For a solution with an harmonic time dependence of the form,

$$
\begin{equation*}
\delta \phi_{\mathrm{ab}}(x, t)=\mathrm{e}^{-i \omega t} \chi_{\mathrm{ab}}(x), \tag{13.106}
\end{equation*}
$$

the spatial part has to solve,

$$
\begin{equation*}
-\omega^{2} \chi_{\mathrm{ab}}-\chi_{\mathrm{ab}}^{\prime \prime}+V(x) \chi_{\mathrm{ab}}=0 \tag{13.107}
\end{equation*}
$$

Note that asymptotically the potential approaches $x \rightarrow \pm \infty$, the potential $\rightarrow \mu^{2}$, and so asymptotically,

$$
\begin{equation*}
\chi_{\mathrm{ab}}^{\prime \prime}( \pm \infty)+\omega^{2} \chi_{\mathrm{ab}}( \pm \infty)=\mu^{2} \chi_{\mathrm{ab}}( \pm \infty) \tag{13.108}
\end{equation*}
$$

For asymptotic behavior of the form,

$$
\begin{equation*}
\chi_{\mathrm{ab}}(x) \underset{|x| \rightarrow \infty}{\longrightarrow} \mathrm{e}^{i k x}, \tag{13.109}
\end{equation*}
$$

with,

$$
\begin{equation*}
\omega^{2}=k^{2}+\mu^{2}, \tag{13.110}
\end{equation*}
$$

the two asymptotic solutions are,

$$
\begin{equation*}
\chi_{\mathrm{ab}}(x) \sim A(\omega) \sin k x+B(\omega) \cos k x \tag{13.111}
\end{equation*}
$$

and the $S$-matrix is,

$$
\begin{align*}
S_{\text {forward }} & =\frac{1}{2}(B-i A)  \tag{13.112}\\
S_{\text {backward }} & =\frac{1}{2}(B+i A), \tag{13.113}
\end{align*}
$$

for an incoming wave $e^{i k x}$ from $x=-\infty$.


Fig. 13.1. The phase shift $\delta=2 \operatorname{ctg}^{-1}(k / \mu)$, eqn. (13.117), as a function of the normalized momentum $k / \mu$, for the potential (13.105), governing the small fluctuations around the soliton in the abelian case. The phase shift is smooth and monotonically decreasing with momentum, indicating that no resonance is present. Note logarithmic momentum scale.

We can now proceed to derive the scattering matrix, using the standard procedure. The solution for $x \rightarrow \infty$ contains only the transmitted wave, $\psi(x \rightarrow \infty) \sim \mathrm{e}^{i k x} .{ }^{7}$

It turns out that for the particular potential (13.105) there is no reflection at all, i.e. the wave function for $x \rightarrow-\infty$ contains only the incoming wave,

$$
\begin{equation*}
\psi(x \rightarrow-\infty) \sim \mathrm{e}^{i k x-\delta}=\left(-\frac{1+i k / \mu}{1-i k / \mu}\right) \mathrm{e}^{i k x} \tag{13.114}
\end{equation*}
$$

Thus,

$$
\begin{gather*}
\frac{1}{T}=-\frac{1+i k / \mu}{1-i k / \mu}  \tag{13.115}\\
T=-\frac{1-i k / \mu}{1+i k / \mu}=\mathrm{e}^{i \delta}  \tag{13.116}\\
\operatorname{ctg} \frac{1}{2} \delta=\frac{k}{\mu} . \tag{13.117}
\end{gather*}
$$

As shown in Fig. 13.1, $\delta$ varies smoothly and decreases monotonically from $\delta=\pi$ at $k=0$ to $\delta=0$ at $k=\infty$, indicating that there is no resonance.

The no-reflection potential we found is a special case of a well-known class of reflectionless in quantum mechanics.
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### 13.8.2 The non-abelian case

We got a no-reflection potential in the previous section, in the case of one flavor. We want to examine now the non-abelian case.

Following eqn. (13.99), we get,

$$
\begin{equation*}
\tilde{\delta} \phi-i\left(\partial_{+} \Phi_{c}\right)\left(\partial_{-} \tilde{\delta} \phi\right)+i\left(\partial_{-} \tilde{\delta} \phi\right)\left(\partial_{+} \Phi_{c}\right)+\frac{1}{2} \mu^{2}\left[\tilde{\delta} \phi \mathrm{e}^{-i \Phi_{c}(x)}+\mathrm{e}^{i \Phi_{c}(x)} \tilde{\delta} \phi\right]=0 \tag{13.118}
\end{equation*}
$$

The equation for $\tilde{\delta} \phi_{i j}$ with $i, j \neq 1$ is as for the free case,

$$
\begin{equation*}
\tilde{\delta} \phi_{i j}+\mu^{2} \tilde{\delta} \phi_{i j}=0, \quad i \text { and } j \neq 1, \tag{13.119}
\end{equation*}
$$

whereas the $i=1, j=1$ matrix element is as in the abelian case,

$$
\begin{equation*}
\square \tilde{\delta} \phi_{11}+\mu^{2}\left(\cos \phi_{c}(x)\right) \tilde{\delta} \phi_{11}=0 \tag{13.120}
\end{equation*}
$$

with no reflection and no resonance.
So in order to proceed beyond these results, we need to consider $\tilde{\delta} \phi_{1 j}, j \neq 1$, or $\tilde{\delta} \phi_{i 1}, i \neq 1$. As $\tilde{\delta} \phi$ is Hermitian, it is sufficient to discuss one of the above.

Thus we take,

$$
\begin{equation*}
\tilde{\delta} \phi_{1 j}=\mathrm{e}^{-i \omega t} u_{j}(x) \quad j \neq 1, \tag{13.121}
\end{equation*}
$$

resulting in,

$$
\begin{equation*}
u_{j}^{\prime \prime}(x)-i \phi_{c}^{\prime}(x) u_{j}^{\prime}(x)+\left[\omega^{2}+\omega \phi_{c}^{\prime}(x)-\frac{1}{2} \mu^{2}\left(1+\mathrm{e}^{i \phi_{c}(x)}\right)\right] u_{j}(x)=0 . \tag{13.122}
\end{equation*}
$$

Defining,

$$
\begin{equation*}
u_{j} \equiv \mathrm{e}^{\frac{i}{2} \phi_{c}} v_{j} \tag{13.123}
\end{equation*}
$$

we find,

$$
\begin{equation*}
v_{j}^{\prime \prime}+\left[\omega^{2}+\omega \phi_{c}^{\prime}-\frac{1}{2} \mu^{2}\left(1+\cos \phi_{c}\right)+\frac{1}{4}\left(\phi_{c}^{\prime}\right)^{2}\right] v_{j}=0 \tag{13.124}
\end{equation*}
$$

Using,

$$
\begin{equation*}
\frac{1}{2}\left(\phi_{c}^{\prime}\right)^{2}=\mu^{2}\left(1-\cos \phi_{c}\right), \tag{13.125}
\end{equation*}
$$

we get,

$$
\begin{equation*}
v_{j}^{\prime \prime}+\left[\omega^{2}+\omega \phi_{c}^{\prime}-\mu^{2} \cos \phi_{c}\right] v_{j}=0 . \tag{13.126}
\end{equation*}
$$

This can be rewritten as,

$$
\begin{equation*}
-v_{j}^{\prime \prime}-\omega^{2} v_{j}+V(x) v_{j}=0, \tag{13.127}
\end{equation*}
$$

where,

$$
\begin{align*}
V(x) & =-\omega \phi_{c}^{\prime}+\mu^{2} \cos \phi_{c}= \\
& =\mu^{2}-2 \mu^{2}\left[\frac{(\omega / \mu)}{\cosh \mu x}+\frac{1}{\cosh ^{2} \mu x}\right] \tag{13.128}
\end{align*}
$$



Fig. 13.2. The normalized potential $V(\omega / \mu ; x) / \mu^{2}$ of eqn. (13.128), for $\omega / \mu=$ 1.01 (upper), 2 (middle) and 3 (lower).
with $\omega=\sqrt{k^{2}+\mu^{2}}$, as before. Note that the potential depends on the momentum of the incoming particle, as shown in Fig. 13.2.

Next we proceed to solve numerically for the reflection and transmission coefficient. It turns out that for numerical solution of the scattering problem it is more convenient to take the coefficient of the outgoing wave at $x \sim+\infty$ to be 1 , instead of the $T$ prefactor, and integrate eqn. (13.127) backward, reading off the $T$ and $R$ amplitudes from the solution at $x \sim-\infty$.

We thus use,

$$
\begin{array}{ll}
v_{j}(x)=\mathrm{e}^{i k x}, & x \rightarrow+\infty \\
v_{j}(x)=\frac{1}{T} \mathrm{e}^{i k x}+\frac{R}{T} \mathrm{e}^{-i k x}, & x \rightarrow-\infty . \tag{13.129}
\end{array}
$$

Since the potential is symmetric, the symmetric and anti-symmetric scattering amplitudes don't mix, yielding two independent phase shifts $\delta_{S}$ and $\delta_{A}$, respectively. This leads to,

$$
\begin{align*}
& T=\frac{1}{2}\left(\mathrm{e}^{i \delta_{S}}+\mathrm{e}^{i \delta_{A}}\right) \\
& R=\frac{1}{2}\left(\mathrm{e}^{i \delta_{S}}-\mathrm{e}^{i \delta_{A}}\right) . \tag{13.130}
\end{align*}
$$

Defining,

$$
\begin{equation*}
\delta_{ \pm}=\frac{1}{2}\left(\delta_{S} \pm \delta_{A}\right), \tag{13.131}
\end{equation*}
$$

we find that,

$$
\begin{align*}
& T=\mathrm{e}^{i \delta_{+}} \cos \delta_{-}  \tag{13.132}\\
& R=i \mathrm{e}^{i \delta_{+}} \sin \delta_{-}
\end{align*}
$$
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Fig. 13.3. Scattering by the potential eqn. (13.128) as a function of the normalized energy $\omega / \mu$. Upper plot: transmission probability $|T|^{2}$; lower plot: phase of $T, \delta_{+}$(continuous line). Also shown is the approximate result for $\delta_{+}$ from WKB (dot-dashed line).

Note that $R / T$ is purely imaginary. The transmission and reflections probabilities are,

$$
\begin{align*}
& |T|^{2}=\cos ^{2} \delta_{-} \\
& |R|^{2}=\sin ^{2} \delta_{-} \tag{13.133}
\end{align*}
$$

The numerical results for the transmission probability $|T|^{2}$ and for the phase of $T, \delta_{+}$are presented in Fig. 13.3. For comparison and as an extra check we also plot the WKB result for $\delta_{+}$. Note that no resonance appears.

Note that the asymptotic value of the phase shift is $\pi$. This can also be obtained from a WKB calculation, which becomes exact at infinite energies.

### 13.8.3 Extension to arbitrary coupling

To analyze the system at any gauge coupling we go back to bosonized action prior to the implementation of the strong coupling limit, which we now rewrite in the form,

$$
\begin{equation*}
S_{\text {eff }}[u]=S_{0}[u]+\frac{e_{c}^{2} N_{f}}{8 \pi^{2}} \int \mathrm{~d}^{2} x \operatorname{Tr}\left[\partial_{-}^{-1}\left(u \partial_{-} u^{\dagger}\right)_{c}\right]^{2}+m^{\prime 2} N_{\tilde{m}} \int \mathrm{~d}^{2} x \operatorname{Tr}\left(u+u^{\dagger}\right) . \tag{13.134}
\end{equation*}
$$

The strong coupling limit eliminates the second term of (13.134), for arbitrary coupling,

$$
\begin{equation*}
\frac{e_{c}^{2} N_{f}}{8 \pi^{2}} \int \mathrm{~d}^{2} x \operatorname{Tr}\left[\partial_{-}^{-1}\left(u \partial_{-} u^{\dagger}\right)_{c}\right]^{2} \tag{13.135}
\end{equation*}
$$

where $\left(u \partial_{-} u^{\dagger}\right)_{c}$ is the color part of $M \equiv u \partial_{-} u^{\dagger}$, to be computed as,

$$
\begin{equation*}
M_{c}=\operatorname{Tr}_{f} M-1 / N_{c} \operatorname{Tr}_{f \& c} M \tag{13.136}
\end{equation*}
$$

As already mentioned, this term represents the interactions, as it arises from integrating out the gauge potentials. However, we will see that, for the physical situation we discuss, this term does not contribute to meson-baryon scattering for any coupling. As a result, the latter is described by the effective action $\tilde{S}_{\text {eff }}[u]$, whereas in the strong coupling limit it is described by $\tilde{S}_{\text {eff }}[g]$.

In a similar manner to (13.95) we take $u$ to be of the form,

$$
\begin{equation*}
u=\exp \left(-i \Phi_{c}\right) \exp (-i \delta \Phi) \tag{13.137}
\end{equation*}
$$

corresponding to a classical soliton $\Phi_{c}$, and a small fluctuation $\delta \Phi$ around it, representing the meson. The resulting action is then expanded to second order in $\delta \Phi$, yielding a linear equation of motion for $\delta \Phi$ in the soliton background. The latter serves as an external potential in which the meson is propagating.

We start by evaluating,

$$
\begin{align*}
M & \equiv u \partial_{-} u^{\dagger}= \\
& =\exp \left(-i \Phi_{c}\right) \partial_{-}\left(\exp i \Phi_{c}\right)+\exp \left(-i \Phi_{c}\right) \exp (-i \delta \Phi)\left[\partial_{-} \exp (i \delta \Phi)\right] \exp \left(i \Phi_{c}\right), \tag{13.138}
\end{align*}
$$

and obtain the equations of motion for the meson field by varying with respect to $\delta \Phi$. The variation of (13.135) with respect to $\delta \Phi$ is proportional to,

$$
\begin{equation*}
\frac{\delta M_{c}}{\delta(\delta \Phi)} \partial^{-2} M_{c} \tag{13.139}
\end{equation*}
$$

To compute its variation with respect to $\delta \Phi$, we need only the second term $M_{2}$ of $M$, as the first term $M_{1}$ is independent of $\delta \Phi$.
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We take for the soliton a diagonal ansatz (13.94) now in the form of a $u$ matrix rather then a $g$ one,

$$
\begin{align*}
{\left[\exp \left(-i \Phi_{c}\right)\right]_{a a^{\prime} j^{j^{\prime}}} } & =\delta_{a a \prime} \delta_{j^{\prime}} \exp \left(-i \sqrt{4 \pi} \chi_{\alpha j}\right): \\
a & =1, \ldots, N_{c}  \tag{13.140}\\
j & =1, \ldots, N_{f},
\end{align*}
$$

so that,

$$
\begin{align*}
& \left\{\exp \left(-i \Phi_{c}\right)\left[\exp (-i \delta \Phi) \partial_{-} \exp (i \delta \Phi)\right] \exp \left(i \Phi_{c}\right)\right\}_{a j, a \prime j^{\prime}} \\
= & \exp \left(-i \sqrt{4 \pi} \chi_{a j}\right)\left[\exp (-i \delta \Phi) \partial_{-} \exp (i \delta \Phi)\right]_{a j, a^{\prime} j^{\prime}} \exp \left(i \sqrt{4 \pi} \chi_{a^{\prime} j^{\prime}}\right) \tag{13.141}
\end{align*}
$$

The part of $M$ that contributes to the effective action is its color projection (13.136). We note that $\operatorname{Tr}_{f \& c} M_{2}=0$, and thus,

$$
\begin{equation*}
\left[\left(M_{2}\right)_{c}\right]_{a, a^{\prime}}=\sum_{j} \exp \left(-i \sqrt{4 \pi} \chi_{a j}\right)\left[\exp (-i \delta \Phi) \partial_{-} \exp (i \delta \Phi)\right]_{a j, a^{\prime} j} \exp \left(i \sqrt{4 \pi} \chi_{a^{\prime} j}\right) \tag{13.142}
\end{equation*}
$$

The mesons $\delta \Phi$ have to be diagonal in color, so,

$$
\begin{equation*}
\left[\left(M_{2}\right)_{c}\right]_{a, a^{\prime}}=\sum_{j}\left[\exp (-i \delta \Phi) \partial_{-} \exp (i \delta \Phi)\right]_{a j, a j} \delta_{a, a^{\prime}} \tag{13.143}
\end{equation*}
$$

We recall that the flavor structure of the mesons is independent of their color indices, and restrict our attention to mesons that have no $U(1)$ flavor part. In this way, we may be sure that classical solutions lead to stable particles, since their non-vanishing flavor quantum numbers put them in a different sector from the vacuum. We then have,

$$
\begin{equation*}
\sum_{j}\left[\exp (-i \delta \Phi) \partial_{-} \exp (i \delta \Phi)\right]_{\alpha j, \alpha j}=0 \tag{13.144}
\end{equation*}
$$

as shown earlier, and the effective meson-baryon action is,

$$
\begin{equation*}
\tilde{S}_{m-b}[\delta \Phi]=S_{0}[u]+m^{2} N_{m} \int \mathrm{~d}^{2} x\left(\operatorname{Tr} u+\operatorname{Tr} u^{\dagger}\right) \tag{13.145}
\end{equation*}
$$

with $u$ depending on $\delta \Phi$ for fixed $\Phi_{c}$ as in (13.137).
Next we would like to evaluate the potential. The equation of motion for $\delta \Phi$ is obtained from (13.145), by first varying with respect to $u$ and then varying $u$ with respect to $\delta \Phi$. To first order in $\delta \Phi$, we find,

$$
\begin{equation*}
\delta u=-i\left[\exp \left(-i \Phi_{c}\right)\right] \delta \Phi . \tag{13.146}
\end{equation*}
$$

The resulting equation of motion is then,

$$
\begin{equation*}
\frac{1}{4 \pi} \partial_{+}\left[\left(\partial_{-} u\right) u^{\dagger}\right]+\left(u m^{2}-m^{2} u^{\dagger}\right)=0 \tag{13.147}
\end{equation*}
$$

where $m$ is the diagonal mass matrix: $m=\delta_{i j} m_{j}$ with (possibly different) entries $m_{j}$ corresponding to flavors $j$. We note that there is the possibility of an overall
scale ambiguity in $m$, since, when the masses are different, there is a question of which normal-ordering scale to use. The resulting equation of motion for $\delta \Phi$ is,

$$
\begin{align*}
& \square \\
& \quad+\delta \Phi-i\left(\partial_{+} \Phi_{c}\right)\left(\partial_{-} \delta \Phi\right)+i\left(\partial_{-} \delta \Phi\right)\left(\partial_{+} \Phi_{c}\right)  \tag{13.148}\\
& \quad+\frac{1}{2}\left[\delta \Phi \mu^{2} \exp \left(-i \Phi_{c}\right)+\exp \left(i \Phi_{c}\right) \mu^{2} \delta \Phi\right]=0
\end{align*}
$$

where $\mu \equiv m \sqrt{8 \pi}$.
As discussed before, both $\Phi_{c}$ and $\delta \Phi$ are diagonal in color. Moreover, $\Phi_{c}$ is diagonal in flavor too. So, taking the aajj' matrix element of the equation of motion (13.148), we find,

$$
\begin{align*}
& \square \delta \Phi_{a j j^{\prime}}-i\left(\partial_{+} \Phi_{c}\right)_{a j}\left(\partial_{-} \delta \Phi\right)_{a j j^{\prime}}+i\left(\partial_{-} \delta \Phi\right)_{a j j^{\prime}}\left(\partial_{+} \Phi_{c}\right)_{a j^{\prime}} \\
& \quad+\frac{1}{2}\left\{\delta \Phi_{a j j^{\prime}} \mu^{2}{ }_{j^{\prime}}\left[\exp \left(-i \Phi_{c}\right)\right]_{a j^{\prime}}+\left[\exp \left(i \Phi_{c}\right)\right]_{a j} \mu_{j}^{2} \delta \Phi_{a j j^{\prime}}\right\}=0 . \tag{13.149}
\end{align*}
$$

Examining the classical solutions for the quark solitons inside the baryons, we see that, for a given color index $a$, there is only one flavor for which $\Phi_{c}$ is non-zero. We can now distinguish three cases:

- The first is when an index $a$ and indices $j$ and $j^{\prime}$ are chosen in such a way that both $\left(\Phi_{c}\right)_{a j}$ and $\left(\Phi_{c}\right)_{a j^{\prime}}$ are zero. In such a case,

$$
\begin{array}{r}
\square \delta \Phi_{a j j^{\prime}}+\frac{1}{2}\left[\mu_{j}^{2}+\mu^{2}{ }_{j^{\prime}}\right] \delta \Phi_{a j j^{\prime}}=0  \tag{13.150}\\
\text { where }\left(\Phi_{c}\right)_{a j}=0 \text { and }\left(\Phi_{c}\right)_{\alpha j^{\prime}}=0
\end{array}
$$

Thus $\delta \Phi_{a j j^{\prime}}$ is a free field with squared mass given by the average of $m_{j}^{2}$ and $m_{j^{\prime}}^{2}$ in this case, which we do not discuss further.

- The second case is that of $j=j^{\prime}$, with $a$ such that $\left(\Phi_{c}\right)_{a j}$ is a quark soliton inside the baryon. In this case,

$$
\begin{equation*}
\square \delta \Phi_{a j j}+\mu_{j}^{2} \cos \left[\left(\Phi_{c}\right)_{a j}\right] \delta \Phi_{a j j}=0 \tag{13.151}
\end{equation*}
$$

- The third case is when $j$ is different from $j^{\prime}$, now with one of the $\Phi_{c}$ being a soliton and the other vanishing. Taking $\left(\Phi_{c}\right)_{a j}$ to be the soliton, we obtain,

$$
\begin{equation*}
\square \delta \Phi_{a j j^{\prime}}-i\left(\partial_{+} \Phi_{c}\right)_{a j}\left(\partial_{-} \delta \Phi\right)_{a j j^{\prime}}+\frac{1}{2}\left\{\mu_{j^{\prime}}^{2}+\mu_{j}^{2}\left[\exp \left(i \Phi_{c}\right)\right]_{a j}\right\} \delta \Phi_{a j j^{\prime}}=0 \tag{13.152}
\end{equation*}
$$

where

$$
j^{\prime} \neq j \text { and }\left(\Phi_{c}\right)_{\alpha j^{\prime}}=0
$$

Next we want to proceed and evaluate the meson-baryon scattering. For that purpose we need to analyze the equations that determine the static solution $\left(\Phi_{c}\right)_{a j}$. First one defines,

$$
\begin{equation*}
\left(\Phi_{c}\right)_{a j}=\sqrt{4 \pi}\left(\chi_{c}\right)_{a j} \tag{13.153}
\end{equation*}
$$

where the $\left(\chi_{c}\right)_{a j}$ are canonical fields, whose equations of motion are,

$$
\chi_{\alpha j}^{\prime \prime}-4 \alpha_{c}\left(\sum_{l} \chi_{\alpha}-\frac{1}{N_{c}} \sum_{\beta l} \chi_{\beta l}\right)-2 \sqrt{4 \pi} m_{j}^{2} \sin \sqrt{4 \pi} \chi_{\alpha j}=0 .
$$

Note the extra factor 2 in front of the mass term, as compared with eqn. (22) of [86], due to an error in this reference.

Choosing the boundary conditions $\chi_{a j}(-\infty)=0$, we get as constraints for $\chi_{a j}(+\infty)$, denoted hereafter simply by $\chi_{a j}$,

$$
\begin{equation*}
\frac{1}{\sqrt{\pi}} \chi_{\alpha j}=n_{\alpha j} \quad \text { integers } \tag{13.154}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{l} n_{\alpha}=n \quad \text { independent of } a . \tag{13.155}
\end{equation*}
$$

The baryon number ${ }^{8}$ associated with any given flavor $l$ is given by,

$$
B_{l}=\sum_{a} n_{\alpha} .
$$

Combining the last two equations, we find,

$$
B=\sum_{l} B_{l}=n N_{c},
$$

for the total baryon number.
We now continue in a similar manner to the discussion in the strong coupling limit, starting with the first non-trivial case (13.151) identified above. As the soliton solutions are such that there is a unique correspondence between the color index $a$ and the flavour index $j$, we suppress $a$ in what follows. Putting,

$$
\begin{equation*}
\delta \Phi_{j j}=\mathrm{e}^{-i \omega_{j} t} u_{j}(x), \tag{13.156}
\end{equation*}
$$

with,

$$
\begin{equation*}
u_{j}(x) \underset{x \rightarrow \infty}{\longrightarrow} \mathrm{e}^{i k x} \tag{13.157}
\end{equation*}
$$

we find,

$$
\begin{equation*}
\omega_{j}^{2}=k^{2}+\mu_{j}^{2}, \tag{13.158}
\end{equation*}
$$

and the equation for $u_{j}(x)$ is,

$$
\begin{equation*}
u_{j}^{\prime \prime}(x)+\omega_{j}{ }^{2} u_{j}-\mu^{2}{ }_{j}\left[\cos \left(\Phi_{c}\right)_{j}\right] u_{j}=0 . \tag{13.159}
\end{equation*}
$$

We define the potential $V_{j}$ for this scattering process via,

$$
\begin{equation*}
u_{j}^{\prime \prime}(x)+\omega_{j}^{2} u_{j}-V_{j} u_{j}=0 \tag{13.160}
\end{equation*}
$$

[^46]and find,
\[

$$
\begin{equation*}
V_{j}=\mu_{j}^{2}\left[\cos \left(\Phi_{c}\right)_{j}\right] . \tag{13.161}
\end{equation*}
$$

\]

In our normalization the outgoing wave has coefficient 1 , which is more convenient for numerical calculations, and the wave for $x \rightarrow-\infty$ is now,

$$
\begin{equation*}
u_{j}(x)=\frac{1}{T_{j}} \mathrm{e}^{i k x}+\frac{R_{j}}{T_{j}} \mathrm{e}^{-i k x}, \quad x \rightarrow-\infty \tag{13.162}
\end{equation*}
$$

in this case.
In the second non-trivial case (13.152), we put,

$$
\begin{equation*}
\delta \Phi_{j j^{\prime}}=\mathrm{e}^{-i \omega_{j j^{\prime}} t} u_{j j^{\prime}}(x) \tag{13.163}
\end{equation*}
$$

so that,

$$
\begin{gather*}
u_{j j^{\prime}}^{\prime \prime}(x)-i\left(\Phi_{c}\right)_{j}^{\prime}(x) u_{j j^{\prime}}^{\prime}(x)+\left\{\omega_{j j^{\prime}}^{2}+\omega_{j j^{\prime}}\left(\Phi_{c}\right)_{j}^{\prime}(x)\right. \\
\left.-\frac{1}{2}\left\{\mu_{j^{\prime}}^{2}+\mu_{j}^{2}\left[\exp \left(i \Phi_{c}\right)\right]_{j}\right\}\right\} u_{j j^{\prime}}=0 . \tag{13.164}
\end{gather*}
$$

To eliminate the first derivative term in $u$, we substitute,

$$
\begin{equation*}
u_{j j^{\prime}}=\left[\exp \left(\frac{i}{2} \Phi_{c}\right)\right]_{j} v_{j j^{\prime}} \tag{13.165}
\end{equation*}
$$

This results in,

$$
\begin{align*}
v_{j j^{\prime}}^{\prime \prime}(x)+\left\{\omega_{j j^{\prime}}^{2}\right. & \left.+\omega_{j j^{\prime}}\left(\Phi_{c}\right)_{j}^{\prime}(x)-\mu_{j}^{2}\left[\cos \left(\Phi_{c}\right)\right]_{j}\right\} v_{j j^{\prime}}+\frac{1}{2}\left(\mu^{2}{ }_{j}-\mu^{2}{ }_{j^{\prime}}\right) v_{j j^{\prime}} \\
& +\left\{\frac{1}{4}\left[\left(\Phi_{c}\right)_{j}^{\prime}(x)\right]^{2}-\frac{1}{2} \mu^{2}{ }_{j}\left(1-\left[\cos \left(\Phi_{c}\right)\right]_{j}\right)\right\} v_{j j^{\prime}} \\
& +\frac{i}{2}\left\{\left(\Phi_{c}\right)_{j}{ }^{\prime \prime}(x)-\mu^{2}{ }_{j}\left[\sin \left(\Phi_{c}\right)_{j}\right]\right\} v_{j j^{\prime}}=0 . \tag{13.166}
\end{align*}
$$

We note that the last three lines vanish when all the quark masses are equal, as then the soliton is a sine-Gordon one. Thus, the scattering would then only be elastic.

The potential of the scattering is defined here via,

$$
\begin{equation*}
v_{j j^{\prime}}^{\prime \prime}(x)+\omega_{j j^{\prime}}^{2} v_{j j^{\prime}}-V_{j j^{\prime}} v_{j j^{\prime}}=0 \tag{13.167}
\end{equation*}
$$

so that,

$$
\begin{align*}
V_{j j^{\prime}}= & -\omega_{j j^{\prime}}\left(\Phi_{c}\right)_{j}^{\prime}(x)+\mu_{j}^{2}\left[\cos \left(\Phi_{c}\right)\right]_{j} \\
& -\frac{1}{2}\left(\mu^{2}{ }_{j}-\mu^{2}{ }_{j^{\prime}}\right) \\
& -\left\{\frac{1}{4}\left[\left(\Phi_{c}\right)_{j}^{\prime}(x)\right]^{2}-\frac{1}{2} \mu^{2}{ }_{j}\left(1-\left[\cos \left(\Phi_{c}\right)\right]_{j}\right)\right\} \\
& -\frac{i}{2}\left\{\left(\Phi_{c}\right)_{j}^{\prime \prime}(x)-\mu_{j}^{2}\left[\sin \left(\Phi_{c}\right)_{j}\right]\right\} \tag{13.168}
\end{align*}
$$
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Taking again,

$$
\begin{equation*}
v_{j j^{\prime}}(x) \underset{x \rightarrow \infty}{\longrightarrow} \mathrm{e}^{i k x} \tag{13.169}
\end{equation*}
$$

we get,

$$
\begin{equation*}
\omega_{j j^{\prime}}=\frac{1}{2}\left(\mu_{j}^{2}+\mu_{j^{\prime}}^{2}\right), \tag{13.170}
\end{equation*}
$$

and the wave for $x \rightarrow-\infty$ is,

$$
\begin{equation*}
v_{j j^{\prime}}(x)=\frac{1}{T_{j j^{\prime}}} \mathrm{e}^{i k x}+\frac{R_{j j^{\prime}}}{T_{j j^{\prime}}} \mathrm{e}^{-i k x}, \quad x \rightarrow-\infty, \tag{13.171}
\end{equation*}
$$

in this case.
To summarize we have shown that meson-baryon scattering in $\mathrm{QCD}_{2}$ in the large- $N_{c}$ limit is non-trivial for non-zero quark masses, and is described by two distinct effective potentials when the quark masses are unequal. These effective potentials are not of the sine-Gordon type found in previous cases, and we expect the scattering amplitudes also to be non-trivial. Their calculation will require numerical analysis.

## 14

## Confinement versus screening

One of the most challenging problems of gauge dynamics in four dimensions is how to show that QCD admits confinement. One of the measures of confinement is the fact that the potential between an external quark and an external antiquark placed at a separation distance $L$, as in Fig. 14.1, is dominated by a linear dependence, namely,

$$
\begin{equation*}
V=\sigma L \tag{14.1}
\end{equation*}
$$

The coefficient in this linear dependence is the string tension. Thus, a nonconfining behavior, which will be referred to as a screening behavior, implies a vanishing string tension. Whereas in four dimensions the computation of the string tension is a formidable task, in two dimensions, as will be shown in this chapter, it is a fairly easy one. In this chapter we describe the extraction of the string tension in various two-dimensional gauge systems.

We start by calculating the string tension for the massive Schwinger model in both the fermionic and the bosonic languages. This is done in the small mass limit and then we discuss the corrections due to going beyond this limit. We then discuss the short range corrections to the confining potential. We focus on the abelian case, believing that the non-abelian case is very similar. Next we comment on the behavior of the string tension when finite temperature is introduced. Then we move to non-abelian generalization. We compute the string tension for the cases of matter in the fundamental and adjoint representations, followed by the symmetric and anti-symmetric representations.
Much of this chapter is based on [15] and [16].
The string tension of the massive Schwinger model was calculated using bosonizaton in [68]. The massless cases in gauge theories were analyzed in [116]. The next-to-leading order in small mass was computed by [4].

### 14.1 The string tension of the massive Schwinger model

We start with the derivation of the string tension in the massive Schwinger model, in the fermionic language. Consider the partition function of two dimensional massive $Q E D_{2}$,
$Z=$

$$
\begin{equation*}
\int D A_{\mu} D \bar{\Psi} D \Psi \exp \left(i \int \mathrm{~d}^{2} x\left(-\frac{1}{4 e^{2}} F_{\mu \nu}^{2}+\bar{\Psi} i \not \partial \Psi-m \bar{\Psi} \Psi-q_{\mathrm{dyn}} A_{\mu} \bar{\Psi} \gamma^{\mu} \Psi\right)\right) \tag{14.2}
\end{equation*}
$$



Fig. 14.1. Quark anti-quark separated at a distance $L$.
where $q_{\mathrm{dyn}}$ is the charge of the dynamical fermions. Gauge fixing terms were not written explicitly. Let us add an external pair with charges $\pm q_{\mathrm{ext}}$ at $\pm L$, namely,

$$
\begin{equation*}
j_{0}^{\mathrm{ext}}=q_{\mathrm{ext}}(\delta(x+L)-\delta(x-L)), \tag{14.3}
\end{equation*}
$$

so that the change of $\mathcal{L}$ is $-j_{\mu}^{\text {ext }} A^{\mu}(x)$. Note that by choosing $j_{\mu}^{\text {ext }}$ which is conserved, $\partial^{\mu} j_{\mu}^{\text {ext }}=0$, the action including the coupling to the external current is also gauge invariant.

Now, one can eliminate this charge by performing a local, space-dependent left-handed rotation,

$$
\begin{array}{r}
\Psi \rightarrow \mathrm{e}^{i \alpha(x) \frac{1}{2}\left(1-\gamma_{5}\right)} \Psi \\
\bar{\Psi} \rightarrow \bar{\Psi} \mathrm{e}^{-i \alpha(x) \frac{1}{2}\left(1+\gamma_{5}\right)} \tag{14.5}
\end{array}
$$

where $\gamma^{5}=\gamma^{0} \gamma^{1}$. We choose a left-handed rotation (or equally well a righthanded one) rather than an axial one, since in the non-abelian case the former will be easier to implement.

The new action is,

$$
\begin{align*}
S & =\int \mathrm{d}^{2} x\left[-\frac{1}{4 e^{2}} F_{\mu \nu}^{2}+\bar{\Psi} i \not \partial \Psi-\bar{\Psi} \partial_{\mu} \alpha(x) \gamma^{\mu} \frac{1}{2}\left(1-\gamma_{5}\right) \Psi-m \bar{\Psi} \mathrm{e}^{-i \alpha(x) \gamma_{5}} \Psi\right. \\
& \left.-q_{\mathrm{dyn}} A_{\mu} \bar{\Psi} \gamma^{\mu} \Psi-q_{\mathrm{ext}}(\delta(x+L)-\delta(x-L)) A_{0}+\frac{\alpha(x) q_{\mathrm{dyn}}}{2 \pi} F\right] \tag{14.6}
\end{align*}
$$

where the last term is induced by the chiral anomaly,

$$
\begin{equation*}
\delta S=\int \mathrm{d}^{2} x \frac{\alpha(x) q_{\mathrm{dyn}}}{2 \pi} F, \tag{14.7}
\end{equation*}
$$

with $F$ the dual of the electric field, $F=\frac{1}{2} \epsilon^{\mu \nu} F_{\mu \nu}$.
The external source and the anomaly term are similar, both being linear in the gauge potential. This is the reason that the $\theta$-vacuum, to be discussed in Chapter 22, and electron-positron pair at the boundaries are the same in two dimensions.

In the following we assume $\theta=0$, as otherwise we absorb it in to $\alpha$. Choosing the $A_{1}=0$ gauge and integrating by parts, the anomaly term looks like an external source,

$$
\begin{equation*}
\frac{q_{\mathrm{dyn}}}{2 \pi} A_{0} \partial_{1} \alpha(x) \tag{14.8}
\end{equation*}
$$

This term can cancel the external source by the choice,

$$
\begin{equation*}
\alpha(x)=2 \pi \frac{q_{\mathrm{ext}}}{q_{\mathrm{dyn}}}(\theta(x+L)-\theta(x-L)) . \tag{14.9}
\end{equation*}
$$

Let us take the limit $L \rightarrow \infty$. The form of the action, in the region $B$ of $-L<$ $x<L$ is,

$$
\begin{equation*}
S_{B}=\int_{B} \mathrm{~d}^{2} x\left(-\frac{1}{4 e^{2}} F_{\mu \nu}^{2}+\bar{\Psi} i \not \partial \Psi-m \bar{\Psi} \mathrm{e}^{-i 2 \pi \frac{q_{\mathrm{ext}}}{q_{\mathrm{d} y \mathrm{n}}} \gamma_{5}} \Psi-q_{\mathrm{dyn}} A_{\mu} \bar{\Psi} \gamma^{\mu} \Psi\right) \tag{14.10}
\end{equation*}
$$

Thus the total impact of the external electron-positron pair is a chiral rotation of the mass term. This term can be written as,

$$
\begin{equation*}
\bar{\Psi} e^{-i 2 \pi \frac{q_{\mathrm{ext}}}{q_{\mathrm{dyn}}} \gamma_{5}} \Psi=\cos \left(2 \pi \frac{q_{\mathrm{ext}}}{q_{\mathrm{dyn}}}\right) \bar{\Psi} \Psi-i \sin \left(2 \pi \frac{q_{\mathrm{ext}}}{q_{\mathrm{dyn}}}\right) \bar{\Psi} \gamma_{5} \Psi \tag{14.11}
\end{equation*}
$$

The string tension is the vacuum expectation value (v.e.v.) of the Hamiltonian density in the presence of the external source relative to the v.e.v. of the Hamiltonian density without the external source, in the $L \rightarrow \infty$ limit,

$$
\begin{equation*}
\sigma=\langle\mathcal{H}\rangle-<\mathcal{H}_{0}>_{0} \tag{14.12}
\end{equation*}
$$

where $\mid 0>_{0}$ is the vacuum state with no external sources. The change in the vacuum energy is due to the mass term. The change in the kinetic term which appears in (14.6) does not contribute to the vacuum energy.

Thus,

$$
\begin{equation*}
\sigma=m \cos \left(2 \pi \frac{q_{\mathrm{ext}}}{q_{\mathrm{dyn}}}\right)<\bar{\Psi} \Psi>-m \sin \left(2 \pi \frac{q_{\mathrm{ext}}}{q_{\mathrm{dyn}}}\right)<\bar{\Psi} i \gamma_{5} \Psi>-m<\bar{\Psi} \Psi>_{0} \tag{14.13}
\end{equation*}
$$

The values of the condensates $\langle\bar{\Psi} \Psi\rangle$ and $\left\langle\bar{\Psi} \gamma_{5} \Psi\right\rangle$ are needed. The easiest way to compute these condensates is bosonization, but it can also be computed directly in the fermionic language. We state here the final result for the $m=0$ case (the derivation can be found in the references of this chapter),

$$
\begin{align*}
& <\bar{\Psi} \Psi>_{m=0}=-e \frac{\exp (\gamma)}{2 \pi^{3 / 2}}  \tag{14.14}\\
& <\bar{\Psi} \gamma_{5} \Psi>_{m=0}=0 \tag{14.15}
\end{align*}
$$

Equation (14.15) is due to parity invariance (with our choice $\theta=0$ ). The resulting string tension, to first order in $m$,

$$
\begin{equation*}
\sigma=m e \frac{\exp (\gamma)}{2 \pi^{3 / 2}}\left(1-\cos \left(2 \pi \frac{q_{\mathrm{ext}}}{q_{\mathrm{dyn}}}\right)\right) \tag{14.16}
\end{equation*}
$$

Though this expression is only the leading term in a $m / e$ expansion and might be corrected, when $q_{\text {ext }}$ is an integer multiple of $q_{\text {dyn }}$ the string tension is exactly zero, since in this case the rotated action (14.10) is not changed from the original one (14.2).

### 14.2 The Schwinger model in bosonic form

Next we derive the same result in the bosonized formulation.
The bosonized Lagrangian, in the gauge $A_{1}=0$, is given by,

$$
\begin{equation*}
\mathcal{L}=\frac{1}{2 e^{2}}\left(\partial_{1} A_{0}\right)^{2}+\frac{1}{2}\left(\partial_{\mu} \phi\right)^{2}+M^{2} \cos (2 \sqrt{\pi} \phi)+\frac{q_{\mathrm{dyn}}}{\sqrt{\pi}} A_{0} \partial_{1} \phi-A_{0} j_{\mathrm{ext}}, \tag{14.17}
\end{equation*}
$$

where $M^{2}=m \mu, \mu=\frac{\exp (\gamma)}{2 \pi} \mu_{(\phi)}$ with $\mu_{(\phi)}=\frac{e}{\sqrt{\pi}} q_{\mathrm{dyn}}$ the mass of the photon, for $e \gg m$.

Chiral rotation corresponds to a shift in the field $\phi$. Upon the transformation,

$$
\begin{equation*}
\phi=\tilde{\phi}+\sqrt{\pi} \frac{q_{\mathrm{ext}}}{q_{\mathrm{dyn}}}(\theta(x+L)-\theta(x-L)) \tag{14.18}
\end{equation*}
$$

The Lagrangian (14.17) takes, in the region $B$, the form,

$$
\begin{equation*}
\mathcal{L}_{B}=\frac{1}{2 e^{2}}\left(\partial_{1} A_{0}\right)^{2}+\frac{1}{2}\left(\partial_{\mu} \tilde{\phi}\right)^{2}+M^{2} \cos \left(2 \sqrt{\pi} \tilde{\phi}+2 \pi \frac{q_{\mathrm{ext}}}{q_{\mathrm{dyn}}}\right)+\frac{q_{\mathrm{dyn}}}{\sqrt{\pi}} A_{0} \partial_{1} \tilde{\phi} \tag{14.19}
\end{equation*}
$$

Hence, similarly to the previous derivation, a local chiral rotation was used to eliminate the external source. The calculation of the string tension is exactly the same as in the previous section.

The relevant part of the Hamiltonian density is,

$$
\begin{equation*}
\mathcal{H}=-M^{2} \cos \left(2 \sqrt{\pi} \tilde{\phi}+2 \pi \frac{q_{\mathrm{ext}}}{q_{\mathrm{dyn}}}\right) \tag{14.20}
\end{equation*}
$$

To zeroth order in $\left(\frac{M}{e}\right)^{2}$, the vacuum is $\tilde{\phi}=0$. Setting this choice in (14.20) and subtracting the v.e.v. of the free Hamiltonian, we arrive at,

$$
\begin{equation*}
\sigma_{Q E D}=m \mu\left(1-\cos \left(2 \pi \frac{q_{\mathrm{ext}}}{q_{\mathrm{dyn}}}\right)\right) \tag{14.21}
\end{equation*}
$$

where $m$ is the electron mass, $\mu=e \frac{\exp (\gamma)}{2 \pi^{3 / 2}}$, $e$ the gauge coupling, $\gamma$ the Euler number and $q_{\text {ext }}, q_{\text {dyn }}$ are the external and dynamical charges, respectively (we measure charge in units of $e$, thus $q_{\mathrm{ext}}$ and $q_{\mathrm{dyn}}$ are dimensionless).

### 14.3 Beyond the small mass abelian string tension

The expression (14.21) contains only the leading $\frac{m}{e}$ contribution to the abelian string tension. This expression was computed in the previous section, using a classical average. However, as we used the normal ordering scale $\mu_{\phi}$ which is the photon mass for $e \gg m$, taking $\tilde{\phi}=0$ actually gives the full quantum answer, as is evident by comparing with the fermionic calculation in the section before that.

The full perturbative (in $m$ ) string tension can be written as,

$$
\begin{equation*}
\sigma_{Q E D}=m \mu \sum_{l=1}^{\infty} C_{l}\left(\frac{m}{e q_{\mathrm{dyn}}}\right)^{l-1}\left(1-\cos \left(2 \pi l \frac{q_{\mathrm{ext}}}{q_{\mathrm{dyn}}}\right)\right) . \tag{14.22}
\end{equation*}
$$

The value of the first coefficient is $C_{1}=1$ and the next was found to be $C_{2}=-8.9 \frac{\exp (\gamma)}{8 \pi^{1 / 2}}$. Higher coefficients are not calculated yet.

Note that for finite $\frac{m}{e}$ we have to minimize the potential,

$$
\begin{equation*}
V=M^{2}\left(1-\cos \left(2 \sqrt{\pi} \phi+2 \pi \frac{q_{\mathrm{ext}}}{q_{\mathrm{dyn}}}\right)\right)+\frac{1}{2} \mu_{\phi}^{2} \phi^{2} . \tag{14.23}
\end{equation*}
$$

The minimum $\phi=\phi_{m}$ obeys,

$$
\begin{equation*}
2 \sqrt{\pi} M^{2} \sin \left(2 \sqrt{\pi} \phi_{m}+2 \pi \frac{q_{\mathrm{ext}}}{q_{\mathrm{dyn}}}\right)+\mu_{\phi}^{2} \phi_{m}=0 \tag{14.24}
\end{equation*}
$$

Thus, for the first-order $\left(\frac{m}{e q_{\mathrm{dyn}}}\right)$ correction, we get a $C_{2}$ which is $-\left(\frac{1}{2}\right) \sqrt{\pi}(\exp \gamma)$. This has the same sign, but a factor 1.41 larger, than the instanton contribution.

Note that all above results for the string tension are symmetric under change of sign of the external charge, as expected on general grounds. However, when a $\theta F$ term is introduced, we get odd terms as well, like $\sin (l \theta) \sin \left(2 \pi l \frac{q_{\text {ext }}}{q_{\text {dyn }}}\right)$. The even terms are multiplied by $\cos (l \theta)$.

Finally, let us remark that for very large $\frac{m}{e}$, the abelian case has a string tension which is $\frac{1}{2} e^{2} q_{\text {ext }}^{2}$.

### 14.4 Correction to the leading long distance abelian potential

The potential (14.1) is the dominant long-range term. However, there are, of course, corrections. In this section we present these corrections.

The equations of motions which follow from the bosonized Lagrangian (14.17) are, in the static case,

$$
\begin{align*}
& -\frac{1}{e^{2}} \partial_{1}^{2} A_{0}+\frac{q_{\mathrm{dyn}}}{\sqrt{\pi}} \partial_{1} \phi-j_{\mathrm{ext}}=0  \tag{14.25}\\
& -\partial_{1}^{2} \phi+2 \sqrt{\pi} M^{2} \sin 2 \sqrt{\pi} \phi+\frac{q_{\mathrm{dyn}}}{\sqrt{\pi}} \partial_{1} A_{0}=0 \tag{14.26}
\end{align*}
$$

In order to solve these equation, it is useful to eliminate the bosonized matter field $\phi$. Using the approximation $\sin 2 \sqrt{\pi} \phi \sim 2 \sqrt{\pi} \phi$, we arrive at (in momentum space),

$$
\begin{equation*}
A_{0}(k)=\frac{e^{2}\left(k^{2}+4 \pi M^{2}\right)}{k^{2}\left(k^{2}+\left(4 \pi M^{2}+\frac{e^{2}}{\pi} q_{\mathrm{dyn}}^{2}\right)\right)} j_{\mathrm{ext}}(k), \tag{14.27}
\end{equation*}
$$

where $k$ is the Fourier transform of the space coordinate. We will discuss the validity of our approximation for $\phi$ later in this section. The last equation can be rewritten as,

$$
\begin{equation*}
A_{0}(k)=\left(\frac{m_{1}^{2}}{m_{2}^{2}} \frac{1}{k^{2}}+\left(1-\frac{m_{1}^{2}}{m_{2}^{2}}\right) \frac{1}{k^{2}+m_{2}^{2}}\right) e^{2} j_{\mathrm{ext}}(k) \tag{14.28}
\end{equation*}
$$

where,

$$
\begin{align*}
& m_{1}^{2}=4 \pi M^{2}  \tag{14.29}\\
& m_{2}^{2}=4 \pi M^{2}+\frac{e^{2}}{\pi} q_{\mathrm{dyn}}^{2} \tag{14.30}
\end{align*}
$$

Note that the photon propagator has two poles, a massless pole that reproduces the string tension and a massive pole which adds a screening term to the potential. Note that there is no $\frac{\text { const. }}{L}$ correction, which appears in higher dimensions, since in the present case the string cannot fluctuate in transverse directions.

Note also that in the massless case, when $M^{2}=0$, only the second term survives and the photon has only one pole with mass square $\frac{e^{2}}{\pi} q_{\mathrm{dyn}}^{2}$. This result is of course exact, independent of our approximation.

The resulting gauge field is,

$$
\begin{align*}
A_{0}(x)= & \frac{2 \pi^{2} M^{2} q_{\mathrm{ext}}}{q_{\mathrm{dyn}}^{2}}(|x+L|-|x-L|) \\
& -\frac{e \sqrt{\pi}}{2} \frac{q_{\mathrm{ext}}}{q_{\mathrm{dyn}}}\left(\mathrm{e}^{-\frac{e}{\sqrt{\pi}} q_{\mathrm{dyn}}|x+L|}-\mathrm{e}^{-\frac{e}{\sqrt{\pi}} q_{\mathrm{dyn}}|x-L|}\right) \tag{14.31}
\end{align*}
$$

where we took $M^{2} \ll e^{2}$ for simplicity.
In order to calculate the potential we will use,

$$
\begin{equation*}
V=\frac{1}{2} \int A_{0}(x) j_{\mathrm{ext}}(x) \mathrm{d} x \tag{14.32}
\end{equation*}
$$

Hence the potential is,

$$
\begin{equation*}
V=2 \pi^{2} M^{2} \frac{q_{\mathrm{ext}}^{2}}{q_{\mathrm{dyn}}^{2}} \times 2 L+\frac{e \sqrt{\pi}}{2} \frac{q_{\mathrm{ext}}^{2}}{q_{\mathrm{dyn}}}\left(1-e^{-\frac{e}{\sqrt{\pi}} q_{\mathrm{dyn}} 2 L}\right) \tag{14.33}
\end{equation*}
$$

The first term is the confining potential which exists whenever the quark mass is non-zero. On top of this, there is always a screening potential.

The string tension which results from the above potential is,

$$
\begin{equation*}
\sigma=m \mu \times 2 \pi^{2} \frac{q_{\mathrm{ext}}^{2}}{q_{\mathrm{dyn}}^{2}} \tag{14.34}
\end{equation*}
$$

which is exactly (14.21) in the approximation $2 \pi \frac{q_{\text {ext }}}{q_{\mathrm{dyn}}} \ll 1$. This turns out to be also the condition for $\sin 2 \sqrt{\pi} \phi \sim 2 \sqrt{\pi} \phi$ that we assumed at the start of this section. To see that, we solve for $\phi$ from eqn. (14.25) as,

$$
\begin{equation*}
\phi(k)=-i k \frac{q_{\mathrm{dyn}}}{\sqrt{\pi}} \frac{e^{2}}{m_{2}^{2}}\left(\frac{1}{k^{2}}-\frac{1}{k^{2}+m_{2}^{2}}\right) j_{\mathrm{ext}}(k) \tag{14.35}
\end{equation*}
$$

Define $\phi=\phi_{1}+\phi_{2}$, where $\phi_{1}$ is the part with $\frac{1}{k^{2}}$, and $\phi_{2}$ with $\frac{1}{k^{2}+m_{2}^{2}}$. The $\phi_{2}$ part goes to zero at long distances, i.e. $k \rightarrow 0$. As for the $\phi_{1}$ part, its $x$-space
form is,

$$
\begin{equation*}
\phi_{1}(x)=\frac{e^{2}}{\sqrt{\pi} m_{2}^{2}} q_{\mathrm{dyn}} q_{\mathrm{ext}}(\theta(x+L)-\theta(x-L)) \tag{14.36}
\end{equation*}
$$

which for small $\frac{m}{e}$ reduces to,

$$
\begin{equation*}
\phi_{1}(x) \sim \sqrt{\pi} \frac{q_{\mathrm{ext}}}{q_{\mathrm{dyn}}}(\theta(x+L)-\theta(x-L)) \tag{14.37}
\end{equation*}
$$

Thus $2 \sqrt{\pi} \phi$ small means,

$$
\begin{equation*}
(2 \pi) \frac{q_{\mathrm{ext}}}{q_{\mathrm{dyn}}} \ll 1 \tag{14.38}
\end{equation*}
$$

the condition mentioned before.
Note that we could generalize the argument to values of $2 \pi \frac{q_{\text {ext }}}{q_{\mathrm{dyn}}}$ that are close to $2 \pi n$, with integer $n$.

### 14.5 Finite temperature

In this section we would like to comment on the behavior of the string tension in the presence of finite temperature. It is interesting to check whether the string is torn due to high temperature and whether the system undergoes a phase transition from confinement to deconfinement.

The prescription for calculating quantities at finite temperature $T$ is to formulate the theory on a circle in Euclidean time with circumference $\beta=T^{-1}$.

For the purpose of calculating the string tension, we can follow the same steps which we employed previously, leading to a modification of eqn. (14.16) as,

$$
\begin{equation*}
\sigma=-m<\bar{\Psi} \Psi>_{T}\left(1-\cos 2 \pi \frac{q_{\mathrm{ext}}}{q_{\mathrm{dyn}}}\right) . \tag{14.39}
\end{equation*}
$$

It is enough to calculate $\left\langle\bar{\Psi} \Psi>_{T}\right.$, the condensate at finite temperature, in the massless Schwinger model.

The chiral condensate behaves as,

$$
\begin{equation*}
<\bar{\Psi} \Psi>_{(T \rightarrow 0)} \rightarrow-\frac{e}{2 \pi^{3 / 2}} e^{\gamma} \tag{14.40}
\end{equation*}
$$

and

$$
\begin{equation*}
<\bar{\Psi} \Psi>_{(T \rightarrow \infty)} \rightarrow-2 T \mathrm{e}^{-\frac{\pi^{3 / 2} T}{e}} . \tag{14.41}
\end{equation*}
$$

This result indicates that the string is not torn even at very high temperatures. The explicit expression shows that $\langle\bar{\Psi} \Psi\rangle_{T}$ is non-zero for all $T$. Thus, the system does not undergo a phase transition. It is just energetically favorable to have the electron-positron pair confined.

### 14.6 Two-dimensional QCD

The action of bosonized $Q C D_{2}$ with massive quarks in the fundamental representation of $S U(N)$ (see Chapter 8) is

$$
\begin{align*}
S_{\text {fundamental }}= & \frac{1}{8 \pi} \int_{\Sigma} \mathrm{d}^{2} x \operatorname{tr}\left(\partial_{\mu} g \partial^{\mu} g^{\dagger}\right)  \tag{14.42}\\
& +\frac{1}{12 \pi} \int_{B} \mathrm{~d}^{3} y \epsilon^{i j k} \operatorname{tr}\left(g^{\dagger} \partial_{i} g\right)\left(g^{\dagger} \partial_{j} g\right)\left(g^{\dagger} \partial_{k} g\right) \\
& +\frac{1}{2} m \mu_{\text {fund }} \int \mathrm{d}^{2} x \operatorname{tr}\left(g+g^{\dagger}\right)-\int \mathrm{d}^{2} x \frac{1}{4 e^{2}} F_{\mu \nu}^{a} F^{a \mu \nu} \\
& -\frac{1}{2 \pi} \int \mathrm{~d}^{2} x \operatorname{tr}\left(i g^{\dagger} \partial_{+} g A_{-}+i g \partial_{-} g^{\dagger} A_{+}+A_{+} g A_{-} g^{\dagger}-A_{+} A_{-}\right)
\end{align*}
$$

where $e$ is the gauge coupling, $m$ is the quark mass, $\mu=e \frac{\exp (\gamma)}{(2 \pi)^{\frac{3}{2}}}, g$ is an $N \times N$ unitary matrix, $A_{\mu}$ is the gauge field and the trace is over $U(N)$ indices. Note, however, that only the $S U(N)$ part of the matter field $g$ is gauged.

When the quarks transform in the adjoint representation, the expression for the action is,

$$
\begin{align*}
S_{\text {adjoint }}= & \frac{1}{16 \pi} \int_{\Sigma} \mathrm{d}^{2} x \operatorname{tr}\left(\partial_{\mu} g \partial^{\mu} g^{\dagger}\right)  \tag{14.43}\\
& +\frac{1}{24 \pi} \int_{B} \mathrm{~d}^{3} y \epsilon^{i j k} \operatorname{tr}\left(g^{\dagger} \partial_{i} g\right)\left(g^{\dagger} \partial_{j} g\right)\left(g^{\dagger} \partial_{k} g\right) \\
& +\frac{1}{2} m \mu_{\text {adj }} \int \mathrm{d}^{2} x \operatorname{tr}\left(g+g^{\dagger}\right)-\int \mathrm{d}^{2} x \frac{1}{4 e^{2}} F_{\mu \nu}^{a} F^{a \mu \nu} \\
& -\frac{1}{4 \pi} \int \mathrm{~d}^{2} x \operatorname{tr}\left(i g^{\dagger} \partial_{+} g A_{-}+i g \partial_{-} g^{\dagger} A_{+}+A_{+} g A_{-} g^{\dagger}-A_{+} A_{-}\right)
\end{align*}
$$

The action (14.43) differs from (14.42) by a factor of one half in front of the WZW and interaction terms, because $g$ is real and represents Majorana fermions. Another difference is that $g$ now is an $\left(N^{2}-1\right) \times\left(N^{2}-1\right)$ orthogonal matrix. The two actions (14.42) and (14.43) can be schematically represented by one action,

$$
\begin{align*}
S= & S_{0}+\frac{1}{2} m \mu_{R} \int \mathrm{~d}^{2} x \operatorname{tr}\left(g+g^{\dagger}\right)  \tag{14.44}\\
& -\frac{i k_{\mathrm{dyn}}}{4 \pi} \int \mathrm{~d}^{2} x\left(g \partial_{-} g^{\dagger}\right)^{a} A_{+}^{a}
\end{align*}
$$

where $A_{-}=0$ gauge was used, $S_{0}$ stands for the WZW action and the kinetic action of the gauge field, $k_{\text {dyn }}$ is the level (the chiral anomaly) of the dynamical charges $(k=1$ for the fundamental representation of $S U(N)$ and $k=N$ for the adjoint representation).

Let us add an external charge to the action. We choose a static charge (with respect to the light-cone coordinate $x^{+}$) and therefore we can omit its kinetic
term from the action. Thus an external charge coupled to the gauge field would be represented by,

$$
-\frac{i k_{\mathrm{ext}}}{4 \pi} \int \mathrm{~d}^{2} x\left(u \partial_{-} u^{\dagger}\right)^{a} A_{+}^{a}
$$

Suppose that we want to put a quark and an anti-quark at a very large separation. A convenient choice of the charges would be a direction in the algebra in which the generator has a diagonal form. The simplest choice is a generator of an $S U(2)$ subalgebra. Since a rotation in the algebra is always possible, the results are insensitive to this specific choice. As an example we write down the generator in the case of fundamental and adjoint representations,

$$
\begin{aligned}
& T_{\text {fund }}^{3}=\operatorname{diag}(\frac{1}{2},-\frac{1}{2}, \underbrace{0,0, \ldots, 0}_{N-2}) \\
& T_{\text {adj }}^{3}=\operatorname{diag}(1,0,-1, \underbrace{\frac{1}{2},-\frac{1}{2}, \frac{1}{2},-\frac{1}{2}, \ldots, \frac{1}{2},-\frac{1}{2}}_{2(N-2) \text { doublets }}, \underbrace{0,0, \ldots, 0}_{(N-2)^{2}}) .
\end{aligned}
$$

Generally $T^{3}$ can be written as

$$
T^{3}=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{i}, \ldots, 0,0, \ldots\right),
$$

where $\left\{\lambda_{i}\right\}$ are the 'isospin' components of the representation under the $S U(2)$ subgroup.

We take the $S U(N)$ part of $u$ as,

$$
\begin{equation*}
u=\left[\exp -i 4 \pi\left(\theta\left(x^{-}+L\right)-\theta\left(x^{-}-L\right)\right)\right] T_{\mathrm{ext}}^{3}, \tag{14.45}
\end{equation*}
$$

for $N>2$, and a similar expression but with a $2 \pi$ factor for $N=2 . T_{\text {ext }}^{3}$ represents the ' 3 ' generator of the external charge and $u$ is static with respect to the lightcone time coordinate $x^{+}$. The theta function is used as a limit of a smooth function which interpolates between 0 and 1 over a very short distance. In that limit $u=1$ everywhere except at isolated points, where it is not well defined.

The form of the action (14.44) in the presence of the external source is,

$$
\begin{aligned}
S= & S_{0}+\frac{1}{2} m \mu_{R} \int \mathrm{~d}^{2} x\left\{\operatorname{tr}\left(g+g^{\dagger}\right)\right. \\
& \left.+\left[-\frac{i k_{\mathrm{dyn}}}{4 \pi}\left(g \partial_{-} g^{\dagger}\right)^{a}+k_{\mathrm{ext}} \delta^{a 3}\left(\delta\left(x^{-}+L\right)-\delta\left(x^{-}-L\right)\right)\right] A_{+}^{a}\right\}
\end{aligned}
$$

The external charge can be eliminated from the action by a transformation of the matter field. A new field $\tilde{g}$ can be defined as follows,

$$
-\frac{i k_{\mathrm{dyn}}}{4 \pi}\left(\tilde{g} \partial_{-} \tilde{g}^{\dagger}\right)^{a}=-\frac{i k_{\mathrm{dyn}}}{4 \pi}\left(g \partial_{-} g^{\dagger}\right)^{a}+k_{\mathrm{ext}} \delta^{a 3}\left(\delta\left(x^{-}+L\right)-\delta\left(x^{-}-L\right)\right) .
$$

This definition leads to the following equation for $\tilde{g}^{\dagger}$,

$$
\begin{equation*}
\partial_{-} \tilde{g}^{\dagger}=\tilde{g}^{\dagger}\left(g \partial_{-} g^{\dagger}+i 4 \pi \frac{k_{\mathrm{ext}}}{k_{\mathrm{dyn}}}\left(\delta\left(x^{-}+L\right)-\delta\left(x^{-}-L\right)\right) T_{\mathrm{dyn}}^{3}\right) \tag{14.46}
\end{equation*}
$$

The solution of 14.46 is,

$$
\begin{align*}
\tilde{g}^{\dagger} & =P \exp \left\{\int \mathrm{~d} x^{-}\left(g \partial_{-} g^{\dagger}+i 4 \pi \frac{k_{\mathrm{ext}}}{k_{\mathrm{dyn}}}\left(\delta\left(x^{-}+L\right)-\delta\left(x^{-}-L\right)\right) T_{\mathrm{dyn}}^{3}\right)\right\} \\
& =\mathrm{e}^{i 4 \pi \frac{k_{\mathrm{ext}}}{k_{\mathrm{dyn}}} \theta\left(x^{-}+L\right) T_{\mathrm{dyn}}^{3}} g^{\dagger} \mathrm{e}^{-i 4 \pi \frac{k_{\mathrm{ext}}}{k_{\mathrm{dyn}}} \theta\left(x^{-}-L\right) T_{\mathrm{dyn}}^{3}}, \tag{14.47}
\end{align*}
$$

where $P$ denotes path ordering and we assume that $T_{\text {dyn }}^{3}$ commutes with $g \partial_{-} g^{\dagger}$ for $x^{-} \geq L$ and with $g^{\dagger}$ for $x^{-}=-L$ (as we shall see, this assumption is self consistent with the vacuum configuration).

Let us take the limit $L \rightarrow \infty$. For $-L<x^{-}<L$, the above relation simply means that,

$$
g=\tilde{g} \mathrm{e}^{i 4 \pi \frac{k_{\mathrm{ext}}}{k_{\mathrm{dyn}}} T_{\mathrm{dyn}}^{3}} .
$$

Since the Haar measure is invariant (and finite, unlike the fermionic case) with respect to unitary transformations, the form of the action in terms of the new variable $\tilde{g}$ reads,

$$
\begin{align*}
S= & S_{W Z W}(\tilde{g})+S_{\text {kinetic }}\left(A_{\mu}\right)-\frac{i k_{\mathrm{dyn}}}{4 \pi} \int \mathrm{~d}^{2} x\left(\tilde{g} \partial_{-} \tilde{g}^{\dagger}\right)^{a} A_{+}^{a} \\
& +\frac{1}{2} m \mu_{R} \int \mathrm{~d}^{2} x \operatorname{tr}\left(\tilde{g} e^{i 4 \pi \frac{k_{\mathrm{ext}}}{k_{\mathrm{dyn}}} T_{\mathrm{dyn}}^{3}}+e^{-i 4 \pi \frac{k_{\mathrm{ext}}}{k_{\mathrm{dyn}}} T_{\mathrm{dyn}}^{3}} \tilde{g}^{\dagger}\right), \tag{14.48}
\end{align*}
$$

which is $Q C D_{2}$ with a chiraly rotated mass term.
The string tension can be calculated easily from (14.48). It is simply the vacuum expectation value (v.e.v.) of the Hamiltonian density, relative to the v.e.v. of the Hamiltonian density of the theory without an external source,

$$
\sigma=<H>-<H_{0}>
$$

The vacuum of the theory is given by $\tilde{g}=1$. In terms of the variable $g$, this configuration points in the ' 3 ' direction and hence satisfies our assumptions while solving eqn. (14.46). The v.e.v. is,

$$
\begin{aligned}
<H>= & -\frac{1}{2} m \mu_{R} \operatorname{tr}\left(\mathrm{e}^{i 4 \pi \frac{k_{\mathrm{ext}}}{k_{\mathrm{dyn}}} T_{\mathrm{dyn}}^{3}}+\mathrm{e}^{-i 4 \pi \frac{k_{\mathrm{ext}}}{k_{\mathrm{dyn}}} T_{\mathrm{dyn}}^{3}}\right) \\
& =-m \mu_{R} \sum_{i} \cos \left(4 \pi \lambda_{i} \frac{k_{\mathrm{ext}}}{k_{\mathrm{dyn}}}\right) .
\end{aligned}
$$

Therefore the string tension is,

$$
\begin{equation*}
\sigma=m \mu_{R} \sum_{i}\left(1-\cos \left(4 \pi \lambda_{i} \frac{k_{\mathrm{ext}}}{k_{\mathrm{dyn}}}\right)\right) \tag{14.49}
\end{equation*}
$$

which is the desired result.

We expect that similar corrections as those in eqn. (14.22) will occur also in non-abelian systems. For the fundamental/adjoint case, the following expression may correct the leading term,

$$
\begin{equation*}
\sigma_{Q C D}=m \mu_{R} \sum_{l=1}^{\infty} \tilde{C}_{l}\left(\frac{m}{e k_{\mathrm{dyn}}}\right)^{l-1} \sum_{j}\left(1-\cos \left(4 \pi \lambda_{j} l \frac{k_{\mathrm{ext}}}{k_{\mathrm{dyn}}}\right)\right) . \tag{14.50}
\end{equation*}
$$

A few remarks should be made:
(i) The string tension (14.49) reduces to the abelian string tension (14.21) when abelian charges are considered. It follows that the non-abelian generalization is realized by replacing the charge $q$ with the level $k$.
(ii) The string tension was calculated in the tree level of the bosonized action. Perturbation theory (with $m$ as the coupling) may cause changes, eqn. (14.49), since the loop effects may add $O\left(m^{2}\right)$ contributions. However, we believe that it would not change its general character. In fact, one feature is that the string tension vanishes for any $m$ when $\frac{k_{\text {ext }}}{k_{\text {dyn }}}$ is an integer, as follows from eqn. (14.48), since the action does not depend then on $k_{\text {ext }}$ at all.
(iii) When no dynamical mass is present, the theory exhibits screening. This is simply because non-abelian charges at the end of the world interval can be eliminated from the action by a chiral transformation of the matter field.
(iv) When the test charges are in the adjoint representation $k_{\text {ext }}=N$, eqn. (14.49) predicts screening by the fundamental charges (with $k_{\text {dyn }}=1$ ).
(v) String tension appears when the test charges are in the fundamental representation and the dynamical charges are in the adjoint. The value of the string tension is

$$
\begin{equation*}
\sigma=m \mu_{\mathrm{adj}}\left(2\left(1-\cos \frac{4 \pi}{N}\right)+4(N-2)\left(1-\cos \frac{2 \pi}{N}\right)\right) \tag{14.51}
\end{equation*}
$$

as follows from eqn. (14.49) for this case.
The case of $S U(2)$ is special. The $4 \pi$ which appears in eqn. (14.49) is replaced by $2 \pi$, since the bosonized form of the external $S U(2)$ fundamental matter differs by a factor of a half with respect to the other $S U(N)$ cases. Hence, the string tension in this case is $4 m \mu_{\text {adj }}$.
(vi) We would like to add, that when computing the string tension in the pure YM case with external sources in representation $R$, the Wilson loop gives $\frac{1}{2} e^{2} C_{2}(R)$, while our way of defining external source gives $\frac{1}{2} e^{2} k_{\text {ext }}^{2}$. Thus we need a factor $\frac{C_{2}(R)}{k_{\text {ext }}^{2}}$ to bring our result to the Wilson loop case. Analogous factors should be computed for the other cases, when dynamical matter is also present.

### 14.7 Symmetric and antisymmetric representations

The generalization of (14.49) to arbitrary representations is not straightforward. However, we can comment about its nature (without rigorous proof).

Let us focus on the interesting case of the antisymmetric representation. One can show that the WZW action with $g$ taken to be $\frac{1}{2} N(N-1) \times \frac{1}{2} N(N-1)$ unitary matrices, is a bosonized version of $Q C D_{2}$ with fermions in the antisymmetric representation.

The antisymmetric representation is described in the Young-tableaux notation by two vertical boxes. Its dimension is $\frac{1}{2} N(N-1)$ and its diagonal $S U(2)$ generator is,

$$
\begin{equation*}
T_{\mathrm{as}}^{3}=\operatorname{diag}(\underbrace{\frac{1}{2},-\frac{1}{2}, \frac{1}{2},-\frac{1}{2}, \ldots, \frac{1}{2},-\frac{1}{2}}_{(N-2) \text { doublets }}, 0,0, \ldots, 0) \tag{14.52}
\end{equation*}
$$

and consequently $k=N-2$. When the dynamical charges are in the fundamental and the external in the antisymmetric the string tension should vanish because the tensor product of two fundamentals include the antisymmetric representation. Indeed, (14.49) predicts this result.

The more interesting case is when the dynamical charges are antisymmetric and the external are fundamentals. In this case the value of the string tension depends on whether $N$ is odd or even.

When $N$ is odd the string tension should vanish because the anti-fundamental representation can be built by tensoring the antisymmetric representation with itself $\frac{1}{2}(N-1)$ times. When $N$ is even string tension must exist.

Note that (14.49) predicts,

$$
\begin{equation*}
\sigma=2 m \mu_{\mathrm{as}}(N-2)\left(1-\cos \frac{2 \pi}{N-2}\right) \tag{14.53}
\end{equation*}
$$

which is not zero when $N$ is odd, contrary to expectation.
The resolution of the puzzle seems to be the following. Non-abelian charge can be static with respect to its spatial location. However, its representation may change in time due to emission or absorption of soft gluons (without cost of energy). Our semi-classical description of the external charge as a c-number is insensitive to this scenario. We need an extension of (14.45) which takes into account the possibilities of all various representations. One possible extension is,

$$
\begin{equation*}
j_{\mathrm{ext}}^{a}=\delta^{a 3} k_{\mathrm{ext}}(1+l N)\left(\delta\left(x^{-}+L\right)-\delta\left(x^{-}-L\right)\right), \tag{14.54}
\end{equation*}
$$

where $l$ is an arbitrary positive integer. This extension takes into account the cases which correspond to $1+l N$ charges multiplied in a symmetric way. The resulting string tension is,

$$
\begin{equation*}
\sigma=m \mu_{R} \sum_{i}\left(1-\cos \left(4 \pi \lambda_{i} \frac{k_{\mathrm{ext}}}{k_{\mathrm{dyn}}}(1+l N)\right)\right) \tag{14.55}
\end{equation*}
$$

which includes the arbitrary integer $l$. What is the value of $l$ that we should pick?

The dynamical charges are attracted to the external charges in such a way that the total energy of the configuration is minimal. Therefore the value of $l$ which is needed, is the one that guarantees minimal string tension.

Thus the extended expression for string tension is the following,

$$
\begin{equation*}
\sigma=\min _{l}\left\{m \mu_{R} \sum_{i}\left(1-\cos \left(4 \pi \lambda_{i} \frac{k_{\mathrm{ext}}}{k_{\mathrm{dyn}}}(1+l N)\right)\right)\right\} . \tag{14.56}
\end{equation*}
$$

In the case of dynamical antisymmetric charges and external fundamentals and odd $N, l=\frac{1}{2}(N-3)$ gives zero string tension. When $N$ is even the string tension is given by (14.53).

The expression (14.56) yields the right answer in some other cases also, like the case of dynamical charges in the symmetric representation. The bosonization for this case can be derived in a similar way to that of the antisymmetric representation, and $T^{3}$ is given by

$$
\begin{equation*}
T_{\text {sym }}^{3}=\operatorname{diag}(1,0,-1, \underbrace{\frac{1}{2},-\frac{1}{2}, \frac{1}{2},-\frac{1}{2}, \ldots, \frac{1}{2},-\frac{1}{2}}_{(N-2) \text { doublets }}, 0,0, \ldots, 0) . \tag{14.57}
\end{equation*}
$$

Hence $k=N+2$. When the external charges transform in the fundamental representation and $N$ is odd, eqn (14.56) predicts zero string tension (as it should). When $N$ is even the string tension is given by

$$
\begin{equation*}
\sigma=2 m \mu_{\mathrm{symm}}\left(\left(1-\cos \frac{4 \pi}{N+2}\right)+(N-2)\left(1-\cos \frac{2 \pi}{N+2}\right)\right) . \tag{14.58}
\end{equation*}
$$

We have discussed only the cases of the fundamental, adjoint, anti-symmetric and symmetric representations, since we used bosonization techniques which are applicable to a limited class of representations.

## 15

# $Q C D_{2}$, coset models and BRST quantization 

### 15.1 Introduction

In Chapter 9 we realized that the structure of the bosonized non-abelian massless $Q C D_{2}$ is that of a gauged WZW model with an additional $F^{2}$ term of the gauge fields. Apart from the pure gauge term, this is therefore a special form of a two-dimensional coset model, discussed in Section 4.6. This naturally calls for a treatment of the system similar to that for a coset model. Using the form of the gauge fields in terms of scalars $f$ and $\bar{f}$ as $A=i f^{-1} \partial f, \bar{A}=i \bar{f} \bar{\partial} \bar{f} \overline{-}^{-1}$ with $f(z, \bar{z}), \bar{f}(z, \bar{z}) \in H^{c}$, the complexification of $H \equiv S U\left(N_{\mathrm{C}}\right)$, leads to a convenient formulation of the model. ${ }^{1}$ The main advantage of this approach is that one can then easily decouple the "matter" and the gauge degrees of freedom.
In this chapter we point out that the $F^{2}$ term requires a special treatment. The formulation of pure YM theory in terms of the $f$ variables seems naively to contain unexpected "physical" massive color singlet states. This result is obviously neither in accordance with our ideas of the degrees of freedom of the model nor with the lattice and continuum solution of the theory. We show that similar "naive" manipulations in the case of $Q E D_{2}$ do reproduce the Schwinger model results. Using a coupling constant renormalization we show that in the limit of no matter degrees of freedom the coupling constant is renormalized to zero. In this case the unexpected states turn into unphysical massless "BRST" exact states. In the flavored $Q C D_{2}$ case a similar analysis shows the existence of physical flavorless states of mass $m^{2}=\frac{N_{\mathrm{F}}}{2 \pi} e_{c}^{2}$.

This chapter is based on [96].

### 15.2 The action

The bosonized version of $Q C D_{2}$ was shown in Chapter 9 to be described by the action,

$$
\begin{align*}
S_{Q C D_{2}} & =S_{1}(u)-\frac{1}{2 \pi} \int \mathrm{~d}^{2} z \operatorname{Tr}\left(i u^{-1} \partial u \bar{A}+i u \bar{\partial} u^{-1} A+\bar{A} u^{-1} A u-A \bar{A}\right) \\
& +\frac{m^{2}}{2 \pi} \int \mathrm{~d}^{2} z: \operatorname{Tr}_{G}\left[u+u^{-1}\right]:+\frac{1}{e_{c}^{2}} \int \mathrm{~d}^{2} z \operatorname{Tr}_{H}\left[F^{2}\right] \tag{15.1}
\end{align*}
$$

[^47]where $u \in U\left(N_{\mathrm{F}} \times N_{\mathrm{C}}\right), S_{k}(u)$ is a level $k$ WZW model,
$S_{k}(u)=\frac{k}{8 \pi} \int \mathrm{~d}^{2} x \operatorname{Tr}\left(\partial_{\mu} u \partial^{\mu} u^{-1}\right)+\frac{k}{12 \pi} \int_{B} \mathrm{~d}^{3} y \varepsilon^{i j k} \operatorname{Tr}\left(u^{-1} \partial_{i} u\right)\left(u^{-1} \partial_{j} u\right)\left(u^{-1} \partial_{k} u\right)$,
$A$ and $\bar{A}$ take their values in the algebra of $H \equiv S U\left(N_{\mathrm{C}}\right), F=\bar{\partial} A-\partial \bar{A}+$ $i[A, \bar{A}], m^{2}$ equals $m_{q} \mu C$, where $\mu$ is the normal ordering mass and $C=\frac{1}{2} e^{\gamma}$ with $\gamma$, Euler's constant. Apart from the last two terms which correspond to the quark mass term and the YM term, the rest of the action is a level-one $\frac{G}{H}$ coset model with $G=U\left(N_{\mathrm{F}} \times N_{\mathrm{C}}\right)$.

We now introduce the following parameterization for the gauge fields $A=i f^{-1} \partial f, \bar{A}=i \bar{f} \bar{\partial} \bar{f}^{-1}$ with $f(z, \bar{z}), \bar{f}(z, \bar{z}) \in S U\left(N_{\mathrm{C}}\right)^{c}$. These type of variables were used frequently in dealing with gauged WZW actions, for instance in computing the effective action of $Q C D_{2}$ and in the $\frac{G}{G}$ models discussed in Section 4.7. They may be interpreted as Wilson lines along the $z$ and $\bar{z}$ directions. The gauged WZW part of the action, first line of (15.1), takes the form,

$$
S_{1}(u, A)=S_{1}(f u \bar{f})-S_{1}(f \bar{f})
$$

The Jacobian of the change of variables from $A$ to $f$ introduces a dimension $(1,0)$ system of anticommuting ghosts $(\rho, \chi)$ in the adjoint representation of $H .{ }^{2}$ The WZW part of the action thus becomes

$$
\begin{equation*}
S_{1}(u, A)=S_{1}(f u \bar{f})-S_{1}(f \bar{f})+\frac{i}{2 \pi} \int \mathrm{~d}^{2} z \operatorname{Tr}_{H}[\rho \bar{D} \chi+\bar{\rho} D \bar{\chi}] \tag{15.3}
\end{equation*}
$$

where $D \chi=\partial \chi-i[A, \chi]$. Our integration variables in the functional integral are $i f^{-1} \mathrm{~d} f$ and $i \bar{f} \mathrm{~d} \bar{f}^{-1}$. This action involves an interaction term of the form $\operatorname{Tr}_{H}\left(\bar{\rho}\left[f^{-1} \partial f, \bar{\chi}\right]\right)$ and a similar term for $\rho, \chi$. By performing a chiral rotation, like those of Chapter 14, $\bar{\rho} \rightarrow f^{-1} \bar{\rho} f$ and $\bar{\chi} \rightarrow f^{-1} \bar{\chi} f$ with $\rho \rightarrow \bar{f} \rho \bar{f}^{-1}$ and $\chi \rightarrow$ $\bar{f} \chi \bar{f}^{-1}$, one achieves a decoupling of the whole ghost system. The price of this is an additional $S_{-2 N_{\mathrm{C}}}^{(H)}(f \bar{f})$ term in the action (here trace over H only) resulting from the corresponding anomaly. This result can be derived by using a nonabelian bosonization of the ghost system. A different bosonization of a (1,0) ghost system was described in Section 6.5.

In this language the ghost action takes the form,

$$
S_{g h}=S_{N_{\mathrm{c}}}\left(l_{1}, A, \bar{A}\right)+S_{N_{\mathrm{c}}}\left(l_{2}, A, \bar{A}\right)+S_{\mathrm{twist}}\left(l_{1}\right)+S_{\mathrm{twist}}\left(l_{2}\right),
$$

where $l_{1}$ and $l_{2}$ are in the adjoint representation and $S_{\text {twist }}$ is a twist term given,

$$
\begin{equation*}
S_{\mathrm{twist}}=-\frac{N_{\mathrm{c}}}{2 \pi} \int \mathrm{~d}^{2} z \operatorname{Tr}\left[l \bar{\partial} l^{-1} f^{-1} \partial f\right] \tag{15.4}
\end{equation*}
$$

[^48]Now using the Polyakov-Wiegmann formula we get,

$$
\begin{align*}
S_{g h}^{b} & =S_{N_{\mathrm{c}}}\left(f l_{1} \bar{f}\right)-S_{N_{\mathrm{c}}}(f \bar{f})+S_{\mathrm{twist}}\left(l_{1}\right)+S_{N_{\mathrm{c}}}\left(f l_{2} \bar{f}\right)-S_{N_{\mathrm{c}}}(f \bar{f})+S_{\mathrm{twist}}\left(l_{2}\right) \\
& =-S_{2 N_{\mathrm{c}}}(f \bar{f})+\frac{i}{2 \pi} \int \mathrm{~d}^{2} z \operatorname{Tr}_{H}\left[\bar{\rho}^{\prime} \partial \bar{\chi}^{\prime}+\rho^{\prime} \bar{\partial} \chi^{\prime}\right] \tag{15.5}
\end{align*}
$$

where the last line has been transferred back to the ghost language. Notice that unlike the ghost fields in (15.3) the new ghost fields $\rho^{\prime}$ and $\chi^{\prime}$ are gauge invariant. It is interesting to note that the action given in (15.5) is non-local in terms of the local degrees of freedom $A$ and $\bar{A}$. Note that had we done the right and left rotations separately, we would have got $S_{-2 N_{\mathrm{c}}}(f)+S_{-2 N_{\mathrm{c}}}(\bar{f})$, which however is not vector gauge invariant, but rather a left-right symmetric scheme.

The full gauge invariant action including the anomaly contribution of the anticommuting part now reads,

$$
\begin{align*}
S_{Q C D_{2}} & =S_{1}(u)+\frac{1}{e_{c}^{2}} \int \mathrm{~d}^{2} z \operatorname{Tr}_{H}\left[F^{2}\right]+\frac{m^{2}}{2 \pi} \int \mathrm{~d}^{2} z: \operatorname{Tr}_{G}\left[f^{-1} u \bar{f}^{-1}+\bar{f} u^{-1} f\right]: \\
& +\left[S_{-\left(N_{\mathrm{F}}+2 N_{\mathrm{C}}\right)}^{(H)}(f \bar{f})+\frac{i}{2 \pi} \int \mathrm{~d}^{2} z \operatorname{Tr}_{H}\left[\bar{\rho}^{\prime} \partial \bar{\chi}^{\prime}+\rho^{\prime} \bar{\partial} \chi^{\prime}\right]\right] \tag{15.6}
\end{align*}
$$

In deriving eqn. (15.6) we used a redefinition $f u \bar{f} \rightarrow u$. This does not require an extra determinant factor. Also, as $S^{(H)}(f \bar{f})$ involves $\operatorname{Tr}_{H}$ rather than the $\mathrm{Tr}_{G}$ in $S_{1}(f \bar{f})$ of eqn. (2.4), a factor of $N_{f}$ appears. Note that had we introduced the special parameterization of the gauge fields in the fermionic formulation of $Q C D_{2}$, we would have arrived at the same action after decoupling the fermionic currents from the gauge fields, by performing chiral rotation and then bosonizing the free fermions. Equation (15.6) was derived without paying attention to possible renormalizations. The latter will be treated in Section 15.7.

At this point one may choose a gauge. A convenient gauge choice is $\bar{A}=i \bar{f} \bar{\partial} \bar{f}^{-1}=0$. Notice that since the underlying space-time is a plane this is a legitimate gauge. The gauge fixed action can be written down using the BRST procedure, namely,

$$
\begin{align*}
S_{G F} & =S_{Q C D_{2}}+S^{(g f)}+S^{(g h)}=S_{Q C D_{2}}+\delta_{B R S T}(b \bar{A})= \\
& =S_{Q C D_{2}}+\operatorname{Tr}_{H}[B \bar{A}]+\operatorname{Tr}_{H}[b \bar{D} c] \tag{15.7}
\end{align*}
$$

where $S_{G F}, S^{(g f)}$ and $S^{(g h)}$ are, respectively, the gauge fixed action, the gauge fixing term and the ghost action. The $(b, c)$ fields are yet another $(1,0)$ ghost system and $B$ is a dimension-one auxiliary field, all in the adjoint representation of $S U\left(N_{C}\right)$. The integration over $B$ introduces a delta function of the gauge choice to the measure of the functional integral. In addition we integrate over the ghosts $b$ and $c$.

It is interesting to note that the $Q C D_{2}$ action can be related to a "perturbed" topological $\frac{H}{H}$ coset model. To realize this face of $Q C D_{2}$ we parameterize $u$ as $g h l e^{i \sqrt{\frac{4 \pi}{N_{\mathrm{C}} N_{\mathrm{F}}} \phi}}$ and rewrite (15.7) accordingly. The Polyakov-Wiegmann relation
implies,

$$
\begin{align*}
S[u] & =S[g h l]+\frac{1}{2} \int d^{2} x \partial_{\mu} \phi \partial^{\mu} \phi, \\
S[g h l] & =S[g]+S[l]+S[h]+\frac{1}{2 \pi} \int \mathrm{~d}^{2} x \operatorname{Tr}\left(g^{\dagger} \partial_{+} g l \partial_{-} l^{\dagger}+h^{\dagger} \partial_{+} h l \partial_{-} l^{\dagger}\right) \tag{15.8}
\end{align*}
$$

Since $l$ is a dimension-zero field with an associated zero central charge we have $S[l]=0$ and thus,

$$
\begin{align*}
S_{G F} & =S_{N_{\mathrm{F}}}(h)+S_{-\left(N_{\mathrm{F}}+2 N_{\mathrm{C}}\right)}^{(H)}(f)+\frac{i}{2 \pi} \int \mathrm{~d}^{2} z \operatorname{Tr}_{H}[\bar{\rho} \partial \bar{\chi}+\rho \bar{\partial} \chi] \\
& +S_{N_{\mathrm{C}}}(g)+\frac{1}{2 \pi} \int \mathrm{~d}^{2} z[\partial \phi \bar{\partial} \phi] \\
& +\frac{m^{2}}{2 \pi} \int \mathrm{~d}^{2} z \operatorname{Tr}_{G}:\left[f^{-1} g h l e^{i \sqrt{\frac{4 \pi}{N_{\mathrm{C}} N_{\mathrm{F}}}} \phi}+\mathrm{e}^{-i \sqrt{\frac{4 \pi}{N_{\mathrm{C}} N_{\mathrm{F}}}} \phi} l^{-1} h^{-1} g^{-1} f\right]: \\
& +\frac{1}{e_{c}^{2}} \int \mathrm{~d}^{2} z \operatorname{Tr}_{H}\left[\left(\bar{\partial}\left(f^{-1} \partial f\right)\right)^{2}\right] . \tag{15.9}
\end{align*}
$$

It is now easy to recognize the first line in the action as the action of $\frac{S U\left(N_{\mathrm{C}}\right)}{S U\left(N_{\mathrm{C}}\right)}$ topological theory.

It is interesting to note that a WZW term $S_{-2 N_{C}}(f)$ appears in the action even without the introduction of quarks. We therefore digress to an analysis of the pure YM theory in the formulation introduced above.

### 15.3 Two-dimensional Yang-Mills theory

Pure Yang-Mills theory has attracted much attention recently along the lines of an underlying string theory. Here we restrict our discussion to the 2D Minkowski or Euclidean space-time, where the rich structure of the model on a compact Riemann surface does not show up. In terms of the parameterization introduced in eqn. (15.6) the gauge invariant action of the pure YM theory is,

$$
\begin{gather*}
S_{Y M_{2}}=S_{-\left(2 N_{\mathrm{C}}\right)}(f \bar{f})+\frac{i}{2 \pi} \int \mathrm{~d}^{2} z \operatorname{Tr}_{H}[\bar{\rho} \partial \bar{\chi}+\rho \bar{\partial} \chi] \\
+\frac{1}{e_{c}^{2}} \int \mathrm{~d}^{2} z \operatorname{Tr}_{H}\left[F^{2}\right] \tag{15.10}
\end{gather*}
$$

Here again we remind the reader that the coupling constant undergoes a multiplicative renormalization. This will be discussed in Section 15.7. Let us first discuss the corresponding equations of motion for $f$ and $\bar{f}$,

$$
\begin{gather*}
\delta f: \bar{\partial} A-D \bar{A}+\frac{2}{m_{A}^{2}} D \bar{D} F=\left(1+\frac{2}{m_{A}^{2}} D \bar{D}\right) F=0, \\
\delta \bar{f}: \partial \bar{A}-\bar{D} A-\frac{2}{m_{A}^{2}} \bar{D} D F=-\left(1+\frac{2}{m_{A}^{2}} \bar{D} D\right) F=0, \tag{15.11}
\end{gather*}
$$

where $D=\partial-i[A, \cdot], m_{A}=e_{c} \sqrt{\frac{N_{\mathrm{C}}}{\pi}}$ and $\square=2 \partial \bar{\partial}$. In fact these two equations are identical, as $[D, \bar{D}] F=0$. The equation is that of a massive gauge field with self interaction. Note that in this approach, unlike the equations that follow from
varying the action with respect to the gauge fields, one gets two derivatives of $F$. In deriving the above, it is convenient to remember that,

$$
\delta S_{W Z W}(f)=\frac{1}{2 \pi} \operatorname{Tr}\left\{\left(f^{-1} \delta f\right) \bar{\partial}\left(f^{-1} \partial f\right)\right\}
$$

The YM action equation (15.10) is obviously invariant under the original gauge transformations,

$$
f \rightarrow f v(z, \bar{z}) \quad \bar{f} \rightarrow v^{-1}(z, \bar{z}) \bar{f}
$$

with $v \in S U\left(N_{\mathrm{C}}\right)$. In addition the action is invariant separately under the holomorphic and anti-holomorphic "color" transformations,

$$
f \rightarrow u(\bar{z}) f \quad \bar{f} \rightarrow \bar{f} w(z)
$$

where $u, w \in S U\left(N_{\mathrm{C}}\right)$. These are "spurious" transformations since they leave $A$ and $\bar{A}$ invariant. The corresponding holomorphic and anti-holomorphic color currents are,

$$
\begin{align*}
\bar{J}^{s} & =-\frac{N_{c}}{\pi}\left[i(f \bar{f}) \bar{\partial}(f \bar{f})^{-1}-\frac{2}{m_{A}^{2}} f \bar{D} F f^{-1}\right] \\
J^{s} & =-\frac{N_{c}}{\pi}\left[i(f \bar{f})^{-1} \partial(f \bar{f})+\frac{2}{m_{A}^{2}} \bar{f}^{-1} D F \bar{f}\right] \tag{15.12}
\end{align*}
$$

The gauge fixed $(\bar{f}=1)$ action takes the form,

$$
\begin{align*}
S_{Y M_{2}}= & S_{-\left(2 N_{\mathrm{C}}\right)}(f)+\frac{1}{e_{c}^{2}} \int \mathrm{~d}^{2} z \operatorname{Tr}_{H}\left[\left(\bar{\partial}\left(f^{-1} \partial f\right)\right)^{2}\right] \\
& +\frac{i}{2 \pi} \int \mathrm{~d}^{2} z \operatorname{Tr}_{H}[\bar{\rho} \partial \bar{\chi}+\rho \bar{\partial} \chi] \tag{15.13}
\end{align*}
$$

As is expected the equation of motion at present is just that of eqn. (15.11) after setting $\bar{A}=0$. Naturally, the action now lacks gauge invariance, nevertheless, it is invariant under the following residual holomorphic transformations,

$$
f \rightarrow u(\bar{z}) f \quad f \rightarrow f w(z)
$$

with the corresponding holomorphic and anti-holomorphic currents,

$$
J_{G}=-\frac{N_{\mathrm{C}}}{\pi}\left[A+\frac{2}{m_{A}^{2}} D(\bar{\partial} A)\right] \quad \bar{J}_{G}=-\frac{N_{\mathrm{C}}}{\pi}\left[\tilde{A}+\frac{2}{m_{A}^{2}} \tilde{\tilde{D}}(\partial \tilde{A})\right]
$$

and $\tilde{A}=i f \bar{\partial} f^{-1}$. Notice that in spite of the similar structure, $\tilde{A}$ is not related to $\bar{A}$ which was set to zero. To better understand the physical picture behind these currents we defer temporarily to the abelian case.

### 15.4 Schwinger model revisited

Since in the pure Maxwell theory there is no analog to the $\left(-2 N_{\mathrm{C}}\right)$ level WZW term of eqn. (15.10), we study instead the Schwinger model in its bosonized form,

$$
S_{(\mathrm{Sch})}=\frac{1}{2 \pi} \int \mathrm{~d}^{2} z\left[\partial X \bar{\partial} X-\sqrt{2} \partial X \bar{A}+\sqrt{2} \bar{\partial} X A+\frac{\pi}{e^{2}}(\partial \bar{A}-\bar{\partial} A)^{2}\right]
$$

In analogy to the change of variables in the non-abelian case, we now introduce the following parameterization of the gauge fields $A=\partial \varphi, \bar{A}=\bar{\partial} \bar{\varphi}$. In terms of these fields the action takes the form,

$$
S_{(\mathrm{Sch})}=\int \frac{\mathrm{d}^{2} z}{2 \pi}\left\{\left[\partial X \bar{\partial} X-\sqrt{2} X \partial \bar{\partial}(\varphi-\bar{\varphi})+\frac{\pi}{e^{2}}[\partial \bar{\partial}(\varphi-\bar{\varphi})]^{2}+i[\bar{\rho} \partial \bar{\chi}+\rho \bar{\partial} \chi]\right\}\right.
$$

In the gauge $\bar{A}=0$ and after the field redefinition $\tilde{X}=X+\frac{1}{\sqrt{2}} \varphi$, the action is decomposed into decoupled sectors,

$$
\begin{align*}
& S_{(\text {Sch })}=S(\tilde{X})+S(\varphi)+S_{\text {(ghost) }} \\
& S(\tilde{X})=\frac{1}{2 \pi} \int \mathrm{~d}^{2} z[\partial \tilde{X} \bar{\partial} \tilde{X}] \quad S(\varphi)=\frac{1}{4 \pi} \int \mathrm{~d}^{2} z\left\{\frac{2}{\mu^{2}}[\partial \bar{\partial} \varphi]^{2}-\partial \varphi \bar{\partial} \varphi\right\} \tag{15.14}
\end{align*}
$$

where $\mu^{2}=\frac{e^{2}}{\pi}$. The corresponding equations of motion are,

$$
\partial \bar{\partial}\left[1+\frac{2}{\mu^{2}} \partial \bar{\partial}\right] \varphi=0, \quad \partial \bar{\partial} \tilde{X}=0
$$

The invariance under the chiral shifts $\delta \varphi=\epsilon(\bar{z})$ and $\delta \varphi=\epsilon(z)$ are generated by the holomorphically conserved currents,

$$
J_{G}=\partial \varphi+\frac{2}{\mu^{2}} \partial \bar{\partial} \partial \varphi, \quad \bar{J}_{G}=\bar{\partial} \varphi+\frac{2}{\mu^{2}} \partial \bar{\partial} \bar{\partial} \varphi
$$

To handle this type of "hybrid" current we suggest the following decomposition of the massless and massive modes $\varphi=\varphi_{1}+\varphi_{2}$ with,

$$
\partial \bar{\partial} \varphi_{1}=0 \quad\left[2 \partial \bar{\partial}+\mu^{2}\right] \varphi_{2}=0
$$

In the holomorphic quantization,

$$
\begin{equation*}
\Pi=\frac{\delta \mathcal{L}}{\delta(\partial \varphi)}=-\frac{1}{\pi \mu^{2}} \bar{\partial}\left(\partial \bar{\partial}+\frac{\mu^{2}}{4}\right) \varphi=\frac{1}{4 \pi} \bar{\partial}\left(\varphi_{2}-\varphi_{1}\right) \tag{15.15}
\end{equation*}
$$

A unique solution to the commutation relations $[\varphi(z, \bar{z}), \Pi(w, \bar{w})]_{z=w}=$ $i \delta(\bar{z}-\bar{w}),[\varphi, \varphi]=0$ and $[\Pi, \Pi]=0$ is,

$$
\begin{align*}
& {\left[\varphi_{1}(z, \bar{z}), \varphi_{1}(w, \bar{w})\right]_{z=w}=\pi i \epsilon(\bar{z}-\bar{w})} \\
& {\left[\varphi_{2}(z, \bar{z}), \varphi_{2}(w, \bar{w})\right]_{z_{=w}}=-\pi i \epsilon(\bar{z}-\bar{w})} \\
& {\left[\varphi_{1}(z, \bar{z}), \varphi_{2}(w, \bar{w})\right]_{z=w}=0} \\
& {[\tilde{X}(z, \bar{z}), \tilde{X}(w, \bar{w})]_{z=w}=-\pi i \epsilon(\bar{z}-\bar{w})} \tag{15.16}
\end{align*}
$$

where $\epsilon$ is the standard antisymmetric step function. Notice that the massless degree of freedom has commutation relations which correspond to a negative metric on the phase space. These relations can also be translated to the following OPEs (choosing the part $\varphi_{1}(z)$ of $\varphi_{1}$ ),

$$
\begin{align*}
\varphi_{1}(z) \varphi_{1}(w) & =\log (z-w) \\
\varphi_{2}(z, \bar{z}) \varphi_{2}(w, \bar{w}) & =-\log |(z-w)|^{2}+O\left(\mu^{2}|z-w|^{2}\right) \\
\varphi_{1}(z) \varphi_{2}(w, \bar{w}) & =O(z-w) \tag{15.17}
\end{align*}
$$

It is thus clear that the model is invariant under a $U(1)$ affine Lie algebra of level $k=-1$ since $J_{G}(z) J_{G}(w)=\frac{1}{(z-w)^{2}}$, as $J_{G}=\partial \varphi_{1}$ with no contribution from $\varphi_{2}$.

The physical states of the model have to be in the cohomology of the BRST charge. Due to the fact that the current is holomorphically (and the other antiholomorphically) conserved, it follows that the same property holds for the BRST charge, and thus the space of physical states is an outer product of the cohomology of $Q$ and $\bar{Q}$. The latter are given by,

$$
\begin{align*}
& Q=\chi J=\chi\left(i \partial \tilde{X}+\partial \varphi_{1}\right) \\
& \bar{Q}=\bar{\chi} \bar{J}=\bar{\chi}\left(-i \bar{\partial} \tilde{X}+\bar{\partial} \varphi_{1}\right) . \tag{15.18}
\end{align*}
$$

Expanding the fields $i \partial \tilde{X}$ and $\partial \varphi_{1}$ in terms of the Laurent modes $\tilde{X}_{n}$ and $\left(\tilde{\varphi}_{1}\right)_{n}$ with $\left[X_{n}, X_{m}\right]=n \delta_{n+m}$ and $\left[\left(\varphi_{1}\right)_{n},\left(\varphi_{1}\right)_{m}\right]=n \delta_{n+m}$ we have

$$
Q=\sum_{n} \tilde{\chi}_{n}\left[\tilde{X}_{-n}-i\left(\varphi_{1}\right)_{-n}\right] .
$$

Since $J_{0}=\left\{Q, \rho_{0}\right\}$, physical states have to have a zero eigenvalue of $J_{0}$. The general structure of the states in the $\varphi_{1}, \tilde{X}, \rho, \chi$ Fock space is,

$$
\left(\tilde{X}_{n}\right)^{n_{X}}\left(\varphi_{1_{m}}\right)^{n_{f}}\left(\chi_{k}\right)^{n_{X}}\left(\rho_{l}\right)^{n_{\rho}} \mid \mathrm{vac}
$$

where obviously $n_{\chi}$ and $n_{\rho}$ are either 0 or 1 . It is straightforward to realize that only the vacuum state and states of the form $\left(\tilde{X}_{0}\right)^{n_{X}}\left(\varphi_{1_{0}}\right)^{n_{f}}$ are in the BRST cohomology. Recall that being on the plane we exclude zero modes and thus only the vacuum state remains. Since there is no constraint on the modes of $\varphi_{2}$, the physical states are built solely of $\varphi_{2}$ which are massive modes. This result is identical to the well-known solution of the Schwinger model.

### 15.5 Back to the YM theory

Equipped with the lesson from the Schwinger model we return now to the YM case and introduce a decomposition of the group element $f$ so that again the gauge currents obey an affine Lie algebra. Let us write $f=f_{2} f_{1}$ which implies that,

$$
A=i f^{-1} \partial f=i f_{1}^{-1} \partial f_{1}+i f_{1}^{-1}\left(f_{2}^{-1} \partial f_{2}\right) f_{1} \equiv J_{1}+J_{2}
$$

With no loss of generality we take $\bar{\partial} f_{1}=0$ implying also $\bar{\partial} J_{1}=0$. Inserting these expressions into $J_{G}$ of eqn (15.3) one finds,

$$
J_{G}=-\frac{N_{\mathrm{C}}}{\pi}\left[J_{1}+J_{2}+\frac{2}{m_{A}^{2}}\left(\partial \bar{\partial} J_{2}+i\left[\bar{\partial} J_{2}, J_{1}+J_{2}\right]\right)\right]
$$

If one can consistently require that,

$$
J_{2}+\frac{2}{m_{A}^{2}}\left(\partial \bar{\partial} J_{2}+i\left[\bar{\partial} J_{2}, J_{1}+J_{2}\right]\right)=0
$$

then, in a complete analogy with the abelian case, $J_{G}=-\frac{N_{c}}{\pi} J_{1}$. The latter is an affine current of level $k=-2 N_{\mathrm{C}}$. One can in fact show that (15.5) can be assumed without a loss of generality. $\bar{\partial} J_{G}=0$ implies that $J_{2}+\frac{2}{m_{A}^{2}}\left(\partial \bar{\partial} J_{2}+i\left[\bar{\partial} J_{2}, J_{1}+J_{2}\right]\right)=u(z)$, where $u(z)$ is some holomorphic function. We then introduce the shifted currents $\tilde{J}_{2}=J_{2}-u(z), \tilde{J}_{1}=J_{1}+u(z)$. Now $\bar{\partial} \tilde{J}_{1}=0$ as does $J_{1}$, and $\tilde{J}_{2}$ obeys eqn (15.5) with $\tilde{J}_{1}$ replacing $J_{1}$. It is easy to check that the shifts in the currents correspond to $f_{1} \rightarrow v(z) f_{1}, f_{2} \rightarrow f_{1} v(z)^{-1}$ with $u(z)=i f_{1}^{-1}\left(v(z)^{-1} \partial v(z)\right) f_{1}$.

Note that the equation for $J_{2}$ involves a coupling to $J_{1}$. This is related to the fact that, unlike the abelian case, one cannot write the action as a sum of decoupled terms which are functions of $J_{1}$ and $J_{2}$ separately.

Once the color current $J_{G}$ is expressed in terms of the holomorphic current $J_{1}$, the analysis of the space of physical states is directly related to that of the topological $\frac{G}{G}$ model at $k=0$. The physical states have to be in the cohomologyof the BRST charge, which corresponds to the following holomorphically conserved BRST current,

$$
Q(z)=\chi^{a}\left(J_{G}^{a}+\frac{1}{2} J_{g h}^{a}\right)=-\frac{N_{\mathrm{C}}}{\pi} \chi^{a}\left(\left[A+\frac{2}{m_{A}^{2}} D(\bar{\partial} A)\right]^{a}+\frac{i}{2} f_{b c}^{a} \rho^{b} \chi^{c}\right)
$$

An anti-holomorphic BRST current $\bar{Q}(z)$ determines the condition for physical states in the analogous manner to $Q$. From here on we restrict our description to the latter. We define now the zero level affine Lie algebra current,

$$
J_{(\mathrm{tot})}^{a}=J_{G}^{a}+J_{(g h)}^{a}=J_{G}^{a}+i, f_{b c}^{a} \chi_{b} \rho_{c},
$$

and the $c=0$ Virasoro generator $T$,

$$
T(z)=-\frac{1}{N_{C}}: J_{G}^{a} J_{G}^{a}:+\rho^{a} \partial \chi^{a}
$$

as well as dimension $(2,0)$ fermionic current,

$$
G=-\frac{1}{2 N_{\mathrm{C}}} \rho_{a} J_{G}^{a},
$$

and realize the existence of the "topological coset algebra",

$$
\begin{array}{cc}
T(z)=\{Q, G(z)\}, \quad Q(z)=\left\{Q, j^{\#}(z)\right\}, J_{(\text {tot })}^{a}=\left\{Q, \rho^{a}(z)\right\}, \\
\{Q, Q(z)\}=0, & \{G, G(z)\} \equiv W(z) \\
W(z)=\{Q, U(z)\}, & {[W, W(z)]=0,} \tag{15.19}
\end{array}
$$

where $J^{\#}=\chi_{a} \rho^{a}$ is "ghost number current",

$$
W(z)=\frac{1}{4 N_{\mathrm{c}}} f_{a b c} J_{G}^{a} \rho^{b} \rho^{c}+\partial \rho^{a} \rho_{a}
$$

and,

$$
U=\frac{1}{12 N_{\mathrm{c}}} f_{a b c} J_{G}^{a} \rho^{b} \rho^{c}
$$

A direct consequence is that any physical state has to obey,

$$
\begin{equation*}
J_{(\mathrm{tot})}{ }_{0}^{0}\left|\mathrm{phys}>=0, \quad L_{0}\right| \mathrm{phys}>=0, \quad W_{0} \mid \text { phys }>=0, \tag{15.20}
\end{equation*}
$$

where $J_{(\text {tot })}{ }_{n}^{i}, \tilde{L}_{n}$ and $W_{n}$ are the Laurent modes of $J_{(\text {tot })}{ }^{i}$ the Cartan sub-algebra currents, $T$ and $W$, respectively. In fact the BRST cohomology of the present model is a special case of the set of $G / G$ models.

We therefore refer the reader to those works [9], [200], [229] and present here only the result. On the plane where no ghost zero modes are allowed, the only state in the cohomology is the zero ghost number vacuum state of $J_{1}$.

This state can be a tensor-product with oscillators of the massive modes of $J_{2}$. Unlike the abelian case, $J_{G}$ does not commute with $J_{2}$ so that in general the $J_{2}$ modes are not obviously in the BRST cohomology. However, there is no reason to believe that all the $J_{2}$ modes will be excluded by the BRST condition. Those $J_{2}$ modes that remain are by definition color singlets.

This result contradicts previous results on $Y M_{2}$. Usually one believes that pure gluodynamics on the plane is an empty theory since all local degrees of freedom can be gauged away.

### 15.6 An alternative formulation

To get a better understanding of the subtleties of the Yang-Mills theory when expressed in terms of $A=i f^{-1} \partial f, \bar{A}=i \bar{f} \bar{\partial} \bar{f} \overline{-}^{-1}$, and for future application, we compare now with another formulation of the theory. A similar approach will be used in the discussion of generalized YM theories in Chapter 16. Consider the following functional integral,

$$
\begin{align*}
Z & =\int D A D \bar{A} D B e^{i S(A, \bar{A}, B)} \\
S & =-\int \mathrm{d}^{2} z \operatorname{Tr}_{H}\left[\frac{1}{e_{c}} F B+\frac{1}{4} B^{2}\right] \tag{15.21}
\end{align*}
$$

where $B$ is a pseudoscalar field in the adjoint representation. Obviously the integration over $B$ produces the usual $\operatorname{Tr}\left[F^{2}\right]$ action. It is also easy to realize that the action is invariant under the ordinary gauge symmetry provided that $\delta B=i[\epsilon, B]$. In terms of the $f$ variables after imposing the gauge $\bar{f}=1$ one finds,

$$
S_{Y M_{2}}=S_{-\left(2 N_{\mathrm{C}}\right)}(f)+\int \mathrm{d}^{2} z \operatorname{Tr}_{H}\left[\left(\frac{i}{e_{c}}\left(f^{-1} \partial f\right) \bar{\partial} B\right)-\frac{1}{4} B^{2}\right]+S^{(g h)}
$$

where $S^{(g h)}=\frac{i}{2 \pi} \int \mathrm{~d}^{2} z \operatorname{Tr}_{H}[\bar{\rho} \partial \bar{\chi}+\rho \bar{\partial} \chi]$. One should again bear in mind that the coupling constant undergoes a multiplicative renormalization. This will be discussed in the next section. Using Polyakov-Wiegmann we get,

$$
\begin{align*}
S_{Y M_{2}}(B)= & \Gamma_{2 N_{\mathrm{C}}}(B)-\frac{1}{4} \operatorname{Tr}_{H}\left[B^{2}\right] \\
& -S_{\left(2 N_{\mathrm{C}}\right)}(v f)+S^{(g h)} \tag{15.22}
\end{align*}
$$

where $\Gamma_{k}(B)=S_{k}(v)$ with $\frac{1}{e_{c}} \bar{\partial} B=\frac{2 N_{\mathrm{C}}}{2 \pi}\left(i v \bar{\partial} v^{-1}\right)$. The second line in (15.22) is a $c=0$ "topological system". Since the underlying Minkowski space-time does not admit zero modes we can safely integrate over the corresponding fields. We can further pass from functional integrating over $B$ to $i v \bar{\partial} v^{-1}$. This involves the insertion of $\operatorname{det} \frac{\bar{D}}{\bar{g}}$ which will introduce a $\Gamma_{-2 N_{\mathrm{C}}}(B)$ term with no additional ghost terms. The functional integral (16.1) thus takes the final form,

$$
Z=\int D[v] \mathrm{e}^{-i\left(\frac{1}{4} \int \mathrm{~d}^{2} z \operatorname{Tr}_{H}\left[B^{2}\right]\right)}
$$

It is thus clear that in the present formulation there is no trace of the massive "physical modes" discussed in the previous section.

### 15.7 The resolution of the puzzle

Encouraged by the result of the last section, we proceed now to reexamine the steps that led to the unexpected massive modes in the pure $Y M_{2}$ theory. In particular, we would like to check whether in addition to the implementation of proper determinants there is no coupling constant renormalization that has to be invoked when passing to the quantum theory expressed in the $f$ variables. For this purpose we turn on again the matter degrees of freedom. We introduce $N_{\mathrm{F}}$ quarks in the fundamental color representation and explore the behavior of the system in the limit $N_{\mathrm{F}} \rightarrow 0$. Recall that the action of this model is given in eqn. (15.9). Starting actually from eqn. (15.1), taking the massless limit, writing $A$ in terms of $f$ in the action but still with $A$ as an integration variable, and using the formulation presented in the previous section, the path integral of the colored degrees of freedom now reads

$$
\begin{align*}
Z^{(\text {col })} & =\int[D A][D B][D h] \mathrm{e}^{i S^{(\text {col })}} \\
S^{(\text {col })} & =S_{N_{\mathrm{F}}}(h)+\frac{N_{\mathrm{F}}}{2 \pi} \int \mathrm{~d}^{2} z \operatorname{Tr}_{H}\left[h \bar{\partial} h^{-1} f^{-1} \partial f\right] \\
& +\int \mathrm{d}^{2} z \operatorname{Tr}_{H}\left[\left(\frac{i}{e_{c}}\left(f^{-1} \partial f\right) \bar{\partial} B\right)-\frac{1}{4} B^{2}\right] \tag{15.23}
\end{align*}
$$

where we have also gone from $u$ to $h$ as in Section 15.2.
It was found out that quantum consistency imposes finite renormalization on the coupling constant of the current-gauge field interaction. ${ }^{3}$ This renormalization is expressed in the following equality,

$$
\begin{align*}
Z(\bar{J}) & \equiv \int D A \mathrm{e}^{i\left[S_{k}(f)+\frac{1}{2 \pi} \int \mathrm{~d}^{2} z \operatorname{Tr}_{H}\left[i\left(f^{-1} \partial f\right) \bar{J}\right]\right.} \\
& =\int D f \mathrm{e}^{i\left[S_{k-2 N_{\mathrm{C}}}(f)+\frac{e(-k)}{2 \pi} \int \mathrm{~d}^{2} z \operatorname{Tr}_{H}\left[\left(f f^{-1} \partial f\right) \bar{J}\right]\right.} \int D(g h) \mathrm{e}^{i S^{(g h)}} \\
& =\mathrm{e}^{i \Gamma_{-k+2 N_{\mathrm{C}}}\left[\left(\frac{e(-k)}{-k+2 N_{\mathrm{C}}}\right) \bar{J}\right]} \int D(g h) \mathrm{e}^{i S^{(g h)}}, \tag{15.24}
\end{align*}
$$

[^49]where $k$ is an arbitrary level and $\Gamma_{k}(L)=S_{k}(w)$ for $L=i w \bar{\partial} w^{-1}$. The renormalization factor $e(k)$ has to satisfy $\frac{e\left(-k-2 N_{\mathrm{C}}\right)}{e(k)}=\frac{k}{k+2 N_{\mathrm{C}}}$. In addition it is clear from eqn. (15.24) that it has to be singular at the origin. It can be shown that $e(k)$ takes the form $e(k)=\sqrt{\frac{k+2 N_{\mathrm{C}}}{k}}$. Implementing this renormalization in our case, eqn. (15.23) takes the form,
\[

$$
\begin{align*}
S^{(\text {col })} & =S_{N_{\mathrm{F}}}(\tilde{h})+S_{-\left(N_{\mathrm{F}}+2 N_{\mathrm{C}}\right)}(f) \\
& +\int \mathrm{d}^{2} z \operatorname{Tr}_{H}\left[\left(i \sqrt{\frac{N_{\mathrm{F}}+2 N_{\mathrm{C}}}{N_{\mathrm{F}}}} \frac{1}{e_{c}}\left(f^{-1} \partial f\right) \bar{\partial} B\right)-\frac{1}{4} B^{2}\right] \\
& +S^{(g h)}, \tag{15.25}
\end{align*}
$$
\]

where $\tilde{h}=f h$. After integrating the auxiliary field $B$ the action becomes,

$$
\begin{align*}
S^{(\text {col })} & =S_{N_{\mathrm{F}}}(\tilde{h})+S_{-\left(N_{\mathrm{F}}+2 N_{\mathrm{C}}\right)}(f) \\
& \left.+\int \mathrm{d}^{2} z \operatorname{Tr}_{H}\left[\left(\frac{N_{\mathrm{F}}+2 N_{\mathrm{C}}}{e_{c}^{2} N_{\mathrm{F}}}\right)\right]\left[\bar{\partial}\left(f^{-1} \partial f\right)\right]^{2}\right]+S^{(g h)} . \tag{15.26}
\end{align*}
$$

It is now straightforward to realize that the equation of motion which follows from the variation with respect to $f$ is that of eqn. (15.11) where now $m_{A}=$ $e_{c} \sqrt{\frac{N_{\mathrm{F}}}{2 \pi}}$. Thus, the coupling constant renormalization turns the massive modes into massless ones in the case of pure YM theory $\left(N_{\mathrm{F}}=0\right)$. Notice that to reach this conclusion it is enough to use the fact that $e(k)$ has to be singular at $k=0$ and the explicit expression of $e(k)$ is really not needed. Following the arguments presented in Chapter 5, it is clear that these states that became massless are not in the BRST cohomology and thus not in the physical spectrum.

A somewhat similar derivation of the triviality of the model in the $N_{\mathrm{F}}=0$ limit is the following. We integrate in eqn. (15.25) over the ghost fields and over $f$, using again the coupling constant renormalization, and find,

$$
Z=\int D[v] \mathrm{e}^{-\left\{i S_{N_{\mathrm{F}}}(v)+\frac{e_{C}^{2} N_{\mathrm{F}}^{2}}{4} \int \mathrm{~d}^{2} z \operatorname{Tr}_{H}\left[B^{2}(v)\right]\right\}}
$$

It is now clear that the action vanishes at $N_{\mathrm{F}}=0$ and hence again, on trivial topology, the theory is empty. Notice, however, that the implementation of renormalization modifies also the result of the previous section.

The final conclusion is that in both methods one finds that indeed the pure YM theory has an empty space of physical states as of course is implied by the original formulation in terms of $A$. We have demonstrated that in this formulation it follows only after taking subtleties of renormalization into account.

### 15.8 On bosonized $Q C D_{2}$

To resolve the puzzle of the YM theory we were led to analyze the color and flavor sectors of $Q C D_{2}$. The full bosonized $Q C D_{2}$ includes in addition the baryon number degrees of freedom. The corresponding action is given by eqns. (15.6),
(15.7) or by eqn. (15.9). In the past the low-lying baryonic spectrum in the strong coupling limit $\frac{m_{q}}{e_{c}} \rightarrow 0$ was extracted using a semi-classical quantization. In this chapter our analysis was based on switching off the mass term, $m_{q}=0$. This limit cannot be treated by the semi-classical approach, as the soliton solution is not there for $m_{q}=0$. In our case here one finds a decoupled $W Z W$ action for the flavor degrees of freedom $S_{N_{C}}(g)$ and a decoupled free field action for the baryon degree of freedom, in addition to the action of the colored degrees of freedom which is given in eqn. (15.26) or eqn. (15.7). The general structure of a physical state in this case is that of a tensor product of $g$ and $\phi$ with the colored degrees of freedom $f, h$ and the ghosts. The structure of $Q C D_{2}$ which emerged from the semi-classical quantization for $m_{q} \neq 0$ involves $g$ and $\phi$ only. In our case here the $f$ colored degrees of freedom acquire mass $m_{A}=e_{c} \sqrt{\frac{N_{\mathrm{F}}}{2 \pi}}$ while the $h$ degrees of freedom remain massless. In the limit $e_{c} \rightarrow \infty$ the $f$ degrees of freedom decouple. It is thus clear that one has to introduce the mass term which couples the three sectors. The massless limit of $Q C D_{2}$ can then be derived by taking the limit $m_{q} \rightarrow 0$ after solving for the physical states. Indeed, it was shown in the limit of $e_{c} \rightarrow \infty$ that turning on $m_{q} \neq 0$ results in a hadronic spectrum where the flavor representation and the baryon number were correlated. The analysis of the spectrum of the massive multi-flavor $Q C D_{2}$ in the approach of this work remains to be worked out.

### 15.9 Summary and discussion

In this chapter we have analyzed 2D YM and QCD theories using a special parametrization of the gauge fields in terms of group elements. In the $m_{q}=0$ case it enabled us to decouple the matter and gauge degrees of freedom. However, this formulation led, in a naive treatment, to unexpected massive modes. Even though we did not present a full solution of the theory we had reasonable arguments to believe that the BRST projection would not exclude these modes. The fact that a similar approach to $Q E D_{2}$ reproduced the known results of the Schwinger model, enhanced the puzzling phenomenon. Eventually, we showed that a coupling constant renormalization, renders the unexpected massive modes into massless un-physical states. The benefit of this detective work is the appearance of "physical" massive states in massless $Q C D_{2}$.

## 16

# Generalized Yang-Mills theory on a Riemann surface 

### 16.1 Introduction

Pure gauge theory in two dimensions is locally trivial and has no propagating degrees of freedom. This was discussed in the first chapter of this part of the book and now in the last chapter we will describe the global properties of gauge theories in two dimensions. For the latter to be non-trivial we will either take the underlying manifold to be a compact Riemann surface or introduce Wilson loops external sources. We will show that in those cases the gauge theory has a rich structure and in fact is almost a topological field theory, which is a theory with no propagating degrees of freedom (see also Section 4.7). Moreover, it will be shown that the theory has an interpretation in terms of a string theory.

It is easy to realize that in two dimensions the pure YM theory is in fact the simplest member of a wide class of renormalizable theories that incorporate only gauge fields. These will be referred to as the generalized gauge theories gYM. In Chapter 15 we introduced an alternative formulation of the YM theory using the action ${ }^{1}$

$$
\begin{equation*}
S=-\int \mathrm{d}^{2} z \operatorname{Tr}\left[i F B+g^{2} B^{2}\right] \tag{16.1}
\end{equation*}
$$

Now it is easy to realize that the $B^{2}$ term can be generalized to an arbitrary invariant function $\Phi(B)$. This will constitute the family of gYM. ${ }^{2}$ The partition function of the generalized theories on Riemann surfaces and the computation of Wilson loops for these theories will also be described in this chapter.

Pure $\mathrm{YM}_{2}$ theory defined on an arbitrary Riemann surface is known to be exactly solvable. In one approach the theory was regularized on the lattice and, using a heat kernel action, explicit expressions for the partition function and loop averages were derived. ${ }^{3}$ Identical results were derived also in a continuum path-integral approach.

In the following sections we briefly review the former derivation of the partition function and determine in a similar way the results for the partition function and

[^50]Wilson loops in the $g Y M_{2}$ case. Since this chapter is based on non-trivial twodimensional topology which has not been dealt with intensively in this book, to fully understand its content the reader will need to consult the references to this chapter. The reader who is not interested in the topological aspects of twodimensional gauge dynamics may skip this chapter and proceed directly to the third part of the book.

This chapter is based mainly on [115], [118], [119] and [105].

### 16.2 The partition function of the $Y M_{2}$ theory

The partition function for the ordinary $Y M_{2}$ theory defined on a compact Riemann surface $\mathcal{M}$ of genus $H$ and area $A$ is,

$$
\begin{equation*}
\mathcal{Z}(N, H, \lambda A)=\int\left[D A^{\mu}\right] \exp \left[-\frac{1}{4 g^{2}} \int_{\Sigma} \mathrm{d}^{2} x \sqrt{\operatorname{det} G_{\mu \nu}} \operatorname{tr} F_{\mu \nu} F^{\mu \nu}\right] \tag{16.2}
\end{equation*}
$$

where the gauge group $G$ is taken to be either $S U(N)$ or $U(N), g$ is the gauge coupling constant, $\lambda=g^{2} N, G_{\mu \nu}$ is the metric on $\mathcal{M}$, and tr stands for the trace in the fundamental representation. ${ }^{4}$

As was emphasized in Chapter 8 the pure YM theory defined on a flat Minkowski space-time with trivial topology is empty since one can gauge away the gauge fields. However this does not hold if the underlying manifold $\mathcal{M}$ is topologically non-trivial. If $\mathcal{M}$ contains a non-trivial cycle $\gamma$ such that $\operatorname{tr}\left[P \mathrm{e}^{\oint_{\gamma} A_{\mu} \mathrm{d} x^{\mu}}\right] \neq 1$, where $P$ stands for path-ordering, one cannot gauge $A_{\mu}$ away along $\gamma$. Thus, the partition function depends on the topology of $\mathcal{M}$ and in fact only on the topology and its area. This follows from the fact that the theory is invariant under area preserving diffeomorphism. The field strength can be written in the form $F_{\mu \nu}=\epsilon_{\mu \nu} F$ and hence the action takes the form,

$$
\begin{equation*}
S=-\frac{1}{4 g^{2}} \int_{\Sigma} \mathrm{d}^{2} x \sqrt{\operatorname{det} G_{\mu \nu}} F^{2} \tag{16.3}
\end{equation*}
$$

Apart from the area form $\mathrm{d}^{2} x \sqrt{\operatorname{det} G_{\mu \nu}}$ this action is independent of the metric and is therefore invariant under area preserving diffeomorphism.

The lattice partition function defined on an arbitrary triangulation of the surface, as described in Fig. 16.1, is given by,

$$
\begin{equation*}
\mathcal{Z}_{\mathcal{M}}=\int \prod_{l} \mathrm{~d} U_{l} \prod_{\triangle} Z_{\Delta}\left[U_{\triangle}\right] \tag{16.4}
\end{equation*}
$$

where $\prod_{l}$ denotes a product over all links, $U_{\triangle}$ is the holonomy around a plaquette $U_{\triangle}=\prod_{l \in \triangle} U_{l}$, and $Z_{\Delta}$ is a plaquette action. For the latter one uses a heat kernel

[^51]

Fig. 16.1. A triangulation of the Riemann surface $\mathcal{M}$. A group matrix is placed on each link.
action rather than the Wilson action (which is $Z_{\Delta}\left[U_{\Delta}\right]=\mathrm{e}^{-\frac{1}{g^{2}} \operatorname{tr}\left(U+U^{\dagger}\right)}$ ), i.e.

$$
\begin{equation*}
Z_{\Delta}[U]=\sum_{R} d_{R} \chi_{R}(U) \mathrm{e}^{-t c_{2}(R)} \tag{16.5}
\end{equation*}
$$

where the summation is over the irreducible representations $R$ of the group; $d_{R}, \quad \chi_{R}(U)$ and $c_{2}(R)$ denote the dimension, character of $U$ and the second Casimir operator of $R$, respectively, and $t=g^{2} a^{2}$ with $a^{2}$ being the plaquette area. The character, which was also discussed in Section 3.5 in relation to the ALA algebras, is defined here as $\chi_{R}(U) \equiv \operatorname{tr}_{R}[U]$. The holonomy $U$ (its subscript $\triangle$ is omitted from here on) behaves as $U \approx 1-i a F$ when $a$ is small. Note that the region of validity of (16.5) is not only $a \rightarrow 0$ with $F$ fixed, but actually also $a \rightarrow 0$ with $F$ going to infinity as $a^{-1 / 2}$ because this is the region for which the exponential $-\frac{1}{4 t} a^{2} \operatorname{Tr} F^{2}$ is of order unity.

We will briefly review the derivation that singles out (16.5) as a convenient choice among the different lattice theories which belong to the same universality class. Let us look for a function $\Psi(U, t)$ that will replace the continuum $\mathrm{e}^{-\frac{1}{4 t} a^{2} \operatorname{Tr} F^{2}}$.

The requirements which we impose on $\Psi$ are:

1. As $t$ goes to zero (and, therefore, for finite $g$ also $a$ goes to zero) we want the holonomy to be close to 1 ,

$$
\begin{equation*}
\Psi(U, 0)=\delta(U-1) \tag{16.6}
\end{equation*}
$$

2. For any $V \in G$ we have,

$$
\begin{equation*}
\Psi\left(V^{-1} U V, t\right)=\Psi(U, t) \tag{16.7}
\end{equation*}
$$

In other words $\Psi$ is a class function.
3. $\Psi$ satisfies the heat kernel equation,

$$
\begin{equation*}
\left\{\frac{\partial}{\partial t}-\sum_{a, b} g_{a b} \partial^{a} \partial^{b}\right\} \Psi(U, t)=0 \tag{16.8}
\end{equation*}
$$

where $g_{a b}$ is the inverse of the Cartan metric,

$$
\begin{equation*}
g^{a b}=\operatorname{tr}\left(t^{a} t^{b}\right) \tag{16.9}
\end{equation*}
$$

which was defined and discussed in Section 3.2.1.
To see that (16.5) is an approximate solution to the heat-kernel equation we note that any class function is a linear combination of characters. The differentiation of a character in the direction of a Lie algebra element $t^{a}$ is given by,

$$
\begin{equation*}
\partial^{a_{1}} \partial^{a_{2}} \cdots \partial^{a_{k}} \chi_{R}(U)=\frac{i^{k}}{k!} \chi_{R}\left(U t^{\left(a_{1}\right.} t^{a_{2}} \cdots t^{\left.a_{k}\right)}\right)+O(U-1) \tag{16.10}
\end{equation*}
$$

The notation $\chi_{R}\left(U t^{a_{1}} t^{a_{2}} \cdots t^{a_{k}}\right)$ stands for the trace of the multiplication of the matrices which represent $U$ and $t^{a_{1}}, \ldots, t^{a_{k}}$ in the representation $R$. The brackets $(\cdots)$ imply symmetrization with respect to the indices. The term $O(U-1)$ means that the corrections are of the order of $U-1 \sim a F \sim t^{1 / 2}$. Since,

$$
\begin{equation*}
\sum_{a, b} g_{a b} \partial^{a} \partial^{b} \chi_{R}(U) \approx-\frac{1}{2} \chi_{R}\left(U \sum_{a, b} g_{a b} t^{(a} t^{b)}\right)=-c_{2}(R) \chi_{R}(U) \tag{16.11}
\end{equation*}
$$

we see that (16.5) is the correct answer up to terms of the order of $O\left(t^{3 / 2}\right)$ which drop in the continuum limit. Using (16.5) as the starting point, we finally find the following form of the partition function,

$$
\begin{equation*}
\mathcal{Z}(N, H, \lambda A)=\sum_{R} d_{R}^{2-2 H} \mathrm{e}^{-\frac{\lambda A c_{2}(R)}{2 N}} . \tag{16.12}
\end{equation*}
$$

To get from (16.5) to (16.12) we take the following steps. First we make use of the additivity property of the heat-kernel action. Consider two triangles glued along $U_{1}$ as depicted in Fig. 16.2.


Fig. 16.2. Integrating over $U_{1}$ on a link which is common to the two triangles.


Fig. 16.3. Opening up of a genus-two surface.

Using the orthogonality of characters,

$$
\begin{equation*}
\int \mathrm{d} U \chi_{R_{1}}(V U) \chi_{R_{2}}\left(U^{\dagger} W\right)=\delta_{R_{1}, R_{2}} \frac{\chi_{R_{1}}(V W)}{\operatorname{dim} R_{1}} \tag{16.13}
\end{equation*}
$$

we find,

$$
\begin{equation*}
\int \mathrm{d} U_{1} Z_{\Delta_{1}}\left(U_{2} U_{3} U_{1}\right) Z_{\Delta_{2}}\left(U_{1}^{\dagger} U_{4} U_{5}\right)=Z_{\Delta_{1}+\Delta_{2}}\left(U_{2} U_{3} U_{4} U_{5}\right) \tag{16.14}
\end{equation*}
$$

This relation can be used to argue that the lattice representation is exact and independent of the triangulation since using this we can add as many triangles as desired, thus reaching the continuum limit. We can also use this relation to reduce the number of triangles to the minimum needed to capture the topology of $\mathcal{M}$. Describing a genus $H$ manifold in term of a 4 H -polygon with identified sides as described in Fig. 16.2 for a genus-two Reimann surface $a_{1} b_{1} a_{1}^{-1} b_{1}^{-1} \ldots a_{H} b_{H} a_{H}^{-1} b_{H}^{-1}$. The partition function on such a manifold can be written as,

$$
\begin{equation*}
\mathcal{Z}_{\mathcal{M}}=\sum_{R} d_{R} e^{-\frac{\lambda A c_{2}(R)}{2 N}} \int \prod D U_{l} D V_{l} \chi_{R}\left[U_{1} V_{1} U_{1}^{\dagger} V_{1}^{\dagger} \ldots U_{H} V_{H} U_{H}^{\dagger} V_{1}^{\dagger}\right] \tag{16.15}
\end{equation*}
$$

We can simplify this expression using again the orthogonality of the characters and the relation,

$$
\begin{equation*}
\int D U \chi_{R}\left[A U B U^{\dagger}\right]=\frac{1}{\operatorname{dim}_{R}} \chi_{R}[A] \chi_{R}[B] \tag{16.16}
\end{equation*}
$$

to arrive at (16.12).

### 16.3 The partition function of $\boldsymbol{g} \boldsymbol{Y} \mathbf{M}_{2}$ theories

Pure $Y M_{2}$ theory is in fact a special representative of a wide class of 2D gauge theories which are invariant under area preserving diffeomorphisms. These generalized $Y M_{2}$ theories are described by the following generalized partition function,

$$
\begin{equation*}
\mathcal{Z}(G, H, A, \Phi)=\int\left[D A^{\mu}\right][D B] \exp \left[\int_{\Sigma} \mathrm{d}^{2} x \sqrt{\operatorname{det} G_{\mu \nu}} \operatorname{tr}(i B F-\Phi(B))\right] \tag{16.17}
\end{equation*}
$$

where $F=F^{\mu \nu} \epsilon_{\mu \nu}$ with $\epsilon_{i j}$ being the antisymmetric tensor $\epsilon_{12}=-\epsilon_{21}=1 . B$ is an auxiliary Lie-algebra-valued pseudo-scalar field. ${ }^{5}$

We wish to generalize the substitution (16.5) for the plaquette action (16.17),

$$
\begin{equation*}
Z_{\Delta}[U]=\int \mathcal{D} B \mathrm{e}^{\operatorname{tr}\{i a B F-t \Phi(B)\}} \xrightarrow{?} \Psi(U, t) . \tag{16.18}
\end{equation*}
$$

Here $B$ is a Hermitian matrix and $\Phi$ is an invariant function (invariant under $B \rightarrow U^{-1} B U$ for $\left.U \in G\right)$. The quadratic case $\Phi(X)=g^{2} \operatorname{tr}\left(X^{2}\right)$ obviously corresponds to the $Y M_{2}$ theory. We will take $\Phi$ to be of the form,

$$
\begin{equation*}
\Phi(X)=\sum_{\left\{k_{i}\right\}} a_{\left\{k_{i}\right\}} \prod_{i} \operatorname{tr}\left(X^{i}\right)^{k_{i}} \tag{16.19}
\end{equation*}
$$

(e.g. $\operatorname{tr}\left(X^{3}\right)^{2}+\operatorname{tr}\left(X^{6}\right)$ ) For $S U(N)(U(N)), \operatorname{tr}\left(X^{i}\right)$ can be expressed for $i \geq N$ $(i>N)$ in terms of $\operatorname{tr}\left(X^{i}\right)$ for smaller $i$. Thus the summands in (16.19) are not independent. This does not affect the following discussion. Moreover, in the large $N$ limit that we will discuss in the following section, the terms do become independent.

We define the general structure constants $d_{a b c \ldots k}$ to be,

$$
\begin{equation*}
d_{a b c \ldots k} \stackrel{\text { def }}{=} g_{a a^{\prime}} g_{b b^{\prime}} g_{c c^{\prime}} \cdots g_{k k^{\prime}} t r\left(t^{a^{\prime}} t^{b^{\prime}} t^{c^{\prime}} \cdots t^{k^{\prime}}\right) \tag{16.20}
\end{equation*}
$$

For every partition $r_{1}+r_{2}+\cdots+r_{j}$, we define the Casimir,

$$
\begin{gather*}
C_{\left\{r_{1}+r_{2}+\cdots+r_{j}\right\}} \stackrel{\text { def }}{=} \\
\left.\frac{1}{\left(r_{1}+r_{2}+\cdots+r_{j}\right)!} d_{a_{1}^{(1)} \ldots a_{r_{1}}^{(1)}} d_{a_{1}^{(2)} \ldots a_{r_{2}}^{(2)}} \cdots d_{a_{1}^{(j)} \ldots a_{r_{j}}^{(j)}} t^{\left(a_{1}^{(1)}\right.} \cdots t^{a_{r_{1}}^{(1)}} t^{a_{1}^{(2)}} \cdots t^{a_{r_{j}}^{(j)}}\right) \tag{16.21}
\end{gather*}
$$

[^52]Note that the index of $C_{\{\cdot\}}$ will always pertain to a partition. Thus $C_{\{p\}} \neq$ $C_{\left\{r_{1}+r_{2}+\cdots+r_{j}\right\}}$ even if $p=r_{1}+r_{2}+\cdots+r_{j}$. The brackets in the $t$-s mean a total symmetrization $\left(\left(r_{1}+r_{2}+\cdots+r_{j}\right)\right.$ ! terms $)$.
$C_{\rho}$ can easily be seen to commute with all the group elements and so, by Schur's lemma, is a constant matrix in every irreducible representation.

We claim that the correct lattice generalization of (16.5) is,

$$
\begin{equation*}
\sum_{R} d_{R} \chi_{R}(U) \mathrm{e}^{-t \Lambda(R)} \tag{16.22}
\end{equation*}
$$

where,

$$
\begin{equation*}
\Lambda(R)=\sum_{\left\{k_{i}\right\}} a_{\left\{k_{i}\right\}} C_{\left\{k_{1} \cdot 1+k_{2} \cdot 2+k_{3} \cdot 3+\cdots\right\}}(R) \tag{16.23}
\end{equation*}
$$

This results from the requirements that $\Psi(U, t)$ must satisfy:

1. $\Psi(U, 0)=\delta(U-1)$.
2. $\Psi$ is a class-function.
3. $\Psi$ satisfies the equation,

$$
\begin{equation*}
\left\{\frac{\partial}{\partial t}-\sum_{\left\{k_{j}\right\}} a_{\left\{k_{j}\right\}} \prod_{l}\left((i a)^{-l} d_{a_{1} a_{2} \ldots a_{l}} \frac{\partial^{l}}{\partial F_{a_{1}} \cdots \partial F_{a_{l}}}\right)^{k_{l}}\right\} \Psi(U, t)+O(U-1)=0 \tag{16.24}
\end{equation*}
$$

For the $U \mathrm{~s}$ that are important in the weight for a single plaquette, $U-1$ is of the order of magnitude of $a F$ which, in turn, is of the order of magnitude of $O\left(t^{1 / \nu}\right)$ where $\nu$ is the maximal degree of $\Phi$. Thus, the corrections to $\Psi$ are $O\left(a^{-(1+1 / \nu)}\right)$ and drop out in the continuum limit.

The partition function for the generalized $Y M_{2}$ theory is therefore,

$$
\begin{equation*}
\mathcal{Z}\left(G, \Sigma_{H}, \Phi\right)=\sum_{R}(\operatorname{dim} R)^{2-2 H} \mathrm{e}^{-\frac{\lambda A}{2 N} \Lambda(R)} \tag{16.25}
\end{equation*}
$$

where $A$ is the area of the surface and $\Lambda(R)$ is defined in (16.23).

### 16.4 Loop averages in the generalized case

The full solution of the $Y M_{2}$ theory includes, in addition to the partition function, closed expressions for the expectation values of products of any arbitrary number of Wilson loops,

$$
\begin{equation*}
W\left(R_{1}, \gamma_{1}, \ldots R_{n} \gamma_{n}\right)=<\prod_{i=1}^{n} \operatorname{Tr}_{R_{i}} \mathcal{P} e^{i \oint_{\gamma_{i}} A d x}> \tag{16.26}
\end{equation*}
$$

where the path-ordered product around the closed curve $\gamma_{i}$ is taken in the representation $R_{i}$. Using loop equations, one can derive an algorithm to compute Wilson loops on the plane. This can be further generalized into a prescription for


Fig. 16.4. Wilson loops on a torus.
computing those averages for non-intersecting loops on an arbitrary two manifold. Let us briefly summarize the latter. One cuts the 2D surface along the Wilson loop contours, see Fig. 16.4, forming several connected "windows". Each window contributes a sum over all irreducible representations of the form of (16.12). In addition, for each pair of neighbouring windows, a Wigner coefficient,

$$
\begin{equation*}
D_{R_{1} R_{2} f}=\int d U \chi_{R_{1}}(U) \chi_{R_{2}}\left(U^{\dagger}\right) \chi_{f}(U) \tag{16.27}
\end{equation*}
$$

is attached. Altogether, one finds,

$$
\begin{equation*}
W\left(R_{1}, \gamma_{1}, \ldots R_{n} \gamma_{n}\right)=\frac{1}{\mathcal{Z}} \frac{1}{N^{n}} \sum_{R_{1}} \ldots \sum_{R_{n}} D_{R_{1} \ldots R_{n}} \prod_{i=1}^{N_{w}} d_{R_{i}}^{2-2 G_{i}} \mathrm{e}^{\frac{-\lambda A_{i} C_{2}\left(R_{i}\right)}{2 N}} \tag{16.28}
\end{equation*}
$$

where $N_{w}$ is the number of windows, $2-2 G_{i}$ is the Euler number associated with the window $i$ and $D_{R_{1} \ldots R_{n}}$ is the product of the Wigner coefficients for neighboring windows. For the case of intersecting loops a set of differential equations provides a recursion relation by relating the average of a loop with $n$ intersections to those of loops with $m<n$ intersections.

Generalizing these results to the $g Y M_{2}$ is straightforward. The only alteration that has to be invoked is to replace the $\mathrm{e}^{\frac{-\lambda A C_{2}(R)}{2 N}}$ factors that show up in those algorithms with similar factors where the second Casimir operator is replaced by the generalized Casimir operator (16.23). For instance the expectation value of a simple Wilson loop on the plane is given by,

$$
\begin{equation*}
\langle W(R, \gamma)\rangle=\mathrm{e}^{\frac{-\lambda A_{\gamma} \Lambda(R)}{2 N}}, \tag{16.29}
\end{equation*}
$$

where $A_{\gamma}$ is the area enclosed by $\gamma$.


Fig. 16.5. Wilson loops on a torus.
It is interesting to note that for odd Casimir operators the expectation values of real representations (like the adjoint representation) equal unity due to the fact that the corresponding Casimirs vanish.

### 16.5 Stringy $Y M_{2}$ theory

Before dwelling into the stringy description of the generalized $Y M_{2}$ thoeries, we first review the proof of the stringy nature of pure $Y M_{2}$ theory. ${ }^{6}$ We then generalize this construction to the generalized $Y M_{2}$ and present several examples to demonstrate the nature of the maps that contribute to the $g Y M_{2}$ and their weights.

The partition function expressed as a sum over irreducible $S U(N)(U(N))$ representations (16.12) can be expanded in terms of powers of $\frac{1}{N}$. This involves expanding the dimension and the second Casimir operator of the various representations. The representation of $U(N)$ or $S U(N)$ are described by Young tableau $Y(R)$, see for instance Fig. 16.5, composed of $r \leq N$ horizontal lines each with $n_{i}$ boxes so that $n_{1} \geq n_{2} \geq \ldots \geq n_{r}$. The $U(N)$ and $S U(N)$ second Casimir operators of a representation $R$ and its dimension are given by,

$$
\begin{align*}
C_{2}^{U(N)}(R) & =N \sum_{i=1}^{r} n_{i}+\sum_{i=1}^{r} n_{i}\left(n_{i}+1-2 i\right)=N n+2 \hat{P}_{\{2\}}(R)^{U(N)}(R), \\
C_{2}^{S U(N)}(R) & =N \sum_{i=1}^{r} n_{i}+\sum_{i=1}^{r} n_{i}\left(n_{i}+1-2 i\right)-\frac{\left(\sum_{i=1}^{r} n_{i}\right)^{2}}{N}=N n+2 \hat{P}_{\{2\}}(R)^{S U(N)}, \\
d_{R} & =\frac{\prod_{i \leq j \leq N}\left(n_{i}-i-n_{j}+j\right)}{\prod_{i \leq j \leq N}(i-j)}, \tag{16.30}
\end{align*}
$$

${ }^{6}$ The stringy description of Yang-Mills theory in two-dimensional Riemann surfaces was introduced by D. Gross and W. Taylor in [115], [118] and [119]. The formulation of the twodimensional Yang-Mills theory in terms of topological string theories was done in [126] and [69].


Fig. 16.6. A map from $\mathcal{M}_{h}$ to $\mathcal{M}_{H}$.
with $n=\sum_{i=1}^{r} n_{i}$. For every representation $R$ there is a conjugate representation $\bar{R}$ whose Young tableau $Y(\bar{R})$ has its rows and columns interchanged. To determine the Casimir operator of the conjugate representation we use (16.30) with $2 \hat{P}_{\{2\}}(R)=-2 \hat{P}_{\{2\}}(R)^{U(N)}(R)$.

Using the Frobenius relations between representations of the symmetric group $S_{n}$ and representations of $S U(N)(U(N))$, the coefficients of this asymptotic expansion were written in terms of characters of $S_{n}$. The latter can be shown to correspond to permutations of the sheets covering the target space. The final result takes the form of,

$$
\begin{align*}
& Z(A, H, N) \sim \sum_{n \pm, i^{ \pm}=0}^{\infty} \sum_{p_{1}^{ \pm}, \ldots, p_{i}^{ \pm} \in T_{2} \subset S_{n} \pm s_{1}^{ \pm}, t_{1}^{ \pm}, \ldots, s_{H}^{ \pm}, t_{H}^{ \pm} \in S_{n} \pm}\left(\frac{1}{N}\right)^{\left(n^{+}+n^{-}\right)(2 H-2)+\left(i^{+}+i^{-}\right)} \\
& \frac{(-1)^{\left(i^{+}+i^{-}\right)}}{i^{+}!i^{-}!n^{+}!n^{-!}}(\lambda A)^{\left(i^{+}+i^{-}\right)} e^{-\frac{1}{2}\left(n^{+}+n^{-}\right) \lambda A} e^{\frac{1}{2}\left(\left(n^{+}\right)^{2}+\left(n^{-}\right)^{2}-2 n^{+} n^{-}\right) \lambda A / N^{2}} \\
& \delta_{S_{n}+\times S_{n}-}\left(p_{1}^{+} \cdots p_{i^{+}}^{+} p_{1}^{-} \cdots p_{i^{-}}^{-} \Omega_{n^{+}, n^{-}}^{2-2 H} \prod_{j=1}^{H}\left[s_{j}^{+}, t_{j}^{+}\right] \prod_{k=1}^{H}\left[s_{k}^{-}, t_{k}^{-}\right]\right) \tag{16.31}
\end{align*}
$$

where $[s, t]=s t s^{-1} t^{-1}$. Here $\delta$ is the delta function on the group algebra of the product of symmetric groups $S_{n^{+}} \times S_{n^{-}}, T_{2}$ is the class of elements of $S_{n^{ \pm}}$ consisting of transpositions, and $\Omega_{n^{+}, n^{-}}^{-1}$ are certain elements of the group algebra of the symmetric group $S_{n^{+}} \times S_{n^{-}}$.

The formula (16.31) nearly factorizes, splitting into a sum over $n^{+}, i^{+}, \cdots$ and $n^{-}, i^{-}, \cdots$. The contributions of the $(+)$ and ( - ) sums were interpreted as arising from two "sectors" of a hypothetical worldsheet theory. These sectors correspond to orientation reversing and preserving maps, respectively. One views the $n^{+}=0$ and $n^{-}=0$ terms as leading order terms in a $1 / N$ expansion. At higher orders the two sectors are coupled via the $n^{+} n^{-}$term in the exponential and via terms in $\Omega_{n^{+} n^{-}}$.

Thus, the conventional $Y M_{2}$ theory has an interpretation in terms of sums of covering maps of the target space, see Fig. 16.5. Those maps are weighted by the factor of $N^{2-2 h} \mathrm{e}^{-\frac{1}{2} n \lambda A}$ where $h$ is the genus of the world-sheet and $A$ is the area of the target space. The power of $N^{2-2 h}$ is obtained from the Riemann-Hurwitz formula,

$$
\begin{equation*}
2 h-2=\left(n^{+}+n^{-}\right)(2 H-2)+\left(i^{+}+i^{-}\right), \tag{16.32}
\end{equation*}
$$

where $B=i^{+}+i^{-}$is the total branching number. The number of sheets above each point in target space (the degree of the map) is $n$ and $\lambda=g^{2} N$ is the string tension. Maps that have branch points are weighted by a factor of $\lambda A$. The dependence on the area $A$ results from the fact that the branch point can be at any point in the target space.

### 16.6 Toward the stringy generalized $Y M_{2}$

Note that the stringy description of the $Y M_{2}$ theory does not attribute any special weight for maps that have branch points of a degree higher than one, nor is there a special weight for two (or more) branch points that are at the same point in the target space. The latter maps are counted with weight zero, at least for a toroidal target space, since they constitute the boundary of map space.

The main idea behind a stringy behavior of the $g Y M_{2}$ is to associate nonzero weights to those boundary maps, once one considers the general $\Phi(B)$ case rather than the $B^{2}$ theory. In other words, we anticipate that we will have to add for the $\operatorname{tr}\left(B^{3}\right)$ theory, for example, maps that have a branch point of degree 2 and count them, as well, with a weight proportional to $A$. From the technical point of view the emergence of the $Y M_{2}$ description in terms of maps followed from a large $N$ expansion of the dimensions and the second Casimir operators of (16.12). Obviously a similar expansion of the former applies also for the generalized models and therefore what remains to be done is to properly treat the Casimirs appearing in the exponents of (16.25).

In [119], the expansion of the second Casimir operator $C_{2}(R)$ of a representation $R$ introduced the branch points and the string tension contributions to the partition function. The $C_{2}(R)$ was expressed in terms of the eigenvalue of the sum of all the $\frac{n(n-1)}{2}$ transpositions of $n$ elements (permutations containing a single cycle of length 2 ), where $n$ is the number of boxes in $R$. This is the outcome of the following formula,

$$
\begin{equation*}
C_{2}(R)=n N+2 \hat{P}_{\{2\}}(R), \tag{16.33}
\end{equation*}
$$

where $\hat{P}_{2}(R)$ is the value of the scalar matrix representing the sum of transpositions $\sum_{i<j \leq n}(i j)$ in the representation $R$ of $S_{n}$ (the matrix commutes with all permutations and thus is scalar). In the partition function, $C_{2}(R)$ was multiplied by $\frac{\lambda A}{2 N}$. The resulting term $\frac{1}{2} n \lambda A$ arises from the action and is proportional to the string tension. The term $\lambda A \hat{P}_{\{2\}}$ arises from the measure and is interpreted as the contribution of branch points to the weight of a map.

Our task is, therefore, to express the generalized Casimirs $C_{\rho}$ of (16.21) in terms of $\hat{P}_{\rho^{\prime}}$, the generalizations of $\hat{P}_{\{2\}}(R)$. This is expressed as,

$$
\begin{equation*}
C_{\rho}(R)=\sum_{\rho^{\prime}} \alpha_{\rho}^{\rho^{\prime}} N^{h_{\rho}^{\rho^{\prime}}} \hat{P}_{\rho^{\prime}}(R) \tag{16.34}
\end{equation*}
$$

where $\alpha_{\rho}^{\rho^{\prime}}$ are coefficients that are independent of $R$ and the power factors $h_{\rho}^{\rho^{\prime}}$, are adjusted so that a string picture is achieved.

The $\hat{P}_{\left\{\rho^{\prime}\right\}}$ factors are associated with $\rho^{\prime}$ which is an arbitrary partition of certain numbers, namely,

$$
\begin{equation*}
\rho^{\prime}: \sum_{i} k_{i} \cdot i=\overbrace{1+1+\cdots+1}^{k_{1}}+\overbrace{2+2+\cdots+2}^{k_{2}}+\cdots \tag{16.35}
\end{equation*}
$$

$\hat{P}_{\left\{\rho^{\prime}\right\}}(R)$ is the product of two factors. The first is the sum of all the permutations in $S_{n}$ ( $n$ is the number of boxes of $R$ ) which are in the equivalence class that is characterized by having $k_{i}$ cycles of length $i$ for $i \geq 2$. Just like the case of $\hat{P}_{\{2\}}(R)$, the matrix $\hat{P}_{\left\{\rho^{\prime}\right\}}(R)$ commutes with all permutations and thus is a scalar. The sum is taken in the representation $R$ of $S_{n}$. The second factor is,

$$
\begin{equation*}
\binom{n-\sum_{i=2} i k_{i}}{k_{1}}, \tag{16.36}
\end{equation*}
$$

which can be interpreted later as the number of ways to put $k_{1}$ marked points on the remaining sheets that do not participate in the branch points.

### 16.7 Examples

A complete diagrammatic expansion of the operators was determined in [105]. Using this expansion one can write down the stringy description of the partition function for any generalized YM theory. We end this chapter with a few examples of the Casimir factors for various choices of $\Phi(B)$ for both $U(N)$ and $S U(N)$ groups.

1. For $\frac{\lambda}{N} \operatorname{tr}\left(B^{2}\right)$ which is the conventional $Y M_{2}$ theory we get (16.33),

$$
\begin{equation*}
\frac{2 \lambda}{N} \hat{P}_{\{2\}}+\lambda \hat{P}_{\{1\}} \tag{16.37}
\end{equation*}
$$

The first term means that we give a factor of $\frac{2 \lambda A}{N}$ for each branch point, and the second term means that we have a factor of $\lambda$ for each marked point (i.e. this is the string tension).
2. For $\alpha N^{-2} \operatorname{tr}\left(B^{3}\right)$ in $U(N)$ we get,
$3 \alpha N^{-2} \hat{P}_{\{3\}}+3 \alpha N^{-1} \hat{P}_{\{2\}}+3 \alpha N^{-2} \hat{P}_{\{1+1\}}+\frac{1}{2} \alpha \hat{P}_{\{1\}}+\frac{1}{2} \alpha N^{-2} \hat{P}_{\{1\}}$.
The first term is the contribution from branch points of degree 2 (the simple branch points are of degree 1). The next term is a modification to the weight of the usual branch points. The third is the weight of two marked points at the same point (but different sheets), which will translate into $n^{+}\left(n^{+}-1\right)$ $+n^{-}\left(n^{-}-1\right)$ in the weight of a map for which $\left(n^{+}, n^{-}\right)$are the numbers of sheets of each orientability. The last two terms are modifications to the
cosmological constant (or, in our terminology, to the weight of the single marked point).

Note that, because of the original power of $N^{-2}$ we do not get the usual $N^{2-2 h}$ stringy behaviour in the partition function. We can overcome this problem by interpreting the last term not as the usual marked point, but as a microscopic handle that is attached to the point. By interpreting certain marked points as actually being microscopic handles (or higher Riemann surfaces) we can always adjust the power of $N$ to be $N^{2-2 h}$. Similarly, we should interpret the term $3 \alpha N^{-2} \hat{P}_{\{1+1\}}$ as a connecting tube. We will come back to this interpretation towards the end of this section and investigate it further in the next subsection.
3. For $N^{-2} \operatorname{tr}\left(B^{3}\right)$ in $S U(N)$ we obtain the following corrections to (16.38),

$$
\begin{align*}
& -\frac{6}{N^{3}} \hat{P}_{\{2+1\}}-\frac{12}{N^{3}} \hat{P}_{\{2\}}+\frac{12}{N^{4}} \hat{P}_{\{1+1+1\}} \\
& -\left(\frac{6}{N^{2}}-\frac{12}{N^{4}}\right) \hat{P}_{\{1+1\}}-\left(\frac{3}{N^{2}}-\frac{2}{N^{4}}\right) \hat{P}_{\{1\}} \tag{16.39}
\end{align*}
$$

These terms and the terms in the previous example (16.38) do not mix chiralities (i.e. sheets of opposite orientations). In the full theory (chiral and anti-chiral sectors) there is the corresponding anti-chiral term:

$$
\begin{align*}
& +\frac{6}{N^{3}} \hat{P}_{\{\overline{2}+\overline{1}\}}+\frac{12}{N^{3}} \hat{P}_{\{\overline{2}\}}-\frac{12}{N^{4}} \hat{P}_{\{\overline{1}+\overline{1}+\overline{1}\}} \\
& +\left(\frac{6}{N^{2}}-\frac{12}{N^{4}}\right) \hat{P}_{\{\overline{1}+\overline{1}\}}+\left(\frac{3}{N^{2}}-\frac{2}{N^{4}}\right) \hat{P}_{\{\overline{1}\}} . \tag{16.40}
\end{align*}
$$

For $S U(N)$ there are additional terms that do mix chiralities. They are,

$$
\begin{equation*}
-\frac{6}{N^{3}}\left(\hat{P}_{\{\overline{2}+1\}}-\hat{P}_{\{2+\overline{1}\}}\right)+\frac{12}{N^{4}}\left(\hat{P}_{\{\overline{1}+\overline{1}+1\}}-\hat{P}_{\{\overline{1}+\overline{1}+1\}}\right) . \tag{16.41}
\end{equation*}
$$

The first term is the contribution of maps that have a branch point in one orientability and a marked point in the other (at the same target space point). The second term is the contribution of maps with three marked points - two for one orientability and one for the other.

To illustrate the content of these formulae in terms of representations, we will calculate the value of the third Casimir $\frac{1}{6} d_{a b c} t^{(a} t^{b} t^{c)}$ for a totally antisymmetric representation of $S U(N)$ with $k$ boxes. The term $\hat{P}_{\{3\}}$ is translated into the sum of all the permutations of the $k$ indices of a totally antisymmetric tensor that are 3 -cycles, this gives $\frac{1}{3} k(k-1)(k-2)$. The term $\hat{P}_{\{2\}}$ gives the sum of all the permutations that are 2-cycles, that is $-\frac{1}{2} k(k-1)$ (a minus
sign comes from antisymmetry). All in all we get,

$$
\begin{align*}
& \left.C_{\{3\}}(k) \equiv \frac{1}{6} d_{a b c} t^{(a} t^{b} t^{c}\right) \\
& =k(k-1)(k-2)-\frac{3}{2} k(k-1)+\frac{3}{2} N k(k-1) \\
& +\frac{1}{2} k+\frac{1}{2} N^{2} k+\frac{3}{N} k(k-1)(k-2) \\
& -3 k(k-1)+\frac{6}{N} k(k-1)-3 k+\frac{2}{N^{2}} k(k-1)(k-2)+\frac{6}{N^{2}} k(k-1)+\frac{2 k}{N^{2}} \\
& =\frac{k}{2 N^{2}}(N+1)(N+2)(N-k)(N-2 k) \tag{16.42}
\end{align*}
$$

4. For $N^{-3} \operatorname{tr}\left(B^{4}\right)$ in $U(N)$ we get,

$$
\begin{aligned}
& 4 N^{-3} \hat{P}_{\{4\}}+6 N^{-2} \hat{P}_{\{3\}}+6 N^{-3} \hat{P}_{\{2+1\}}+\frac{8}{3} N^{-2} \hat{P}_{\{1+1\}} \\
& +\left(\frac{4}{3} N^{-1}+6 N^{-3}\right) \hat{P}_{\{2\}}+\left(\frac{1}{6}+\frac{5}{6} N^{-2}\right) \hat{P}_{\{1\}}
\end{aligned}
$$

The terms that have an extra microscopic handle are,

$$
6 N^{-3} \hat{P}_{\{2+1\}}+\frac{8}{3} N^{-2} \hat{P}_{\{1+1\}}+6 N^{-3} \hat{P}_{\{2\}}+\frac{5}{6} N^{-2} \hat{P}_{\{1\}}
$$

5. For $N^{-4}\left(\operatorname{tr}\left(B^{2}\right)\right)^{2}$ in $U(N)$ we get,

$$
\begin{align*}
& 24 N^{-4} \hat{P}_{\{3\}}+8 N^{-4} \hat{P}_{\{2+2\}}+4 N^{-3} \hat{P}_{\{2+1\}} \\
& +\frac{16}{3} N^{-3} \hat{P}_{\{2\}}+\left(2+\frac{8}{3} N^{-4}\right) \hat{P}_{\{1+1\}}+\left(\frac{2}{3} N^{-2}+\frac{1}{3} N^{-4}\right) \hat{P}_{\{1\}} \tag{16.43}
\end{align*}
$$

and additional terms,

$$
8 N^{-4} \hat{P}_{\{2+\overline{2}\}}+4 N^{-3}\left(\hat{P}_{\{\overline{2}+1\}}+\hat{P}_{\{2+\overline{1}\}}\right)+2 N^{-2} \hat{P}_{\{1+\overline{1}\}},
$$

that mix the two chiral sectors.
The meaning of the term $2 N^{-2} \hat{P}_{\{1+\overline{1}\}}$ is a factor of $N^{-2} \mathrm{e}^{-2 \alpha n^{+} n^{-} A}$, where $\alpha$ is the coefficient of the $N^{-4}\left(\operatorname{tr}\left(B^{2}\right)\right)^{2}$ term in the action. $n^{+}$is the number of sheets of positive orientability and $n^{-}$is the number of sheets of negative orientability for a given map.

### 16.8 Summary

In this chapter we studied the generalized two-dimensional Yang-Mills theory on Riemann surfaces. We reviewed the exact formulae for the partition function and Wilson loop averages of the conventional YM theory. We then presented the generalization of these results in the context of the generalized YM theories. These expressions are based on a replacement of the second Casimir operator with more general Casimir operators depending on the particular model. There
is another method to obtain these results [228], i.e. by regarding the general Yang-Mills actions as perturbations of the topological theory at zero area.

Using the relations between $S U(N)$ representations and representations of the symmetric groups $S_{n}$, we wrote down the generalizations that have to be made in the Gross-Taylor string rules for 2D Yang-Mills theory, so as to make the generalized Yang-Mills theory for $S U(N)$ or $U(N)$ a local string theory as well. The extra terms are special weights for certain maps with branch points of a degree higher than one.

An obvious extension of the results presented in this chapter is to consider other gauge groups. The conventional $Y M_{2}$ theory with gauge groups $O(N)$ or $S p(N)$ which were shown to be related to maps from non-orientable world-sheets.

One can further couple the $g Y M_{2}$ theories to fermionic matter in analogy to 't Hooft's analysis presented in Chapter 10. This domain of research is far from being fully explored. A particularly interesting question is to find out certain $\Phi(B) \mathrm{s}$ that lead to a special behaviour of the coupled system. For example, in the $U(1)$ case, the representations $R$ are labeled by an integer $n$ and for $\Phi(B)=-\alpha \log \left(1+\lambda B^{2}\right)$ we get,

$$
\mathcal{Z}(U(1), A)=\sum_{n}\left(1+\lambda n^{2}\right)^{-\alpha A}
$$

which has a singularity for $2 \alpha A=1$.

## PART III

From two to four dimensions

## 17

## Conformal invariance in four-dimensional field theories and in QCD

Conformal symmetry was shown to be extremely powerful in two-dimensional field theories and obviously also in string theories. This is due to the fact that the conformal algebra is infinite dimensional and hence supplies a set of infinitely many conserved charges. In four dimensions the conformal algebra is finite and therefore less powerful. ${ }^{1}$ The purpose of this chapter is to explore the use in $4 d$ conformal field theories of notions and tools that we encountered in twodimensional CFT, such as primary fields, conformal operator expansion, conformal anomalies and Ward identities.

Free massless theories are obviously scale and conformal invariant. However, field theories that describe the elementary particles of nature and their interactions, are interacting field theories. The question is thus, to what extent can one apply the techniques of CFT to those theories and in particular QCD in four dimensions? QCD with massless quarks is a prototype model of theories which are classically conformal invariant. In fact even for theories with masses and other dimension-full parameters, in certain cases these can be neglected in the high energy and high momentum transfer regime of the theory. However, even in the massless case and with only dimensionless couplings, it is easy to realize that the quantum picture lacks conformal invariance. This follows from the fact that one has to introduce dimension-full parameters such as UV cutoff, which turns into a scale where the coupling is defined, after renormalization. Thus there is an anomaly in the conformal symmetry in the sense that it is a symmetry of the classical system but not of the quantum one.

We will investigate in this chapter conformal symmetry in four-dimensional field theories and in particular its applications in the context of QCD in four dimensions. We start with the description of conformal transformations, their corresponding generators and the $S O(2,4)$ conformal algebra. We then analyze the Noether currents that follow from the conformal transformation and their conservation laws. Next we present the $S L(2, \mathcal{R})$ collinear subgroup associated with light-cone conformal transformations. In a similar manner to the treatment of two-dimensional conformal symmetry, we define primary and descendant operators of the collinear group. We then define and study the conformal operator product expansion (COPE). We proceed and describe the conformal Ward identity, the Callan-Symanzik equation. We then make use of the conformal toolbox

[^53]in the study of four dimensional QCD which is conformal only at the classical level. We analyze the non-local operators built from a quark and an anti-quark and expand them in terms of Gegenbauer polynomials. We use the COPE to write down the operator product of two electromagnetic currents. Finally we determine, in the limit of large momentum exchange, the pion distribution amplitude.

Conformal invariance in four dimensions was described in several review papers and books. The original studies on conformal symmetry are summarized in [207] and [66]. A modern review that we follow in this chapter is [43].

### 17.1 Conformal symmetry algebra in four dimensions

In general in $d$ space-time dimensions the conformal group is the subgroup of coordinate transformations that leaves the metric invariant up to a scale, namely,

$$
\begin{equation*}
g_{\mu \nu}(x) \rightarrow g_{\mu \nu}^{\prime}\left(x^{\prime}\right)=\Omega(x) g_{\mu \nu}(x) \tag{17.1}
\end{equation*}
$$

It is obvious from (2.2) that the 2 d conformal transformations (2.1) indeed produce such a variation of the metric. An important property of conformal transformations in any dimension is that they preserve the angle $\frac{\vec{A} \cdot \vec{B}}{\sqrt{A^{2} B^{2}}}$ between two vectors $\vec{A}$ and $\vec{B}$.

Starting from flat space-time, the general infinitesimal coordinate transformation $x^{\mu} \rightarrow x^{\mu}+\epsilon^{\mu}(x)$ induces a change of the metric,

$$
\begin{equation*}
\mathrm{d} s^{2} \rightarrow \mathrm{~d} s^{2}+\left(\partial_{\mu} \epsilon_{\nu}+\partial_{\nu} \epsilon_{\mu}\right) \mathrm{d} x^{\mu} \mathrm{d} x^{\nu} \tag{17.2}
\end{equation*}
$$

so that the condition for conformal transformations reads,

$$
\begin{equation*}
\partial_{\mu} \epsilon_{\nu}+\partial_{\nu} \epsilon_{\mu}=\frac{2}{d}(\partial \cdot \epsilon) g_{\mu \nu} \tag{17.3}
\end{equation*}
$$

where $g_{\mu \nu}$ is $\eta_{\mu \nu}$ or $\delta_{\mu \nu}$ for a Minkowskian signature or Euclidean signature, respectively, and the factor of $\frac{2}{d}$ is fixed by tracing both sides of the equation with $g^{\mu \nu}$. To check what are all the possible solutions for $\epsilon_{\mu}$ we differentiate (2.4) twice to find that,

$$
\begin{equation*}
\left[(d-2) \partial_{\mu} \partial_{\nu}+g_{\mu \nu} \partial_{\alpha} \partial^{\alpha}\right] \partial_{\beta} \epsilon^{\beta}=0 \tag{17.4}
\end{equation*}
$$

This equation together with (2.4) implies that the third derivatives of $\epsilon^{\mu}$ vanish, which means that $\epsilon^{\mu}$ can be of order $0,1,2$ in $x^{\nu}$. Obviously the parameters associated with the Poincare group, since they are an isometry and hence do not change the metric, obey (17.1). These transformation parameters together with additional infinitesimal parameters which are linear and quadratic in $x^{\mu}$ are summarized as follows:

$$
\begin{array}{ll}
\epsilon^{\mu}=\epsilon_{0}^{\mu} & \text { space-time translations } \\
\epsilon^{\mu}=\epsilon_{0}^{\mu \nu} x_{\nu} & \text { Lorentz transformations } \\
\epsilon^{\mu}=\epsilon_{0} x^{\mu} & \text { scale transformations } \\
\epsilon^{\mu}=\tilde{\epsilon}_{0}^{\mu} x^{2}-2 x^{\mu} \tilde{\epsilon}_{0}^{\nu} x_{\nu} & \text { special conformal transformations } \tag{17.5}
\end{array}
$$

where $\epsilon_{0}^{\mu}, \epsilon_{0}^{\mu \nu}, \epsilon_{0}, \tilde{\epsilon}_{0}^{\mu}$ are vector, antisymmetric tensor, scalar and vector infinitesimal constants, respectively. The corresponding finite transformations are,

$$
\begin{align*}
x^{\mu} \rightarrow x^{\mu \prime} & =x^{\mu}+a^{\mu} \\
x^{\mu} \rightarrow x^{\mu \prime} & =a_{\nu}^{\mu} x^{\nu} \\
x^{\mu} \rightarrow x^{\mu \prime} & =a x^{\mu} \\
x^{\mu} \rightarrow x^{\mu \prime} & =\frac{x^{\mu}+\tilde{a}^{\mu} x^{2}}{1+2 \tilde{a}^{\mu} x_{\mu}+\tilde{a}^{2} x^{2}}, \tag{17.6}
\end{align*}
$$

where the various forms of $a$ are the finite parameters of transformation that correspond to the infinitesimal ones above. The last transformation is referred to as the special conformal transformation. It can in fact be decomposed into an inversion transformation $x^{\mu} \rightarrow-\frac{x^{\mu}}{x^{2}}$, a space-time shift transformation and another inversion. The sum of all these transformations is $d+\frac{d(d-1)}{2}+1+d=$ $\frac{(d+1)(d+2)}{2}$, which is the dimensions of $S O(2, d)$, the algebra of the conformal group in Minkowski space-time.

Let us analyze now the generators of the conformal transformations and show that indeed they obey the $S O(2, d)$ algebra. The generators are,

$$
\begin{align*}
P_{\mu} & =-i \partial_{\mu} & & \text { space-time translations } \\
L_{\mu \nu} & =i\left(x_{\mu} \partial_{\nu}-x_{\nu} \partial_{\mu}\right) & & \text { Lorentz transformations } \\
D & =-i x^{\mu} \partial_{\mu} & & \text { scale transformation } \\
K_{\mu} & =-i\left[x^{2} \partial_{\mu}-2 x_{\mu} x^{\nu} \partial_{\nu}\right] & & \text { special conformal transformations } \tag{17.7}
\end{align*}
$$

Using these expressions for the generators it is a straightforward exercise to realize that they obey the following algebra,

$$
\begin{align*}
{\left[P_{\mu}, P_{\nu}\right] } & =0 \\
{\left[P_{\mu}, L_{\nu \rho}\right] } & =i\left(\eta_{\mu \nu} P_{\rho}-\eta_{\mu \rho} P_{\nu}\right) \\
{\left[L_{\mu \nu}, L_{\rho \sigma}\right] } & =-i\left(\eta_{\mu \rho} L_{\nu \sigma}-\eta_{\mu \sigma} L_{\nu \rho}+\eta_{\nu \sigma} L_{\mu \rho}-\eta_{\nu \rho} L_{\mu \sigma}\right) \\
{\left[D, P_{\mu}\right] } & =-i P_{\mu} \quad\left[D, K_{\mu}\right]=i K_{\mu} \\
{\left[P_{\mu}, K_{\nu}\right] } & =2 i\left(L_{\mu \nu}-\eta_{\mu \nu} D\right) \\
{\left[D, L_{\mu \nu}\right] } & =0 \\
{\left[K_{\mu}, K_{\nu}\right] } & =0 \tag{17.8}
\end{align*}
$$

which is indeed the $S O(2,4)$ algebra. The first three lines constitute the Poincare algebra in four dimensions. It is well known that (17.8) is not the most general form of the $S O(2,4)$ algebra. One can further generalize the construction of the generators by modifying $L_{\mu \nu}$ in the following way,

$$
\begin{equation*}
M_{\mu \nu}=L_{\mu \nu}+\Sigma_{\mu \nu} \tag{17.9}
\end{equation*}
$$

where $\Sigma_{\mu \nu}$ does not act on the space-time points and obeys,

$$
\begin{equation*}
\left[\Sigma_{\mu \nu}, \Sigma_{\rho \sigma}\right]=-i\left(\eta_{\mu \rho} \Sigma_{\nu \sigma}-\eta_{\mu \sigma} \Sigma_{\nu \rho}+\eta_{\nu \sigma} \Sigma_{\mu \rho}-\eta_{\nu \rho} \Sigma_{\mu \sigma}\right) \tag{17.10}
\end{equation*}
$$

Shortly the role of these generators in the conformal transformation of fields will be discussed.

### 17.2 Conformal invariance of fields, Noether currents and conservation laws

So far we have discussed the conformal transformations as they act on the points in space-time. Now we would like to consider field theories in four dimensions that are classically invariant under the group of conformal transformations. The fields associated with conformal invariant theories may be scalar fields, spinors, vectors or tensors. We denote such a field by $\Phi(x)$.

The transformation of the field under the conformal transformations,

$$
\begin{equation*}
\delta \Phi(x)=\delta x^{\mu} \partial_{\mu} \Phi(x)+\delta_{I} \Phi(x), \tag{17.11}
\end{equation*}
$$

is composed of two parts, the one due to that of the space-time point with $\delta x^{\mu}$ given in (17.5) and an "internal transformation" $\delta_{I} \Phi(x)$, which vanishes for space-time translations, while for Lorentz transformations, dilatations and special conformal transformations, takes the form,

$$
\begin{array}{ll}
\delta_{I} \Phi(x)=-e_{\mu \nu} \Sigma^{\mu \nu} \Phi & \text { Lorentz transformations } \\
\delta_{I} \Phi(x)=e l \Phi & \text { scale translations } \\
\delta_{I} \Phi(x)=2 \tilde{e}_{\mu}\left(l x^{\mu}-x_{\nu} \Sigma_{\mu \nu}\right) \Phi & \text { special conformal transformations } \tag{17.12}
\end{array}
$$

where $l$ is the conformal dimension of the field and the internal Lorentz generators $\Sigma \mu \nu$ are given by,

$$
\begin{equation*}
\Sigma^{\mu \nu}=\frac{i}{4}\left[\gamma^{\mu}, \gamma^{\nu}\right]-\text { Dirac spinors } \quad\left[\Sigma^{\mu \nu}\right]_{\alpha}^{\beta}=\eta^{\mu \beta} \delta_{\alpha}^{\nu}-\eta^{\nu \beta} \delta_{\alpha}^{\mu}-\text { gauge fields } \tag{17.13}
\end{equation*}
$$

Recall that all the parameters of transformations are global, namely space-time independent. To determine the Noether currents associated with the various symmetry transformations, one elevates the transformations into local ones and reads the currents from the variation of the action,

$$
\begin{equation*}
\delta S=\int \mathrm{d}^{4} x J_{\mu}^{a} \partial^{\mu} e_{a} \tag{17.14}
\end{equation*}
$$

where $e^{a}$ is any of the parameters of transformations given in (17.5). The outcome of the Noether procedure are the following conserved currents,

$$
\begin{align*}
J^{(P)^{\mu}} \equiv T_{\nu}^{\mu} & =\Pi^{\mu} \partial_{\nu} \Phi-\delta_{\nu}^{\mu} \mathcal{L} \\
J^{(M)}{ }_{\nu \rho} & =x_{\nu} T_{\rho}^{\mu}-x_{\rho} T_{\nu}^{\mu}-\Pi_{\mu} \Sigma_{\nu \rho} \Phi \\
J^{(D)^{\mu}} \equiv D^{\mu} & =x_{\nu} T^{\mu \nu}+l \Pi^{\mu} \Phi \\
J^{(K)}{ }_{\nu}^{\mu} & =\left(2 x_{\rho} x_{\nu}-\eta_{\nu \rho} x^{2}\right) T^{\mu \rho}+2 x_{\rho} \Pi^{\mu}\left(l \delta_{\nu}^{\rho}-\Sigma_{\nu}^{\rho}\right) \Phi, \tag{17.15}
\end{align*}
$$

where $\Pi^{\mu}=\frac{\partial \mathcal{L}}{\partial\left(\partial_{\mu} \Phi\right)}$. In fact the variation of the action with respect to dilatations may lead in addition to the divergence of $J^{(D)^{\mu}}$, to another total derivative term $\Delta_{D}$. However for Lagrangians that are polynomials in the fields and their derivatives, this term vanishes. For the special conformal transformations the additional term is defined by

$$
\begin{equation*}
\delta_{K} S=\int \mathrm{d}^{4} x e_{\mu}(x)\left[-\partial_{\nu} K^{\mu \nu}+2 x^{\mu} \Delta_{D}+\Delta_{k}^{\mu}\right] \tag{17.16}
\end{equation*}
$$

with $\Delta_{k}^{\mu}=2 \Pi_{\nu} \Phi\left(l g^{\mu \nu}+\Sigma^{\mu \nu}\right) \Phi$. For invariance we need $\Delta_{D}=0$ and $\Delta_{k}^{\mu}=$ $2 \partial_{\nu} \sigma^{\mu \nu}$. For $l=1$ and $l=3 / 2, \sigma_{\mu \nu}$ vanishes, so in these cases $J^{(K)}{ }_{\nu}^{\mu}$ are really the generators of conformal transformations.

An interesting observation is that all the Noether currents associated with the full conformal group can be expressed in terms of a modified energy-momentum tensor. First note that the energy-momentum tensor defined above in not necessarily symmetric. In fact from the conservation of $J^{(M)^{\mu}}{ }_{\nu \rho}$ the antisymmetric part of $T_{\mu \nu}$ can be determined since,

$$
\begin{equation*}
\partial_{\mu} J^{(M)^{\mu}}{ }_{\nu \rho}=T_{\rho \nu}-T_{\nu \rho}-\partial_{\mu}\left(\Pi_{\mu} \Sigma_{\mu \nu} \Phi\right)=0 \tag{17.17}
\end{equation*}
$$

Using this result it is now easy to define a modified conserved symmetric energymomentum tensor,

$$
\begin{equation*}
T_{\mu \nu}^{(S)}=T_{\mu \nu}+\frac{1}{2} \partial^{\rho}\left(\Pi_{\rho} \Sigma_{\mu \nu} \Phi-\Pi_{\mu} \Sigma_{\rho \nu} \Phi-\Pi_{\nu} \Sigma_{\rho \mu} \Phi\right) \tag{17.18}
\end{equation*}
$$

The current associated with the Lorentz transformations can be expressed in terms of $T_{\mu \nu}^{(S)}$ as,

$$
\begin{equation*}
J^{(M)^{\mu}}=x_{\nu} T^{(S)^{\mu}}-x_{\rho} T^{(S)^{\mu}} \tag{17.19}
\end{equation*}
$$

One can further modify the symmetric energy-momentum tensor to render it also traceless,

$$
\begin{equation*}
T_{\mu \nu}^{(T L)}=T_{\mu \nu}^{(S)}+\frac{1}{2} \partial^{\rho} \partial^{\sigma} X_{\rho \sigma \mu \nu} \tag{17.20}
\end{equation*}
$$

where $X_{\rho \sigma \mu \nu}$ is defined such that the energy-momentum tensor is traceless and conserved and $\eta^{\mu \nu} \partial^{\rho} \partial^{\sigma} X_{\rho \sigma \mu \nu}=2 \partial^{\rho} \partial^{\nu} \sigma_{\rho \nu}=-2 \eta^{\mu \nu} T_{\mu \nu}^{(S)}$. In terms of this traceless energy-momentum tensor the dilatation current and the current associated with the special conformal transformation are given by,

$$
\begin{equation*}
J^{(D)^{\mu}}=x_{\nu} T^{(T L)^{\mu \nu}} \quad J^{(K)^{\mu}}=\left(2 x_{\nu} x_{\rho}-x^{2} \eta_{\rho \nu}\right) T^{(T L)^{\mu \rho}} \tag{17.21}
\end{equation*}
$$

It is thus clear that $J^{(D)^{\mu}}$ and $J^{(K)}{ }_{\nu}^{\mu}$ are conserved only provided that $T^{(T L)^{\mu \nu}}$ is conserved and traceless.

Note that in the latter form, scale invariance, namely a traceless energymomentum tensor, implies also conformal invariance.

### 17.3 Collinear and transverse conformal transformations of fields

Recall that in 2d conformal field theories it is very useful to employ light-cone coordinates (in Minkowski space-time) or holomorphic and anti-holomorphic coordinates (in complex Euclidean space-time). We want to argue now that it is also quite useful to use light-cone coordinates, when analyzing four-dimensional conformal field theories.

Consider the two light-like vectors $n_{+}^{\mu}$ and $n_{-}^{\mu}$,

$$
\begin{equation*}
n_{+}^{\mu} n_{+\mu}=n_{-}^{\mu} n_{-\mu}=0 \quad n_{+}^{\mu} n_{-\mu}=1 \tag{17.22}
\end{equation*}
$$

We can then decompose any Lorentz four-vector $A_{\mu}$ as follows,

$$
\begin{equation*}
A^{\mu}=A_{-} n_{+}^{\mu}+A_{+} n_{-}^{\mu}+A_{T}^{\mu} \tag{17.23}
\end{equation*}
$$

where,

$$
\begin{equation*}
A_{+} \equiv A_{\mu} n_{+}^{\mu} \quad A_{-} \equiv A_{\mu} n_{-}^{\mu} \tag{17.24}
\end{equation*}
$$

and the transverse part of the four-vector $A_{T}^{\mu}$ is defined using the transverse part of the metric defined as,

$$
\begin{equation*}
\eta_{\mu \nu}^{T}=\eta_{\mu \nu}-n_{-}^{\mu} n_{+}^{\nu}-n_{+}^{\mu} n_{-}^{\nu} \quad A_{T}^{\mu} \equiv \eta_{\mu \nu}^{T} A_{\nu} \tag{17.25}
\end{equation*}
$$

Using this decomposition we find that $A_{\mu} A^{\mu}=2 A_{+} A_{-}-A_{T}^{2}$.
We can now also consider transformations associated with a subgroup of the full conformal group. In particular consider the special transformations associated with a light-like parameter $\tilde{a}^{\mu}=\tilde{a} n_{-}^{\mu}$. The transformation of $x_{-}$takes the form

$$
\begin{equation*}
x_{-} \rightarrow x_{-}^{\prime}=\frac{x_{-}}{1+2 \tilde{a} x_{-}} . \tag{17.26}
\end{equation*}
$$

Combining this transformation with the translation along the $x_{-}$direction $x_{-} \rightarrow$ $x_{-}+a_{-}$and scaling $x_{-} \rightarrow a x_{-}$these transformations constitute a subgroup of the full conformal group, the collinear subgroup which is an $S L(2, R) .{ }^{2}$ To verify this group structure we define the following generators,

$$
\begin{align*}
L_{+} & =-i P_{+} & L_{-} & =\frac{i}{2} K_{-} \\
L_{0} & =\frac{i}{2}\left(D+M_{-+}\right) & E & =\frac{i}{2}\left(D-M_{-+}\right) . \tag{17.27}
\end{align*}
$$

The generators $L_{ \pm}$and $L_{0}$ obey the algebra,

$$
\begin{equation*}
\left[L_{0}, L_{ \pm}\right]= \pm L_{ \pm} \quad\left[L_{-}, L_{+}\right]=-2 L_{0} \tag{17.28}
\end{equation*}
$$

which is indeed the $S L(2, R) \sim S O(2,1)$ algebra; $E$ commutes with them. It is, actually, the $L_{0}$ of the other $S L(2, R)$, the one in the $x_{+}$direction.

[^54]The $S L(2, R)$ collinear subgroup is particularly useful for collinear fields, where for instance $\Phi(x)$ takes the form $\Phi(\alpha) \equiv \Phi\left(\alpha n_{+}^{\mu}\right)$, with $\alpha$ a real number and $n_{+}^{\mu}$ the light-cone direction defined above. In particular, as will be shown below, this will apply to parton description of quarks. The field $\Phi(\alpha)$ is taken to be an eigenstate of the spin operator $\Sigma_{+-}$,

$$
\begin{equation*}
\Sigma_{+-} \Phi(\alpha)=s \Phi(\alpha) \tag{17.29}
\end{equation*}
$$

so that $s$ is the spin projection to the $n_{+}$direction. The collinear subgroup of the conformal group now acts on the coordinate $\alpha$ as an $S L(2, R)$ transformation,

$$
\begin{equation*}
\alpha \rightarrow \alpha^{\prime}=\frac{a \alpha+b}{c \alpha+d} \tag{17.30}
\end{equation*}
$$

where $a, b, c, d$ are real numbers with $a d-b c=1$, and correspondingly the field $\Phi(\alpha)$ transforms as,

$$
\begin{equation*}
\Phi(\alpha) \rightarrow(c \alpha+d)^{-2 j} \Phi\left(\frac{a \alpha+b}{c \alpha+d}\right) \tag{17.31}
\end{equation*}
$$

with,

$$
\begin{equation*}
j=\frac{1}{2}(l+s) . \tag{17.32}
\end{equation*}
$$

Thus $\Phi(\alpha)$ is a representation of $S L(2, R)$ or an $S L(2, R)$ form of degree $j$.
The generators of the $S L(2, R)$ group and $E$ act on the collinear field as,

$$
\begin{align*}
{\left[L_{+}, \Phi(\alpha)\right] } & =-\partial_{\alpha} \Phi(\alpha) \\
{\left[L_{0}, \Phi(\alpha)\right] } & =\left(\alpha \partial_{\alpha}+j\right) \Phi(\alpha) \\
{\left[L_{-}, \Phi(\alpha)\right] } & =\left(\alpha^{2} \partial_{\alpha}+2 j \alpha\right) \Phi(\alpha) \\
{[E, \Phi(\alpha)] } & =\frac{1}{2}(l-s) \Phi(\alpha) \tag{17.33}
\end{align*}
$$

where $t=(l-s)$ is referred to as the collinear twist. In addition $\Phi(\alpha)$ is an eigenstate of the Casimir operator with,

$$
\begin{equation*}
\sum_{i=0,1,2}\left[L_{i},\left[L_{i}, \Phi(\alpha)\right]\right]=j(j-1) \Phi(\alpha) . \tag{17.34}
\end{equation*}
$$

Another subgroup of the conformal group is the transverse subgroup $S L(2, C)$ acting on the transverse coordinates $x_{T}^{\mu}=\left(0, x_{1}, x_{2}, 0\right)$ or in complex coordinates $z=x_{1}+i x_{2}$ and $\bar{z}=x_{1}-i x_{2}$, with fields $\Phi(z, \bar{z})$. This is in fact identical to the $S L(2, C)$ discussed in Chapter 3 where the conformal symmetry of two-dimensional field theories is discussed. In terms of the conformal generators (17.7) the generators of the $S L(2, C)$ are the $P_{T}^{\mu}, M_{T}^{\mu \nu}, D, K_{T}^{\mu}$. The coordinate $z$ transforms under the $S L(2, C)$ transformation,

$$
\begin{equation*}
z \rightarrow z^{\prime}=\frac{a z+b}{c z+d} \tag{17.35}
\end{equation*}
$$

which implies the following transformation of $\Phi(z, \bar{z})$,

$$
\begin{equation*}
\Phi(z, \bar{z}) \rightarrow(c z+d)^{-2 h} \Phi\left(\frac{a z+b}{c z+d}, \bar{z}\right) \tag{17.36}
\end{equation*}
$$

where $h=\frac{1}{2}(l+\lambda)$ with $\lambda$ is the helicity defined by $\Sigma_{z \bar{z}} \Phi=\lambda \Phi$. Similarly for the transformation of $\bar{z}$ and the corresponding transformation of $\Phi(z, \bar{z})$, with $\bar{h}=\frac{1}{2}(l-\lambda)$.

### 17.4 Collinear primary fields and descendants

In two-dimensional conformal field theories fields were classified into primary fields and descendant ones. The classification was based on their conformal transformations. Correspondingly the states were put into Verma modules each containing a highest weight state and its descendants. Recall the definition of the former,

$$
\begin{equation*}
L_{0}[\phi(0) \mid 0>]=h[\phi(0) \mid 0>] \quad L_{n}[\phi(0) \mid 0>]=0, \quad n>0 \tag{17.37}
\end{equation*}
$$

In a similar manner the primary operator and the highest weight state of the four-dimensional collinear group are defined [171], [42] as,

$$
\begin{array}{rlrl}
{\left[L_{0}, \Phi(0)\right]} & =j \Phi(0) & {\left[L_{-} \phi(0)\right]=0 \quad \Rightarrow} \\
L_{0}[\Phi(0) \mid 0>] & =j[\Phi(0) \mid 0>] & L_{-}[\Phi(0) \mid 0>] & =0 \tag{17.38}
\end{array}
$$

$\Phi(0)$ is by definition collinear since it is defined at the origin of the light-cone direction. The fact that in the 2 d case the conformal algebra is infinite while in 4 d it is finite is manifested by the fact that in the former case there is an infinite set of annihilation operators $L_{n}, n>0$ that annihilate the highest weight state, whereas in the latter case it is the single operator $L_{-}$.

The descendant fields and correspondingly the descendant states are obtained by repeatedly applying the creation operators, which are $L_{-n}$ in 2 d while in 4 d it is the operator $L_{+}$. So in 4d,

$$
\begin{equation*}
\mathcal{O}_{n}=\left[L_{+}, \ldots\left[L_{+},\left[L_{+}, \Phi(0)\right]\right]\right]=\left.\left(-\partial_{+}\right)^{n} \Phi(\alpha)\right|_{\alpha=0} \tag{17.39}
\end{equation*}
$$

Note the difference in notation, as it is $L_{-}$in 2 d while it is $L_{+}$in 4 d , both raising.
The descendant operators obey the following commutation relations,

$$
\begin{equation*}
\left[L_{0}, \mathcal{O}_{n}\right]=(j+n) \mathcal{O}_{n} \quad\left[L_{+}, \mathcal{O}_{n}\right]=\mathcal{O}_{n+1} \quad\left[L_{-}, \mathcal{O}_{n}\right]=-n(n+2 j-1) \mathcal{O}_{n-1} \tag{17.40}
\end{equation*}
$$

In two-dimensions we discussed the Verma module that includes a highest weight state and all its descendants, and similarly, in four dimensions we consider the so-called conformal tower which also includes the highest weight state and all its descendants. Recall however that there is an essential difference between the two cases due to the fact that in the 2d the algebra is infinite dimensional whereas
in 4 d it is finite dimensional. In particular the notion of null vectors that played an important role in the 2 d case does not exist in four-dimensional CFTs.

We can associate the complete sets of $\Phi(\alpha)$ and $\mathcal{O}_{n}$ by the following Taylor expansion,

$$
\begin{equation*}
\Phi(\alpha)=\sum_{n=0}^{\infty} \frac{(-\alpha)^{n}}{n!} \mathcal{O}_{n} \tag{17.41}
\end{equation*}
$$

An interesting and useful map relates the descendant operators and polynomials. Consider for instance the descendent operator defined in (17.39), which can be re-expressed as,

$$
\begin{equation*}
\mathcal{O}_{n}=\left.\mathcal{P}_{n}\left(\partial_{\alpha}\right) \Phi(\alpha)\right|_{\alpha=0} \quad \mathcal{P}_{n}(u)=(-u)^{n} \tag{17.42}
\end{equation*}
$$

It is straightforward to realize that in terms of these polynomials the operation of $L_{0}, L_{ \pm}$takes the form,

$$
\begin{align*}
L_{+} & \rightarrow \tilde{L}_{-}=-u \\
L_{-} & \rightarrow \tilde{L}_{+}=\left(u \partial_{u}^{2}+2 j \partial_{u}\right) \\
L_{0} & \rightarrow \tilde{L}_{0}=\left(u \partial_{u}+j\right) . \tag{17.43}
\end{align*}
$$

This correspondence can be viewed as first mapping,

$$
\begin{equation*}
\partial_{\alpha} \rightarrow u \quad \alpha \rightarrow \partial_{u} \tag{17.44}
\end{equation*}
$$

then interchanging the + and - components, and finally some "normal ordering" of taking the derivatives with respect to $u$ to the right of the factors of $u$.

The representation in terms of polynomials is referred to as the 'adjoint representation'. Note that since in the original algebra $L_{-}$includes a term proportional to $\alpha^{2}$, the new algebra includes a second-derivative term $\partial_{u}^{2}$ in $\tilde{L}_{+}$. This can be avoided by introducing a different argument of the polynomials defined as,

$$
\begin{equation*}
\frac{u^{n}}{\Gamma(n+2 j)} \rightarrow \kappa^{n} \tag{17.45}
\end{equation*}
$$

so that the action $L_{0}, L_{ \pm}$on $\tilde{\mathcal{P}}(\kappa)$ is the same as (17.33) with $\alpha \rightarrow \kappa$ and the interchange of $L_{-}$and $L_{+}$.

We now discuss composite operators built from two "elementary" operators of the form,

$$
\begin{equation*}
O\left(\alpha_{1}, \alpha_{2}\right)=\Phi_{j_{1}}\left(\alpha_{1}\right) \Phi_{j_{2}}\left(\alpha_{2}\right) \tag{17.46}
\end{equation*}
$$

with $\alpha_{1} \neq \alpha_{2}$. The operator product expansion with $\left|\alpha_{1}-\alpha_{2}\right| \rightarrow 0$ is expressed in terms of the composite operators,

$$
\begin{equation*}
\mathcal{O}_{n}(0)=\left.\mathcal{P}_{n}\left(\partial_{1}, \partial_{2}\right) \Phi_{j_{1}}\left(\alpha_{1}\right) \Phi_{j_{2}}\left(\alpha_{2}\right)\right|_{\alpha_{1}=\alpha_{2}=0} \tag{17.47}
\end{equation*}
$$

where $\mathcal{P}_{n}\left(\partial_{1}, \partial_{2}\right)$ is a homogeneous polynomial of degree $n$. It can be shown that the complete set of local operators with which one can perform the conformal
operator expansion (COPE) takes the form,

$$
\begin{equation*}
\mathcal{O}_{n}^{j_{1}, j_{2}}(x)=\partial_{+}^{n}\left[\Phi_{j_{1}}(x) P_{n}^{\left(2 j_{1}-1,2 j_{2}-1\right)}\left(\frac{\vec{\partial}_{+}-\overleftarrow{\partial}_{+}}{\vec{\partial}_{+}+\overleftarrow{\partial}_{+}}\right) \Phi_{j_{2}}(x)\right] \tag{17.48}
\end{equation*}
$$

$P_{n}^{(a, b)}(x)$ are the Jacobi polynomials, and we are back to $x$ space here. ${ }^{3}$ One can further generalize this construction to a product of three or more operators.

### 17.5 Conformal operator product expansion

The conformal operator expansion in two dimensions, discussed in Section 3.7.2, was shown to be a very powerful tool in determining correlation functions. Obviously, we anticipate that in four dimensions the COPE will be less powerful. We discuss now the general structure of the COPE. ${ }^{4}$ Consider the OPE of two local conformal operators $A(x) B(0)$ with twists and spin projection along the + direction $\left(t_{A}, s_{A}\right),\left(t_{B}, s_{B}\right)$, respectively. We perform an expansion for fixed $x_{-}$ and $x_{+}, x_{T} \rightarrow 0$, namely $x^{2} \rightarrow 0$. We want to expand the product in terms of a complete set $O_{n, n+k}^{j_{1}, j_{2}}$ and to leading order in the twist. Such an expansion takes the form,

$$
\begin{equation*}
A(x) B(0)=\sum_{n=0}^{\infty} \sum_{k=0}^{\infty} C_{n, k}\left(\frac{1}{x^{2}}\right)^{1 / 2\left(t_{A}+t_{B}-t_{n}\right)} x_{-}^{n+k+\Delta} \mathcal{O}_{n, n+k}^{j_{1}, j_{2}}(0)+\ldots \tag{17.49}
\end{equation*}
$$

where $\Delta=s_{1}+s_{2}-s_{A}-s_{B}, \mathcal{O}_{n, n+k}=\left(-\partial_{+}\right)^{k} \mathcal{O}_{n}, s_{1}$ and $s_{2}$ are the spin projections of the constituent fields in the local operators $\mathcal{O}_{n, n+k}^{j_{1}, j_{2}}, t_{n}=l_{n}-n-$ $s_{1}-s_{2}=l_{1}+l_{2}-s_{1}-s_{2}$ the twist of the operator $\mathcal{O}_{n}$, actually independent of $n$, and the dots refer to higher twist contributions. We want to check to what extent conformal invariance enables us to determine the coefficients $C_{n, k}$. For this purpose we act on the OPE with $L_{-}$as,

$$
\begin{equation*}
\left[L_{-}, A(x) B(0)\right]=\left(x_{-}\left(2 j_{A}+x \cdot \partial_{x}\right) A(x)-\frac{1}{2} x^{2} \bar{n} \cdot \partial_{x} A(x)\right) B(0)+\ldots \tag{17.50}
\end{equation*}
$$

Inserting (17.49) and taking into account that,

$$
\begin{equation*}
\left[L_{-}, \mathcal{O}_{n, n+k}^{j_{1}, j_{2}}(0)\right]=-k\left(k+2 j_{n}-1\right) \mathcal{O}_{n, n+k-1}^{j_{1}, j_{2}} \tag{17.51}
\end{equation*}
$$

${ }^{3}$ The Jacobi polynomial is given by,

$$
P_{n}^{(a, b)}(z)=\frac{\Gamma(a+n+1)}{n!\Gamma(a+b+n+1)} \sum_{m=0}^{n}\left(\frac{n}{m}\right) \frac{\Gamma(a+b+m+n+1)}{\Gamma(a+m+1)}\left(\frac{z-1}{2}\right)^{m}
$$

[^55]with $j_{n}=j_{1}+j_{2}+n$, we find the following recursion relation for the coefficients $C_{n, k}$,
\[

$$
\begin{equation*}
C_{n, k+1}=-\frac{j_{A}-j_{B}+j_{n}+k}{(k+1)\left(k+2 j_{n}\right)} C_{n, k} \tag{17.52}
\end{equation*}
$$

\]

which is solved by,

$$
\begin{equation*}
C_{n, k}=(-1)^{k} \frac{1}{k!} \frac{\Gamma\left(j_{A}-j_{B}+j_{n}+k\right)}{\Gamma\left(j_{A}-j_{B}+j_{n}\right)} \frac{\Gamma\left(2 j_{n}\right)}{\Gamma\left(2 j_{n}+k\right)} C_{n}, \tag{17.53}
\end{equation*}
$$

where $C_{n}=C_{n, 0}$. Plugging this into (17.49) we get the following form for the OPE,

$$
\begin{align*}
A(x) B(0) & =\sum_{n=0}^{\infty} C_{n}\left(\frac{1}{x^{2}}\right)^{1 / 2\left(t_{A}+t_{B}-t_{n}\right)} \frac{x_{-}^{n+s_{1}+s_{2}-s_{A}-s_{B}}}{B\left(j_{A}-j_{B}+j_{n}, j_{B}-j_{A}+j_{n}\right)} \\
& \times \int_{0}^{1} d u u^{\left(j_{A}-j_{B}+j_{n}-1\right)}(1-u)^{\left(j_{B}-j_{A}+j_{n}-1\right)} \mathcal{O}_{n}^{j_{1}, j_{2}}\left(u x_{-}\right), \tag{17.54}
\end{align*}
$$

where $B(a, b)=\frac{\Gamma(a) \Gamma(b)}{\Gamma(a+b)}$ is the beta function.

### 17.6 Conformal Ward identities

The application of conformal invariance in determining correlation functions was discussed in Section 2.8 for the case of two-dimensional conformal field theories. It includes both the use of the Ward identities associated with the global $S L(2, C)$ transformation ${ }^{5}$ and the full holomorphic conformal transformation. Here in discussing four-dimensional field theories we will encounter two major differences:
(i) Due to the fact that the conformal symmetry group is finite dimensional, there are Ward identities only associated with global transformations.
(ii) When discussing theories with conformal anomalies, there will be modifications of the Ward identities.

Let us start by reminding ourselves of the concept of Ward identities and in particular the conformal ones. Associated with any infinitesimal transformation of a given field $\phi(x) \rightarrow \phi(x)+\delta \phi(x)$, the action that describes the system is transformed into,

$$
\begin{equation*}
S \rightarrow S+\delta S=S+\int \mathrm{d}^{4} x \Delta\left(\phi, \partial_{\mu} \phi\right) \tag{17.55}
\end{equation*}
$$

Associated with this transformation there is a current $J_{\mu}$ such that $\partial^{\mu} J_{\mu}=\Delta$. Obviously where $\Delta=0$ (or a total derivative) the transformation is a symmetry and the corresponding Noether current is conserved. Associated with such a

[^56]transformation of the field there is a constraint on correlation functions of this field. This constraint which is referred to as a Ward identity takes the form,
\[

$$
\begin{align*}
& \partial_{y^{\mu}}<T J_{\mu}(y) \phi\left(x_{1}\right) \ldots \phi\left(x_{N}\right)>=<T \Delta(y) \phi\left(x_{1}\right) \ldots \phi\left(x_{N}\right)> \\
& -i \delta^{4}\left(x_{1}-y\right)<T \delta \phi\left(x_{1}\right) \ldots \phi\left(x_{N}\right)>\ldots \\
& -i \delta^{4}\left(x_{i}-y\right)<T \phi\left(x_{1}\right) \ldots \delta \phi\left(x_{i}\right) \ldots \phi\left(x_{N}\right)>\ldots \\
& -i \delta^{4}\left(x_{N}-y\right)<T \phi\left(x_{1}\right) \ldots \delta \phi\left(x_{N}\right)> \tag{17.56}
\end{align*}
$$
\]

This relation can be derived straightforwardly using the path integral formulation of correlation functions. The Ward identity takes a simpler form when integrating over $y^{\mu}$,

$$
\begin{array}{r}
<T \delta \phi\left(x_{1}\right) \ldots \phi\left(x_{N}\right)>+\ldots+<T \phi\left(x_{1}\right) \ldots \delta \phi\left(x_{i}\right) \ldots \phi\left(x_{N}\right)>+\ldots \\
<T \phi\left(x_{1}\right) \ldots \delta \phi\left(x_{N}\right)>+<T i \delta S \phi\left(x_{1}\right) \ldots \phi\left(x_{N}\right)>=0 . \tag{17.57}
\end{array}
$$

In particular in analogy with (2.56) the Ward identities associated with dilation and special conformal transformation take the form,

$$
\begin{align*}
& \sum_{i}^{N}\left(l_{\phi}+x_{i} \partial_{i}\right)<T \phi\left(x_{1}\right) \ldots \phi\left(x_{N}\right)>=-i \int \mathrm{~d}^{4} x<T \Delta_{D}(x) \phi\left(x_{1}\right) \ldots \phi\left(x_{N}\right)> \\
& \sum_{i}^{N}\left(2 x_{i}^{\mu}\left(l_{\phi}+x_{i} \partial_{i}\right)-2 \Sigma_{\nu}^{\mu} x_{i}^{\nu}-x_{i}^{2} \partial_{i}^{\mu}\right)<T \phi\left(x_{1}\right) \ldots \phi\left(x_{N}\right)> \\
& =-i \int d^{4} x 2 x^{\mu}<T \Delta_{D}(x) \phi\left(x_{1}\right) \ldots \phi\left(x_{N}\right)> \tag{17.58}
\end{align*}
$$

where $l_{\phi}$ is the canonical dimension, namely that of the free field. Similarly to the way we extracted information about the structure of correlators in 2d CFT in Section 2.9, we can now constrain the form of correlators in 4d. The Ward identities associated with the Poincare transformations imply that any correlation function is in fact not a general function of the $N$ coordinates $x_{i}^{\mu}$, but only of the invariants $x_{i j}^{2} \equiv\left(x_{i}-x_{j}\right)^{2}$.

To understand the implication of the dilatation transformation on the correlation function let us first study the theory at its fixed point, namely at a coupling $g^{*}=g\left(\mu^{*}\right)$ such that $\beta\left(g^{*}\right)=0$. Recall that the $\beta$ function is defined as,

$$
\begin{equation*}
\beta(g(\mu))=\mu \frac{\partial}{\partial_{\mu}} g(\mu), \tag{17.59}
\end{equation*}
$$

and hence the vanishing $\beta$ function implies a fixed point of the coupling constant $g$. This will be further discussed below for the case of 4 d QCD. In this case the dilatation Ward identity takes the form of that of a free theory, like the one given in (17.58), apart from the change of scaling dimension,

$$
\begin{equation*}
\sum_{i}^{N}\left(l_{\Phi}+\gamma\left(g^{*}\right)+x_{i} \partial_{i}\right)<T \phi\left(x_{1}\right) \ldots \phi\left(x_{N}\right)>=0 \tag{17.60}
\end{equation*}
$$

where $\gamma\left(g^{*}\right)$ is the anomalous dimension of the filed $\Phi$. As a consequence of this form of the Ward identity, the two-point function of two scalar fields at the fixed point has the form,

$$
\begin{equation*}
<\phi\left(x_{1}\right) \phi\left(x_{2}\right)>=N_{2}\left(g^{*}\right)\left(\mu^{*}\right)^{-2 \gamma\left(g^{*}\right)}\left[\frac{1}{\left(x_{1}-x_{2}\right)^{2}}\right]^{l_{\phi}+\gamma\left(g^{*}\right)} \tag{17.61}
\end{equation*}
$$

For particles with spin $s$ and the same projection on the light-cone,

$$
\begin{equation*}
<\phi\left(x_{1}\right) \phi\left(x_{2}\right)>=N_{2}\left(g^{*}\right)\left(\mu^{*}\right)^{-2 \gamma\left(g^{*}\right)}\left[\frac{1}{\left(x_{1}-x_{2}\right)^{2}}\right]^{l_{\phi}+\gamma\left(g^{*}\right)}\left(\frac{\left(x_{1}-x_{2}\right)_{+}}{\left(x_{1}-x_{2}\right)_{-}}\right)^{s}, \tag{17.62}
\end{equation*}
$$

where it is assumed that $\left(x_{1}-x_{2}\right)_{T}=0$. At the fixed point, namely $\beta\left(g^{*}\right)=0$, the Ward identity associated with the special conformal transformation takes the form of that of a free theory with $l_{\phi}$ again shifted by the anomalous dimension $l_{\phi} \rightarrow l_{\phi}+\gamma\left(g^{*}\right)$.

In two dimensions (see Section 2.8) it was found that the three-point function of primary fields is fully determined by the $S L(2, C)$ symmetry and any fourpoint function of primary fields is determined up to a function of the cross ratio (or anharmonic ratio) $\frac{z_{12} z_{34}}{z_{13} z_{24}}$ and its complex conjugate coordinate. Based on the Poincare, dilation and special conformal transformation in four dimensions, the three-point function is determined here too. For instance, the three-point function of a scalar field is,
$<\phi\left(x_{1}\right) \phi\left(x_{2}\right) \phi\left(x_{3}\right)>=N_{3}\left(g^{*}\right)\left(\mu^{*}\right)^{-3 \gamma\left(g^{*}\right)}\left[\frac{1}{\left(x_{1}-x_{2}\right)^{2}\left(x_{1}-x_{3}\right)^{2}\left(x_{2}-x_{3}\right)^{2}}\right]^{\left[l_{\phi}+\gamma\left(g^{*}\right)\right] / 2}$,
and any correlator of $n>3$ operators depends only on the ratios $\frac{x_{i j} x_{k l}}{x_{i l} x_{j l}}$.
It is worth noting that the Ward identity associated with the dilation (the first equation of (17.58)) is in fact the same as the Callan-Symanzik renormalization group equation. First note that based on dimensional counting and Lorentz invariance the dependence of the $N$ point function on the scale $\mu$ takes the form,

$$
\begin{equation*}
<T \Phi\left(x_{1}\right) \ldots \Phi\left(x_{N}\right)>=\mu^{N l_{\Phi}} G\left(x_{i k}^{2} \mu^{2} ; g(\mu)\right) \tag{17.64}
\end{equation*}
$$

which means that the following relation holds,

$$
\begin{equation*}
\sum_{i=1}^{N}\left(l_{\Phi}+x_{i} \partial_{i}\right)<T \Phi\left(x_{1}\right) \ldots \Phi\left(x_{N}\right)>=\mu \frac{\partial}{\partial \mu}<T \Phi\left(x_{1}\right) \ldots \Phi\left(x_{N}\right)> \tag{17.65}
\end{equation*}
$$

It is easy to realize that the right-hand side of the conformal Ward identity can be rewritten in the form,

$$
\begin{equation*}
i \int \mathrm{~d}^{4} x<T \Delta_{D}(x) \Phi\left(x_{1}\right) \ldots \Phi\left(x_{N}\right)>=-M \frac{\partial}{\partial M}<T \Phi\left(x_{1}\right) \ldots \Phi\left(x_{N}\right)> \tag{17.66}
\end{equation*}
$$

as follows from,

$$
\begin{equation*}
\Delta_{D}(x)=-M \frac{\partial}{\partial M} \mathcal{L}_{\mathrm{eff}} \tag{17.67}
\end{equation*}
$$

for the cases with no explicit dimension-full parameters. We will show this explicitly for the effective theory of 4d QCD below. On the other hand the dependence of the correlator on $M$ follows from the dependence of the field renormalization factor and the dependence of the coupling constant so that,

$$
\begin{equation*}
-M \frac{\partial}{\partial M}<T \Phi\left(x_{1}\right) \ldots \Phi\left(x_{N}\right)>=\left[\beta(g) \frac{\partial}{\partial g}+\sum_{i=1}^{N} \gamma_{\Phi_{i}}\right]<T \Phi\left(x_{1}\right) \ldots \Phi\left(x_{N}\right)>. \tag{17.68}
\end{equation*}
$$

Combining this together with (17.58) and (17.60) we get the Callan-Symanzik equation,

$$
\begin{equation*}
\left[\mu \frac{\partial}{\partial \mu}+\beta(g) \frac{\partial}{\partial g}+\sum_{i=1}^{N} \gamma_{\Phi_{i}}\right]<T \Phi\left(x_{1}\right) \ldots \Phi\left(x_{N}\right)>=0 \tag{17.69}
\end{equation*}
$$

### 17.7 Conformal invariance and $Q C D_{4}$

So far we have discussed the implications of conformal invariance in general, and in particular the invariance properties under the $S L(2, R)$ collinear group and conformal Ward identities. We are now in the position to examine the application of conformal symmetry to four-dimensional QCD. Recall that the action of fourdimensional $S U(N)$ gauge theory with massless quarks takes the form,

$$
\begin{equation*}
\mathcal{L}_{Q C D 4}=-\frac{1}{4} F_{\mu \nu}^{a} F^{\mu \nu a}+i \bar{\psi} \not \bar{D} \psi, \tag{17.70}
\end{equation*}
$$

where $D_{\mu}=\partial_{\mu}-i g t^{a} A_{\mu}^{a}$ is the covariant derivative, and $t^{a}$ as usual are the $N \times N$ matrices in the fundamental representation of the $S U(N)$ algebra. It is straightforward to check that the corresponding classical action is invariant under the full set of fifteen transformations associated with the $S O(2,4)$ symmetry group. In particular it is invariant under the scale transformation given by,

$$
\begin{equation*}
x_{\mu} \rightarrow \lambda x_{\mu} \quad A_{\mu}(x) \rightarrow \lambda A_{\mu}(\lambda x) \quad \psi(x) \rightarrow \lambda^{3 / 2} \psi(\lambda x) \tag{17.71}
\end{equation*}
$$

The invariance under these transformations manifests itself in the form of conservation of the corresponding Noether current,

$$
\begin{equation*}
D_{\mu}=x_{\nu} T^{(T L)^{\mu \nu}}=x_{\nu}\left[F^{\mu \rho a} F_{\rho}^{\nu a}+\frac{i}{2} \bar{\psi}(\stackrel{\leftrightarrow}{D})^{(\mu} \gamma^{\nu)} \psi\right], \quad \partial^{\mu} D_{\mu}=0 \tag{17.72}
\end{equation*}
$$

where $(\stackrel{\leftrightarrow}{D}) \equiv \vec{D}-\overleftarrow{D}$. The classical invariance is not maintained quantum mechanically. This situation of having classical conformal symmetry but not a corresponding quantum mechanical one is referred to as the conformal
anomaly. ${ }^{6}$ In string theory the two-dimensional conformal symmetry is local. Having an anomaly in a local symmetry renders the theory into an inconsistent one. This implies that (at least in flat space-time) the theory will be defined in a critical dimension where the conformal anomaly vanishes. In the four-dimensional field theories discussed here, like $Q C D_{4}$, conformal invariance is a global symmetry and the theory is consistent even when having an anomaly. There are several ways to show that the quantum theory is not scale and hence also not conformal invariant. One may say that the anomaly follows from the fact that the theory has infinities that are cured just by the introduction of a renormalization procedure. The latter involves the introduction of a cutoff scale. Once a scale is introduced the theory is not any more scale invariant.

To see it more explicitly let us consider the low energy effective action of massless $Q C D_{4}$. We expand the gluons and quarks in terms of modes and distinguish the low energy (momentum) modes and the high energy modes. Next we integrate the high energy modes to derive the one loop low energy effective action. It takes the form, ${ }^{7}$

$$
\begin{equation*}
S_{\mathrm{LE}}=-\frac{1}{4} \int \mathrm{~d}^{4} x\left[\left(\frac{1}{g_{0}^{2}}-\frac{\beta_{0}}{16 \pi^{2}} \ln \left(\frac{M^{2}}{\mu^{2}}\right)\right) F_{\mu \nu}^{a} F^{\mu \nu a}+\ldots\right]_{\text {low }} \tag{17.73}
\end{equation*}
$$

where $M$ is the UV cutoff, and $\beta_{0}=\frac{11}{3} N_{c}-\frac{2}{3} N_{f}$ is the coefficient of the one loop beta function. It is easy to check that this one loop renormalized action is not invariant under the scale transformations of (17.71). The variation of the action under those transformation reads,

$$
\begin{equation*}
\delta S=-\frac{1}{32 \pi^{2}} \beta_{0} \ln \lambda \int \mathrm{~d}^{4} x\left[\frac{1}{g_{0}^{2}} F_{\mu \nu}^{a} F^{\mu \nu a}+\ldots\right]_{\mathrm{low}} \tag{17.74}
\end{equation*}
$$

Thus the quantum mechanically (unlike the classical case) dilatation Noether current is not conserved,

$$
\begin{equation*}
\partial_{\mu} D^{\mu} \equiv \Delta_{D}=-\frac{1}{32 \pi^{2}}\left[\beta(g) F_{\mu \nu}^{a} F^{\mu \nu a}\right]_{\mathrm{low}} \tag{17.75}
\end{equation*}
$$

and in deriving the right-hand side of the equation we have used the equations of motion.

The effective action admits also an anomaly with respect to the special conformal transformations.

In (17.46) we discussed the general structure of non-local operators of fourdimensional conformal field theory. In QCD in many cases we encounter a nonlocal operator built from a quark and an anti-quark at light-like separation, with

[^57]a line integral connecting them,
\[

$$
\begin{equation*}
\mathcal{Q}_{\mu}\left(\alpha_{1}, \alpha_{2}\right)=\bar{\psi}\left(\alpha_{1}\right) \gamma_{\mu} P \mathrm{e}^{i g \int_{\alpha_{2}}^{\alpha_{1}} \mathrm{~d} t A_{+}(t)} \psi\left(\alpha_{2}\right) \tag{17.76}
\end{equation*}
$$

\]

where $P$ stands for path ordering. The path integral factor will be denoted [ $\alpha_{1}, \alpha_{2}$ ]. In performing the short distance expansion we need now to identify the corresponding conformal operators. To relate the operator $\psi$ to a primary operator we first have to make a spin projection in the following way,

$$
\begin{equation*}
\psi_{+}=\Gamma_{+} \psi \quad \psi_{-}=\Gamma_{-} \psi \quad \psi=\psi_{+}+\psi_{-} \tag{17.77}
\end{equation*}
$$

where,

$$
\begin{equation*}
\Gamma_{+}=\frac{1}{2} \gamma_{-} \gamma_{+}, \quad \Gamma_{-}=\frac{1}{2} \gamma_{+} \gamma_{-}, \quad \Gamma_{-}+\Gamma_{+}=1 \tag{17.78}
\end{equation*}
$$

The spin projected parts are,

$$
\begin{equation*}
\psi_{+}(s=+1 / 2, j=1, t=1) \quad \psi_{-}(s=-1 / 2, j=1 / 2, t=2) \tag{17.79}
\end{equation*}
$$

With this identification we define the quark anti-quark operators:

$$
\begin{align*}
& \text { twist }-2: \mathcal{Q}_{+}=\bar{\psi}_{+} \gamma_{+} \psi_{+} \equiv \mathcal{Q}^{(1,1)} \\
& \text { twist }-3: \mathcal{Q}_{T}=\bar{\psi}_{+} \gamma_{T} \psi_{-}+\bar{\psi}_{-} \gamma_{T} \psi_{+} \equiv \mathcal{Q}^{(1,1 / 2)}+\mathcal{Q}^{(1 / 2,1)} \\
& \text { twist }-4: \mathcal{Q}_{-}=\bar{\psi}_{-} \gamma_{-} \psi_{-} \equiv \mathcal{Q}^{(1 / 2,1 / 2)} \tag{17.80}
\end{align*}
$$

The corresponding local conformal operators are,

$$
\begin{align*}
Q_{n}^{1,1}(\alpha) & =\left(i \partial_{+}\right)^{n}\left[\bar{\psi}(\alpha) \gamma_{+} C_{n}^{3 / 2}\left(\stackrel{\leftrightarrow}{D}_{+} / d_{+}\right) \psi(\alpha)\right], \\
Q_{n}^{1,1 / 2}(\alpha) & =\left(i \partial_{+}\right)^{n}\left[\bar{\psi}(\alpha) \gamma_{+} \gamma_{T} \gamma_{-} P_{n}^{1,0}\left(\stackrel{\leftrightarrow}{D_{+}} / d_{+}\right) \psi(\alpha)\right], \\
Q_{n}^{1 / 2,1 / 2}(\alpha) & =\left(i \partial_{+}\right)^{n}\left[\bar{\psi}(\alpha) \gamma_{-} C_{n}^{1 / 2}\left(\stackrel{\leftrightarrow}{D}_{+} / d_{+}\right) \psi(\alpha)\right], \tag{17.81}
\end{align*}
$$

where

$$
\begin{equation*}
\stackrel{\leftrightarrow}{D}_{+}=\vec{D}_{+}-\overleftarrow{D}_{+} \quad d_{+}=\vec{D}_{+}+\overleftarrow{D}_{+} \tag{17.82}
\end{equation*}
$$

and where the Jacobi polynomials with two identical indices were replaced by the Gegenbauer polynomials $P^{(1,1)} \sim C_{n}^{3 / 2}$ and $P^{(0,0)} \sim C_{n}^{1 / 2}$.

A similar analysis can be carried out for the gluons. The various components of the gluon field have the following properties,

$$
\begin{align*}
& F_{+T}(s=+1, j=3 / 2, t=1) \quad F_{T T}, F_{+-}(s=0, j=1, t=2) \\
& F_{-T}(s=-1, j=1 / 2, t=3) . \tag{17.83}
\end{align*}
$$

Local operators built from two-gluon fields with leading twist are,

$$
\begin{equation*}
\mathcal{G}_{n}^{3 / 2,3 / 2}(\alpha)=\left(i \partial_{+}\right)^{n}\left[F_{+T}(\alpha) C_{n}^{5 / 2}\left(\stackrel{\leftrightarrow}{D}_{+} / d_{+}\right) F_{+T}(\alpha)\right] . \tag{17.84}
\end{equation*}
$$

Another application of conformal invariance to QCD is the determination of the OPE of two electromagnetic currents $j_{\mu}^{\mathrm{EM}}=\sum_{i} e_{i} \bar{\psi}_{i} \gamma_{\mu} \psi_{i}$ where the $e_{i}$ are the
charges of the $u, d$ and $s$ quarks. At the tree level only the transverse components are of interest. The latter have spin $s_{j}=0$ and twist $t_{j}=3$. The quark operators $\mathcal{Q}_{n}^{1,1}$ are the relevant basis for the expansion, with conformal spin $j_{n}=\left(l_{n}+1+\right.$ $n) / 2=n+2$ and $t_{n}=\left(l_{n}-1-n\right) / 2=2$. As $\Delta=1$ we find

$$
\begin{gather*}
J^{T}(x) J^{T}(0) \sim \\
\sum_{n=0}^{\infty} C_{n}\left(\frac{1}{x^{2}}\right)^{\left(6-t_{n}\right) / 2}\left(-i x_{-}\right)^{n+1} \frac{\Gamma\left(2 j_{n}\right)}{\Gamma\left(j_{n}\right) \Gamma\left(j_{n}\right)} \int_{0}^{1} \mathrm{~d} u[u(1-u)]^{j_{n}-1} \mathcal{Q}_{n}^{1,1}\left(u x_{-}\right) . \tag{17.85}
\end{gather*}
$$

The coefficients $C_{n}$ can be extracted from deep inelastic scattering via the following matrix element of forward scattering,

$$
\begin{equation*}
<P\left|J^{T}(x) J^{T}(0)\right| P>\sim \sum_{n=0}^{\infty} C_{n}\left(\frac{1}{x^{2}}\right)^{\left(6-t_{n}\right) / 2}\left(-i x_{-}\right)^{n+1}<P\left|\mathcal{Q}_{n}^{1,1}(0)\right| P> \tag{17.86}
\end{equation*}
$$

Another application of the COPE is the determination of the short-distance expansion of the operator $\mathcal{Q}_{+}(17.76)$. This case is characterized by $s_{A}=s_{B}=$ $s_{1}=s_{2}=\frac{1}{2}$ so that $\Delta=0$ and $l_{A}=l_{B}=l_{1}=l_{2}=\frac{3}{2}$ and we find,
$\mathcal{Q}_{+}\left(\alpha_{1}, \alpha_{2}\right) \sim \sum_{n=0}^{\infty} \tilde{C}_{n}(-i)^{n}\left(\alpha_{1}-\alpha_{2}\right)^{n} \int_{0}^{1} \mathrm{~d} u u^{n+1}(1-u)^{n+1} \mathcal{Q}_{n}^{1,1}\left(u \alpha_{1}+(1-u) \alpha_{2}\right)$,
where $\tilde{C}_{n}=\frac{C_{n} \Gamma(n+2)^{2}}{\Gamma(2 n+4)}$ which can be determined again from forward matrix elements and are found to be $\tilde{C}_{n}=\frac{2(2 n+3)}{(n+1)!}$.

Conformal invariance can be used at short distances to give predictions for the quark distribution amplitudes for flavor non-singlet mesons, namely the wave functions which control the behavior of the exclusive mesons processes at large momentum transfer. Here we discuss as an example the pion distribution amplitude in the leading twist order.

The basic ingredient in computing exclusive reactions including a large momentum transfer to a pion is the matrix element of a quark anti-quark between the vacuum and a one pion state. By using the light-cone gauge $A_{+}=0$ the Wilson line (17.76) is set to unity. We choose a frame where $p_{\mu}=p_{+} n_{-\mu}$ and $x^{\mu}=x_{-} n_{+}^{\mu}+x_{T}^{\mu}, x_{+}=0$ so that $x^{2}=x_{T}^{2}$. The matrix element can then be written as,

$$
\begin{gather*}
<0\left|\bar{d}(0)[0, \infty n] \gamma_{+} \gamma_{5}[\infty n+x, x] u(x)\right| \pi^{+}(p)>= \\
i f_{\pi} p_{+} \int_{0}^{1} \mathrm{~d} y \mathrm{e}^{-i y(p \cdot x)} f\left(y, \ln x^{2}\right)+O\left(x^{2}\right) \tag{17.88}
\end{gather*}
$$

This matrix element is the probability amplitude to find the pion in the valence state consisting of a u-quark carrying a momentum $y$ and an anti-d quark of momentum $\bar{y}=1-y$ and have a transverse separation $x_{T}$. This amplitude is intimately related to the pion electromagnetic form factor for large momentum transfer $Q^{2}$ and small separation distance of the order $x_{T} \sim 1 / Q^{2}$. To approach
this limit, one defines the pion distribution amplitude taken at exactly light-like separation where $x_{T}=0$. This amplitude reads,

$$
\begin{equation*}
<0\left|\bar{d}(0)[0, \alpha] \gamma_{+} \gamma_{5} u(\alpha)\right| \pi^{+}(p)>=i f_{\pi} p_{+} \int_{0}^{1} \mathrm{~d} y \mathrm{e}^{-i y\left(\alpha p_{+}\right)} \phi_{\pi}(y, \mu) \tag{17.89}
\end{equation*}
$$

The distribution amplitude $\phi_{\pi}(y, \mu)$ is scale and scheme dependent. In fact the small transverse distance behavior of the valence component of the pion wave function is traded for the scale dependence of the distribution amplitude.

It can be shown that the evolution equation of $\phi_{\pi}(y, \mu)$ is given by,

$$
\begin{equation*}
\mu^{2} \frac{\mathrm{~d}}{\mathrm{~d} \mu^{2}} \phi_{\pi}(y, \mu)=\int_{0}^{1} \mathrm{~d} \tilde{y} V\left(y, \tilde{y}, \alpha_{s}(\mu) \phi_{\pi}(y, \mu)\right. \tag{17.90}
\end{equation*}
$$

where to leading order in $\alpha_{s}$ the integral kernel is given by,

$$
\begin{equation*}
V_{0}(y, \tilde{y})=C_{\mathrm{F}}\left[\frac{1-y}{1-\tilde{y}}\left(1+\frac{1}{y-\tilde{y}}\right) \theta(y-\tilde{y})+\frac{\tilde{y}}{y}\left(1+\frac{1}{y-\tilde{y}}\right) \theta(y-\tilde{y})\right]_{+} \tag{17.91}
\end{equation*}
$$

where ]+ stands for,

$$
\begin{equation*}
[V(\tilde{y}, y)]_{+}=V(\tilde{y}, y)-\delta(y-\tilde{y}) \int_{0}^{1} \mathrm{~d} t V(t, \tilde{y}) \tag{17.92}
\end{equation*}
$$

Instead of solving this evolution equation one can alternatively proceed by expanding both sides of (17.90) in powers of $\alpha$. In this way moments of the distribution amplitude are related to matrix elements of renormalized local operators in the following form,

$$
\begin{equation*}
<0\left|\bar{d}(0) \gamma_{+} \gamma_{5}\left(i \stackrel{\leftrightarrow}{D_{+}}\right)^{n} u(0)\right| \pi^{+}(p)>=i f_{\pi}\left(p_{+}\right)^{n+1} \int_{0}^{1} \mathrm{~d} y(2 y-1)^{n} \phi_{\pi}(y, \mu) \tag{17.93}
\end{equation*}
$$

This is similar to the leading twist operators that enter the OPE for the unpolarized deep inelastic scattering apart from the flavor, the additional $\gamma_{5}$ factor and the fact that now one has to take into account mixing with operators that contain total derivatives of the form,

$$
\begin{equation*}
\mathcal{O}_{n-k, k}=\left(i \partial_{+}\right)^{k} \bar{d}(0) \gamma_{+} \gamma_{5}\left(i \overleftrightarrow{\Delta}_{+}\right)^{n-k} u(0) \tag{17.94}
\end{equation*}
$$

The mixing matrix is in fact triangular since operators with fewer total derivatives can only mix with operators with more total derivatives but not the other way around. The components of the matrix on the diagonal are true anomalous dimensions, which are identical to those of inelastic scattering,

$$
\begin{equation*}
\gamma_{n}^{(0)}=C_{\mathrm{F}}\left(1-\frac{2}{(n+1)(n+2)}+4 \sum_{m=2}^{n+1} \frac{1}{m}\right) \tag{17.95}
\end{equation*}
$$

where,

$$
\begin{equation*}
<P\left|\mathcal{O}_{n, 0}(\mu)\right| P>=<P\left|\mathcal{O}_{n, 0}\left(\mu_{0}\right)\right| P>\left(\frac{\alpha_{s}(\mu)}{\alpha_{s}\left(\mu_{0}\right)}\right)^{\frac{\gamma_{n}^{(0)}}{\beta_{0}}} \quad \beta_{0}=\frac{11}{3} N_{c}-\frac{2}{3} N_{f} \tag{17.96}
\end{equation*}
$$

Conformal invariance is useful in finding the eigenvectors of the mixing matrix since conformal operators with different conformal spins cannot mix under renormalization to leading order. This happens since to leading order the renormalization is determined by counter terms of the tree level which is conformal invariant. Thus the mixing eigenvector operators are $Q^{1,1}(x)$ defined in (17.80) with the right flavor and $\gamma$ matrices structure,

$$
\begin{equation*}
Q_{n}^{1,1}(x)=\left(i \partial_{+}\right)^{n}\left[\bar{d}(x) \gamma_{+} \gamma_{5} C_{n}^{3 / 2}\left(\stackrel{\leftrightarrow}{D}_{+} / d_{+}\right) u(x)\right] \tag{17.97}
\end{equation*}
$$

Note that because of their flavor content these operators cannot mix with operators made out of gluons and they also cannot mix with operators with more fields since they have higher twist. Thus the operators (17.97) are the only relevant ones and they must be multiplicatively renormalized. Comparing (17.93) with (17.97) one concludes that the Gegenbauer moments of the pion distribution amplitudes are given in terms of reduced matrix elements of conformal operators,

$$
\begin{equation*}
i f_{\pi} p_{+}^{n+1} \int_{0}^{1} \mathrm{~d} y C_{n}^{3 / 2}(2 y-1) \phi_{\pi}(y, \mu)=<0\left|Q_{n}^{1,1}(0)\right| \pi^{+}(p)> \tag{17.98}
\end{equation*}
$$

As was mentioned above these operators are renormalized by a multiplication and the corresponding anomalous dimension is given by (17.95). Thus the final picture is that the distribution amplitude $\phi_{\pi}(u, \mu)$ can be expanded in a series of Gegenbauer polynomials,

$$
\begin{align*}
\phi_{\pi}(u, \mu) & =6 u(1-u) \sum_{n=0}^{\infty} \phi_{n}(\mu) C_{n}^{3 / 2}(2 u-1) \\
\phi_{n}(\mu) & =\left(i f_{\pi} p_{+}^{n+1}\right)^{-1} \frac{2(2 n+3)}{3(n+1)(n+2)}<0\left|Q_{n}^{1,1}(0)\right| \pi^{+}(p)> \\
\phi_{n}(\mu) & =\phi_{n}\left(\mu_{0}\right)\left(\frac{\alpha_{s}(\mu)}{\alpha_{s}\left(\mu_{0}\right)}\right)^{\frac{\gamma_{r}^{(0)}}{\beta_{0}}} . \tag{17.99}
\end{align*}
$$

This example demonstrates the application of conformal invariance to solve the problem of operator mixing. There are other applications of conformal symmetry to four-dimensional QCD. We refer the interested reader to [43]. The predictions based on conformal symmetry beyond one loop, for the sector with $\beta=0$ [51], turned out to be in contradiction with explicit calculations [79]. This paradox was resolved in [166].

## 18

## Integrability in four-dimensional gauge dynamics

Integrability was discussed in Chapter 5 in the context of two-dimensional models. In particular solutions of spin chain models based on the Bethe ansatz approach were described in some detail. Integrable models are characterized by having the same number of conserved charges as the number of physical degrees of freedom. Furthermore, the scattering processes of those models always involve conservation of the number of particles.

A natural question at this point is whether integrability is a property of only two-dimensional models or whether one can also identify systems in four dimensions that admit integrability. Four-dimensional gauge theories have generically infinite numbers of degrees of freedom and their interactions do not conserve the number of particles. Thus four-dimensional gauge theories like the YM theory are not integrable theories. However, it turns out, as will be shown in this chapter, that various sectors of certain four-dimensional gauge theories, which are derived upon imposing certain limits, do admit integrability.

The two-dimensional integrable models discussed in Chapter 5 were nonconformal ones and were characterized by a scale and hence also with particles and an S-matrix. On the other hand the integrable sectors of four-dimensional gauge theories that we are about to describe are conformal invariant. The main idea is that these special conformal invariant sectors can be mapped into twodimensional spin chains that were described in Section 5.14.

The investigation of this issue is far from complete. Nevertheless, a large body of knowledge has already been accumulated. In recent years this has followed the lines of the AdS/CFT duality [158] which is not covered in this book. ${ }^{1}$ The purpose of this section is just to demonstrate the idea of the map between gauge theories and in particular QCD and integrable spin chain models. This will be done by describing the following cases:
(i) $\mathcal{N}=4$ super YM theory in four dimensions.
(ii) Scale dependence of composite operators in QCD.
$\mathcal{N}=4$ super YM theory is known to be the maximal global supersymmetric theory in four dimensions. Since supersymmetry is beyond the scope of this book we will not discuss it in the context of the $\mathcal{N}=4$ SYM. Thus the description

[^58]of the integrable aspects of the theory will be incomplete and will be missing certain essential parts. However, since $\mathcal{N}=4$ SYM is the simplest interacting four-dimensional non-abelian gauge theory we start with this and then proceed to a certain limit in non-supersymmetric QCD.

There are several review papers on integrability in four-dimensional gauge dynamics. In this chapter we follow [31] about the integrability of $\mathcal{N}=4$ SYM theory and [34] for the scale dependence of composite operators of QCD.

### 18.1 Integrability of large $N$ four-dimensional $\mathcal{N}=4 \mathrm{SYM}$

The Lagrangian of $\mathcal{N}=4 \mathrm{SYM}$ is given by,

$$
\begin{align*}
& \mathcal{L}_{\mathcal{N}=4}=-\frac{1}{4} \operatorname{Tr}\left[F_{\mu \nu} F^{\mu \nu}\right]+\frac{1}{2} \operatorname{Tr}\left[D_{\mu} \Phi_{n} D^{\mu} \Phi^{n}\right]-\frac{1}{4} g^{2} \operatorname{Tr}\left[\left[\Phi^{m}, \Phi^{n}\right]^{2}\right] \\
& +\operatorname{Tr}\left[\dot{\psi}_{\dot{\alpha}}^{a} \sigma_{\mu}^{\dot{\alpha} \beta} D^{\mu} \psi_{\beta a}\right]-\frac{i}{2} g \operatorname{Tr}\left[\psi_{\alpha a} \sigma_{m}^{a b} \epsilon^{\alpha \beta}\left[\Phi^{m}, \psi_{\beta b}\right]\right]-\frac{i}{2} g \operatorname{Tr}\left[\dot{\psi}_{\dot{\alpha}}^{a} \sigma_{a b}^{m} \epsilon^{\dot{\alpha} \dot{\beta}}\left[\Phi_{m}, \dot{\psi}_{\dot{\beta}}^{b}\right]\right] \tag{18.1}
\end{align*}
$$

where $F_{\mu \nu}$ is the field strength associated with an $S U(N)$ gauge group, $\Phi^{m}$ is a set of six $m=1, \ldots, 6$ scalar fields, and $\psi$ and $\dot{\psi}$ are doublets of $S U(2) \times S U(2)$. Both the scalars and the spinors are in the adjoint representation of $S U(N)$. The matrices $\sigma^{\mu}$ and $\sigma^{m}$ are the chiral projections of the gamma matrices in four and six dimensions, respectively and $\epsilon$ is the totally antisymmetric tensor of $S U(2)$. It is convenient to write the corresponding action as,

$$
\begin{equation*}
S=N \int \frac{\mathrm{~d}^{4} x}{4 \pi^{2}} \mathcal{L}_{\mathcal{N}=4} \tag{18.2}
\end{equation*}
$$

where the coupling constant is taken to be $g^{2} \equiv \frac{g_{Y M}^{2} N}{8 \pi^{2}}$.
It is well known that the theory, on top of being invariant under $\operatorname{SU}(N)$ gauge symmetry and $S O(6)$ global symmetry, is also conformal invariant and in fact superconformal invariant. The $\beta$ function of the theory which vanishes to all orders in perturbation theory is believed to vanish also non-perturbatively and hence the theory is assumed to be conformal also in the quantum level. In Section 17.1 we have described the conformal symmetry algebra in four dimensions. Recall the $S O(2,4)^{2}$ conformal transformations (see 17.7) which are being generated by $P^{\mu}, S^{\mu \nu}, \mathcal{D}, K^{\mu}$, the generators of space-time translations, Lorentz transformations, dilation and special conformal transformation, respectively.

A major player in the structure of the $\mathcal{N}=4$ is the dilatation operator $\mathcal{D}$. Whereas the generators of the Poincare group do not get quantum corrections, the dilatation operator does so that in fact,

$$
\begin{equation*}
\mathcal{D}=\mathcal{D}_{0}+\delta \mathcal{D}(g), \tag{18.3}
\end{equation*}
$$

[^59]

Fig. 18.1. A single trace operator as a spin chain.
where $D_{0}$ is the classical operator and $\delta D$ is the anomalous dilation operator which obviously depends on the gauge coupling $g$.

The "states" of the theory take the form of multi-trace gauge invariant operators,

$$
\begin{equation*}
\operatorname{Tr}[\mathcal{W} \ldots \mathcal{W}] \ldots \operatorname{Tr}[\mathcal{W} \ldots \mathcal{W}] \quad \mathcal{W} \in\left\{D^{k} \Phi, D^{k} \Psi, D^{k} \dot{\Psi}, D^{k} F\right\} \tag{18.4}
\end{equation*}
$$

where $D$ stands for the covariant derivative and $F \equiv F_{\mu \nu}$ is the field strength. The Hilbert space of states is built, as for any conformal field theory, from Verma modules each characterized by a highest weight state or a primary state, which were defined in (2.8). An example of a highest weight state is $|\mathcal{K}\rangle=$ $\eta^{m n} \operatorname{Tr}\left[\Phi_{m} \Phi_{n}\right]$. The rest of the Verma module includes the descendant states which are derived by acting with lowering operators on primary states. Needless to say the general structure of correlation functions of four-dimensional conformal field theories discussed in Section 17.6 applies also for the case of the $\mathcal{N}=4 \mathrm{SYM}$. In particular recall (2.8) that the two-point function of two operators is given by,

$$
\begin{equation*}
<\mathcal{O}\left(x_{1}\right) \mathcal{O}\left(x_{2}\right)>=\frac{M(g)}{\left|x_{1}-x_{2}\right|^{2 \mathcal{D}(g)}} . \tag{18.5}
\end{equation*}
$$

The anomalous dimension can be computed perturbatively as a power series in $g$. As was discussed in Chapter 7 the perturbation expansion becomes much more tractable in the large $N$ limit, namely, in the planar limit. In this limit the dominant diagram has a vanishing Euler number $\chi=2 C-2 G-T=0$ where $C, G, T$ stand for the number of components, genus, namely the number of handles, and the number of traces, respectively. Since each component requires two traces, one incoming and one outgoing, it implies that the planar limit projects onto diagrams with $G=0$ and $T=2 C$. This means that only single trace operators are relevant.

We have seen above that in the planar limit we deal with single trace operators. Pictorially, (see Fig. 18.1) a single trace operator looks like a cyclic spin chain. This map can be made precise. Spin chain as integrable models were discussed in Section 5.14. Recall that a spin chain includes a set of $L$ spins with cyclic adjacency property. ${ }^{3}$ The spin at each site is a module of the symmetry algebra of the system. The Hilbert space of the whole system is the tensor product of $L$ modules. In Section 5.14 we discussed only chains with a fixed number

[^60]Table 18.1. $\quad \mathcal{N}=4$ SYM theory to spin chain dictionary

| planar $\mathcal{N}=4 \mathrm{SYM}$ | spin chain |
| :--- | :--- |
| Single trace operator | Cyclic spin chain |
| Field operator | Spin at a site |
| Anomalous dilatation operator $g^{-2} \delta \mathcal{D}$ | Hamiltonian |
| Anomalous dimension | Energy eigenvalue |
| Cyclicity constraint | Zero momentum condition $U=1$ |

of spins. One can generalize this situation to incorporate also a dynamic spin chain with an unfixed number of spins. In this case the Hilbert space is a tensor product of all Hilbert spaces of a fixed length. In the Heisenberg model each spin has two possible states and the Hilbert space is therefore $\mathcal{C}^{\left(2^{(L)}\right)}$. In general the spin in the chain can point in more than two directions and in particular also in infinitely many directions, as is the case for the spin chain of the $\mathcal{N}=4$ SYM theory. In the latter case the spin is mapped into a field operator and the possible spin states to the components of the gauge symmetry multiplet. The cyclicity of the single trace operators maps into a constraint on the spin chain so that states that differ by a trivial shift are identified and hence states with non-trivial momentum are unphysical. In the language of Section 5.14 we have to impose $U=1$ as a constraint. In the Heisenberg model this renders the Hilbert space into $\frac{\mathcal{C}^{\left(2^{(L)}\right)}}{Z_{L}}$. The Hamiltonian of the spin chain model translates into the dilatation operator and the energy eigenvalues to the anomalous dimensions. The full correspondence between the spin chain and the planar limit of the $\mathcal{N}=4$ SYM theory is summarized in Table 18.1.

Once the correspondence with a spin chain model has been established, one can proceed in a similar way as for the Heisenberg spin chain model. The next step is to write down the algebraic Bethe ansatz which now corresponds to an $S O(6)$ symmetry if one considers operators constructed only from the fields $\Phi_{m}$ or in general the $\operatorname{psu}(2,2 \mid 4)$ for the full $\mathcal{N}=4$ SYM theory. The algebraic Bethe ansatz, the analog of (18.6) now reads as follows,

$$
\begin{equation*}
\left(\frac{\lambda_{k}+i / 2 V_{j k}}{\lambda_{k}-i / 2 V_{j k}}\right)^{L}=\prod_{l \neq k}^{K} \frac{\lambda_{k}-\lambda_{l}+i M_{j_{k}, j_{l}}}{\lambda_{k}-\lambda_{l}-i M_{j_{k}, j_{l}}}, \tag{18.6}
\end{equation*}
$$

where $L$ is the size of the chain ( $N$ in (5.224)), the total number of excitation is $K\left(l\right.$ in (5.224)) and where for each of the corresponding Bethe roots $\lambda_{k}$ one specifies which of the simple roots is excited by $j_{k}$ which takes the values of $1, \ldots . \#_{\text {sr }}$ with $\#_{\text {sr }}$ being the number of simple roots which for the $S O(6)$ case is three and for the $p s u(2,2 \mid 4)$ is seven. $M$ is the Cartan matrix of the algebra (1 in (5.224)) and $V$ are the Dynkin labels of the representation ( $s$ in (5.224)).

The condition of zero momentum now reads,

$$
\begin{equation*}
1=U=\prod_{k=1}^{K} \frac{\lambda_{k}+\frac{i}{2} V_{j k}}{\lambda_{k}-\frac{i}{2} V_{j k}} \tag{18.7}
\end{equation*}
$$

The energy of a configuration of roots that satisfies the Bethe equation is,

$$
\begin{equation*}
E=\sum_{k=1}^{K} \frac{V_{j k}}{\lambda_{k}^{2}+\frac{1}{4} V_{j k}^{2}} \tag{18.8}
\end{equation*}
$$

This is of course the analog of (5.225) and the higher conserved charges are,

$$
\begin{equation*}
Q_{r}=\frac{i}{r-1} \sum_{k=1}^{K}\left(\frac{1}{\left(\lambda_{k}^{2}+\frac{i}{2} V_{j k}\right)^{r-1}}-\frac{1}{\left(\lambda_{k}^{2}-\frac{i}{2} V_{j k}\right)^{r-1}}\right) \tag{18.9}
\end{equation*}
$$

The leading order part of the transfer matrix reads,

$$
\begin{equation*}
T(\lambda)=\prod_{k=1}^{K} \frac{\lambda-\lambda_{k}+\frac{i}{2} V_{j k}}{\lambda-\lambda_{k}-\frac{i}{2} V_{j k}}+\ldots \tag{18.10}
\end{equation*}
$$

It was shown that these generalized Bethe equations provide a solution to the planar anomalous dimensions of the $\mathcal{N}=4$ SYM theory [162]. This is just the tip of the iceberg. The integrable structure of the planar $\mathcal{N}=4$ has been investigated very thoroughly in recent years. For an early review on the topic the reader can consult [31]. As an epilog let us mention that, as was shown in [106], one can identify in a similar manner with what was done in $\mathcal{N}=4$ SYM [35], a spin chain structure in gauge theories which are confining and with less or even no supersymmetries. In that case the spin chain Hamiltonian would not correspond to the dilatation operator but was rather associated with the excitation energies of hadrons.

### 18.2 High energy scattering and integrability

High energy scattering is characterized by the fact that the Mandelstam parameter $s=\left(p_{A}+p_{B}\right)^{2}$ is the largest scale of the system, and in the limit of $s \rightarrow \infty$ the energy dependence corresponds to a renormalization group flow of the dynamical system that "resides" on the two dimensions transverse to the scattering plane.

It is convenient to study the properties of the high energy scattering amplitude $\mathcal{A}(s, t)$ using the Mellin transform,

$$
\begin{equation*}
\mathcal{A}(s, t)=i s \int_{\delta-i \infty}^{\delta+i \infty} \frac{\mathrm{~d} w}{2 \pi i} s^{w} \tilde{\mathcal{A}}(w, t), \tag{18.11}
\end{equation*}
$$

where the integration contour goes to the right of the poles of $\mathcal{A}(w, t)$ in the $w$ complex plane. The high energy asymptotic of $\mathcal{A}(s, t)$ is determined by the poles of the partial wave amplitudes, namely if $\tilde{\mathcal{A}}(w, t) \sim \frac{1}{\left(w-w_{0}(t)\right)}$, then $\mathcal{A}(s, t) \sim i s^{1+w_{0}(t)}$. Poles in the $w$ plane are referred to as reggeons and the position of the pole is called the reggeon trajectory.

The partial wave amplitude $\tilde{\mathcal{A}}(w, t)$ can be written using the impact parameter representation as follows,

$$
\begin{align*}
\tilde{\mathcal{A}}(w, t) & =\int d^{2} b_{0} \mathrm{e}^{i\left(q b_{0}\right)} \int \mathrm{d}^{2} b_{A} \mathrm{~d}^{2} b_{B} \Phi_{A}\left(\vec{b}_{A}-\vec{b}_{0}\right) T_{w}\left(\vec{b}_{A}, \vec{b}_{B}\right) \Phi_{B}\left(\vec{b}_{B}\right) \\
& \equiv \int \mathrm{d}^{2} b_{0} \mathrm{e}^{i\left(q b_{0}\right)}<\Phi\left(b_{0}\right)\left|\mathcal{T}_{w}\right| \Phi(0)>, \tag{18.12}
\end{align*}
$$

where the impact factors $\Phi_{A}\left(\vec{b}_{A}\right)$ and $\Phi_{B}\left(\vec{b}_{B}\right)$ are the parton distributions which are functions of the transverse coordinates $\vec{b}_{A}=\vec{b}_{A}^{1}, \vec{b}_{A}^{2}, \ldots, \vec{b}_{A}^{n}$ for the A colliding hadron and $\vec{b}_{B}=\vec{b}_{B}^{1}, \vec{b}_{B}^{2}, \ldots, \vec{b}_{B}^{n}$ for the B hadron, and $\mathcal{T}_{w}\left(\vec{b}_{A}, \vec{b}_{B}\right)$ is the scattering (partial wave) amplitude for a given parton configuration. The idea behind this representation of the amplitude is that the transverse coordinates of the partons can be considered as "frozen" during the interaction. It implies that the structure of the poles in the $w$-plane does not depend on the parton distribution in the colliding hadrons but rather on the general properties of the gluon interaction of the t-channel. It was shown [145], that the propagators of the t-channel gluons develop their own Regge trajectory due to interactions. A t-channel gluon "dressed" by the virtual corrections is referred to as reggeized gluon. The reggeized gluons are the relevant degrees of freedom of the high energy scattering. The partial waves $\mathcal{T}_{w}\left(\vec{b}_{A}, \vec{b}_{B}\right)$ can be classified according to the number of the reggeized gluons propagating in the t-channel. The minimal number required to get a colorless exchange is two gluons. We will discuss here only this case. It can be shown that the amplitude $\mathcal{T}_{w}\left(\vec{b}_{A}^{1}, \vec{b}_{A}^{2} \vec{b}_{B}^{1} \vec{b}_{B}^{2}\right)$ satisfies the so-called BFKL equation that reads [23], [145],

$$
\begin{equation*}
w \mathcal{T}_{w}=\mathcal{T}_{w}^{(0)}+\frac{\alpha_{s} N_{c}}{\pi} H_{B F K L} \mathcal{T}_{w} \tag{18.13}
\end{equation*}
$$

where $\mathcal{T}_{w}^{(0)}$ corresponds to the free exchange of two gluons. Formally one can write the solution as,

$$
\begin{equation*}
\mathcal{T}_{w}=\left[w-\frac{\alpha_{s} N_{c}}{\pi} H_{B F K L}\right]^{-1} \mathcal{T}_{w}^{(0)} \tag{18.14}
\end{equation*}
$$

so that the singularities of $\mathcal{T}_{w}$ are determined by the eigenvalues of the operator,

$$
\begin{equation*}
H_{B F K L} \Psi_{\alpha}\left(\vec{b}^{1}, \vec{b}^{2}\right)=E_{\alpha} \Psi_{\alpha}\left(\vec{b}^{1}, \vec{b}^{2}\right), \tag{18.15}
\end{equation*}
$$

where $\Psi_{\alpha}$ is the eigenstate. The high energy behavior of the scattering amplitude is dominated by the right-most singularity of $\mathcal{T}_{w}$, namely on the maximal eigenvalue $\left(E_{\alpha}\right)_{\max }$. The equation (18.15) has the interpretation of the two-dimensional Schrödinger equation of two interacting particles. The interacting particles can be identified with reggeized gluons and $\Psi_{\alpha}\left(\vec{b}^{1}, \vec{b}^{2}\right)$ is the wavefunction of a colorless bound state of them. Defining the holomorphic and
anti-holomorphic coordinates of the reggeized gluons as follows,

$$
\begin{equation*}
z_{j}=x_{j}+i y_{j} \quad \bar{z}_{j}=x_{i}-i y_{i} \tag{18.16}
\end{equation*}
$$

where $\vec{b}_{j}=\left(x_{j}, y_{j}\right)$, we can split the BFKL Hamiltonian into a sum of two terms, one that acts only on the holomorphic coordinates and another that acts only on the anti-holomorphic ones, as follow $H_{B F K L}=H+\bar{H}$ where,

$$
\begin{equation*}
H=\partial_{z_{1}}^{-1} \ln \left(z_{12}\right) \partial_{z_{1}}+\partial_{z_{2}}^{-1} \ln \left(z_{12}\right) \partial_{z_{2}}+\ln \left(\partial_{z_{1}} \partial_{z_{2}}\right)-2 \psi(1) \tag{18.17}
\end{equation*}
$$

where $z_{12}=z_{1}-z_{2}, \psi(x)$ is the Euler digamma function defined by $\psi(x)=$ $\frac{\mathrm{d} \ln \Gamma(x)}{\mathrm{d} x}$ and in $\bar{H}$ we replace all the $z_{i} \mathrm{~S}$ by $\bar{z}_{i} \mathrm{~s}$.

The BFKL Hamiltonian is further invariant under $S L(2, C)$ transformations. Denoting the $S L(2, C)$ generators (see Section 2.9) by,

$$
\begin{equation*}
L_{j-}=-\partial_{z_{j}} \quad L_{j 0}=z_{j} \partial_{z_{j}} \quad L_{j+}=z_{j}^{2} \partial_{z_{j}} \quad L_{a}=L_{1 a}+L_{2 a} \tag{18.18}
\end{equation*}
$$

and similarly for the anti-holomorphic generators, the invariance takes the form,

$$
\begin{equation*}
\left[H_{B F K L}, L_{a}\right]=\left[H_{B F K L}, \bar{L}_{a}\right]=0 \tag{18.19}
\end{equation*}
$$

This implies that $H_{B F K L}$ depends only on the Casimir operators of $S L(2, C)$ algebra of the two particles, namely, with,

$$
\begin{equation*}
L_{12}^{2}=-\left(z_{1}-z_{2}\right)^{2} \partial_{z_{1}} \partial_{z_{2}} \quad \bar{L}_{12}^{2}=-\left(\bar{z}_{1}-\bar{z}_{2}\right)^{2} \partial_{\bar{z}_{1}} \partial_{\bar{z}_{2}} \tag{18.20}
\end{equation*}
$$

the Hamiltonian must take the form,

$$
\begin{equation*}
H=H\left(L_{12}^{2}\right) \quad \bar{H}=\bar{H}\left(\bar{L}_{12}^{2}\right) \tag{18.21}
\end{equation*}
$$

It thus follows that the eigenstates of the Hamiltonian must also be eigenstates of $L_{12}^{2}$ and of $\bar{L}_{12}^{2}$,

$$
\begin{equation*}
L_{12}^{2} \Psi_{n, \nu}=h(h-1) \Psi_{n, \nu} \quad \bar{L}_{12}^{2} \Psi_{n, \nu}=\bar{h}(\bar{h}-1) \Psi_{n, \nu} \tag{18.22}
\end{equation*}
$$

where the complex dimensions $h$ and $\bar{h}$ are given by,

$$
\begin{equation*}
h=\frac{1+n}{2}+i \nu \quad \bar{h}=\frac{1-n}{2}+i \nu \tag{18.23}
\end{equation*}
$$

The non-negative integer $n$ and the real parameter $\nu$ specify the irreducible representation of the $S L(2, C)$ group to which $\Psi_{n, \nu}$ belongs. The wave functions which are eigenstates of the Casimir operators take the form,

$$
\begin{equation*}
\Psi_{n, \nu}(\vec{b})=\left(\frac{z_{12}}{z_{10} z_{20}}\right)^{\frac{1+n}{2}+i \nu}\left(\frac{\bar{z}_{12}}{\bar{z}_{10} \bar{z}_{20}}\right)^{\frac{1-n}{2}+i \nu} \tag{18.24}
\end{equation*}
$$

where $z_{i j}=z_{i}-z_{j}$ and $\vec{b}_{0}=\left(z_{0}, \bar{z}_{0}\right)$ is the center of mass of the state. The conformal dimension of the state is $h+\bar{h}=1+2 i \nu$ and the $\operatorname{spin} h-\bar{h}=n$. Upon substituting these eigenstates into (18.15) and using the explicit form of the BFKL kernel we find the following eigenvalues,

$$
\begin{equation*}
E_{n, \nu}=2 \psi(1)-\psi\left(\frac{1+n}{2}+i \nu\right)-\psi\left(\frac{1+n}{2}-i \nu\right) \tag{18.25}
\end{equation*}
$$

The maximal eigenvalue corresponds to $n=\nu=0$ or $h=\bar{h}=\frac{1}{2} E_{0,0}=4 \ln 2$. This maximal eigenstate defines the right-most singularity of the partial wave amplitude. This determines the asymptotic behavior of the scattering amplitude in the leading logarithmic approximation,

$$
\begin{equation*}
\mathcal{A}(s, t)=i s^{1+\frac{\alpha_{s} N}{\pi} 4 \ln 2} \tag{18.26}
\end{equation*}
$$

which is referred to as the BFKL Pomeron. Using the explicit form of the eigenvalue one can reconstruct the operator form of $H_{B F K L}$ acting on the representations of the $S L(2, C)$ group,

$$
\begin{equation*}
H_{B F K L}=\frac{1}{2}\left[H\left(J_{12}\right)+H\left(\bar{J}_{12}\right) \quad H(j)=2 \psi(1)-\psi(j)-\psi(1-j),\right. \tag{18.27}
\end{equation*}
$$

where $L_{12}^{2}=J_{12}\left(J_{12}-1\right)$, and similarly for $\bar{L}_{12}^{2}$. This is a special case of the Heisenberg spin chain of spin $s$ operators whose Hamiltonian takes the form,

$$
\begin{equation*}
H_{s}=\sum_{i}^{L} H\left(J_{i, i+1}\right) \quad J_{i, i+1}\left(J_{i, i+1}+1\right)=\left(\vec{S}_{i}+\vec{S}_{i+1}\right)^{2} \tag{18.28}
\end{equation*}
$$

where $J_{i, i+1}$ is related to the sum of two spins of the neighboring sites, $\vec{S}_{i}^{2}=$ $s(s+1)$ and $H(x)$ is the following harmonic function,

$$
\begin{equation*}
H(x)=\sum_{l=x}^{2 s-1} \frac{1}{1+l}=\psi(2 s+1)-\psi(x+1) \tag{18.29}
\end{equation*}
$$

To connect it to the analysis of Section 5.14 we check this for $s=1 / 2$. For this case $J_{i, i+1}$ can take one of the two values 0,1 for which we have $H(0)=1$ and $H(1)=0$, so that the Hamiltonian is a projection into $J_{i, i+1}=0$ subspace with $H\left(J_{i, i+1}\right)=\frac{1}{4}-\vec{S}_{i} \cdot \vec{S}_{i+1}$ which is identical to (5.158).

One can generalize the exchange of colorless boundstates of two reggeized gluons to exchange of multireggeon boundstates built from $N_{r}$ reggeized gluons. This is beyond the scope of this book and can be found for instance in [34].

## 19

## Large $N$ methods in $Q C D_{4}$

We have encountered the large $N$ expansion, or the $\frac{1}{N}$ expansion, in Chapter 7 in the context of two-dimensional field theory, and in particular its application by 't Hooft to solve the mesonic spectrum of QCD in two dimensions [10]. A natural question is thus what does this limit tell us about four dimensional QCD, and in particular can one also solve the mesonic spectrum of QCD in four dimensions in the large $N$ approximation. These questions will be the topics of this chapter. We start with the rules of counting powers of $N$ in four-dimensional QCD, and the relations between Feynman diagrams in the double line notation and Riemann surfaces. We then briefly discuss certain applications of the expansion to the mesonic physics and then follow Witten's seminal analysis of baryons in the planar approximation [222].

The large $N$ technique was introduced by 't Hooft in [122]. Since then there have been many follow-up papers and there is a very rich literature on large $N$ approximation including review papers and books like [223], [66], [165], [46] and [160]. In this chapter we use mainly the latter.

### 19.1 Large $N$ QCD in four dimensions

Let us remind the reader the basic notations and the classical action of QCD in four dimensions. The two-dimensional ones were presented in (8),

$$
\begin{equation*}
S_{Q C D}=\int \mathrm{d}^{4} x\left[-\frac{1}{2} \operatorname{Tr}\left[F_{\mu \nu} F^{\mu \nu}\right]+\bar{\Psi}_{i}\left(i \not D-m_{i}\right) \Psi_{i}\right] \tag{19.1}
\end{equation*}
$$

where the gauge fields are spanned by $N \times N$ Hermitian matrices $T^{A}$ such that $A_{\mu}=A_{\mu}^{A} T^{A}, F_{\mu \nu}=\partial_{\mu} A_{\nu}-\partial_{\nu} A_{\mu}+i \frac{g}{\sqrt{N}}\left[A_{\mu}, A_{\nu}\right]$, the covariant derivative $D_{\mu}=\partial_{\mu}+i \frac{g}{\sqrt{N}} A_{\mu}$, the fermions $\Psi$ are in the fundamental representation of the color group and $i=1, \ldots, N_{\mathrm{f}}$ indicates the flavor degrees of freedom. The gauge coupling was chosen to be $\frac{g}{\sqrt{N}}$, to accommodate a large $N$ approximation with $g$ fixed. This can be shown for instance in applying the large $N$ expansion to the $\beta$ function. The latter, when $g$ is used in the covariant derivatives, is given by (17.73),

$$
\begin{equation*}
\mu \frac{\mathrm{d} g}{\mathrm{~d} \mu}=-\left[\frac{11}{3} N-\frac{2}{3} N_{\mathrm{f}}\right] \frac{g^{3}}{16 \pi^{2}}+\mathcal{O}\left(g^{5}\right) \tag{19.2}
\end{equation*}
$$
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Fig. 19.1. Four-dimensional Feynman rules in the usual form and in the double line notation.
which obviously is not suitable for a large $N$ expansion whereas if one replaces $g \rightarrow \frac{g}{\sqrt{N}}$ the $\beta$ function takes the form,

$$
\begin{equation*}
\mu \frac{\mathrm{d} g}{\mathrm{~d} \mu}=-\left[\frac{11}{3}-\frac{2 N_{f}}{3 N}\right] \frac{g^{3}}{16 \pi^{2}}+\mathcal{O}\left(g^{5}\right) \tag{19.3}
\end{equation*}
$$

The rules of the Feynman diagrams in two-dimensional QCD (see Fig. 10.1) include the fermion propagator, the gluon propagator and the quark gluon vertex, all expressed in the double line notation. Using the light-cone in two dimensions one eliminates the three- and four-gluon vertices. In four dimensions due to the transverse directions the gluon vertices cannot be eliminated by choosing a gauge. Thus all together the four-dimensional Feynman rules are expressed in Fig. 19.1.

The figures a,b,c are identical to the two-dimensional ones (Fig. 10.1) whereas figures $d$ and e are the three- and four-gluon vertices. The quark propagator (19.1a) is given by,

$$
\begin{equation*}
<\psi^{a}(x) \bar{\psi}^{b}(y)>=S(x-y) \delta^{a b} \tag{19.4}
\end{equation*}
$$



Fig. 19.2. Color flow in the double line notation associated with two traces.
The $S U(N)$ gluon propagator in the double line notation reads,

$$
\begin{equation*}
<\left(A_{\mu}\right)_{b}^{a}(x)\left(A_{\nu}\right)_{d}^{c}(y)>=D_{\mu \nu}(x-y) \frac{1}{2}\left(\delta_{d}^{a} \delta_{b}^{c}-\frac{1}{N} \delta_{b}^{a} \delta_{d}^{c}\right) \tag{19.5}
\end{equation*}
$$

For a $U(N)$ gauge group the propagator does not include the term which is proportional to $\frac{1}{N}$. One can view the $S U(N)$ color indices as those of a $U(N)$ theory plus an additional "ghost" $U(1)$ gauge field that cancels the contribution of the $U(1)$ gauge field in the $U(N)$ gauge group. For many applications the distinction between the $U(N)$ and $S U(N)$ in the $1 / N$ expansion is sub-leading. The three and four gluon vertices (see Fig. 19.1 d,e) emerge obviously from the $\operatorname{Tr}\left[F_{\mu \nu} F^{\mu \nu}\right]$ term in the action. Note that it is a single trace operator and hence the four-gluon vertex is the one depicted in (19.1 e) and not in Fig. 19.2 which corresponds to the color flow of a two-trace operator.

To compute the $N$ dependence of Feynman diagrams it is convenient to re-scale the gluon field and the quark field as follows,

$$
\begin{equation*}
\frac{g A_{\mu}}{\sqrt{N}} \rightarrow \hat{A}_{\mu} \quad \psi \rightarrow \sqrt{N} \hat{\psi} \tag{19.6}
\end{equation*}
$$

In terms of the re-scaled field the QCD action reads,

$$
\begin{equation*}
\mathcal{L}=N\left[-\frac{1}{2 g^{2}} \operatorname{Tr}\left[\hat{F}_{\mu \nu} \hat{F}^{\mu \nu}\right]+\sum_{i=1}^{N_{f}} \overline{\hat{\psi}}_{i}\left(i \not D-m_{i}\right) \hat{\psi}_{i}\right] . \tag{19.7}
\end{equation*}
$$

From this Lagrangian we can read off the powers of $N$ and $\lambda \equiv g^{2}=N$ of each part of a Feynman diagram. The vertex operator scales like $N$, the propagator as $\frac{1}{N}$ and every color index loop gives a factor of $N$. If we combine the dependence on $\lambda$ we find for the gluon, that the vertex behaves as $\frac{N}{\lambda}$, the propagator as $\frac{\lambda}{N}$ and the color loop as $N$, while for the fermions neither the propagator nor the quark-gluon vertex depend on the coupling.

Thus a connected vacuum diagram with $V$ vertices, $E$ propagators, namely edges and $F$ loops, namely faces, is of order (see (7.7)),

$$
\begin{equation*}
N^{V-E+F} \lambda^{\left(E_{(G)}-V_{(G)}\right)}=N^{\chi} \lambda^{\left(E_{(G)}-V_{(G)}\right)} \tag{19.8}
\end{equation*}
$$



Fig. 19.3. Examples of Feynman diagrams with only gluons.
where,

$$
\begin{equation*}
\chi \equiv V-E+F=2-2 h-b, \tag{19.9}
\end{equation*}
$$

is the Euler character of the surface, $h$ is the genus, namely, the number of handles and $b$ is the number of boundaries. $E_{(G)}$ and $V_{(G)}$ are the appropriate qualities for gluons. For instance the sphere has $\chi=2$ since it has no handles and no boundaries, the disk has $\chi=1$ since it has no handles and one boundary and the torus has one handle and no boundaries and hence it has $\chi=0$. Thus the Feynman diagrams look like triangulated two-dimensional surfaces. In fact all possible gluon exchange may fill the holes of the triangulated structure forming a smooth surface with no boundaries for gluon only diagrams, and with boundaries for diagrams that include quark loops. It was conjectured that the twodimensional surface is the world sheet of a string theory which is dual to QCD. There has been tremendous progress in this string/gauge duality in recent years following the seminal AdS/CFT duality of Maldacena [158]. This is beyond the scope of this book and we refer the reader to the relevant literature, for instance the review [10].

To further demonstrate the determination of the order of a diagram consider first the diagrams that involve only gluons which appear in Fig. 19.3. The diagram in (a) has $V=2, E=3, F=3$ and thus it behaves as $N^{2} \lambda$. Similarly in (b) and (c) $V=4, E=6, F=4$ and $V=5, E=8, F=5$ so that they behave as $N^{2} \lambda^{2}$ and $N^{2} \lambda^{3}$, respectively. The three diagrams (a), (b) and (c) are all planar diagrams and have a topology of a sphere. Note however that diagram (d) which is non-planar behaves as $N^{0} \lambda^{2}$, namely of genus one. In the large $N$ limit this last diagram is obviously suppressed.

So far we have only discussed diagrams with gluons. Quarks propagators are represented (see Fig. 19.1a) by a single line. A closed quark loop is a boundary and hence using (19.9) it contributes to the diagram a factor of $\frac{1}{N}$. Consider for example the diagram drawn in Fig. 19.4.


Fig. 19.4. Four-dimensional Feynman rules in the usual form and in the double line notation.


Fig. 19.5. Non-planar diagram with gluons and quarks.

It is a diagram of order $N$. This follows trivially from the fact that it has zero genus, $h=0$ and one boundary $b=1$. Alternatively we have one gluon vertex, three gluon propagators and three loops and hence $N^{1-3+3}=N$. Obviously this is also the result when one uses the unrescaled operators where each vertex contributes $\frac{1}{\sqrt{N}}$ and each index loop $N$, so that we get $\left(\frac{1}{\sqrt{N}}\right)^{4} \times N^{3}=N$. Similar to the non-planar gluon diagram (19.3d), Fig. 19.5 describes a non-planar diagram that includes both gluons and quarks. This diagram scales like $\frac{1}{N}$ since there is no gluon vertex, two gluon propagators and one index loop $N^{0-2+1}=\frac{1}{N}$.

As was mentioned above the difference between the $S U(N)$ case versus the $U(N)$ can be accounted by adding a ghost $U(1)$ gauge field whose role is to cancel the extra $U(1)$ part of the $U(N)$. The $U(1)$ commutes with the $U(N)$ gauge fields and therefore does not interact with them and hence one has to incorporate only the coupling of the quark fields to the $U(1)$ gauge field. When we consider a connected diagram with gluons and $U(1)$ ghost gauge fields the contribution to the


Fig. 19.6. $U(1)$ ghost propagator connecting two otherwise disconnected diagrams.
counting of orders of $N$ due to the gluons is not affected, whereas each $U(1)$ ghost field contributes a factor of $\frac{1}{N^{2}}$. The latter follows from the fact that the ghost $U(1)$ propagator contributes a factor of $1 / N$ and another $1 / N$ factor due to the two coupling constants at the end of the propagator. This can easily be seen from the unrescaled action (19.1). For diagrams that are connected with the ghost field and otherwise disconnected as is depicted in Fig. 19.6 the situation is different. For instance that diagram is of order $N^{0}$ since it has $N \times N \times \frac{1}{N^{2}}$. Note however that even in this case there is a difference of order $\frac{1}{N^{2}}$ between the $S U(N)$ and $U(N)$ cases, (actually, in Fig. 19.6 the contribution of $S U(N)$ vanishes).

### 19.1.1 Counting rules for correlation functions

So far we have described the counting rules for vacuum diagrams. We now proceed to the counting rules of correlation functions of gluons and quarks which are vacuum expectation values of gauge invariant operators made out of gluon and quark fields. The latter should be color singlets, not necessarily local, that cannot be split into color singlet pieces. Thus operators like $\bar{\psi} \psi, \operatorname{Tr}\left[F_{\mu \nu} F^{\mu \nu}\right], \bar{\psi}(y) \mathrm{e}^{-i \int_{x}^{y} A_{\mu}(z) d z^{\mu}} \psi(x)$ are allowed whereas $(\bar{\psi} \psi)^{2}$ is not. As usual the procedure to compute correlation functions of such operators is to add appropriate source terms to the action and differentiate the generating function with respect to sources that correspond to the operators. If we denote by $\hat{\mathcal{O}}_{i}$ a gauge invariant operator made out of the rescaled fields, we shift the Lagrangian density as follows, $\mathcal{L}_{0} \rightarrow \mathcal{L}_{0}+\sum_{i} N J_{i} \mathcal{O}_{i}$, where $\mathcal{L}_{0}$ is the Lagrangian density without the sources and $J_{i}$ is the source that corresponds to $\mathcal{O}_{i}$. Thus any correlator can be determined as follows,

$$
\begin{equation*}
\left\langle\hat{\mathcal{O}}_{1} \ldots \hat{\mathcal{O}}_{n}>=\frac{1}{i N} \frac{\partial}{\partial J_{1}} \ldots \frac{1}{i N} \frac{\partial}{\partial J_{n}} W(J) .\right. \tag{19.10}
\end{equation*}
$$

In terms of $N$ counting, for correlation functions of only gluon fields $W(J)$ is of order $N^{2}$ and hence the correlator is of order $N^{2-n}$. The leading order of $W(J)$ in the case where quarks fields are also involved is of order $N$ which means that the correlator is of order $N^{1-n}$. Let us denote by $\hat{G}_{i}$ and $\hat{M}_{i}$ glueball and meson gauge invariant operators, respectively built from the rescaled fields $\hat{A}_{\mu}$ and $\hat{\psi}, \overline{\hat{\psi}}$. The leading order in $N$ of the various correlators are summarized in the following table. The operator $\sqrt{N} \hat{M}$ is the operator that creates a meson

Table 19.1. The $N$ counting for glueball and meson correlators

| Correlator | $N$ counting |
| :---: | :---: |
| $<\hat{G}_{1} \hat{G}_{2}>_{c}$ | $N^{0}$ |
| $<\hat{G}_{1} \ldots \hat{G}_{n_{g}>{ }_{c}}$ | $N^{2-n_{g}}$ |
| $<\hat{M}_{1} \hat{M}_{2}>_{c}$ | $N^{-1}$ |
| $<\sqrt{N} \hat{M}_{1} \sqrt{N} \hat{M}_{2}>_{c}$ | $N^{0}$ |
| $<\sqrt{N} \hat{M}_{1} \sqrt{N} \hat{M}_{n_{h}}>_{c}$ | $N^{1-\frac{n_{h}}{2}}$ |
| $<\hat{G}_{1} \ldots \hat{G}_{n_{g}} \sqrt{N} \hat{M}_{1} \sqrt{N} \hat{M}_{n_{h}}>_{c}$ | $N^{1-n_{g}-\frac{n_{h}}{2}}$ |

with a unit amplitude. In particular we read from the table that the glueball meson interaction is of order $\frac{1}{\sqrt{N}}$.

### 19.2 Meson phenomenology

The picture that emerges from $N$ counting is that of mesons and glueballs interacting weakly with a coupling of $\frac{1}{\sqrt{N}}$. At the tree level the singularities are poles. At one loop, namely at order $\frac{1}{N}$ the singularities are two particle cuts, at two loops three-particle cuts and so on. We now describe certain phenomena of meson physics that are accounted for by $\frac{1}{N}$ arguments and quite often cannot be explained in any other way.

- The spectrum at low energies of QCD in the large $N$ limit include infinitely many narrow glueball and meson resonances. The fact that the number of resonances is infinite follows from the need to reproduce the logarithmic running of QCD correlation functions. A meson two-point function can be written as a sum of resonances,

$$
\begin{equation*}
\int \mathrm{d}^{4} x \mathrm{e}^{i q x}<M(x) M(0)>_{c}=\sum \frac{Z_{i}}{q^{2}-m_{i}^{2}}, \tag{19.11}
\end{equation*}
$$

since single meson exchange dominates in the large $N$ limit. The logarithmic dependence on $q^{2}$ of the left-hand side can be recast only provided that the sum on the right-hand side includes infinitely many terms. The resonances are narrow since their decay width goes to zero in the large $N$ limit. This follows from the fact that the phase space factor is $N$ independent and the coupling constant behaves like $\frac{1}{\sqrt{N}}$.

- In Chapter 17 we encountered the pion decay constant $f_{\pi}$. Let us check how it scales with $N$. Recall its definition $<0\left|\bar{\psi} \gamma_{5} T^{A} \psi\right| \pi^{b}(p)>=i f_{\pi} p^{\mu} \delta^{a b}$. The corresponding gauge invariant correlator is $<N \hat{M}_{1} \sqrt{N} \hat{M}_{2}>$, where the first operator $N \hat{M}_{1}$ corresponds to the axial current and the second $\sqrt{N} \hat{M}_{2}$ to the


Fig. 19.7. Zweig's rule for the decay of a meson into two mesons.
pion produced from the vacuum with a unit amplitude. This correlator scales like $\sqrt{N}$ and hence,

$$
\begin{equation*}
f_{\pi} \sim \sqrt{N} \tag{19.12}
\end{equation*}
$$

- The suppression of exotic states of the form $q \bar{q} q \bar{q}$ and the fact that the meson is almost a pure $q \bar{q}$ state with little impact of the $q \bar{q}$ sea are straightforward consequences of large $N$. Since a quark loop, as we have seen above, is suppressed by a factor of $\frac{1}{N}$ the $q \bar{q}$ sea is irrelevant. Since in the leading order the mesons are non interacting in large $N$, there is no interaction that will bind two mesons into a $q \bar{q} q \bar{q}$ exotic state.
- Consider the two diagrams of Fig. 19.7.

Using the counting rules it is obvious that the right-hand diagram is $\frac{1}{N}$ suppressed in comparison to the one on the left. Correspondingly the meson will preferably decay into two mesons of the left-hand side of the figure, what is referred to as Zweig rule conserving decay, and not to the two mesons on the right which is a Zweig rule suppressed decay. In this sense large $N$ predicts the Zweig rule. The same mechanism is in charge of the fact that there is almost flavor singlet and octet degeneracy. In the leading order in large $N$ the whole nonet is degenerate since the diagrams that split singlets from octets involve a $q \bar{q}$ annihilation which is order of $\frac{1}{N}$. In the large $N$ for instance the vector mesons $\left(\rho, w, \phi, K^{*}\right)$ are degenerate.

- It is known that meson decay proceeds mainly via decay into two body states and not into states of more mesons. Large $N$ tells us that the decay into two mesons behaves as $\frac{1}{\sqrt{N}}$, whereas a decay into four mesons is of order $\frac{1}{N^{3 / 2}}$.

This can also be compared to the decay of a meson via creation of a quark anti-quark pair in the mesonic flux tube [60].

- The $N$ counting rules tell us also that meson scattering amplitudes are given by an infinite sum of tree diagram of exchange of physical mesons. This fits nicely the so-called Regge phenomenology, where strong interactions are interpreted as an infinite sum of tree diagrams with hadron exchange.
- Another very important phenomenon is related to the axial $U(1)$, the theta term and the mass of the $\eta^{\prime}$. This will be described in detail in Section 22.5, but here we present the picture in the large $N$.


### 19.2.1 Axial $U(1)$ and the mass of the $\eta^{\prime}$

Consider the full action of four-dimensional YM theory, which includes also the $\theta$ term,

$$
\begin{equation*}
S_{Y M}=\int \mathrm{d}^{4} x\left[-\frac{1}{4} \operatorname{Tr}\left[F_{\mu \nu} F^{\mu \nu}\right]+\frac{\theta g^{2}}{16 \pi^{2} N} \operatorname{Tr}\left[F_{\mu \nu} \tilde{F}^{\mu \nu}\right]\right] . \tag{19.13}
\end{equation*}
$$

The normalization of the $\theta$ term is such that $\theta$ is an angular variable, namely, under the shift of $\theta \rightarrow \theta+2 \pi$ the action is shifted by $2 \pi n$ where $n$ is some integer, so that $\mathrm{e}^{i S}$ is unchanged. This result follows from the quantization of the $\theta$ term,

$$
\begin{equation*}
\int \mathrm{d}^{4} x \frac{g^{2}}{16 \pi^{2} N} \operatorname{Tr}\left[F_{\mu \nu} \tilde{F}^{\mu \nu}\right]=\text { integer. } \tag{19.14}
\end{equation*}
$$

We would like to explore the dependence on $\theta$ of the vacuum energy in the pure YM theory and in the theory with massless quarks. In particular we would like to determine $\left.\frac{\mathrm{d}^{2} E}{\mathrm{~d} \theta^{2}}\right|_{\theta=0}$.

Using the path integral formulation we find that,

$$
\begin{equation*}
\left.\frac{\mathrm{d}^{2} E}{\mathrm{~d} \theta^{2}}\right|_{\theta=0}=\frac{1}{N^{2}}\left(\frac{g^{2}}{16 \pi^{2}}\right)^{2} \int \mathrm{~d}^{4} x<T\left(\operatorname{Tr}\left[F_{\mu \nu} \tilde{F}^{\mu \nu}(x)\right] \operatorname{Tr}\left[\left[F_{\mu \nu} \tilde{F}^{\mu \nu}\right]\right)(0)>\right. \tag{19.15}
\end{equation*}
$$

Let us introduce an IR cutoff and take,

$$
\begin{align*}
&\left.\frac{\mathrm{d}^{2} E}{\mathrm{~d} \theta^{2}}\right|_{\theta=0}=\left(\frac{g^{2}}{16 \pi^{2} N}\right)^{2} \lim _{k \rightarrow 0} U(k) \\
& U(k)=\int \mathrm{d}^{4} x \mathrm{e}^{(\nu k x)}<T\left(\operatorname{Tr}\left[F_{\mu \nu} \tilde{F}^{\mu \nu}\right](x) \operatorname{Tr}\left[\left[F_{\mu \nu} \tilde{F}^{\mu \nu}(0)\right]\right)>\right. \tag{19.16}
\end{align*}
$$

It is easy to check that in perturbation theory $U(k)$ is of order $N^{2}$ due to the contribution of the $N^{2}$ degrees of freedom of the gluons. However, perturbatively, $\lim _{k \rightarrow 0} U(k)=0$ since $F \tilde{F}$ is a total derivative. One concludes that perturbatively the vacuum energy is $\theta$ independent. To better understand (19.16) we rewrite $U(k)$ in terms of a sum over intermediate single particle states,

$$
\begin{equation*}
U(k)=\sum_{\mathrm{gb}} \frac{N^{2}\left(a_{\mathrm{gb}}\right)_{n}^{2}}{k^{2}-\left(m_{\mathrm{gb}}\right)_{n}^{2}}+\sum_{\mathrm{mes}} \frac{N\left(a_{\mathrm{mes}}\right)_{n}^{2}}{k^{2}-\left(m_{\mathrm{mes}}\right)_{n}^{2}}, \tag{19.17}
\end{equation*}
$$

where gb stands for glueball and mes for meson. $N a_{\mathrm{gb}}$ and $\sqrt{N} a_{\text {mes }}$ are the amplitudes for $\operatorname{Tr}[F \tilde{F}]$ to create a glueball and meson state, respectively. This result again follows from the $N$ counting rules,

$$
\begin{equation*}
<0|\operatorname{Tr}[F \tilde{F}]| \mathrm{mes}>\sim \sqrt{N} \quad<0|\operatorname{Tr}[F \tilde{F}]| \mathrm{gb}>\sim N . \tag{19.18}
\end{equation*}
$$

The fact that only single states and not multi-states are taken in the intermediate states is since the latter are suppressed in the large $N$. In the pure YM without quarks the first term vanishes and hence $U(0) \sim N^{2}$ and $\left.\frac{\mathrm{d}^{2} E}{\mathrm{~d} \theta^{2}}\right|_{\theta=0} \sim 1$. In the presence of massless quarks we know that there could not be any $\theta$ dependence and thus we should be able to show that the first term is cancelled out. However, it seems that there is no way that the second term can cancel the first.


Fig. 19.8. Perturbative correction to the free propagator due to an exchange of one gluon (left) and two gluons (right).

In fact it is possible if there is one meson state with mass $m_{\text {mes }} \sim \frac{1}{\sqrt{N}}$ and if the two terms have opposite sign. This obviously can cancel the $k=0$ term in $U(k)$ and does not cancel for non-trivial $k$, but this is exactly what enters (19.16). The opposite sign follows from the fact that an additional equal time commutator term has to be added to (19.15) (see the appendix of [221]). Assuming such a state with mass $m_{\text {mes }} \sim \frac{1}{\sqrt{N}}$ the form of $U(0)$ is,

$$
\begin{equation*}
U(0)=N \frac{a_{\eta^{\prime}}^{2}}{M_{\eta^{\prime}}^{2}} \tag{19.19}
\end{equation*}
$$

Using the axial anomaly equation which will be further discussed in (22.5),

$$
\begin{equation*}
\partial_{\mu} J_{5}^{\mu}=N_{\mathrm{f}} \frac{g^{2}}{4 \pi^{2} N} \operatorname{Tr}[F \tilde{F}] \tag{19.20}
\end{equation*}
$$

we get,

$$
\begin{equation*}
\frac{g^{2}}{8 \pi^{2}}<0|\operatorname{Tr}[F \tilde{F}]| \eta^{\prime}>=\frac{N}{2 N_{\mathrm{f}}}<0\left|\partial_{\mu} J_{5}^{\mu}\right| \eta^{\prime}>=\frac{N}{2 N_{\mathrm{f}}} f_{\eta^{\prime}} M_{\eta^{\prime}}^{2} \tag{19.21}
\end{equation*}
$$

From this relation we get the Veneziano-Witten formula or the mass of the $\eta^{\prime}$,

$$
\begin{equation*}
M_{\eta^{\prime}}^{2}=\left.\left(\frac{2 N_{(\mathrm{f})}}{f_{(\pi)}}\right)^{2} \frac{\mathrm{~d}^{2} E}{\mathrm{~d} \theta^{2}}\right|_{\theta=0} \tag{19.22}
\end{equation*}
$$

The picture that emerges from this discussion is that the $\eta^{\prime}$ is a Goldstone boson in the large $N$ limit. It has a mass of the order of $M_{\eta^{\prime}} \sim \frac{1}{\sqrt{N}}$. The dependence on $\eta^{\prime}$ of nonzero amplitudes can be obtained from the dependence on $\theta$ in the theory without quarks by the following replacement,

$$
\begin{equation*}
\theta \rightarrow \theta+\left(\frac{2 N_{(\mathrm{f})}}{f_{\left(\eta^{\prime}\right)}}\right) \eta^{\prime} \tag{19.23}
\end{equation*}
$$

Note that $f_{\left(\eta^{\prime}\right)}=f_{(\pi)}$ to leading order in $\frac{1}{N}$.

### 19.3 Baryons in the large $N$ expansion

Whereas we have seen that the large $N$ expansion is very useful in discussing mesons, it may seem that it is not the case for baryons. Baryonic diagrams depend on $N$ both via the combinatorial factors associated with the diagrams, as well as the fact that the diagrams themselves include $N$ quarks.

The problem is clearly demonstrated when computing the perturbative correction to the free propagator of an $N$ quarks state. The correction occurs due to an exchange of a gluon between two quarks (see Fig. 19.8). The gluon exchange
diagram scales as $\frac{1}{N}$. However since there are $\frac{1}{2} N(N-1)$ possible pairs the net effect is of order $N$. In a similar manner the exchange of two gluons is of order $\left(\frac{1}{\sqrt{N}}\right)^{4} N^{4} \sim N^{2}$, where the first factor comes from the four vertices and the second from the number of ways to choose the four quarks. Higher-order exchange diagrams will have higher order divergence in large $N$. We will now show, that in spite of this fatal obstacle, there is a large $N$ approximation to the problem of the baryons. The idea is to divide the problem into two parts, in the first one uses diagrammatic methods to study the problem of $n$ quark interaction, and then the effect of these forces on an $N$ quark state. Let us first apply this approach for determining the dependence of the mass of the baryon on $N$ in the quark model. Assuming that the mass gets contributions from the quark masses, quark kinetic energy and quark-quark potential energy, the mass of the baryon reads,

$$
\begin{equation*}
M_{\mathrm{B}}=N\left[m_{\mathrm{q}}+T_{\mathrm{q}}+\frac{1}{2} V_{\mathrm{q}}\right], \tag{19.24}
\end{equation*}
$$

where $m_{\mathrm{q}}$ is the quark mass, $T_{\mathrm{q}}$ is the kinetic energy of the quark and $V_{\mathrm{q}}$ is the quark-quark potential energy. Thus we observe that the mass of the baryon scales as $N$. This result will be shown to hold even beyond the quark model. Again we have made use of the fact that the potential energy is combined from the $N^{2}$ combinatorial factor and the $\frac{1}{N}$ factor that comes from the vertices, or gluon propagator.

Leaving aside the quark model, we want to address first the baryonic system made out of very heavy quarks.

### 19.3.1 The Hartree approximation

In the baryons, the quarks are anti-symmetric in color. Thus they are symmetric in flavor, space and spin combined. Hence they act like bosons. A natural framework to analyze such a system of bosonic charged particles that are subjected to a central potential is the Hartree approximation, in which each particle moves independently of the others in a potential which is determined self consistently by the motion of all the other particles. The justification of the use of this approximation is the large $N$ limit which renders the interactions to be weak. Therefore neglecting the fact that the particle trajectory affects the state of all the other particles and hence the potential that it feels, is justified. Also it is obvious that taking the potential created by all particles and not the one created by all the particles apart from the one we consider, is a $\frac{1}{N}$ effect. Since, as mentioned above, the particles in the non-color degrees of freedom are bosons it implies that in the ground state of the baryon all the particles will sit in the ground state of the Hartree potential.

Let us take the Hamiltonian of the system to be,

$$
\begin{equation*}
H=\frac{1}{2 m} \sum_{a}\left|\vec{p}_{a}\right|^{2}+\frac{1}{2 N} \sum_{a \neq b} V^{2}\left(\vec{r}_{a}, \vec{r}_{b}\right)+\frac{1}{6 N^{2}} \sum_{a \neq b \neq c} V^{3}\left(\vec{r}_{a}, \vec{r}_{b}, \vec{r}_{c}\right)+\ldots, \tag{19.25}
\end{equation*}
$$

where we have suppressed the flavor and spin degrees of freedom, $V^{n}$ stands for the $n$ body interaction and is independent of $N$ and its strength is of order $N^{1-n}$, as explained above. In fact since the number of clusters of $n$ quarks is of order $N^{n}$, each term in the Hamiltonian is proportional to $N$.

Next one takes for the ground state wave function a product of the wave functions of each of the particles, namely,

$$
\begin{equation*}
\psi\left(\vec{r}_{a}, \ldots \vec{r}_{N}\right)=\prod_{a} \phi\left(\vec{r}_{a}\right) \tag{19.26}
\end{equation*}
$$

where the particle wave functions are determined by a variational method. The expectation value of the Hamiltonian,

$$
\begin{align*}
<\psi|H| \psi> & =N\left[\frac{1}{2 m} \int \mathrm{~d}^{3} \vec{r}|\nabla \phi|^{2}+\frac{1}{2} \int \mathrm{~d}^{3} \vec{r}_{1} \mathrm{~d}^{3} \vec{r}_{2} V^{2}\left(\vec{r}_{1}, \vec{r}_{1}\right)\left|\phi\left(r_{1}\right) \phi\left(r_{2}\right)\right|^{2}+\right. \\
& \left.+\left.\frac{1}{6} \int \mathrm{~d}^{3} \vec{r}_{1} \mathrm{~d}^{3} \vec{r}_{2} \mathrm{~d}^{3} \vec{r}_{3} V^{3}\left(\vec{r}_{1}, \vec{r}_{2}, \vec{r}_{3}\right)|\phi|\left(r_{1}\right) \phi\left(r_{2}\right) \phi\left(r_{3}\right)\right|^{2}+\ldots\right] \tag{19.27}
\end{align*}
$$

has to be minimized with respect to $\phi(r)$ subjected to the constraint that,

$$
\begin{equation*}
\int \mathrm{d}^{3} \vec{r}|\phi|^{2}=1 \tag{19.28}
\end{equation*}
$$

The minimization translates to,

$$
\begin{equation*}
\left[-\frac{\nabla^{2}}{2 m}+V(\vec{r})\right] \phi=\epsilon \phi \tag{19.29}
\end{equation*}
$$

where $\epsilon$ is the Lagrange multiplier associated with the constraint, and the Hartree potential is,

$$
\begin{equation*}
V=\left[\int \mathrm{d}^{3} \vec{r}_{1} V^{2}\left(\vec{r}, \vec{r}_{1}\right)\left|\phi\left(r_{1}\right)\right|^{2}+\frac{1}{2} \int \mathrm{~d}^{3} \vec{r}_{1} \mathrm{~d}^{3} \vec{r}_{2} V^{3}\left(\vec{r}, \vec{r}_{1}, \vec{r}_{2}\right)\left|\phi\left(r_{1}\right) \phi\left(r_{2}\right)\right|^{2}+\ldots\right] . \tag{19.30}
\end{equation*}
$$

We will now treat first the case of heavy quarks and subsequently will address, in a less rigorous manner, the case of light quarks.

### 19.3.2 Baryons made out of heavy quarks

A non relativistic Schrodinger equation is an adequate framework to deal with very heavy baryons. In this setup for short distances the quark-quark potential is an attractive Coulomb potential so that the Hamiltonian takes the form,

$$
\begin{equation*}
H=N m_{\mathrm{q}}-\sum_{i=1}^{N} \frac{\partial_{i}^{2}}{2 m_{\mathrm{q}}}-\frac{g^{2}}{N} \sum_{i<j} \frac{1}{\left|x_{i}-x_{j}\right|} \tag{19.31}
\end{equation*}
$$

The system is effectively that of $N$ bosons with a Coulomb interaction with a strength of $\frac{1}{N}$.

In spite of the fact that the interaction potential behaves like $\frac{1}{N}$, we cannot treat this term as a perturbation since each quark interacts with $N$ other quarks and hence the total quark-quark interaction of each quark is of order one. This situation calls for a Hartree approximation where, as explained above, the quark is exposed to an average effective potential. The fluctuations of the effective potential are negligible and hence we can consider a background c-number potential.

For heavy quarks where the potential is taken to be a Coulomb potential we find,

$$
\begin{gather*}
<\psi|H-N \epsilon| \psi>=N\left[M+\frac{1}{2 m} \int \mathrm{~d}^{3} \vec{r}|\nabla \phi|^{2}-\frac{g^{2}}{2} \int \mathrm{~d}^{3} \vec{r} \int \mathrm{~d}^{3} \vec{r} \vec{r}^{\prime} \frac{|\phi(r)|^{2}\left|\phi\left(r^{\prime}\right)\right|^{2}}{\left|r-r^{\prime}\right|}\right. \\
\left.-\epsilon \int \mathrm{d}^{3} \vec{r}|\phi(r)|^{2}\right] . \tag{19.32}
\end{gather*}
$$

The main point here is that each of the terms is proportional to $N$ and hence the result of the minimization is $N$ independent. The variation with respect to $\phi^{*}$ results in the following Schrodinger equation,

$$
\begin{equation*}
-\frac{\nabla^{2} \phi}{2 m}-g^{2} \phi \int \mathrm{~d}^{3} \vec{r}^{\prime} \frac{\left|\phi\left(r^{\prime}\right)\right|^{2}}{\left|r-r^{\prime}\right|}=\epsilon \phi \tag{19.33}
\end{equation*}
$$

One can convert this integro-differential equation into a fourth-order differential equation

$$
\begin{equation*}
-\frac{1}{2 m} \nabla^{2}\left(\frac{\nabla^{2} \phi}{\phi}\right)+4 \pi g^{2}|\phi|^{2}=0 \tag{19.34}
\end{equation*}
$$

For radial solutions, for instance, the ground state of this equation takes the form,

$$
\begin{equation*}
-\frac{1}{2 m}\left[\frac{\mathrm{~d}^{2}}{\mathrm{~d} r^{2}}+\frac{2}{r} \mathrm{dd} r\right]\left(\frac{1}{\phi}\left[\frac{\mathrm{~d}^{2}}{\mathrm{~d} r^{2}}+\frac{2}{r} \mathrm{dd} r\right] \phi\right)+4 \pi g^{2}|\phi|^{2}=0 \tag{19.35}
\end{equation*}
$$

which is derived by dividing (19.33) by $\phi$ and acting with $\nabla^{2}$.
Even without solving this equation, it is clear that the mass of the baryon is linear with $N$ and that the charge distribution of the baryon which implies in particular its size is $N$ independent.

### 19.3.3 Baryons made out of light quarks

Up to this point we have used a non relativistic Hartree approximation which is valid only for heavy quarks. However, phenomenologically, one is more interested in baryons made out of light quarks and in scattering processes that involve relativistic quarks. We will show now that even for the light quark baryons, a Hartree-like approximation, namely that each quark moves independently of the others in a potential which is determined self consistently by the motion of all the other particles, is still justified. Moreover, it will be argued that just as for the


Fig. 19.9. Baryon stringy configuration for $N=3$.
heavy quark baryons, also for the baryons made out of light quarks, the mass is linear with $N$, whereas the size and the shape of the baryon are $N$ independent.

A major difference between the case of heavy quarks versus that of light ones is that in the latter case one has to introduce on top of the two-body interaction also a three-body interaction and, in general, $n$-body interactions. In addition one has to use a relativistic analog of the Hartree approximation. In two dimensions one can solve the relativistic Hartree approximation. Unfortunately, the fourdimensional analog is not known. Let us first discuss a non relativistic Hartree approximation with $n$-body interactions and then argue about the relativistic analog. The Hamiltonian for the case with any $n$-body interaction takes the form,

$$
\begin{equation*}
H=\frac{1}{2 m} \sum_{a}\left|\vec{p}_{a}\right|^{2}+\frac{1}{2 N} \sum_{a \neq b} V^{2}\left(\vec{r}_{a}, \vec{r}_{b}\right)+\frac{1}{6 N^{2}} \sum_{a \neq b \neq c} V^{3}\left(\vec{r}_{a}, \vec{r}_{b}, \vec{r}_{c}\right)+\ldots, \tag{19.36}
\end{equation*}
$$

where we have suppressed the flavor and spin degrees of freedom, $V^{n}$ stands for the $n$-body interaction and is independent of $N$. The strength of $V^{n}$ is of order $N^{1-n}$ since breaking the $n$ quark line costs a factor of $N^{-n}$ and since the baryon is in a totally antisymmetric representation, each quark line carries a different color index.

We now substitute this Hamiltonian into $\langle\psi| H|\psi\rangle$ and use a variational method as above. Since for each $V^{n}$ term there are $N^{n}$ ways to choose a set of $n$ quarks, here again the expectation value of the Hamiltonian is linear in $N$.

Next we have to introduce a four-dimensional relativistic Hartree approximation. In two dimensions in the large $N$ limit the Hartree approximation is exact. The generalization to four dimensions, however, is not known and hence one can make only the qualitative statement that even in this case the mass is linear in $N$ and the size and shape are independent of $N$.

The Hartree approximation of light quarks moving in an effective potential can be also related to a string model of the baryon. In this model, the $N$ quarks are attached to a common junction as can be seen in Fig. 19.9 for the case of $N=3 .{ }^{1}$ In the large $N$ approximation the junction can be regarded as a heavy object and its motion can be ignored. The interaction of the quarks with the fixed junction can be thought of as an interaction with an effective Hartree potential.

[^61]
### 19.3.4 Baryonic excited states

Low-lying excitations of the baryons are described by wave functions where out of $N$ single particle states, a number $n_{k} \ll N$ of states are placed in the $k$ th excited state of the Hamiltonian. The corresponding mass of the excited baryon is $M=M_{0}+\sum_{n_{k}} n_{k} \epsilon_{k}$ where $\epsilon_{k}$ is the energy of the $k$ th excited state.

Highly excited states have a finite fraction of single particle excited states. Denote by $p$ this fraction, namely there are $(1-p) N$ particles in the ground state and $p N$ ones in excited states which we take to be $\phi_{1}$ so that the baryon wave function is,

$$
\begin{equation*}
\psi\left(\vec{r}_{a}, \ldots \vec{r}_{N}\right)=\sum(-1)^{P} \prod_{a}^{p N} \phi_{1}\left(\vec{r}_{a}\right) \prod_{a}^{(1-p) N} \phi_{0}\left(\vec{r}_{a}\right) . \tag{19.37}
\end{equation*}
$$

Inserting this ansatz into the expectation value of the Hamiltonian one gets a set of two coupled nonlinear equations for $\phi_{0}$ and $\phi_{1}$. This structure can obviously be generalized to states with higher single particle excited states.

Another approach to studying excited states is to apply a time-dependent Hartree approximation. It is easy to check that starting with the Hartree ansatz for the wave function but now with single particle wave functions that are also time dependent, one finds instead of (19.33) the following time-dependent Schrodinger equation,

$$
\begin{equation*}
-\frac{\nabla^{2} \phi}{2 m}-g^{2} \phi \int \mathrm{~d}^{3} \vec{r}^{\prime} \frac{\left|\phi\left(r^{\prime}\right)\right|^{2}}{\left|r-r^{\prime}\right|}=i \partial_{t} \phi(\vec{r}, t) \tag{19.38}
\end{equation*}
$$

This equation is solved by $\phi(t, \vec{r})=e^{-i \epsilon t} \phi(\vec{r})$ where $\phi(\vec{r})$ is a solution of the timeindependent equation. By Galilean boosting along, for instance the $x$ direction, a static baryon solution, we find the solution,

$$
\begin{equation*}
\phi(\vec{r}, t)=\phi(x-v t) \mathrm{e}^{i\left(M v x-\epsilon t-\frac{1}{2} M v^{2} t\right)} \tag{19.39}
\end{equation*}
$$

which is a baryon travelling with a constant velocity. This is an additional solution to the time-dependent equation. In fact starting with any function $\phi(\vec{r}, 0)$ and substituting it into (19.38) a new solution will be generated. These solutions will generically be excited states, but not in energy eigenstates, since they will not have a harmonic form.

To generate excited baryon solutions which are in eigenstates of the energy, we make use of the DHN procedure discussed in Section 5.5.1 in the context of twodimensional field theories. The idea is to look for solutions which are periodic in time and to quantize them by requiring that the action during a period will obey,

$$
\begin{equation*}
\left.\int_{0}^{T} \mathrm{~d} t<\psi\left|H-i \partial_{t}\right| \psi\right\rangle=2 \pi n \tag{19.40}
\end{equation*}
$$

where $n$ is some integer number. Recall that this condition follows from the fact that the solutions are invariant under time translations, so from $\psi(t)$ we can also generate a solution $\psi\left(t-t_{0}\right)$ for any $t_{0}$ and also any linear combinations of them, and in particular a harmonic varying solution $\int_{0}^{T} \mathrm{~d} t_{0} \mathrm{e}^{-i t_{0} E} \psi\left(t-t_{0}\right)$.


Fig. 19.10. Baryon-baryon scattering. Exchange of a quark on the right, while on the left, such an exchange plus an exchange of a gluon.

In analogy to the discussion in Section 5.5.1 here as well one can introduce a non-abelian flavor group, namely construct baryons made out of several flavors. In this case one introduces into the Hartree wave function a separate single particle wave function for each flavor.

For very heavy quarks one can neglect the spin-dependent forces, and hence anticipate that the baryons are spherically symmetric. However, for less heavy quarks this is no longer the case. For a baryon made out of a single flavor, in the ground state all the spins are aligned and hence the total spin is $\frac{1}{2} N$. Due to the fact that the total spin is very large, the effect of the coupling of this large spin to the orbit is significant and hence the ground state will no longer be spherically symmetric. If one takes the large $N$ analog of the baryon to be composed of $\frac{N+1}{2}$ quarks of one flavor and $\frac{N+1}{2}-1$ of the other flavor, then the net spin will be $\frac{1}{2}$ since the spin-spin interaction will align the spin of the different flavors in an antiparallel way. Unlike the one flavor case where the spin is $\frac{N}{2}$, the spin $\frac{1}{2}$ will be too small to affect the spherically symmetric ground state via spin orbit interaction, and hence for that case it will remain symmetric.

### 19.4 Scattering processes

In Section 19.2 it was shown that in the leading order of the large $N$ there is no meson-meson scattering. The same applies also for meson-glueball and glueball-glueball scattering. Let us now address the question of baryon-baryon and baryon-meson scattering.

Baryon-baryon scattering is dominated by an interchange of one quark between two baryons. Whether the process involves only an interchange or also in addition an exchange of a gluon, as is shown in Fig. 19.10, the amplitude is of order $N$. In the case of no gluon exchange, there is a choice of the interchanging quark in one of the baryon, which goes like $N$. Once a quark in one baryon is chosen it can be interchanged only with a quark in the second baryon that carries exactly the same color index, hence there is no additional $N$ dependence. Thus altogether the amplitude is order $N$. Note also that the diagram (19.10) comes with a factor of $(-1)$. The amplitude for an interchange that is accompanied with an exchange of a gluon is also of order $N$, which follows from the fact that there is a factor of $N$ from choosing the quark in the first baryon,


Fig. 19.11. Annihilation of a quark coming from the baryon and anti-quark coming from the anti-baryon.
another factor of $N$ from the other baryon and a factor of $\frac{1}{N}$ from the quark gluon vertices.

This fact that the amplitude is order $N$ is behind why there is a smooth large $N$ limit to the baryon-baryon scattering. Recall that the mass of the baryon and hence also the non-relativistic kinetic energy of the baryon are linear in $N$. Thus the total Hamiltonian can be written as $H=N \hat{H}$ where $\hat{H}$ is $N$ independent. The eigenvectors of $\hat{H}$ and hence of the scattering process are $N$ independent.

Quantitatively one addresses the question of baryon-baryon scattering using a non relativistic time-dependent Schrodinger equation for a system of $2 N$ quarks. Due to the exclusion principle the total wave function should be a product of two orthonormal space and spin wave functions $\phi_{i}(x, t)$ where $i=1,2$ in the following way,

$$
\begin{equation*}
\psi\left(x_{1}, \ldots, x_{2 N}, t\right)=\sum_{P}(-1)^{P} \prod_{i=1}^{N} \phi_{1}\left(x_{i}, t\right) \prod_{j=1}^{N} \phi_{2}\left(x_{j}, t\right) \tag{19.41}
\end{equation*}
$$

Using again the time-dependent variational principle, we find that in the case where all the spins of the quarks are parallel so we can ignore them,

$$
\begin{align*}
i \partial_{t} \phi_{1}(x, t)=\frac{\nabla^{2}}{2 M} \phi_{1}(x, t) & -g^{2} \phi_{1}(x, t) \int \frac{\mathrm{d} y \phi_{1}^{*} \phi_{1}(y, t)}{|x-y|} \\
& -g^{2} \phi_{1}(x, t) \int \frac{\mathrm{d} y \phi_{2}^{*} \phi_{1}(y, t)}{|x-y|} \tag{19.42}
\end{align*}
$$

and another equation where $\phi_{1} \leftrightarrow \phi_{2}$. Apart from the last term this equation is identical to the one describing a single baryon (19.38), hence the last term obviously describes the interaction between the two baryons. To describe baryonbaryon scattering we start with inital conditions where the wave functions $\phi$ are localized at two far away regions of space, but heading for a collision. When the two wave functions overlap the interaction term is important and determines the scattering via (19.42).

The baryon anti-baryon scattering is dominated by an annihilation of a quark coming from the baryon and an anti-quark from the anti-baryon. The amplitude of this process is of order $N$ since choosing one quark is order $N$, choosing an anti-quark is order $N$ and the coupling is order $\frac{1}{N}$ (see Fig. 19.11). Again this is like the scaling of the kinetic term and hence there is a smooth limit. The


Fig. 19.12. Exchange of a quark and a gluon in meson-baryon scattering.
variational procedure now involves a wave function composed of $N$ quark and $N$ anti-quark wave functions, namely,

$$
\begin{equation*}
\psi\left(\vec{r}_{a}, \ldots, \vec{r}_{N}\right)=\prod_{a} \phi\left(\vec{r}_{a}\right) \prod_{b} \bar{\phi}\left(\vec{r}_{b}\right), \tag{19.43}
\end{equation*}
$$

where $\bar{\phi}\left(\vec{r}_{b}\right)$ is the wave function of a single anti-quark. The minimization now yields a pair of coupled equations for $\phi$ and $\bar{\phi}$.

The meson-baryon scattering is described in a diagram like Fig. 19.12. The diagram is of order $N^{0}$ since there is a factor of $\frac{1}{N}$ from the coupling and $N$ from the number of ways to choose the quark from the baryon. Recall that the baryon kinetic energy is order $N$ and that of the meson is order one. Hence the interaction term is negligible from the point of view of the baryon and it does not feel the meson but the meson motion is affected by the interaction and thus there is a meson baryon non-trivial scattering. Denoting again the wave function of a quark of the baryon as $\phi(x, t)$ and that of the meson as $\phi_{M}\left(x_{M}, y_{M}, t\right)$, the trial many body wave function reads,

$$
\begin{equation*}
\psi\left(\vec{r}_{a}, \ldots, \vec{r}_{N}, x_{\mathrm{M}}, y_{\mathrm{M}}, t\right)=\prod_{a} \phi\left(\vec{r}_{a}, t\right) \phi_{\mathrm{M}}\left(x_{\mathrm{M}}, y_{\mathrm{M}}, t\right) \tag{19.44}
\end{equation*}
$$

Again we substitute this wave function into the variational principle $\int \mathrm{d} t\langle\psi| H-i \partial_{t}|\psi\rangle$. The solution for $\phi$ of the corresponding equations is identical to the solution of the baryon and hence indeed the baryon is not affected by the presence of the meson. On the other hand the equation for $\phi_{M}$ is affected by the presence of $\phi$. The equation will be that of a free meson plus two additional terms describing the interaction that take the form,

$$
\begin{equation*}
H_{\mathrm{int}}=-g^{2} \phi(x)\left[\int \frac{\mathrm{d} z \phi^{*}(z, t) \phi_{\mathrm{M}}\left(z, y_{\mathrm{M}}, t\right)}{\left|x_{\mathrm{M}}-z\right|}+\int \frac{\mathrm{d} z \phi^{*}(z, t) \phi_{\mathrm{M}}\left(z, y_{\mathrm{M}}, t\right)}{\left|z-y_{\mathrm{M}}\right|}\right] . \tag{19.45}
\end{equation*}
$$

Thus the interaction term and hence the whole equation is linear in $\phi_{\mathrm{M}}$.

## 20

# From 2d bosonized baryons to 4d Skyrmions 

### 20.1 Introduction

Low energy effective actions associated with four-dimensional QCD, and in particular the Skyrme model have been very thoroughly studied with an emphasis on both formal aspects such as anomalies as well as phenomenological ones like the spectrum of baryons. This chapter is devoted to the Skyrme model. We first derive the various terms of the Skyrme action. These include the sigma term, the WZ term, the mass term and the Skyrme term. The first three terms we have encountered already in the two-dimensional analog, the bosonized QCD (Chapter 13) whereas the fourth one, the Skyrme term, shows up as a stabilization term only in the four-dimensional case. We then construct the classical soliton solution, the Skyrmion, of the corresponding equations of motion. Next we determine the classical mass and radius of the baryon. In a similar manner to the procedure taken in the two-dimensional model, we quantize the system semiclassically. This yields mass splitting between the nucleons and the delta particles and the axial coupling of the nucleons. Most of the discussion will be done for $S U\left(N_{f}=2\right)$ but we will also discuss certain properties of the three-flavor case. The Skyrme model was introduced in [195], [196], [197] and [91].

The topic of baryons as Skyrmions was discussed and reviewed in several books [53], [157] and reviews [22], [186], [231]. In several sections of this chapter we follow the latter review.

### 20.2 The Skyrme action

In two dimensions using the bosonized version of QCD, we were able to integrate in the strong coupling limit the color degrees of freedom and derive the low energy effective action of the flavor degrees of freedom. The latter took the form of a WZW action for the group $U\left(N_{f}\right)$ of level $N_{c}$ for massless QCD and modified flavored WZW action with a mass term for massive QCD. The main point there was that the action derived was exact. In four dimensions the situation is quite different. For once we do not have a bosonized version of QCD which enables us (at least in the massless case) to decouple the flavor and color degrees of freedom and then integrate over the latter. However, due to confinement, the low energy degrees of freedom of four-dimensional QCD are also only flavor degrees of freedom and hence it is natural to use an $N_{f} \times N_{f}$ group element $g\left(x^{\mu}\right)$ of the flavor group $U\left(N_{f}\right)$. Since we do not have a systematic way to derive
the corresponding action, we will now consider various terms that eventually construct the full Skyrme model.

### 20.2.1 The Sigma term

Recall that the group element $g(x)$ transforms under left and right transformations as follows,

$$
\begin{equation*}
g(x) \rightarrow U g(x) \quad g(x) \rightarrow g(x) U . \tag{20.1}
\end{equation*}
$$

As we have shown in two dimensions the sigma term is the term with the lowest number of derivatives. In two dimensions it takes the form,

$$
\begin{equation*}
S_{2 d}=\frac{1}{12 \pi} \int \mathrm{~d}^{2} x \operatorname{Tr}\left[\partial_{\mu} g \partial^{\mu} g^{-1}\right] . \tag{20.2}
\end{equation*}
$$

It is easy to see that the analog in four dimensions has the form,

$$
\begin{equation*}
S=\frac{1}{16} f_{\pi}^{2} \int \mathrm{~d}^{4} x \operatorname{Tr}\left[\partial_{\mu} g \partial^{\mu} g^{-1}\right] \tag{20.3}
\end{equation*}
$$

where $f_{\pi}$ has dimensions of mass (it will be shown below that by comparison to experimental data, for $N_{f}=3$, it has to be taken to be $\sim 93 \mathrm{MeV}$ ). This coefficient is needed since our group element still does not carry classically any conformal dimension. The sigma term which is clearly the one with the lowest number of derivatives can also be expressed as,

$$
\begin{equation*}
S=\frac{1}{16} f_{\pi}^{2} \int \mathrm{~d}^{4} x \operatorname{Tr}\left[L_{\mu} L^{\mu}\right]=\frac{1}{16} f_{\pi}^{2} \int \mathrm{~d}^{4} x \operatorname{Tr}\left[R_{\mu} R^{\mu}\right] \tag{20.4}
\end{equation*}
$$

where,

$$
\begin{equation*}
L_{\mu}=g^{-1} \partial_{\mu} g \quad R_{\mu}=g \partial_{\mu} g^{-1} \tag{20.5}
\end{equation*}
$$

It is important to note that by construction the $L_{\mu}$ obey the so-called MaurerCartan equation,

$$
\begin{equation*}
\partial_{\mu} L_{\nu}-\partial_{\nu} L_{\mu}+\left[L_{\mu}, L_{\nu}\right]=0 \tag{20.6}
\end{equation*}
$$

and so does $R_{\mu}$. Note that they are both like pure gauges in a non-abelian gauge theory, and thus they have $F_{\mu \nu}=0$.

Before proceeding to the WZ term let us check the symmetries of this action in comparison with the known symmetries of QCD. It is easy to check that it is invariant under global $S U\left(N_{f}\right)_{L} \times S U\left(N_{f}\right)_{R} \times U(1)_{B}$ transformations. It is further invariant under the following three discrete transformations,

$$
\begin{array}{rll}
\text { Transpose }: & g \leftrightarrow g^{T} & \vec{x} \leftrightarrow \vec{x}, t \leftrightarrow t \\
P_{0}: & g \leftrightarrow g & \vec{x} \leftrightarrow-\vec{x}, t \leftrightarrow t  \tag{20.7}\\
(-1)^{N_{B}}: & g \leftrightarrow g^{-1} & \vec{x} \leftrightarrow \vec{x}, t \leftrightarrow t .
\end{array}
$$

The second transformation $P_{0}$ is a parity transformation and the third is the number of bosons modulo two. To check whether these discrete symmetries
are also shared by QCD we first expand $g(x)$ around unity,

$$
\begin{equation*}
g(x)=1+\frac{2 i}{f_{\pi}} \sum_{1}^{N_{f}^{2}-1} T^{a} \pi^{a}(x) \tag{20.8}
\end{equation*}
$$

in terms of the Goldstone bosons $\pi(x)$ and then consider $N_{f}=3$. It turns out that $P_{0}$ and $(-1)^{N_{B}}$ are not conserved separately but only the combination $P=P_{0}(-1)^{N_{B}}$. This is demonstrated by the process $K^{+} K^{-} \rightarrow \pi^{+} \pi^{0} \pi^{-}$. Obviously the number of bosons modulo two is not conserved as well as the parity $P_{0}$ since the $\pi^{i}$ are pseudo scalars. It is thus clear that the action (20.3) cannot describe the effective action of QCD and another term that does conserve $P$ and not $P_{0}$ and $(-1)^{N_{B}}$ separately. It is well known that the parity transformation $P_{0}$ is violated by a term which is proportional to the Levi Civita tensor which in four dimensions reads $\epsilon_{\mu \nu \rho \sigma}$. However, it is very easy to verify that the only term proportional to $\epsilon_{\mu \nu \rho \sigma}$, namely $\epsilon^{\mu \nu \rho \sigma} \operatorname{Tr}\left[g^{-1} \partial_{\mu} g g g^{-1} \partial_{\nu} g g^{-1} \partial_{\rho} g g^{-1} \partial_{\sigma} g\right]$ vanishes due to the antisymmetric nature of $\epsilon_{\mu \nu \rho \sigma}$ and the cyclicity of the trace.

### 20.2.2 The WZ term

Experienced with the two-dimensional WZ term it is clear that this situation naturally calls for a four-dimensional WZ term: [225], [226]. Recall that the twodimensional WZ term was written as a three-dimensional integral over a threedimensional ball or a three disk whose boundary is the two-dimensional spacetime. In a similar manner we can construct a term defined on a five-dimensional disk $D 5$ whose boundary is the four-dimensional space-time and has the form,

$$
\begin{equation*}
S_{W Z}=-i \frac{\lambda_{S}}{240 \pi^{2}} \int_{D^{5}} \mathrm{~d}^{5} x \epsilon^{i j k l m} \operatorname{Tr}\left[g^{-1} \partial_{i} g g^{-1} \partial_{j} g g^{-1} \partial_{k} g g^{-1} \partial_{l} g g^{-1} \partial_{m} g\right] \tag{20.9}
\end{equation*}
$$

where now $i, j, k, l, m$ denote coordinates on $D 5$ and $\lambda_{S}$ is a coefficient that has to be determined. Extending the map $g\left(x^{\mu}\right)$ from the four-dimensional space-time to the $S U(N)$ group manifold into a map from $D 5$ to the group manifold is based on the fact that $\pi_{4}(S U(N))=0$ and $\pi_{1}(S U(N))=0$. Now let us check whether there are any constraints on $\lambda_{S}$. The analogous two-dimensional case tells us that $\lambda_{S}=N_{c}$. We will now verify this result in two steps. First we show that on general topological grounds it has to be an integer and then by relating the action to QCD we show that this integer has to be equal to the number of colors. To understand the topological nature of the WZ term it is convenient to use a compactified Euclidean four space of a topology $S^{1} \times S^{3}$ where the $S^{1}$ factor corresponds to a compactified time direction. Now the five-dimensional disk $D^{5}$ can be taken now to be $S^{3} \times D^{2}$. However as is clear from Fig. 20.1 there are in fact two options of choosing the disk $D^{2}$ namely $D_{n}^{2}$ and $D_{s}^{2}$. Requiring that the independence of the physics on choice translates into,

$$
\begin{equation*}
\mathrm{e}^{i S_{W Z}^{n}}=\mathrm{e}^{i S_{W Z}^{s}} \rightarrow \int_{\left(D_{n}^{2}+D_{s}^{2}\right) \times S^{3}} w_{5}^{0}=\int_{S^{2} \times S^{3}} w_{5}^{0}=2 \pi \text { integer, } \tag{20.10}
\end{equation*}
$$



Fig. 20.1. Two options of choosing the disk $D^{2}$.
where we have used the fact that the sum of the two disks $\left(D_{n}^{2}+D_{s}^{2}\right)$ is topologically equivalent to $S^{2}$, that the five cycles in the group manifold $S U(N)$ of the topology $S^{2} \times S^{3}$ can be represented by the cycles of topology $S^{5}$ and that $\pi_{5}(S U(N))=\mathcal{Z}$ and hence any $S^{5}$ in $S U(N)$ is topologically a multiple of the basic $S^{5}$ on which $w$ can be normalized such that $\int_{S_{0}^{5}} w_{5}^{0}=2 \pi$.

We thus conclude that the coefficient $\lambda_{S}$ has to be an integer. As we mentioned above in two dimensions we have shown that this integer has to be $N_{c}$. We will show below when discussing the phenomenology of the Skyrme model that this is the case also in four dimensions. Thus we will take from here on that $\lambda_{S}=N_{c}$.

### 20.2.3 The Skyrme term

Baryons were described in the context of the bosonized theory of two-dimensional QCD in terms of soliton solutions of the WZW theory in flavor space (see Chapter 13). In a similar manner we anticipate that also in four dimensions solitons are intimately related to baryons. However, in Section 5.3 it was shown that according to Derrick's theorem, there are no stable solitons in the space dimension larger that one. To recapitulate this theorem let us analyze the scaling behavior of the energy of a soliton solution in four dimensions. It is easy to realize that in $D$ space dimensions the energy that corresponds to the action (20.3) reads,

$$
\begin{equation*}
E=\int d^{D} x \frac{f_{\pi}^{2}}{4} \operatorname{Tr}\left[L_{\mu} L^{\mu}\right] \tag{20.11}
\end{equation*}
$$

where a change in normalization was made.
Under a scaling of $x \rightarrow \lambda x, g(x) \rightarrow g(\lambda x)$ since as mentioned above $g(x)$ has a zero scaling dimension, and the energy scales as,

$$
\begin{equation*}
E_{\lambda}=\lambda^{2-D} E \tag{20.12}
\end{equation*}
$$

Thus for $D=3$ the energy of the system can shrink to zero by large scaling and hence the solutions are not stable against scale transformations. To avoid this problem we add a term which is quartic in $L_{\mu}$ so that the total Lagrangian is,

$$
\begin{equation*}
\mathcal{L}=\mathcal{L}_{2}+\mathcal{L}_{4}=\frac{f_{\pi}^{2}}{4} \operatorname{Tr}\left[L_{\mu} L^{\mu}\right]+\frac{1}{4} e^{2} \operatorname{Tr}\left(\left[L_{\mu}, L_{\nu}\right]^{2}\right) . \tag{20.13}
\end{equation*}
$$

Under scale transformation the energy scales as,

$$
\begin{equation*}
E_{\lambda}=\lambda^{2-D} E_{(2)}+\lambda^{4-D} E_{(4)} . \tag{20.14}
\end{equation*}
$$

It is easy to see that for $D \geq 3$ there is a minimum at $\lambda=1$ and with

$$
\begin{array}{cl}
\frac{\mathrm{d} E_{\lambda}}{\mathrm{d} \lambda}=0 \rightarrow & \frac{E_{(2)}}{E_{(4)}}=-\frac{4-D}{2-D} \\
\frac{\mathrm{~d}^{2} E_{\lambda}}{\mathrm{d} \lambda^{2}}>0 \rightarrow & 2(D-2) E_{(2)}>0 \tag{20.15}
\end{array}
$$

In fact the energy is bounded from below by the topological charge. The energy associated with the action (20.13) takes the following form for a static configuration,

$$
\begin{equation*}
E=\int \mathrm{d}^{3} x\left\{-\frac{f_{\pi}^{2}}{4} \operatorname{Tr}\left[L_{i} L_{i}\right]-\frac{1}{4} e^{2} \operatorname{Tr}\left(\left[L_{i}, L_{j}\right]^{2}\right)\right\} \tag{20.16}
\end{equation*}
$$

which can be rewritten as,

$$
\begin{align*}
E= & -\frac{f_{\pi}^{2}}{4} \int \mathrm{~d}^{3} x \operatorname{Tr}\left[L_{i} L^{i}+\frac{e^{2}}{f_{\pi}^{2}}\left(\sqrt{2} \epsilon_{i j k} L^{j} L^{k}\right)^{2}\right] \geq \\
& -\frac{f_{\pi}^{2}}{4} \int \mathrm{~d}^{3} x \left\lvert\, \operatorname{Tr}\left[\left.\left(\frac{2 \sqrt{2} e}{f_{\pi}} \epsilon_{i j k} L^{i} L^{j} L^{k}\right)\left|=12 \sqrt{2} \pi^{2} e f_{\pi}\right| B \right\rvert\, .\right.\right. \tag{20.17}
\end{align*}
$$

This is referred to as the Bogomol'ny bound. It is interesting to note that unlike other cases like instantons (see Section 22.1) there is no configuration that saturates the bound. The configuration that does saturates the bound has the form $L_{i}=\frac{\sqrt{2} e}{f_{\pi}} e_{i j k} L_{j} L_{k}$, however it is easy to see that it does not obey the MaurerCartan equation (20.6).

### 20.2.4 A mass term

In two dimensions the mass term was shown to be a key ingredient to having soliton solutions of strong coupling of $Q C D_{2}$. In four dimensions this is not the case. Stable soliton solutions do not require a mass term. However, to incorporate the fact that the pions are not massless, one adds a mass term to the full Lagrangian. The mass term has the same form as that of the two-dimensional theory, namely,

$$
\begin{equation*}
S_{m}=\frac{m_{\pi}^{2} f_{\pi}^{2}}{16} \int \mathrm{~d}^{4} x \operatorname{Tr}\left[g+g^{-1}-2\right] \tag{20.18}
\end{equation*}
$$

Upon substitution for $g(x)$ in the ansatz (20.8) this term takes the form of a mass term for the $\pi$ fields,

$$
\begin{equation*}
S_{m}=\int \mathrm{d}^{4} x \frac{1}{2} m_{\pi}^{2}\left(\pi^{a}\right)^{2} \tag{20.19}
\end{equation*}
$$

For $N_{f}>2$ one can use a mass term that breaks flavor symmetry by assigning different masses to different flavors. One can also generalize the mass term by using general functions of $g$ which in the limit of $g \rightarrow 1$ approach $g$.

### 20.2.5 Gauging the Skyrme action

In Section 9.3 .1 we discussed the gauging of the WZW action. In that case we were interested in gauging the diagonal $S U_{D}\left(N_{c}\right) \in S U_{L}\left(N_{c}\right) \times S U_{R}\left(N_{c}\right)$. We presented there two methods for the gauging procedure: (i) Noether trial and error method, (ii) covariantization of the associated currents. Here in the case of the Skyrme action we would like to gauge the $U(1)$ diagonal global abelian symmetry that corresponds to electromagnetism, as well as the full $S U\left(N_{f}\right) \times$ $S U\left(N_{f}\right)$ global symmetry of the Skyrme action. Let us first identify the diagonal abelian symmetry that we want to gauge to incorporate EM gauge fields. In the particular case of $N_{f}=3$ the EM charge matrix of the $u, d, s$ quarks is given by,

$$
Q=\left(\begin{array}{ccc}
2 / 3 & &  \tag{20.20}\\
& -1 / 3 & \\
& & -1 / 3
\end{array}\right)
$$

Thus a local transformation that corresponds to the EM gauge transformation is,

$$
\begin{equation*}
g(x) \rightarrow U g(x) U^{-1} \quad U \sim 1+i \epsilon(x)[Q, g] . \tag{20.21}
\end{equation*}
$$

As usual the local transformation can be a symmetry of the action only provided we add to the action gauge fields that transform under the EM gauge transformation as $A_{\mu} \rightarrow A_{\mu}-\frac{1}{e} \partial_{\mu} \epsilon(x)$ where $e$ is a unit EM charge. For the sigma term and the Skyrme term it is obvious that gauge invariance is achieved by replacing the ordinary derivative with covariant ones, namely $\partial_{\mu} \rightarrow D_{\mu}=\partial_{\mu}+i e \partial_{u}$. The gauging of the WZ term $\Gamma \equiv S_{W Z}$ is more subtle and as was done for the two-dimensional case; we use a trial and error method. First we compute the variation of the term under the global $U(1)$ symmetry. We find that,

$$
\begin{align*}
\Gamma \rightarrow \Gamma & -\int \mathrm{d}^{4} x \partial_{\mu} \epsilon(x) J^{\mu} \\
J^{\mu}= & \frac{1}{48 \pi^{2}} \epsilon^{\mu \nu \rho \sigma}\left\{\operatorname{Tr}\left[-Q\left(R_{\nu} R_{\rho} R_{\sigma}\right)\right]\right. \\
& \left.+\operatorname{Tr}\left[Q\left(L_{\nu} L_{\rho} L_{\sigma}\right)\right]\right\} \tag{20.22}
\end{align*}
$$

where $Q$ is defined in (20.20). The next step in gauging the WZ term is to replace the original term with,

$$
\begin{equation*}
\Gamma \rightarrow \Gamma-e \int \mathrm{~d}^{4} x A_{\mu} J^{\mu} \tag{20.23}
\end{equation*}
$$

It turns out that the action after this replacement is still not gauge invariant but it is invariant with the following addition,

$$
\begin{align*}
S= & \frac{f_{\pi}^{2}}{16} \int \mathrm{~d}^{4} x \operatorname{Tr}\left[D_{\mu} g D^{\mu} g^{-1}\right]+N_{c} \tilde{\Gamma}, \\
\tilde{\Gamma}\left(g, A_{\mu}\right)= & \Gamma(g)-e \int \mathrm{~d}^{4} x A_{\mu} J^{\mu}+\frac{i e}{24 \pi^{2}} \int \mathrm{~d}^{4} x \epsilon^{\mu \nu \rho \sigma} \partial_{\mu} A_{\nu} A_{\rho} \\
& \times \operatorname{Tr}\left[Q^{2}\left(L_{\sigma}-R_{\sigma}\right)-Q g Q g^{-1} R_{\sigma}\right] . \tag{20.24}
\end{align*}
$$

In a similar manner one can gauge the full global symmetry or its subgroups. Since we will not need it in this chapter we refer the reader to references, for instance [231].

### 20.3 The baryon as a Skyrmion

The two-dimensional solitonic baryon was analyzed at two levels, firstly the classical configuration and then at the semi-classical level. At both levels properties of the baryon such as its mass and conserved charges were computed. In this section we present the analogous calculations for the 4d Skyrmion and then we compare the four- and two-dimensional results. ${ }^{1}$

### 20.3.1 The classical Skyrmion

The Skyrmion is by definition a solitonic solution of the Skyrme action. Soliton solutions in two dimensions were discussed in general in Section 5.3 and in particular the solitons of the low energy effective action of $Q C D_{2}$ in the strong coupling limit in Chapter 13. In fact the classical solitonic baryons were solutions of a sine-Gordon equation that was derived from an action that included a sigma term and a mass term since for static configuration the WZ vanishes. The latter property holds also in four dimensions so the relevant action now includes the sigma term and the Skyrme term. In fact we will describe here the case of two flavors and as mentioned above the WZ term vanishes for the $S U(2)$ group manifold anyhow. The equation of motion derived by computing the variation of the action with respect to $g^{-1} \delta g$ is,

$$
\begin{equation*}
\partial^{\mu} L_{\mu}-2 \frac{e^{2}}{f_{\pi}^{2}} \partial^{\mu}\left[L_{\nu},\left[L_{\mu}, L_{\nu}\right]\right]=0 \tag{20.25}
\end{equation*}
$$

Obviously, an equivalent equation can be written by replacing $L_{\mu} \rightarrow R_{\mu}$. Parameterizing the general static configuration as,

$$
\begin{equation*}
g(x)=\mathrm{e}^{i \vec{\tau} \cdot \hat{r} F(r)}=\cos (F(r))+i \vec{\tau} \cdot \hat{r} \sin (F(r)) \tag{20.26}
\end{equation*}
$$

${ }^{1}$ The classical properties of the $S U(2)$ baryonic Skyrmion were analyzed in [133], [5] and afterwards in many other papers.

For this ansatz the equation of motion reads,

$$
\begin{equation*}
F^{\prime \prime}+\frac{2}{r} F^{\prime}-\frac{\sin (2 F)}{r^{2}}+8 \frac{e^{2}}{f_{\pi}^{2}}\left[\frac{\sin (2 F) \sin ^{2} F}{r^{4}}-\frac{F^{\prime 2} \sin (2 F)}{r^{2}} \frac{2 F^{\prime \prime} \sin ^{2} F}{r^{2}}\right]=0 \tag{20.27}
\end{equation*}
$$

The boundary conditions are taken to be,

$$
\begin{equation*}
F(r=0)=\pi \quad F(r \rightarrow \infty)=0 \tag{20.28}
\end{equation*}
$$

The mass of the classical Skyrmion is derived by substituting a solution of the equation of motion into (20.16) getting,

$$
\begin{equation*}
M_{s}=4 \pi \int_{0}^{\infty} r^{2} \mathrm{~d} r \frac{f_{\pi}^{2}}{2}\left[F^{\prime 2}+\frac{2 \sin ^{2} F}{r^{2}}\right]+4 e^{2} \frac{\sin ^{2} F}{r^{2}}\left[2 F^{\prime 2}+\frac{\sin ^{2} F}{r^{2}}\right] \tag{20.29}
\end{equation*}
$$

Using the virial property this reduces to,

$$
\begin{equation*}
M_{s}=4 \pi \sqrt{2} e \int_{0}^{\infty} x^{2} \mathrm{~d} x\left[\left(\frac{\mathrm{~d} F}{\mathrm{~d} x}\right)^{2}+\frac{2 \sin ^{2} F}{r^{2}}\right] \tag{20.30}
\end{equation*}
$$

where $x=\frac{f_{\pi}}{e \sqrt{2}} r$ is dimensionless. The value of the integral is $\sim 11.7$. One can either use the mass of the proton combined with the mass of the delta, to determine $f_{\pi}$ and the coefficient of the Skyrme term, or use the experimental values of $f_{\pi}$ and the axial coupling to be discussed shortly.

Let us now analyze the radial profile of the soliton $F(r)$. Asymptotically for $r \rightarrow \infty$ only the terms inside the square brackets can be neglected leading to a solution of the form $F(r) \rightarrow \frac{16 e^{2}}{f_{\pi}^{2}} \frac{A^{2}}{r^{2}}$, where again $A$ can be determined by comparing to experimental data and is found to be $A \sim 1.08$. On the other limit around the origin it is easy to see that the equation is solved by $F(r) \sim n \pi-a r$. The numerical solution of $F(r)$ that interpolates between these two boundary conditions is drawn in Fig. 20.2.

In addition to the mass, we have also extracted in two dimensions from the classical soliton the flavor properties and baryon number. For the Skyrmion we should also be able to determine these properties as well as its spin. When we insert the classical soliton solution in the baryon density we get,

$$
\begin{equation*}
B^{0}=\frac{i}{24 \pi^{2}} \epsilon^{i j k} L_{i} L_{j} L_{k}=\frac{1}{2 \pi^{2}} \sin ^{2} F \frac{F^{\prime}}{r^{2}} \tag{20.31}
\end{equation*}
$$

so that the baryonic charge is,

$$
\begin{equation*}
B=4 \pi \int_{0}^{\infty} \mathrm{d} r r^{2} B^{0}(r)=\frac{1}{\pi}(F(0)-F(\infty))+12 \pi[\sin (2 F(\infty))-\sin (2 F(0))]=1 \tag{20.32}
\end{equation*}
$$

where we have used the boundary conditions of $F(r)$ specified above. Using the distribution of the baryonic charge, one can define the rms radius of the baryon as follows,

$$
\begin{equation*}
r_{\mathrm{rms}}=\frac{e}{\pi f_{\pi}}\left(-\int_{0}^{\infty} \mathrm{d} x x^{2} \sin ^{2} F F^{\prime}\right)^{1 / 2} \tag{20.33}
\end{equation*}
$$

which is of the order of 0.48 for the $B=1$.


Fig. 20.2. The numerical solution of $F(r)$.


Fig. 20.3. The Skyrmion hedgehog configuration.

The hedgehog configuration, see Fig. 20.3, used as an ansatz for the Skyrmion, is by construction invariant under the operation of,

$$
\begin{equation*}
K \equiv J+I=(L+S)+I \tag{20.34}
\end{equation*}
$$

where $L, S$ and $J$ are the orbital angular momentum, the spin and the total angular momentum, and $I$ is the isospin.

It follows from,

$$
\begin{equation*}
[K, g(x)]=i \sin F\left[[(r \times-\nabla), \vec{\tau} \cdot \hat{r}]+\left[\frac{\vec{\tau}}{2}, \vec{\tau} \cdot \hat{r}\right]\right]=0 . \tag{20.35}
\end{equation*}
$$

Hence the Skyrmion carries a charge of $K=0$. It is straightforward to notice that it is also an invariant under the parity operator defined in (20.7), so that altogether it is $K=0^{+}$state.

### 20.3.2 Semiclassical quantization of the soliton

Recall that the quantization of the collective coordinates of the two-dimensional soliton was performed by elevating the static group element to a space-time dependent one in the following way,

$$
\begin{equation*}
g(x) \rightarrow g(x, t)=A(t) g(x) A^{-1}(t) \quad A(t) \in U\left(N_{f}\right) \tag{20.36}
\end{equation*}
$$

Nothing in this prescription is two dimensional and hence we now use the same ansatz also for the four-dimensional soliton. In two dimensions we discussed the general $N_{f}$ case, here we start with the simplest case of $N_{f}=2$ and then we discuss the $N_{f}=3$ and comment about the general case. As discussed above for $S U\left(N_{f}=2\right)$ there is no WZ term, thus we have to substitute (20.36) into the action that includes the sigma term and the Skyrme term (for simplicity we do not add the mass term). The collective coordinates $A(t)$ can be parameterized in the following ways either,

$$
\begin{equation*}
A(t)=a_{0}(t)+i \vec{a}(t) \cdot \vec{\sigma} \quad\left(a_{\mu}\right)^{2}=1 \tag{20.37}
\end{equation*}
$$

or,

$$
\begin{equation*}
A^{-1} \dot{A} \equiv \frac{i}{2} \vec{\sigma} \cdot \vec{w} \tag{20.38}
\end{equation*}
$$

It is easy to verify that in terms of $A(t)$ the $L_{\mu}$ defined in (20.5),

$$
\begin{equation*}
L_{0}=A(t) g^{-1}(x)\left(A^{-1} \dot{A}\right)(t) g(x) A^{-1}(t) \quad L_{i}=A(t) g^{-1} \partial_{i} g(x) A^{-1}(t) \tag{20.39}
\end{equation*}
$$

The result of the substitution of the $L_{\mu}$ expressed in terms of $w$ into the Lagrangian is,

$$
\begin{equation*}
\mathcal{L}=\mathcal{L}_{c l}+\frac{1}{2} \alpha^{2} w^{2} \tag{20.40}
\end{equation*}
$$

where the constant of proportionality $\alpha^{2}$ is computed as a spatial integral over the chiral angle to be $\frac{53.3}{e^{3} f_{\pi}}$. In terms of spin and isospin operators the Hamiltonian can be rewritten in terms of a second Casimir operator,

$$
\begin{equation*}
\mathcal{H}=E_{c l}+\frac{1}{2 \alpha^{2}} J^{2}=E_{c l}+\frac{1}{2 \alpha^{2}} I^{2} . \tag{20.41}
\end{equation*}
$$

In terms of the $a_{\mu}$ variables the Lagrangian density takes the form,

$$
\begin{equation*}
\mathcal{L}=\mathcal{L}_{c l}+\lambda\left(\dot{a}_{\mu}\right)^{2}, \tag{20.42}
\end{equation*}
$$

where $\lambda$ is the moment of inertia given by,

$$
\begin{equation*}
\lambda=\frac{8 \pi}{3} f_{\pi}^{2} \int_{0}^{\infty} \mathrm{d} r r^{2} \sin ^{2} F\left[1+\frac{8 e^{2}}{f_{\pi}^{2}}\left(F^{2}+\frac{\sin ^{2} F}{r^{2}}\right)\right] . \tag{20.43}
\end{equation*}
$$

The corresponding Hamiltonian is therefore,

$$
\begin{equation*}
\mathcal{H}=\pi_{\mu} \dot{a}_{\mu}-\mathcal{L}=E_{c l}+\frac{1}{8 \lambda} \pi_{\mu}^{2}=E_{c l}+\frac{1}{8 \lambda}\left(-\frac{\partial^{2}}{\partial a_{\mu}^{2}}\right), \tag{20.44}
\end{equation*}
$$

where in the last step we introduced the canonical quantization namely,

$$
\begin{equation*}
\left[a_{\mu}, \pi_{\nu}\right]=i \delta_{\mu \nu} \quad \pi_{\mu}=-\frac{i \partial}{\partial a_{\mu}} \tag{20.45}
\end{equation*}
$$

subjected to the constraint $\left(a_{\mu}\right)^{2}=1$.
The Noether charges associated with the angular momentum and isospin expressed in terms of $a_{\mu}$ take the form,

$$
\begin{align*}
I_{k} & =\frac{i}{2}\left(a_{0} \frac{\partial}{\partial a_{k}}-a_{k} \frac{\partial}{\partial a_{0}}-\epsilon_{k l m} a_{l} \frac{\partial}{\partial a_{m}}\right) \\
J_{k} & =\frac{i}{2}\left(a_{k} \frac{\partial}{\partial a_{0}}-a_{0} \frac{\partial}{\partial a_{k}}-\epsilon_{k l m} a_{l} \frac{\partial}{\partial a_{m}}\right) . \tag{20.46}
\end{align*}
$$

Choosing a fermionic rather than bosonic wave function, namely, odd under changing $A \rightarrow-A$, implies that the wave function of baryons of $I=J=\frac{1}{2}$ is linear in $a_{\mu}$, for instance the proton wave function is $|p\rangle=\frac{1}{\pi}\left(a_{1}+i a_{2}\right)$ and those of $I=J=\frac{3}{2}$ cubic in $a_{\mu}$ like $\left|\Delta^{++}\right\rangle=\frac{\sqrt{2}}{\pi}\left(a_{1}+i a_{2}\right)^{2}$. It is thus obvious that the mass difference between the $\Delta$ and the nucleon is,

$$
\begin{equation*}
M_{\Delta}-M_{N}=\frac{3}{2 \alpha^{2}} \tag{20.47}
\end{equation*}
$$

Expectation values of flavor charges can be computed in the semi-classical approximation by expressing the Noether currents and charges in terms of the $a_{\mu}(t)$ and their corresponding momenta $\pi_{\mu}=-\frac{i \partial}{\partial a_{\mu}}$ (20.46) and sandwiching these operators in between quantum states, like $N$ and $\Delta$. For instance the space components of the Baryonic current is given by,

$$
\begin{equation*}
B^{i}=i \frac{e^{i j k}}{2 \pi^{2}} \frac{\sin ^{2} F}{r} \hat{r}_{k} \operatorname{Tr}\left[\dot{A}^{-1} A \tau_{j}\right] \tag{20.48}
\end{equation*}
$$

We use this expression to compute the isoscalar magnetic moment, defined by,

$$
\begin{equation*}
\mu_{I=0}=\frac{1}{2} \int \mathrm{~d}^{3} r \vec{r} \times \vec{B}, \tag{20.49}
\end{equation*}
$$

of the proton as follows,

$$
\begin{align*}
\left(\mu_{I=0}\right)_{3}= & -\frac{2 i}{3 \pi} \int \mathrm{~d} r r^{2} F<p, 1 / 2\left|\operatorname{Tr}\left(\tau_{3} \dot{A}_{-1} A\right)\right| p, 1 / 2> \\
& \frac{i}{3}<r^{2}>_{I=0}<p, 1 / 2\left|\operatorname{Tr}\left(\tau_{3} \dot{A}_{-1} A\right)\right| p, 1 / 2>=\frac{1}{6 I}<r^{2}>_{I=0} . \tag{20.50}
\end{align*}
$$

In a similar manner one can compute the isovector magnetic moment.

Another important property of nucleons that can be extracted from the description of baryons as semiclassical solitons is the axial coupling $g_{A}$ defined via,

$$
\begin{equation*}
<N^{\prime}\left(p_{2}\right)\left|J_{\mu}^{A^{a}}\right| N\left(p_{1}\right)>=<\bar{u}\left(p_{2}\right) \frac{\tau^{a}}{2}\left[g_{A}\left(q^{2}\right) \gamma_{\mu} \gamma_{5}+h_{A}\left(q^{2}\right) q_{\mu} \gamma_{5}\right] u\left(p_{1}\right)> \tag{20.51}
\end{equation*}
$$

where $J_{\mu}^{A^{a}}$ is the axial current and $q=p_{2}-p_{1}$. In the chiral limit $h_{A}\left(q^{2}\right)$ has a pion pole whose residue is $-2 f_{\pi} g_{\pi N N}$ namely,

$$
\begin{equation*}
h_{A}\left(q^{2}\right)=\frac{d_{A}\left(q^{2}\right)}{q^{2}} \quad d_{A}(0)=-2 f_{\pi} g_{\pi N N} \tag{20.52}
\end{equation*}
$$

where $g_{\pi N N}$ is the pion nucleon coupling. Current conservation implies that,

$$
\begin{equation*}
2 M_{N} g_{A}\left(q^{2}\right)+q^{2} h_{A}\left(q^{2}\right)=0 \tag{20.53}
\end{equation*}
$$

In the nucleon rest frame the nonrelativistic limit $q \rightarrow 0$, taken in a symmetric form $q_{i} q_{j} \rightarrow \frac{1}{3} \delta_{i j} q^{2}$ yields,

$$
\begin{align*}
& \lim _{q \rightarrow 0}<N^{\prime}\left(p_{2}\right)\left|J_{i}^{A} a\right| N\left(p_{1}\right)>=\lim _{q \rightarrow 0}<u\left(p_{2}\right) \frac{\tau^{a}}{2}\left[g_{A}(0) \sigma_{i}\right. \\
& \left.\quad+h_{A}\left(q^{2}\right) \vec{\sigma} \cdot \overrightarrow{\hat{q}} \hat{q}_{i}\right] u\left(p_{1}\right)>= \\
& \quad=\lim _{q \rightarrow 0} g_{A}(0)\left(\delta_{i j}-\hat{q}_{i} \hat{q}_{j}\right)<N^{\prime}\left(p_{2}\right)\left|\sigma_{i} \frac{\tau^{a}}{2}\right| N\left(p_{1}\right)> \\
& \quad=\frac{2}{3} g_{A}(0)<N^{\prime}\left(p_{2}\right)\left|\sigma_{i} \frac{\tau^{a}}{2}\right| N\left(p_{1}\right)> \tag{20.54}
\end{align*}
$$

where we have made use of the Goldberger-Triman relation,

$$
\begin{equation*}
g_{A}(0)=\frac{g_{\pi N N} f_{\pi}}{M_{N}} \tag{20.55}
\end{equation*}
$$

In the Skyrme model we can extract the axial coupling $g_{A}(0)$ in the following way. First we compute the space integral over the axial current,

$$
\begin{equation*}
\int \mathrm{d}^{3} x J_{i}^{A^{a}}(x)=-\frac{1}{2} d \operatorname{Tr}\left[\tau_{i} A^{-1} \tau^{a} A\right] \tag{20.56}
\end{equation*}
$$

where $d$ is the space integral over a function that depends only on the classical soliton configuration. We then sandwich this operator in between nucleon states to find,

$$
\begin{equation*}
\lim _{q \rightarrow 0} \int \mathrm{~d}^{3} x \mathrm{e}^{i \vec{q} \cdot \vec{x}}<N^{\prime}\left|J_{i}^{A^{a}}(x)\right| N>=\frac{2}{3} d<N^{\prime}\left|\sigma_{i} \frac{\tau^{a}}{2}\right| N> \tag{20.57}
\end{equation*}
$$

Equating the last expression with (20.54) it was found that the Skyrme model value of $g_{A}(0)=0.61$ whereas experientially it is equal to 1.33 .

### 20.3.3 The Skyrme model and large $N_{c} Q C D$

In Section 19.2 it was shown that the scattering amplitude or quadrilinear coupling of mesons in the large $N_{c}$ limit behaves like $\frac{1}{N_{c}}$. Recall that in this limit we
take $N_{c} \rightarrow \infty$ while keeping $\lambda_{\mathrm{t}^{\prime} H o o f t}=g^{2} N_{c}$ finite. The amplitude that is proportional to $g^{2}$ behaves like $\frac{1}{N_{c}}$. By comparing this result to the quadrilinear coupling of the Skyrme model we are able to determine the dependence of the Skyrme coefficients on $N_{c}$. Let us start by expanding the sigma term in terms of the pion fields,

$$
\begin{equation*}
\mathcal{L}_{\sigma}=\frac{f_{\pi}^{2}}{4} \operatorname{Tr}\left[\partial_{\mu} g \partial^{\mu} g^{-1}\right] \sim \frac{1}{2} \partial_{\mu} \vec{\pi} \cdot \partial^{\mu} \vec{\pi}+\frac{1}{6 f_{\pi}^{2}}\left[\left(\vec{\pi} \cdot \partial^{\mu} \vec{\pi}\right)^{2}-\pi^{2} \partial_{\mu} \vec{\pi} \cdot \partial^{\mu} \vec{\pi}\right]+\mathcal{O}\left(\pi^{6}\right) \tag{20.58}
\end{equation*}
$$

The quadrilinear coupling behaves like $\frac{1}{f_{\pi}^{2}}$. If we expand the Skyrme term in a similar manner we find that in that case the coupling behaves like $\frac{1}{e^{2} f_{\pi}^{4}}$, and hence we conclude in agreement with (19.12) that,

$$
\begin{equation*}
f_{\pi} \sim \sqrt{N_{c}} \quad e \sim \frac{1}{\sqrt{N_{c}}} \tag{20.59}
\end{equation*}
$$

This enables us to check the $N_{c}$ dependence of the classical Skyrmion mass and its semi-classical extension,

$$
\begin{equation*}
M_{c l} \sim \frac{f_{\pi}}{e} \sim N_{c} \quad M_{s c} \sim \frac{1}{\alpha^{2}} \sim e^{3} f_{\pi} \sim \frac{1}{N_{c}} . \tag{20.60}
\end{equation*}
$$

Recall for comparison that the two-dimensional solitonic baryons were shown to have classical mass which is also order $N_{c}$, but the semi-classical correction term behaves like $N_{c}^{0}$ and not $\frac{1}{N_{c}}$.

### 20.4 The Skyrme model for $N_{f}=3$

Phenomenologically we should obviously be interested in the case of $N_{f}=3$ rather than only two flavors. Moreover, to let the WZ term play a role we also have to go beyond $N_{f}=2$. So we have two reasons to discuss now the $U\left(N_{f}=3\right)$ classical solitons and their semi-classical quantization. The action is now the sum of a sigma term (20.3), the Skyrme term (20.13) and the WZ term (20.9). We can further add a mass term (20.18). The latter can be used to introduce an explicit breaking of the flavor symmetry by assigning different masses to the different flavor degrees of freedom. In fact one can add additional flavor symmetry breaking terms which, to simplify the treatment, we would not do.

We first need to choose a parametrization for the $U\left(N_{f}=3\right)$ group element. The analog of (20.8) including the $U(1)$ factor now reads,

$$
\begin{equation*}
g(x)=\mathrm{e}^{i \frac{\sqrt{2}}{\sqrt{3} f_{\pi}} \eta^{0}(x)} \mathrm{e}^{i \Phi(x)}=\mathrm{e}^{i \frac{\sqrt{2}}{\sqrt{3} f_{\pi}} \eta^{0}} \mathrm{e}^{i \sum_{a=1}^{a=8} \frac{\sqrt{2}}{f \pi} \lambda^{a} \phi^{a}}, \tag{20.61}
\end{equation*}
$$

where $\lambda^{a}$ are the $S U(3)$ Gell-Mann matrices. In terms of the pions, kaons and $\eta$ we have,

$$
\Phi \equiv\left(\begin{array}{ccc}
\frac{1}{\sqrt{2}} \pi^{0}+\frac{1}{\sqrt{6}} \eta^{8} & \pi^{+} & K^{+}  \tag{20.62}\\
\pi^{-} & -\frac{1}{\sqrt{2}} \pi^{0}+\frac{1}{\sqrt{6}} \eta^{8} & K^{0} \\
K^{-} & \bar{K}^{0} & \frac{2}{\sqrt{6}} \eta^{8}
\end{array}\right)
$$

Next we have to choose an ansatz for the static classical configuration $g_{0}(x)$. Recall that in the two-dimensional case we took an embedding of the $U(1)$ in $U\left(N_{f}\right)$ of the form $g_{0}(x)=\operatorname{Diag}\left(1,1, \ldots, e^{-i \sqrt{\frac{4 \pi}{N_{c}}} \phi(x)}\right)$. In analogy in the fourdimensional case we embed the $S U(2)$ hedgehog configuration in the $S U(3)$ group element as follows,

$$
g_{0}(x)=\left(\begin{array}{ccc}
e^{i F(r) \vec{\tau} \cdot \vec{r}} & & 0  \tag{20.63}\\
0 & 0 & 1
\end{array}\right) .
$$

Since the WZ term vanishes for an $S U(2)$ group the solution for $F(r)$ is identical to that discussed in Section 20.3 and hence the elevation to $N_{f}=3$ shows up basically only in the semi-classical quantization of the collective coordinates. Recall that the latter are introduced via $g_{0}(x) \rightarrow A(t) g_{0}(x) A^{-1}(t)$. In two dimensions we parameterized the quantum fields $A(t)$ in terms of the $Z_{i}, i=1, \ldots, N_{f}$ variables which was adequate for the $C P^{N_{f}-1}$ that the collective coordinates span in that case. Clearly in the present case since the $g_{0}(x) \in S U(2)$ a different ansatz is required. The most straightforward one is in terms of the angular velocities $w_{a}$ that generalize those of (20.38) as follows,

$$
\begin{equation*}
A^{-1}(t) \dot{A}(t)=\frac{i}{2} \sum_{a=1}^{8} \lambda^{a} w_{a} \tag{20.64}
\end{equation*}
$$

When substituting this into the Lagrangian one finds,

$$
\begin{equation*}
L_{S U(3)}=L_{c l}+\frac{1}{2} \alpha^{2} \sum_{a=1}^{3} w_{a}^{2}+\frac{1}{2} \beta^{2} \sum_{a=4}^{7} w_{a}^{2}-N_{c} \frac{B}{2 \sqrt{3}} w_{8} \tag{20.65}
\end{equation*}
$$

Note that the WZ term which is proportional to $N_{c}$ and linear in the angular velocity $w_{8}$ associated with $\lambda_{8}$ that commutes with the classical ansatz [ $\left.\lambda_{8}, g_{0}(x)\right]$. This is very reminiscent of the structure of the WZ term in two dimensions that is also linear in the angular velocity associated with the hypercharge with $N_{c}$ as a coefficient.

The quantization of the system is performed as if it is an "SU(3) rigid top" namely one defines the right generators,

$$
\begin{array}{rlrl}
\mathcal{R}_{a}=-\frac{\partial L_{S U(3)}}{\partial w_{a}}= & -\alpha^{2} w_{a}=-J_{a}, & a=1,2,3 \\
& -\beta^{2} w_{a}, & & a=4, . ., 7  \tag{20.66}\\
& \frac{N_{C} B}{2 \sqrt{3}}, & & a=8,
\end{array}
$$

and imposes the quantization condition,

$$
\begin{equation*}
\left[\mathcal{R}_{a}, \mathcal{R}_{b}\right]=-i f_{a b c} \mathcal{R}_{c} \tag{20.67}
\end{equation*}
$$

where $f_{a b c}$ are the structure constants of $S U(3)$.
The Hamiltonian of the system takes the form,

$$
\begin{equation*}
H=E_{c l}+\frac{1}{2}\left[\frac{1}{\alpha^{2}}-\frac{1}{\beta^{2}}\right] J^{2}+\frac{1}{2 \beta^{2}} C_{2}-\frac{3}{8 \beta^{2}} . \tag{20.68}
\end{equation*}
$$

Again this form of the Hamiltonian is similar to the one we found in two dimensions which is also proportional to the second Casimir operator. One can now apply the Hamiltonian on states associated with representations of the $S U(3)$ and compute the corresponding masses. Using the eigenvalues of the second Casimir operator of the representations $8,10, \overline{1} 0,27$ which are given by $3,6,6,8$, respectively we can determine the masses of the various Skyrme hadrons. The full analysis of the $N_{f}=3$ baryons is beyond the scope of this book. We refer the interested reader to literature. For a review of the topic see for instance [231].

## 21

# From two-dimensional solitons to four-dimensional magnetic monopoles 

### 21.1 Introduction

Solitons play an important role in non-perturbative two-dimensional fields as we have seen in the first part of this book. They are intimately related to nontrivial topology, they are an essential ingredient in integrable models, and they enable the phenomenon of fermion boson duality-bosonization. When passing to four-dimensional field theories the topology may be even richer and thus we would anticipate having topological solitons as static solutions also in fourdimensional space-time. As we have seen in Section 5.3, Derrik's theorem does not permit the existence of solitons of scalar field theory in space dimensions higher than one, however, they are not prohibited in theories that include higher spin fields, in particular in theories of scalar fields coupled to non-abelian gauge fields. Indeed as we will see in this section certain theories of this type that admit spontaneous symmetry breaking, admit soliton solutions. These configurations carry a conserved topological charge which guarantees their stability against decay to the vacuum. As it will turn out this charge is in fact a magnetic charge and hence these solitons are magnetic monopoles, or in the more general case dyons with both magnetic and electric charge. The construction of dyons from static solutions will be the analog process of building up breathers from twodimensional solitons.

In the next section we present the basics of the Yang-Mills Higgs theory. We then show the relation between magnetic monopoles and topological solitons both for the simplest case of $S U(2)$ (and $S O(3)$ ) as well as for a general non-abelian gauge group. The next topic is the seminal solution of 't Hooft and Polyakov. Then we discuss zero modes, time-dependent solutions and dyons. In the following section we discuss the very important limit of BPS. We then describe the construction of multi-monopole solutions that was proposed by Nahm. We show its application to the construction of BPS monopoles of charge one and two. The next topic is the moduli space of monopoles. We determine the metric on this space for the case of widely separated monopoles.

The topic of magnetic monopoles and dyons has been covered by several review papers, proceedings of meetings and books, for instance [21], [214], [67], [7], [182] and [193], respectively. Here in this chapter we made use of mainly the former two references.

Monopoles and dyons play an important role in $\mathcal{N}=2$ SYM. They admit a mathematical non-perturbative structure that can be determined exactly. Since we do not discuss supersymmetry in this book the monopoles and dyons of that theory will not be addressed in this chapter. We refer the reader to [191] and [192].

### 21.2 The Yang-Mills Higgs theory - basics

Consider the Yang-Mills Higgs system described by the following Lagrangian density,

$$
\begin{equation*}
\mathcal{L}=-\frac{1}{2} \operatorname{Tr}\left[F_{\mu \nu} F^{\mu \nu}\right]+\operatorname{Tr}\left[D_{\mu} \Phi D^{\mu} \Phi\right]-V(\Phi) \tag{21.1}
\end{equation*}
$$

where the (non-abelian) gauge group is $G, \Phi$ is in the adjoint representation of the group, namely,

$$
\begin{equation*}
A_{\mu}=T^{a} A_{\mu}^{a} \quad \Phi=T^{a} \Phi^{a} \tag{21.2}
\end{equation*}
$$

where $T^{a}$ are the generators of $G$ (see Section 3.1), the covariant derivative reads,

$$
\begin{equation*}
D_{\mu}=\partial_{\mu} \Phi+i e\left[A_{\mu}, \Phi\right], \tag{21.3}
\end{equation*}
$$

and $V(\Phi)$ is given by,

$$
\begin{equation*}
V(\Phi)=-\mu^{2} \operatorname{Tr}\left[\Phi^{2}\right]+\lambda\left(\operatorname{Tr}\left[\Phi^{2}\right]\right)^{2} \tag{21.4}
\end{equation*}
$$

where $\lambda$ is taken to be positive so that the energy is bounded from below, and we also take $\mu^{2}>0$. In general one can discuss a similar system where $\Phi$ is in any representation of $G$ but here we consider only the case of the adjoint representation.

Let us start with the simplest case where $G=S U(2)$ and $\Phi$ is in the triplet (adjoint) representation. For such a case the vacuum solution can be put in the form,

$$
\begin{align*}
\Phi(x) & =v \frac{\sigma_{3}}{2} \equiv \Phi_{0} \quad v \equiv \sqrt{\frac{\mu^{2}}{\lambda}} \\
A_{\mu}(x) & =0 \tag{21.5}
\end{align*}
$$

In this case the vacuum expectation value of the Higgs field breaks the $S U(2)$ symmetry down spontaneously to a $U(1)$ symmetry along the $a=3$ direction. The physical fields will be denoted as follows,

$$
\begin{equation*}
\mathcal{A}_{\mu}=A_{\mu}^{3} \quad W_{\mu}=\frac{A_{\mu}^{1}+i A_{\mu}^{2}}{\sqrt{2}} \quad \varphi=\Phi^{3} \tag{21.6}
\end{equation*}
$$

which associate with the massless "photon", pair of mesons $W, W^{*}$ with a mass of $e V$ and charges $\pm e$ and an electrically neutral scalar boson with mass $m_{H}=\sqrt{2} \mu$, respectively.

For a general group $G$ which we take to be a simple Lie group of rank $r$ (for the basic definitions see Section 3.1). In this case the expectation value of $\phi=\Phi_{0}$ can be taken to lie in the Cartan subalgebra of the group G. Using the notation $\vec{H}$ for the $r$-dimensional vector of the elements of the Cartan subalgebra, $\Phi_{0}$ is characterized by a vector $\vec{h}$ such that,

$$
\begin{equation*}
\Phi_{0}=\vec{h} \cdot \vec{H} \tag{21.7}
\end{equation*}
$$

The generators of the unbroken subgroup are those generators of $G$ that commute with $\Phi_{0}$. These are all the generators of the Cartan subalgebra together with ladder operators associated with roots orthogonal to $\vec{h}$. If none of the $\vec{\gamma}$ are orthogonal to $h$ the unbroken symmetry is $U(1)^{r}$, whereas if there are some roots $\vec{\gamma}$ such that $\vec{\gamma} \cdot \vec{h}=0$ then the unbroken symmetry is $U(1)^{r-r^{\prime}} \times K$ where $K$ is of rank $r^{\prime}$ and it has $\vec{\gamma}$ as its root diagram.

### 21.3 Topological solitons and magnetic monopoles

In Section 5.2 when discussing two dimensional solitons, we identified a topological conserved current and an associated topological charge. Configurations that carry a non-trivial value with respect to this charge cannot, due to charge conservation, decay to vacuum. These configurations were shown to be stable solutions of the equations of motion and to have finite energy. Thus we anticipate that also in four-dimensional field theories, and in particular in the Yang-Mills Higgs theory we discuss here, there should be solutions of the equations of motion that associate with non-trivial topological charges and one can determine their existence even without solving the equations of motion. It is easy to verify that for $G=S U(2)$ the following current,

$$
\begin{equation*}
k_{\mu}=\frac{1}{8 \pi} \epsilon_{\mu \nu \rho \sigma} \epsilon^{a b c} \partial^{\nu} \hat{\Phi}^{a} \partial^{\rho} \hat{\Phi}^{b} \partial^{\sigma} \hat{\Phi}^{c} \tag{21.8}
\end{equation*}
$$

where $\hat{\Phi}^{a}=\frac{\Phi^{a}}{|\Phi|}$, is conserved for any configuration whether it solves the equations of motion or not. It follows trivially from the total anti-symmetry of $\epsilon_{\mu \nu \rho \sigma}$ that $\partial^{\mu} k_{\mu}=0$. The corresponding charge is,

$$
\begin{align*}
Q & =\int \mathrm{d}^{3} x k_{0}=\frac{1}{8 \pi} \int \mathrm{~d}^{3} x \epsilon_{i j k} \epsilon^{a b c} \partial^{i} \hat{\Phi}^{a} \partial^{j} \hat{\Phi}^{b} \partial^{k} \hat{\Phi}^{c} \\
& =\frac{1}{8 \pi} \int \mathrm{~d}^{3} x \epsilon_{i j k} \epsilon^{a b c} \partial^{i}\left(\hat{\Phi}^{a} \partial^{j} \hat{\Phi}^{b} \partial^{k} \hat{\Phi}^{c}\right)=\frac{1}{8 \pi} \int \mathrm{~d}^{2} S_{i} x \epsilon_{i j k} \epsilon^{a b c} \hat{\Phi}^{a} \partial^{j} \hat{\Phi}^{b} \partial^{k} \hat{\Phi}^{c} \tag{21.9}
\end{align*}
$$

This topological charge is the winding number associated with the map,

$$
\begin{equation*}
\Phi_{0}(\infty): \quad S_{2}^{\text {space }} \rightarrow S_{2}^{G / H} \tag{21.10}
\end{equation*}
$$

where $S_{2}^{\text {space }}$ is the boundary of the space at $r=\infty$ and where the coset space $G / H$ is in our example $G / H=S U(2) / U(1)=S_{2}$. It is thus an integer charge $Q=n$ and as such it must be invariant under smooth deformations of the surface
of integration that do not cross any of the zeros of $\Phi$. In fact a configuration with $Q=n$ must have at least $|n|$ zeros of the Higgs field. If we distinguish between $\mathrm{a}+$ zero and a - anti-zero then the net number is precisely $n$. Obviously if we consider Higgs configurations of $Q=n=1$ there must be one with minimum energy. This cannot be smoothly deformed to a vacuum since the winding number is quantized. Hence such a configuration must be a local minimum of the energy and therefore a static classical solution.

The next question we want to address is what is the connection between these non trivial soliton solutions and magnetic monopoles? The field strength of the abelian gauge field $\mathcal{A}_{\mu}$ defined in (21.6), $\mathcal{F}_{\mu \nu}=\partial_{\mu} \mathcal{A}_{\nu}-\partial_{\nu} \mathcal{A}_{\mu}$ is the outcome of,

$$
\begin{equation*}
\tilde{\mathcal{F}}_{\mu \nu}=\hat{\Phi}^{a} F_{\mu \nu}^{a}-\frac{1}{g} \epsilon^{a b c} \hat{\Phi}^{a} D_{\mu} \hat{\Phi}^{b} D_{\nu} \hat{\Phi}^{c}, \tag{21.11}
\end{equation*}
$$

when we take $\hat{\Phi}=(0,0,1)$, namely $\Phi=\varphi$. What distinguishes $\tilde{\mathcal{F}}_{\mu \nu}$ from an ordinary abelian field strength is that it does not obey the Biachi identity,

$$
\begin{equation*}
{ }^{*} d \tilde{\mathcal{F}}=\frac{1}{2} e_{\mu \nu \rho \sigma} \partial^{\nu} \tilde{\mathcal{F}}^{\rho \sigma}=e k_{\mu}=\frac{4 \pi}{g} k_{\mu} \tag{21.12}
\end{equation*}
$$

where $g$ is the magnetic charge which will be shown to be equal to $4 \pi / e$. Defining now the magnetic field $B_{i}$ associated with $\tilde{\mathcal{F}}_{\mu \nu}$ as usual as,

$$
\begin{equation*}
B_{i} \equiv \frac{1}{2} \epsilon_{i j k} \tilde{\mathcal{F}}^{j k} \tag{21.13}
\end{equation*}
$$

we find that,

$$
\begin{equation*}
\nabla \cdot \vec{B}=\frac{4 \pi}{g} k_{0} \quad Q_{M}=\frac{1}{g} \int \mathrm{~d}^{3} x k_{0}=\frac{4 \pi}{e} Q=\frac{4 \pi}{e} n \tag{21.14}
\end{equation*}
$$

We have thus realized that the non-trivial soliton configurations carry a magnetic charge and hence are magnetic monopoles. We can further determine the classical mass of the monopole since the total energy of such a solution is,

$$
\begin{equation*}
E=\int \mathrm{d}^{3} x\left[\operatorname{Tr}\left[E_{i}^{2}\right]+\operatorname{Tr}\left[\left(D_{0} \Phi\right)^{2}\right]+\operatorname{Tr}\left[B_{i}^{2}\right]+\operatorname{Tr}\left[\left(D_{i} \Phi\right)^{2}\right]+V(\Phi)\right] \tag{21.15}
\end{equation*}
$$

For a static configuration that does not carry electric charge, the first two terms are expected to vanish. Then one can show that the form of the mass has to be,

$$
\begin{equation*}
M=\frac{4 \pi v}{e} f\left(\frac{\lambda}{e^{2}}\right) \tag{21.16}
\end{equation*}
$$

where $f\left(\frac{\lambda}{e^{2}}\right)$ should be of order one.
So far we have discussed the topological charges of the group $G=S U(2)$ case. Let us now address the general case. Instead of the map (21.10), the asymptotic Higgs field constitutes in the general case a map,

$$
\begin{equation*}
\Phi(\infty): \quad \partial \mathcal{M} \rightarrow \frac{G}{H}, \tag{21.17}
\end{equation*}
$$

where $\partial \mathcal{M}$ is the boundary of the space which for ordinary flat Minkowski spacetime is $S_{2}$ and $G / H$ is the coset of the unbroken symmetry group $H$ and the
original group $G$, which in the discussion above was $S U(2) / U(1)=S_{2}$. These maps from the boundary of space to the coset, fall into equivalent classes which form the homotopy group $\pi_{2}(G / H)$. For simply connected group $G$, namely with $\pi_{1}(G)=0$ the classification of the maps is in fact done by $\pi_{1}(H)$ since for this type of $G$,

$$
\begin{equation*}
\pi_{2}(G / H)=\pi_{1}(H) \tag{21.18}
\end{equation*}
$$

This follows from the following exact sequence ${ }^{1}$

$$
\begin{equation*}
\ldots \rightarrow \pi_{2}(G) \rightarrow \pi_{2}(G / H) \quad \rightarrow \quad \pi_{1}(H) \quad \rightarrow \quad \pi_{1}(G) \quad \rightarrow \ldots \tag{21.19}
\end{equation*}
$$

The image of a given homomorphism equals the kernel of the next one in the sequence. It is well known that for any semi-simple group $G, \pi_{2}(G)=0$ and hence,

$$
\begin{equation*}
\pi_{2}(G / H) \cong \operatorname{Ker}\left[\pi_{1}(H) \quad \rightarrow \pi_{1}(G)\right] \tag{21.20}
\end{equation*}
$$

Now since for a simply connected group $\pi_{1}(G)=0$ we find (21.18). Let us describe now several cases of physical interest:

- The 't Hooft-Polyakov solution that will be discussed in the next section, is slightly different since in that case $G=S O(3)$ which is not simply connected $\pi_{1}(S O(3))=\mathcal{Z}_{2}$ and hence only the even elements of $\pi_{1}(H=U(1))$ are in the kernel of the homomorphism of (21.20). This is the source of the fact that the quantization condition is twice the one given by Dirac (see (21.27)) even though in both cases $H=U(1)$.
- For a simply connected $G$ of rank $r$ and with $H$ which is the full Cartan subalgebra, namely $H=U(1)^{r}$, the homotopy group that classifies the magnetic monopoles is $\pi_{1}\left(H=U(1)^{r}\right)=\mathcal{Z}^{r}$.
- In the spontaneous symmetry breaking of the electro-weak theory we have $G=S U(2) \times U(1)$ and $H=U(1)$ such that $G / H \cong S^{3}$. Since $\pi_{2}\left(S^{3}\right)=0$ magnetic monopoles are excluded in this theory.
- On the other hand a wide class of grand unified theories do admit magnetic monopoles. The most prominent example is the $G=S U(5)$ grand unified model with $H=S U(3) \times S U(2) \times U(1)$. This is an example of the case that $H=U(1) \times K$ where $K$ is a semi-simple and simply connected group. In this case there is only a single component of the magnetic charge that is topologically conserved.
- Another interesting scenario is the case where the group $G$ twice undergoes a spontaneous symmetry breaking namely, $G \rightarrow H_{1} \subset G \rightarrow H_{2} \subset H_{1}$. This is relevant to an evolution of the universe where at as early stage magnetic

[^62]monopoles associated with $\pi_{2}\left(G / H_{1}\right)$ are being created and then the question is what is their fate when the universe undergoes a second phase transition to $H_{2}$ ? This can be determined by an exact sequence similar to (21.19).

### 21.4 The 't Hooft-Polyakov magnetic monopole solution

Equipped with knowledge based on the topological arguments of above, that magnetic monopoles do exist for theories associated with non-trivial $\pi_{2}(G / H)$ we want to proceed to the determination of explicit configurations of the non-trivial topological solutions. It turns out that this is a non-trivial task and only for a limited set of cases can it be accomplished analytically. We start with the simplest case where $G=S U(2)$, or $G=S O(3)$ as was done in the original solution of 't Hooft and Polyakov [123], [175]. We will see in the next section an explicit solution using a special limit of the theory. Without this limit one can simplify the procedure by searching for spherically symmetric solutions. This implies that the fields must be invariant under a combination of rotations and a compensating gauge transformation. The latter can be space independent by using the so called "hedgehog" gauge where rotational invariance requires that the fields be invariant under a combined rotation and global internal $S U(2)$ transformation. Stating it differently, one looks for a configuration which is symmetric under a mixed angular momentum,

$$
\begin{equation*}
\vec{J}=\vec{L}+\vec{I}, \tag{21.21}
\end{equation*}
$$

where $\vec{L}=-i \vec{r} \times \vec{\nabla}$ is the ordinary spatial part of the angular momentum and $\vec{I}$ are the generators of the $S U(2)$ gauge group. With this definition of $\vec{J}$ the ansatz should obey,

$$
\begin{equation*}
\left[J_{i}, \Phi\right]=0 \quad\left[J_{i}, A_{j}\right]=i \epsilon_{i j k} A_{k} \tag{21.22}
\end{equation*}
$$

Using this gauge 't Hooft and Polyakov suggested the following ansatz for the fields,

$$
\begin{equation*}
A_{i}^{a}=\epsilon_{i a m} \hat{r}^{m}\left[\frac{1-u(r)}{e r}\right] \quad \Phi^{a}=\hat{r}^{a} h(r) \tag{21.23}
\end{equation*}
$$

To write down the equations that determine $u(r)$ and $h(r)$ one can substitute these expressions into the Lagrangian density (21.1) and vary with respect to $u(r)$ and $h(r)$. This is easier than the usual procedure of substituting (21.23) into the equations of motion derived from (21.1). The resulting equations are,

$$
\begin{align*}
u^{\prime \prime}-\frac{\left(u^{2}-1\right) u}{r^{2}}+e^{2} u h^{2} & =0 \\
h^{\prime \prime}+\frac{2}{r} h^{\prime}-\frac{2 u^{2} h}{r^{2}}+\lambda\left(v^{2}-h^{2}\right) h & =0 . \tag{21.24}
\end{align*}
$$



Fig. 21.1. The hedgehog configuration of the Higgs field. The orientation in isospace is aligned with the position vector.

The primes denote derivatives with respect to $r$. Finiteness of the energy associated with the solution requires that,

$$
\begin{array}{rll}
\Phi_{0}(\infty)=0 & \rightarrow & u(\infty)=0 \\
D_{i} \Phi_{0}(\infty)=0 & \rightarrow & h(\infty)=v . \tag{21.25}
\end{array}
$$

Similarly requiring that the solutions are non-singular at the origin implies that,

$$
\begin{equation*}
u(0)=1 \quad h(0)=0 . \tag{21.26}
\end{equation*}
$$

Qualitatively, the profile of the Higgs field is that of a hedgehog, as can be seen in Fig. 21.1. The orientation in isospace is aligned with the position vector.

Analytic solutions of these equations will be derived in the next section using a special (BPS) limit. In general one has to solve these equations numerically. The physical picture that comes out from these calculations is that there is a central core of radius $R_{\text {core }} \sim \frac{1}{e v}$, outside of which $u(r)$ and $|h-u|(r)$ decrease exponentially. The mass of the monopole takes the form $M=\frac{4 \pi v}{e} f\left(\frac{\lambda}{e^{2}}\right)$ where $f(0)=1$ and $f(\infty)=1.787$.

### 21.5 Charge quantization

In his seminal paper on magnetic monopoles in quantum mechanics [78] Dirac found out that the magnetic charge $g$ and the electric charge $e$ must be related via the famous charge quantization condition,

$$
\begin{equation*}
e g=2 \pi n \tag{21.27}
\end{equation*}
$$

where $n$ is an integer. This implies that the existence of a magnetic monopole explains the observed quantization of all electric charges. He proposed a solution of a magnetic potential of the following form,

$$
\begin{equation*}
e \vec{A}=\frac{e g}{4 \pi} \frac{\hat{r} \times \hat{n}}{r(1-\hat{r} \cdot \hat{n})}, \tag{21.28}
\end{equation*}
$$

which has in addition to the singularity at the origin also a singularity extending from the origin out along the $\hat{n}$ direction. The quantization condition follows from the requirement that physical charges should not be able to detect the string.

Yang-Mills Higgs models with spontaneous symmetry breaking such that $\pi_{2}(G / H) \neq 0$, as we have seen above, admit magnetic monopole solutions associated with each element of the Cartan subalgebra of the unbroken group $H$. For large distance the corresponding magnetic fields take the form,

$$
\begin{equation*}
e A_{i}=\frac{e g}{4 \pi}(1+\cos \theta) \partial_{i} \phi+\mathcal{O}\left(\frac{1}{r^{2}}\right) . \tag{21.29}
\end{equation*}
$$

The generalization of the quantization argument of Dirac to the non-abelian case is straightforward. This follows from the demand that the electrically charged fields of the theory are single valued if acted upon by a group element $e^{e g}$. This quantization condition can be solved in terms of the simple roots $\vec{\gamma}_{i}$ where $i=1, \ldots, r$ where $r$ is the rank of $H$, of the root system of $H$. From the simple roots one constructs a convenient basis $\left(H_{i}\right)$ for the elements of the Cartan subalgebra with the property that each element has half-integer eigenvalues when acting on the basis vector of any representation. This is achieved by taking,

$$
\begin{equation*}
H_{i} \equiv \frac{\vec{\gamma}_{i}}{\left|\vec{\gamma}_{i}\right|^{2}} \vec{H} \tag{21.30}
\end{equation*}
$$

In this basis the solution of the quantization condition is,

$$
\begin{equation*}
\frac{e g}{4 \pi}=\sum_{i=1}^{r} n_{i} H_{i} \tag{21.31}
\end{equation*}
$$

This solution can be represented as an $r$-dimensional lattice dual to the weight lattice of the group (see Section 3.1). For the simple example of $S O(3)$ the rank is one and thus one gets eg $=4 \pi n$ twice as the condition of Dirac due, as was explained above, to the fact that $S O(3)$ is not simply connected. For the group $S U(3)$ which is of rank $r=2$ the charge lattice is drawn in Fig. 21.2. In general it was shown that the charge lattice is the weight lattice of the dual gauge group.

### 21.6 Zero modes, time-dependent solutions and dyons

From the static $S U(2)$ monopole solution discussed above we can generate obviously (infinitely) more solutions by applying gauge transformations. This of course will be avoided by fixing a gauge. However even in that case there is


Fig. 21.2. The charge lattice of the $S U(3)$ monopole.
one unfixed global gauge $U(1)$ phase. This adds up to the parameters associated with the translation of the monopole. Infinitesimal transformations of this set of four parameters generate field variations $\delta A_{i}$ and $\delta \Phi$ that preserve the equations of motion and leave the energy unchanged. These variations in general will be referred to as zero modes.

Time-dependent excitations of the translational zero modes can be derived by substituting $\vec{r} \rightarrow \vec{r}-\vec{v} t$ into the static solution. This has to be done together with ensuring the Gauss law constraint,

$$
\begin{equation*}
D_{i} E^{i}=i e\left[\Phi, D^{0} \Phi\right], \tag{21.32}
\end{equation*}
$$

which also implies that for most choices of gauge $A^{0} \neq 0$. Substituting the solutions of the Gauss law into the expression of the energy (21.15) one can show that the change of energy for non-relativistic velocities is as one expects, given by,

$$
\begin{equation*}
\Delta E=\frac{1}{2} M|\vec{v}|^{2} . \tag{21.33}
\end{equation*}
$$

Next we want to describe the excitation of the zero mode associated with the fourth parameter, that of the global gauge phase. The Noether charge associated with this transformation is the electric charge that corresponds to the unbroken $U(1)$ gauge symmetry. In terms of the physical variables defined in (21.6) this takes the form,

$$
\begin{equation*}
Q_{E}=-i e \int \mathrm{~d}^{3} x\left[W^{j^{*}} \mathcal{D}_{0}\left(W_{j}-\mathcal{D}_{j} W_{0}\right)-W^{j} \mathcal{D}_{0}\left(W_{j}^{*}-\mathcal{D}_{j} W_{0}^{*}\right)\right] \tag{21.34}
\end{equation*}
$$

where the $U(1)$ covariant derivative is defined by $\mathcal{D}_{\mu} W_{\nu}=\left(\partial_{\mu}-i e \mathcal{A}_{\mu}\right) W_{\nu}$ and where a string gauge is used where the Higgs field direction is uniform.

A dyon [134] is defined to be a configuration that carries both magnetic as well as electric charges. To construct such a solution we start with a static solution in the string gauge and multiply the $W$ field by a uniformly varying $U(1)$ phase factor $e^{i w t}$. In analogy to the magnetic charge found above, the electric charge has the form,

$$
\begin{equation*}
Q_{E}=\int \mathrm{d}^{2} S_{i} \tilde{\mathcal{F}}_{0 i}=\int \mathrm{d}^{2} S_{i} \hat{\Phi}^{i} E_{i}^{a} \tag{21.35}
\end{equation*}
$$

The time-dependent configuration can be transformed into a static solution by a $U(1)$ transformation of the form,

$$
\begin{equation*}
W_{i} \rightarrow e^{-i w t} W_{i} \quad \mathcal{A}_{i} \rightarrow \mathcal{A}_{i} \quad \mathcal{A}_{0} \rightarrow \overline{\mathcal{A}}_{0}=\mathcal{A}_{0}-\frac{w}{e} . \tag{21.36}
\end{equation*}
$$

In this static form we can transform the solution into the non-singular hedgehog gauge with $A_{i}^{a}$ and $\Phi^{a}$ given by (21.23) and,

$$
\begin{equation*}
A_{0}^{a}=\hat{r}^{a} j(r)=\hat{r}^{a} \overline{\mathcal{A}}_{0} . \tag{21.37}
\end{equation*}
$$

For this case the static field equations, which are the analog of (21.24) become,

$$
\begin{align*}
h^{\prime \prime}+\frac{2}{r} h^{\prime}-\frac{2 u^{2} h}{r^{2}}+\lambda\left(v^{2}-h^{2}\right) h & =0, \\
u^{\prime \prime}-\frac{\left(u^{2}-1\right) u}{r^{2}}-e^{2} u\left(h^{2}-j^{2}\right) & =0, \\
j^{\prime \prime}+\frac{2}{r} j^{\prime}-\frac{2 u^{2} j}{r^{2}} & =0, \tag{21.38}
\end{align*}
$$

where the first equation is identical to the one in (21.24), in the second there is a $2 e^{2} u j^{2}$ addition and the third equation is the Gauss law.

The dependence of $Q_{E}$ on $w$ can be determined by substituting the ansatz into (21.34) and recalling that $\mathcal{W}_{0}=0$ we find,

$$
\begin{equation*}
Q_{E}=\frac{8 \pi w}{e} \int \mathrm{~d} r u(r)^{2} \frac{j(r)}{j(\infty)} \equiv I w . \tag{21.39}
\end{equation*}
$$

The integral can be estimated since $u(r)$ falls off exponentially outside a region of radius $\sim 1 / v$ so that,

$$
\begin{equation*}
I=\frac{4 \pi}{e^{2} v} \bar{I} \tag{21.40}
\end{equation*}
$$

where $\bar{I}$ is of order unity. In analogy to (21.33) one can show that the correction to the energy is,

$$
\begin{equation*}
\Delta E=\frac{Q_{E}^{2}}{2 e I}=\left(\frac{e}{4 \pi}\right)^{2} \frac{Q_{E}^{2} M}{2 \bar{I} f} \sim \frac{Q_{E}^{2}}{2 Q_{M}^{2}} M . \tag{21.41}
\end{equation*}
$$

### 21.7 BPS monopoles and dyons

A special limit of the monopole configuration occurs when one takes the limit of,

$$
\begin{equation*}
\lambda \rightarrow 0 \quad \mu^{2} \rightarrow 0 \quad v^{2}=\frac{\mu^{2}}{\lambda} \text { fixed. } \tag{21.42}
\end{equation*}
$$

In this limit the energy of the system,

$$
\begin{align*}
E= & \int \mathrm{d}^{3} x \operatorname{Tr}\left[\vec{E} \cdot \vec{E}+\vec{B} \cdot \vec{B}+\left(D_{0} \Phi\right)^{2}+(\vec{D} \Phi)^{2}\right] \\
= & \int \mathrm{d}^{3} x \operatorname{Tr}\left[(\vec{E} \pm \sin \alpha \vec{D} \Phi)^{2}+(\vec{B} \pm \cos \alpha \vec{D} \Phi)^{2}+\left(D_{0} \Phi\right)^{2}\right] \\
& \pm 2 \int \mathrm{~d}^{3} x[\cos \alpha \operatorname{Tr}[\vec{B} \cdot \vec{D} \Phi]+\sin \alpha \operatorname{Tr}[\vec{E} \cdot \vec{D}]] . \tag{21.43}
\end{align*}
$$

The passage from the first line to the rest is of course an identity for arbitrary $\alpha$. Next we perform an integration by parts in the last line and use the Gauss law $\vec{D} \cdot E-i e\left[\Phi, D^{0} \Phi\right]=0$ and $\vec{D} \cdot \vec{B}=0$ we find,

$$
\begin{align*}
E= & \int \mathrm{d}^{3} x \operatorname{Tr}\left[(\vec{E} \pm \sin \alpha \vec{D} \Phi)^{2}+(\vec{B} \pm \cos \alpha \vec{D} \Phi)^{2}+\left(D_{0} \Phi\right)^{2}\right. \\
& \pm \cos \alpha \mathcal{Q}_{M} \pm \sin \alpha \mathcal{Q}_{E} \\
& E \quad \geq \pm \cos \alpha \mathcal{Q}_{M} \pm \sin \alpha \mathcal{Q}_{E} \tag{21.44}
\end{align*}
$$

where the magnetic and electric charges $\mathcal{Q}_{\mathrm{M}}=v Q_{\mathrm{M}}$ and $\mathcal{Q}_{\mathrm{E}}=v Q_{\mathrm{E}}$ are given by (21.14) and (21.35)

$$
\begin{equation*}
\mathcal{Q}_{\mathrm{M}}=2 \int \mathrm{~d}^{2} \vec{S} \cdot \operatorname{Tr}[\Phi \vec{B}] \quad \mathcal{Q}_{\mathrm{E}}=2 \int \mathrm{~d}^{2} \vec{S} \cdot \operatorname{Tr}[\Phi \vec{E}] \tag{21.45}
\end{equation*}
$$

Recall that so far $\alpha$ is arbitrary. The most stringent bound is achieved when one takes $\tan \alpha=\frac{\mathcal{Q}_{\mathrm{E}}}{\mathcal{Q}_{\mathrm{M}}}$, for which the bound reads,

$$
\begin{equation*}
E \geq \sqrt{\mathcal{Q}_{\mathrm{M}}^{2}+\mathcal{Q}_{\mathrm{E}}^{2}} \tag{21.46}
\end{equation*}
$$

It is easy to realize that the bound is saturated if,

$$
\begin{equation*}
\vec{E}=\cos \alpha \vec{D} \Phi \quad \vec{B}=\sin \alpha \vec{D} \Phi \quad D_{0} \Phi=0 \tag{21.47}
\end{equation*}
$$

These first-order equations are referred to as the Bogomolny Prasad Sommerfeld equations or BPS equations ([41] and [180]). The configurations that obey these equations have the minimal value of energy,

$$
\begin{equation*}
E=\sqrt{\mathcal{Q}_{\mathrm{M}}^{2}+\mathcal{Q}_{\mathrm{E}}^{2}} \tag{21.48}
\end{equation*}
$$

for given magnetic and electric charges $\mathcal{Q}_{\mathrm{M}}, \mathcal{Q}_{\mathrm{E}}$ respectively and hence are also solutions of the (second-order) equations of motion of the system. In particular
the magnetic monopole which carries no electric charge and is static and hence $\mathcal{Q}_{\mathrm{E}}=0$ and $D_{0} \Phi=0$ (in the $A_{0}=0$ gauge), obeys the Bogomolny equation,

$$
\begin{equation*}
\vec{B}=\vec{D} \Phi . \tag{21.49}
\end{equation*}
$$

The BPS limit seems to be unnatural and artificial since we have introduced a potential to give a non-trivial expectation value to the field $\Phi$ and then we tuned the potential to zero keeping the expectation value. It turns out that in certain suspersymmetric models the BPS equations follow from the requirement of the invariance under supersymmetry. Since supersymmetry is not discussed in this book we refer the reader to the literature, for instance [214].

If we go back to the equations of motion and substitute $\lambda=0$ the equations take the form,

$$
\begin{align*}
h^{\prime \prime}+\frac{2}{r} h^{\prime}-2 \frac{u^{2} h}{r^{2}} & =0, \\
u^{\prime \prime}-\frac{u\left(u^{2}-1\right)}{r^{2}}-e^{2} u h^{2} & =0 \tag{21.50}
\end{align*}
$$

The solution of this set of equations is given by,

$$
\begin{equation*}
u(r)=\frac{e v r}{\sinh (e v r)} \quad h(r)=v \operatorname{coth}(e v r)-\frac{1}{e r} \tag{21.51}
\end{equation*}
$$

The fact that $\Phi$ falls off as $1 / r$ and not exponentially is due to the fact that in the BPS limit it has a vanishing mass and hence associates with a long range force.

The BPS equations can also be solved for the case of a dyon, namely a configuration that carries both a magnetic as well as an electric charge. In that case the solution reads,

$$
\begin{align*}
u(r) & =\frac{e \tilde{v} r}{\sinh (e \tilde{v} r)} \\
h(r) & =\frac{\sqrt{Q_{M}^{2}+Q_{E}^{2}}}{Q_{M}}\left[\tilde{v} \operatorname{coth}(e \tilde{v} r)-\frac{1}{e r}\right] \\
j(r) & =-\frac{Q_{M}}{Q_{E}}\left[\tilde{v} \operatorname{coth}(e \tilde{v} r)-\frac{1}{e r}\right] . \tag{21.52}
\end{align*}
$$

### 21.8 Montonen Olive duality

In two dimensions we have seen an equivalence between a soliton configuration and an elementary field. This was the essence of bosonization manifested for instance in the equivalence between the sine-Gordon theory and the Thirring model (see Section 6.2). Montonen and Olive [163] conjectured an analogous duality between the spectrum of states created from the elementary field and from those created by the solitons. Since the former are electrically charged and the latter are magnetically charged, the duality is in a sense a non-abelian

Table 21.1. The spectrum of the $S U(2)$ YM Higgs theory in the BPS limit

|  | Mass | $Q_{E}$ | $Q_{M}$ |
| :--- | :---: | :---: | :---: |
| photon | 0 | 0 | 0 |
| $\phi$ | 0 | 0 | 0 |
| $W^{ \pm}$ | $e v$ | $\pm e$ | 0 |
| Monopole | $\frac{4 \pi v}{e}$ | 0 | $\pm \frac{4 \pi}{e}$ |

generalization of electric-magnetic duality of the Maxwell equations. To understand this duality notice that under the following operation,

$$
\begin{equation*}
Q_{\mathrm{E}} \leftrightarrow Q_{\mathrm{M}} \quad e \leftrightarrow \frac{4 \pi}{e}, \tag{21.53}
\end{equation*}
$$

the entries associated with the W mesons and those of the magnetic monopoles in Table 21.1 are interchanged.

It turns out that on top of the self-duality of the spectrum, there is a similar duality also in the low energy scattering. It is a well-known property of BPS states in general and in particular the magnetic monopoles that there is no net force between them. This follows up from an exact cancellation between the magnetic repulsion and the attraction due to an exchange of a Higgs scalar. The zero velocity limit of the scattering amplitude of two W bosons also admits a no force behavior. The exchange of a single photon is cancelled out by the exchange of a Higgs boson.

In the non-supersymmetric YM Higgs theory the duality of the spectrum and the scattering amplitudes cannot be lifted to a duality of the full theory. A simple indication of this is the fact that the $W$ boson carries a spin one, whereas the quantum state built from a spherical monopole carries spin 0 . In supersymmetric analogs of the YM Higgs theory this difficulty may be overcome since both the $W$ bosons as well as the magnetic monopoles are members of supersymmetric multiplets that contain states with several different spins. It turns out that the YM theory with 16 supercharges, the so-called $\mathcal{N}=4$ SYM admits a complete invariance under the Olive Montonen duality. Since we do not discuss supersymmetry in the book we refer the interested reader to the review papers mentioned above, for instance [214].

### 21.9 Nahm construction of multimonopole solutions

This construction [167] maps the Bogomolny equation in three variables into a nonlinear equation in one variable. We present the construction for the $S U(2)$ case. To simplify the notations we set the coupling constant $e=1$. It can be restored when needed.

The construction of an $S U(2) k$ monopole is built from three steps:

1. We look for a quartet of Hermitian $k \times k$ matrices $T_{\mu}(s)$, where $\mu=0, i=$ $1,2,3$ which satisfy the Nahm equation,

$$
\begin{equation*}
\frac{\mathrm{d} T_{i}}{\mathrm{~d} s}+i\left[T_{0}, T_{i}\right]+\frac{i}{2} \epsilon_{i j k}\left[T_{j}, T_{k}\right]=0 \tag{21.54}
\end{equation*}
$$

where $s$ is an auxiliary variable that takes its value in the interval $-v / 2 \leq s \leq v / 2$ and where $v$ is the vacuum expectation value of the Higgs field. For $k=1$ since the commutators vanish we get that $T_{i}$ are constants. In fact due to the ordinary gauge invariance one can choose a gauge where $T_{0}=0$ and hence the equation reads,

$$
\begin{equation*}
\frac{\mathrm{d} T_{i}}{\mathrm{~d} s}+\frac{i}{2} \epsilon_{i j k}\left[T_{j}, T_{k}\right]=0 . \tag{21.55}
\end{equation*}
$$

The boundary condition that one should impose for the multimonople case is that the $T_{i}(s)$ have poles at the boundaries of the form,

$$
\begin{equation*}
T_{i}(s)=-\frac{L_{i}^{ \pm}}{s \mp \frac{v}{2}}+O(1) \tag{21.56}
\end{equation*}
$$

The Nahm equations implies that the $L_{i}^{ \pm}$form a k-dimension representation of the $S U(2)$ algebra,

$$
\begin{equation*}
\left[L_{i}^{ \pm}, L_{j}^{ \pm}\right]=i \epsilon_{i j k} L_{k}^{ \pm} \tag{21.57}
\end{equation*}
$$

These representations should be irreducible, namely, must be equivalent to the $(k-1) / 2$ representation.
2. The next step is to solve the construction equation for the $2 k$ component vector $w(s, \vec{r})$,

$$
\begin{equation*}
\Delta^{\dagger} w(s, \vec{r}) \equiv\left[-\frac{\mathrm{d}}{\mathrm{~d} s}-T_{i} \otimes \sigma_{i}+r_{i} I_{k} \otimes \sigma_{i}\right] w(s, \vec{r})=0 \tag{21.58}
\end{equation*}
$$

We denote by $w_{a}(s, \vec{r})$ a completely linearly independent set of normalizable solutions that obey the orthonormality condition,

$$
\begin{equation*}
\int_{-v / 2}^{v / 2} \mathrm{~d} s w_{a}^{\dagger}(s, \vec{r}) w_{b}(s, \vec{r})=\delta_{a b} \tag{21.59}
\end{equation*}
$$

3. It can be proved that for the $S U(2)$ case there are only two normalizable solutions $w_{a}(s, \vec{r})$. The space-time fields are given in terms of these as follows,

$$
\begin{align*}
& \Phi^{a b}(\vec{r})=\int_{-v / 2}^{v / 2} \mathrm{~d} s w_{a}^{\dagger}(s, \vec{r}) w_{b}(s, \vec{r}), \\
& A_{j}^{a b}(\vec{r})=\int_{-v / 2}^{v / 2} \mathrm{~d} s w_{a}^{\dagger}(s, \vec{r}) \partial_{j} w_{b}(s, \vec{r}) . \tag{21.60}
\end{align*}
$$

We do not bring here the the details of the proof of this construction (see for instance [71]) we just mention that it includes the following elements: (i) Using
the expressions for $\Phi^{a b}$ and $A_{i}^{a b}$ given above in (21.60) one can show that $B_{i}^{a b}$ and $D_{i} \Phi^{a b}$ are identical and hence the Bogomolny equation is obeyed. (ii) Showing that the solutions lie in $S U(2)$ and (iii) computing the long-range behavior and showing that the solutions indeed have a magnetic charge equal to $k$. We refer the interested reader to, for instance, [214] for the detailed proof. Instead we proceed now to a demonstration of the application of the method both for $k=1$ and $k=2$. As was mentioned above for the former case the $T_{i}$ are constants independent of $s$. In fact these constant values of $\vec{T}$ enter the construction equation as $(\vec{r}-\vec{T}) \cdot \vec{\sigma}$ namely, they are the coordinates of the center of mass of the monopole and thus by shifting to a frame of coordinates which is centered at the monopole center $\vec{T}=0$. The construction equation (21.58) takes the form,

$$
\begin{equation*}
\frac{\mathrm{d} w}{\mathrm{~d} s}=\vec{r} \cdot \vec{\sigma} w \tag{21.61}
\end{equation*}
$$

The two normalizable solutions of this equation are,

$$
\begin{equation*}
w_{a}(s, \vec{r})=\mathcal{N}(r) e^{s \vec{r} \cdot \sigma} \eta_{a} \tag{21.62}
\end{equation*}
$$

where $\mathcal{N}$ is a normalization factor and $\eta_{a}$ are orthonormal constant vectors. From the orthonormality condition we find that,

$$
\begin{equation*}
\mathcal{N}(r)=\sqrt{\frac{r}{\sinh (v r)}}, \tag{21.63}
\end{equation*}
$$

where we have made use of the first of the following integrals,

$$
\begin{align*}
\int_{-v / 2}^{v / 2} \mathrm{e}^{2 s \vec{r} \cdot \vec{\sigma}} \mathrm{~d} s & =\frac{\sinh (v r)}{r} I_{2} \\
\int_{-v / 2}^{v / 2} s \mathrm{e}^{2 \vec{r} \cdot \vec{\sigma}} \mathrm{~d} s & =\frac{\vec{r} \cdot \vec{\sigma}}{r^{3}}[v r \cosh (v r)-\sinh (v r)] . \tag{21.64}
\end{align*}
$$

Using the integral we find that the Higgs field and the corresponding gauge field are given by,

$$
\begin{align*}
\Phi_{a b} & =\frac{1}{2}\left(v \operatorname{coth}(v r)-\frac{1}{r}\right) \eta_{a}^{\dagger} \frac{\vec{r} \cdot \sigma}{r} \eta_{b} \\
\vec{A}_{a b} & =-i \eta_{a}^{\dagger} \partial_{i} \eta_{b}-i \epsilon_{i j k} \hat{r}_{j} \eta_{a} \sigma_{k} \eta_{b}\left(\frac{1}{2 r}-\frac{v}{2 \sinh (v r)}\right) \tag{21.65}
\end{align*}
$$

Upon setting $\eta_{1}^{t}=(1,0)$ and $\eta_{2}^{t}=(0,1)$ we retrieve the hedgehog solution of 21.51).

### 21.9.1 $S U(2)$ two-monopole solutions

The $k=2$ solutions are characterized by a priori eight parameters out of which one corresponds to the $U(1)$ phase and as for the case of $k=1$ does not enter the Nahm data. Three parameters relate to the translation and three to the rotations
of the solution. Thus we end up with one non-trivial parameter. Intuitively this parameter should relate to the separation distance between the two centers of the solution. Let us see if the Nahm construction verifies this intuition and to what extent one can write an explicit solution for this case. The $T_{i}(s)$ which now are not constants can be decomposed into the following form,

$$
\begin{equation*}
T_{i}(s)=\frac{1}{2} \vec{T}_{i}^{v}(s) \cdot \vec{\sigma}+T_{i}^{s}(s) I_{2} . \tag{21.66}
\end{equation*}
$$

Substituting this into the Nahm equation implies that the $\vec{T}_{i}^{v}(s)$ have to obey,

$$
\begin{equation*}
\frac{\mathrm{d} \vec{T}_{i}^{v}(s)}{\mathrm{d} s}=\frac{1}{2} \epsilon_{i j k} \vec{T}_{j}^{v}(s) \times \vec{T}_{k}^{v}(s) \tag{21.67}
\end{equation*}
$$

It is easy to realize that there is a relation between the $\vec{T}_{k}^{v}(s)$, namely the following matrix,

$$
\begin{equation*}
T_{i j}=\vec{T}_{i}^{v}(s) \cdot \vec{T}_{j}^{v}(s)-\frac{1}{3} \delta_{i j} \vec{T}_{k}^{v}(s) \cdot \vec{T}_{k}^{v}(s), \tag{21.68}
\end{equation*}
$$

is $s$ independent. After some tedious algebra one can show that the most general form of $\vec{T}_{k}^{v}(s)$ takes the form,

$$
\begin{equation*}
\vec{T}_{i}^{v}(s)=\frac{1}{2} \sum_{i} A_{i j} f_{j}(s+v / 2, \kappa, d) \tau_{j}+T_{i}^{s} I_{2} \tag{21.69}
\end{equation*}
$$

where $A_{i j}$ is an orthogonal matrix of constants that diagonalize $T_{i j}, f(s+$ $v / 2, \kappa, d)$ are the Euler top functions ${ }^{2}$ and the parameter $d$ can be shown for widely separated monopoles to be the inter-monopole distance as the original intuition taught us.

### 21.10 Moduli space of monopoles

As we have seen above the monopole configurations are parameterized by certain moduli. One defines a space of these moduli, the moduli space. The properties of this space are intimately related to the low energy behavior of monopoles and dyons. In Section 22.3 we will describe the moduli space of YM instantons. Denoting the collective coordinates that parameterize a monopole configuration
${ }^{2}$ The Euler top function can be expressed in terms of the elliptic functions $S N_{\kappa}(x), C N_{\kappa}$ and $D N_{\kappa}(x)$ as follows:

$$
\begin{align*}
& f_{1}(x, \kappa, D)=-D \frac{C N_{\kappa}(D x)}{S N_{\kappa}(D x)} \\
& f_{2}(x, \kappa, D)=-D \frac{D N_{k}(D x)}{S N_{\kappa}(D x)} \\
& f_{3}(x, \kappa, D)=-D \frac{1}{S N_{\kappa}(D x)} \tag{21.70}
\end{align*}
$$

by $z_{r}$, the Lagrangian of the system is approximated by,

$$
\begin{equation*}
\mathcal{L}=-(\text { total rest mass of monopoles })+\frac{1}{2} g_{r s}(z) \dot{z}_{r} \dot{z}_{s} . \tag{21.71}
\end{equation*}
$$

The metric on the moduli space $g_{r s}(z)$ can be determined from the background zero models of the gauge fields as follows,

$$
\begin{equation*}
g_{r s}(z)=2 \int \mathrm{~d}^{3} x \operatorname{Tr}\left[\delta_{r} A_{i} \delta_{s} A_{i}+\delta_{r} \Phi \delta_{s} \Phi\right]=2 \int \mathrm{~d}^{3} x \operatorname{Tr}\left[\delta_{r} A_{a} \delta_{s} A_{a}\right], \tag{21.72}
\end{equation*}
$$

where $a$ takes the values $a=1, \ldots, 4$ with $A_{4}=\Phi$, and where,

$$
\begin{equation*}
\delta_{r} A^{a}=\frac{\partial\left(A^{c l}\right)^{a}}{\partial z_{r}}-D^{a} \epsilon_{r} \tag{21.73}
\end{equation*}
$$

and where $\epsilon_{r}$ is defined via $A_{0}=\dot{z}_{r} \epsilon_{r}$ which follows from the Gauss law, $D_{a} F^{a 0}=0$.

In the case of a single monopole, as we have seen above, there are four zero modes associated with the location of the center of the monopole $\vec{r}_{c m}$ and the global $U(1)$ phase so that,

$$
\begin{equation*}
g_{r s}(z) \dot{z}_{r} \dot{z}_{s}=M\left(\dot{r}_{c m}\right)^{2}+\frac{I}{e} \dot{\alpha}^{2} \tag{21.74}
\end{equation*}
$$

where $M$ is the mass of the monopole and $I$ is defined via (21.39) $Q_{E}=I w$.
The moduli space of BPS monopoles is hyper-Kähler. This property that implies that there are three almost complex structures with correspondingly three closed Kähler forms will be discussed in detail in Chapter 22, so we will not discuss it here for the BPS monopoles.

An important part of the structure of the moduli space is encoded in its isometries, namely the symmetries that preserve the form of the metric. Naturally since the underlying space where the monopoles reside is an $R^{3}$ the isometries include three translations of the center of mass of the collective coordinates. The same applies to the spatial rotation of the monopole. It takes a monopole solution to another monopole solution and hence it maps one point in the moduli space into another one. Another type of isometries is those associated with the unbroken $U(1)$ gauge groups. These isometries, unlike the rotational isometry preserve the complex structure. One can choose a coordinate basis where the gauge transformations act as translations of the angular variables $\xi^{A}$, with the corresponding Killing vectors being $K_{A}=\frac{\partial}{\partial \xi^{A}}$. Denoting by $y^{p}$ the rest of the coordinates, the Lagrangian associated with the moduli space approximation can be written as,

$$
\begin{equation*}
L=\frac{1}{2} g_{p q}(y) \dot{y}^{p} \dot{y}^{q}+\frac{1}{2} \tilde{g}_{A B}(y)\left[\dot{\xi}^{A}+\dot{y}^{p} w_{p}^{A}(y)\right]\left[\dot{\xi}^{B}+\dot{y}^{q} w_{q}^{B}(y)\right] . \tag{21.75}
\end{equation*}
$$

Thus the coordinates $\xi^{A}$ are cyclic coordinates and their conjugate momenta are conserved. In fact the latter are the electric charges of the dyonic cores.

For monopoles that are separated by large distances the task of determining the metric of the moduli is much easier. Consider a system of $N$ fundamental monopoles all well separated from each other. In such a layout only abelian interactions are relevant and there is an enhanced gauge symmetry. Instead of having a conserved electric charge for each unbroken $U(1)$, there is an effective conserved charge for each monopole core. The moduli space is spanned in this case by $3 N$ coordinates of the positions of the cores and $N$ angles $\vec{\xi}_{j}, j=1, \ldots, N$. The enhance symmetry is the translation along each of the $\xi_{j}$. The approximated Lagrangian then takes the form,

$$
\begin{equation*}
L=\frac{1}{2} M_{i j}(x) \overrightarrow{\dot{x}^{i}} \cdot \overrightarrow{\dot{x}^{j}}+\frac{1}{2} \tilde{g}_{i j}(x)\left[\dot{\xi}^{i}+w_{k}^{i}(x) \overrightarrow{\dot{x}^{k}}\right]\left[\dot{\xi}^{j}+w_{l}^{i}(x) \overrightarrow{\dot{x}^{\prime}}\right] . \tag{21.76}
\end{equation*}
$$

By computing the pairwise interactions between the separated dyons, one can determine the functions $M_{i j}(x), \tilde{g}_{i j}(x)$ and $w_{j}^{i}(x)$. We refer the reader to [214] for the derivation and we cite here the results,

$$
\begin{align*}
& M_{i j}=m_{i}-\sum_{k \neq 1} \frac{4 \pi \vec{\alpha}_{i}^{*} \cdot \vec{\alpha}_{k}^{*}}{e^{2} r_{i k}}, \quad i=j  \tag{21.77}\\
& M_{i j}=\sum_{k \neq 1} \frac{4 \pi \vec{\alpha}_{i}^{*} \cdot \vec{\alpha}_{j}^{*}}{e^{2} r_{i j}}, \quad i \neq j  \tag{21.78}\\
& \vec{W}_{i j}=-\sum_{k \neq 1} \vec{\alpha}_{i}^{*} \cdot \vec{\alpha}_{k}^{*} \vec{w}_{i k}, \quad i=j  \tag{21.79}\\
& \vec{W}_{i j}=\vec{\alpha}_{i}^{*} \cdot \vec{\alpha}_{i}^{*} w_{i j}, \quad i \neq j \tag{21.80}
\end{align*}
$$

and $K=\frac{(4 \pi)^{2}}{e^{4}} M^{-1}$. It can be further shown that the metric of the moduli space of a two monopole BPS solution can be determined exactly and it takes the form of a Taub-Nut metric or Atiya-Hitchin metric [19] depending whether the monopoles are distinct or the same. This is beyond the scope of this book and we refer the reader to for instance the review [214].

## 22

## Instantons of QCD

In Chapter 5 we saw that solutions of the classical equations of motion, which are characterized by a topological number, play an important role in two-dimensional QFT. Derick's theorem (5.36) forbids scalar field soliton solutions in higher than two-dimensional space-time. However, for gauge fields one can bypass the theorem, and indeed, as we have seen in Chapter 21, there are solitons in the form of magnetic monopoles in four-dimensional gauge theories. The topic of this chapter will be solutions of the Yang-Mills theory defined on a Euclidean space-time which have finite action and are topological in their nature, the instantons. We will start with a description of the basic properties of one instanton solution including the topological charge that characterizes it. We then describe the construction of multi-instanton solutions and the moduli space of instantons including its dimension, complex nature, singularities and symmetries. When Wick rotated to Minkowski space-time the instanton describes a tunneling process between different vacua. We will elaborate on this phenomenon in the context of the four-dimensional YM theory. Various properties of QCD and hadron physics were thought to be related to instantons. In certain cases like confinement, the relation to instantons is still a mystery. One case where the role of instantons is clear is the $U\left(1_{A}\right)$ problem. This will be described in the last section of this chapter.

The one instanton solution was derived in [32]. The basic properties of instantons were worked out by many authors including [125], [57]. The instantons of $S U(N)$ gauge symmetry were derived in [218]. There are several review papers such as [65], [208] and [189] and books [182] and [188] that describe the basic instanton solutions.

### 22.1 The basic properties of the instanton

The action of the four-dimensional YM theory in Euclidean space-time can be rewritten in the following form,

$$
\begin{align*}
& S=\frac{1}{2 g^{2}} \int \mathrm{~d}^{4} x \operatorname{Tr}\left[F^{\mu \nu} F_{\mu \nu}\right]=\frac{1}{4 g^{2}} \int \mathrm{~d}^{4} x F^{a \mu \nu} F_{\mu \nu}^{a} \\
& S=\frac{1}{2 g^{2}} \int \mathrm{~d}^{4} x\left[ \pm \operatorname{Tr}\left[F^{\mu \nu *} F_{\mu \nu}\right]+\frac{1}{2} \operatorname{Tr}\left[\left(F_{\mu \nu} \mp^{*} F_{\mu \nu}\right)\left(F^{\mu \nu} \mp^{*} F^{\mu \nu}\right)\right]\right] \tag{22.1}
\end{align*}
$$

where as usual $F_{\mu \nu}=F_{\mu \nu}^{a} T^{a 1}$ and ${ }^{*} F_{\mu \nu}=\frac{1}{2} \epsilon_{\mu \nu \rho \sigma} F_{\rho \sigma}$ is the dual field strength, and $g$ is the YM coupling. The first term in the second line is a topological invariant, or a topological charge ${ }^{2}$ since,

$$
\begin{equation*}
Q=\frac{1}{16 \pi^{2}} \int \mathrm{~d}^{4} x \operatorname{Tr}\left[F^{\mu \nu *} F_{\mu \nu}\right]=\int \mathrm{d}^{4} x \partial_{\mu} K_{\mu}=\oint d \sigma_{\mu} K_{\mu} \tag{22.2}
\end{equation*}
$$

where,

$$
\begin{equation*}
K_{\mu}=\frac{1}{8 \pi^{2}} \epsilon_{\mu \nu \rho \sigma} \operatorname{Tr}\left[A_{\nu}\left(\partial_{\rho} A_{\sigma}+\frac{3}{2} A_{\rho} A_{\sigma}\right)\right] \tag{22.3}
\end{equation*}
$$

In fact $Q$ is the Pontryagin index or the winding number of maps from the sphere at space-time infinity to the $S U(2)$ group manifold which is also the three sphere, namely $S_{s}^{3} \rightarrow S_{g}^{3}$. This topological invariant is the homotopy $\pi_{3}\left(S^{3}\right)$ which is an integer $\pi_{3}\left(S^{3}\right) \in \mathcal{Z}$. This can be shown as follows. Since the self-dual field is asymptotically a pure gauge, namely on $\sigma_{\mu} A_{\mu}=U \partial_{\mu} U^{-1}$ and $F_{\mu \nu}=0$ hence,

$$
\begin{align*}
& Q=\frac{1}{24 \pi^{2}} \oint \mathrm{~d} \sigma_{\mu} \epsilon_{\mu \nu \rho \sigma} \operatorname{Tr}\left[A_{\nu} A_{\rho} A_{\sigma}\right] \\
& Q=\frac{1}{24 \pi^{2}} \oint \mathrm{~d} \sigma_{\mu} \epsilon_{\mu \nu \rho \sigma} \operatorname{Tr}\left[\left(\partial_{\nu} U\right) U^{-1}\left(\partial_{\rho} U\right) U^{-1}\left(\partial_{\sigma} U\right) U^{-1}\right] . \tag{22.4}
\end{align*}
$$

If we take for $U$ the following ansatz that will be shown below to correspond to the one instanton solution,

$$
\begin{equation*}
U(x)=\hat{x}_{\mu} \sigma_{\mu}=x_{0}+i x_{i} \sigma_{i} \tag{22.5}
\end{equation*}
$$

we found,

$$
\begin{align*}
Q & =\oint \mathrm{d} \sigma_{\mu} K_{\mu}=-\frac{1}{24 \pi^{2}} \int \mathrm{~d} \sigma_{\mu}\left(\frac{-12 x_{\mu}}{\left|x^{4}\right|}\right) \\
& =\frac{1}{2 \pi^{2}} \int \mathrm{~d} \Omega x_{\mu}|x|^{2} \frac{x_{\mu}}{|x|^{4}}=\frac{1}{2 \pi^{2}} \int d \Omega=1 \tag{22.6}
\end{align*}
$$

Thus we have shown that $Q$ is indeed the winding number that measures how many times we wind $S_{g}^{3}$ when we integrate over $S_{s}^{3}$.

Let us now return to (22.1). Since it is a sum of a topological charge and a positive semi-definite quantity, it is clear that it is minimized when the latter vanishes namely,

$$
\begin{equation*}
F_{\mu \nu}= \pm^{*} F_{\mu \nu} \tag{22.7}
\end{equation*}
$$

The corresponding gauge fields $A_{\mu}$ (with a + sign) will be referred to as instanton or self-dual gauge field and those with a - sign as anti instanton or anti self-dual

[^63]gauge field. It is straightforward to show that the self-duality condition implies the equation of motion,
\[

$$
\begin{equation*}
D_{\mu} F_{\mu \nu}=0 \tag{22.8}
\end{equation*}
$$

\]

A solution of the equation of motion is not necessary self-dual but it can be shown that the non-self-dual configurations are saddle points and not local minima of the action.

Comparing the expression of the action (22.1) and the topological charge (22.2) it is clear that a (anti) self-dual configuration that carries an instanton number ( $Q=-k$ ), $Q=k$ has an action of,

$$
\begin{equation*}
S=\frac{8 \pi^{2}}{g^{2}}|k| . \tag{22.9}
\end{equation*}
$$

One can add the topological charge as an additional term to the action. To be more precise one adds a $\theta$ term,

$$
\begin{equation*}
S_{\theta}=i \frac{\theta}{16 \pi^{2}} \int \mathrm{~d}^{4} x \operatorname{Tr}\left[F^{\mu \nu *} F_{\mu \nu}\right]=i \theta k \tag{22.10}
\end{equation*}
$$

Whereas the ordinary YM action is the same for the instanton and anti-instanton, the $\theta$ term obviously distinguishes between them by assigning opposite charges to them. We will further discuss the theta term in Section 22.5. For the self-dual solution up to a constant the action is equal to the topological charge which by definition does not depend on the metric. This exhibits the topological nature of the instanton. Another indication of this nature is the fact that it has vanishing energy-momentum tensor as follows from,

$$
\begin{equation*}
T_{\mu \nu}=-\frac{2}{g^{2}} \operatorname{Tr}\left[F_{\mu \rho} F_{\nu \rho}-\frac{1}{4} \delta_{\mu \nu} F_{\alpha \beta} F^{\alpha \beta}\right]=0 \tag{22.11}
\end{equation*}
$$

This clearly implies that instantons do not curve the space-time they reside in.

The one instanton solution for the $S U(2)$ can be constructed from $U(x)$ given in (22.5) via,

$$
\begin{equation*}
A_{\mu}^{a}(x)=U^{-1} \partial_{\mu} U \frac{\rho^{2}}{(x-X)^{2}+\rho^{2}} \tag{22.12}
\end{equation*}
$$

which yields the explicit form,

$$
\begin{equation*}
A_{\mu}^{a}(x)=2 \frac{\eta_{\mu \nu}^{a}(x-X)^{\nu}}{(x-X)^{2}+\rho^{2}} \tag{22.13}
\end{equation*}
$$

where $\eta_{\mu \nu}^{a}$ is the 't Hooft antisymmetric symbol defined by,

$$
\begin{array}{lll}
\eta_{\mu \nu}^{a}=\epsilon_{\mu \nu}^{a} & \mu, \nu=1,2,3 & \eta_{\mu 4}^{a}=-\eta_{4 \mu}^{a}=\delta_{\mu}^{a} \\
\bar{\eta}_{\mu \nu}^{a}=\epsilon_{\mu \nu}^{a} & \mu, \nu=1,2,3 & \bar{\eta}_{\mu 4}^{a}=-\bar{\eta}_{4 \mu}^{a}=-\delta_{\mu}^{a} \tag{22.14}
\end{array}
$$

It is easy to check that $\eta_{\mu \nu}^{a}$ and $\bar{\eta}_{\mu \nu}^{a}$ are self-dual and anti self-dual respectively. The corresponding field strength takes the form,

$$
\begin{equation*}
F_{\mu \nu}^{a}=-4 \eta_{\mu \nu}^{a} \frac{\rho^{2}}{\left[(x-X)^{2}+\rho^{2}\right]^{2}} . \tag{22.15}
\end{equation*}
$$

Obviously since $\eta_{\mu \nu}^{a}$ is self-dual so is $F_{\mu \nu}^{a}$.
The one instanton solution is characterized by eight parameters, four correspond to the center of the instanton $X_{\mu}$, one to the size of the instanton $\rho$ and three to three global $S U(2)$ gauge transformations. Recall that fixing a guage we fix only the local gauge transformations. The space of parameters of the $k$ instanton solutions will be further addressed in Section 22.3 where it will be shown that in general for $S U(N)$ the dimension of the moduli space is $4 k N$.

The instanton solution (22.13) falls off asymptotically as $\frac{1}{x}$ and hence it contributes a finite amount to the integral of the topological charge (winding number) which is of the form $\int A^{3} x^{3} d \Omega$. The field strength falls off as $1 / x^{4}$ such that indeed the corresponding action is finite. However due to the $\frac{1}{x}$ asymptotic behavior it is difficult to form square integrable expressions that contain it. For that purpose one can use the following singular gauge transformation,

$$
\begin{equation*}
U=\frac{\sigma_{\mu}^{\dagger}(x-X)^{\mu}}{|x-X|} \tag{22.16}
\end{equation*}
$$

which renders the instanton to have a $\frac{1}{x^{3}}$ fall off as can be seen from,

$$
\begin{equation*}
A_{\mu}^{a}=\frac{1}{g} \frac{2 \rho^{2}(x-X)^{\nu} \bar{\eta}_{\nu \mu}^{a}}{(x-X)^{2}\left[(x-X)^{2}+\rho^{2}\right]} . \tag{22.17}
\end{equation*}
$$

The singular instanton is obviously singular at the location of the instanton $x_{\mu}=X_{\mu}$. This singularity is not physical and can be removed by a gauge transformation or by puncturing the Euclidean space with the singular point being removed.

Instantons of $S U(N)$ gauge theory can be constructed by embedding $S U(2)$ instantons in $S U(N)$ for instance,

$$
A_{\mu}^{S U(N)}=\left(\begin{array}{ll}
0 & 0  \tag{22.18}\\
0 & A_{\mu}^{S U(2)}
\end{array}\right)
$$

where the instanton is the $2 \times 2$ matrix on the lower right. The most general $S U(N)$ one instanton configuration can be derived from (22.18) by the following transformation,

$$
A_{\mu}^{S U(N)}=U^{\dagger}\left(\begin{array}{ll}
0 & 0  \tag{22.19}\\
0 & A_{\mu}^{S U(2)}
\end{array}\right) U \quad U \in \frac{S U(N)}{S U(N-2) \times U(1)}
$$

Operating with $U \in S U(N-2) \times U(1)$ obviously leaves the basic configuration invariant and thus only transformations with elements of the coset are relevant. This is in accordnace with the fact that for a $k$ instanton solution the stability group is $S(U(N-2 k) \times U 1))$ as will be shown in Section 22.3. The dimension
of the coset is $N^{2}-1-\left((N-2)^{2}=4 N-5\right.$. Together with the 5 parameters of the location and the size we have $4 N$ collective coordinates. Indeed in Section 22.3 we will see that in general the dimension of the moduli space is $4 N k$ for instanton number equals $k$ solution. To demonstrate this counting consider the case of $S U(3)$ for which the generators are the Gell-Mann matrices $\left\{\lambda^{a}\right\}, a=1, \ldots, 8$. The first three generators $\lambda_{a}, a=1,2,3$ form the $\operatorname{SU}(2)$ $k=1$ instanton. $\lambda_{4}, \ldots, \lambda_{7}$ form two doublets under this $S U(2)$ so they can generate new solutions while $\lambda_{8}$ commutes with the $S U(2)$ and hence leaves the basic $S U(2)$ solution invariant.

One can express the instanton solution in terms of quaternionic notation. This will turn out to be convenient for the ADHM construction of multi-instanton solutions (see Section 22.2). The idea is to make use of the representations of the covering group $S U(2)_{\mathrm{L}} \times S U(2)_{\mathrm{R}}$ of the Lorentz group of four-dimensional Euclidean space-time rather than the $S O(4)$ Lorentz group itself. In particular we represent any four vector of $S O(4)$ as a $(2,2)$ representation of $S U(2)_{\mathrm{L}} \times S U(2)_{\mathrm{R}}$, for instance the four vector $x_{\mu}$ is denoted by $x_{\alpha \dot{\alpha}}$ or $x^{\dot{\alpha} \alpha}$ defined as follows,

$$
\begin{equation*}
x_{\alpha \dot{\alpha}}=x_{\mu} \sigma_{\alpha \dot{\alpha}}^{\mu} \quad x^{\dot{\alpha} \alpha}=x_{\mu} \bar{\sigma}_{\mu}^{\dot{\alpha} \alpha}, \tag{22.20}
\end{equation*}
$$

where $\sigma_{\alpha \dot{\alpha}}^{\mu}$ is a $2 \times 2$ matrix of $(i \vec{\sigma}, 1)$ and $\bar{\sigma}_{\dot{\alpha} \alpha}^{\mu}=\left(\sigma_{\alpha \dot{\alpha}}^{\mu}\right)^{\dagger}$. In terms of the quaternionic notation the one instanton solution (22.13) for $S U(2)$ gauge theory is given by,

$$
\begin{equation*}
A_{\mu}=\frac{1}{g} \frac{2(x-X)^{\nu} \Sigma_{\nu \mu}}{(x-X)^{2}+\rho^{2}}, \tag{22.21}
\end{equation*}
$$

where $\Sigma_{\mu \nu}$, which were introduced in Section 17.1, are the part of the Lorentz generators that do not act on the space-time coordinates but only on the internal degrees of freedom. Here using the $S U(2)_{\mathrm{L}} \times S U(2)_{\mathrm{R}}$ notation we define them as follows,

$$
\begin{equation*}
\Sigma_{\mu \nu}=\frac{1}{4}\left(\sigma_{\mu} \bar{\sigma}_{\nu}-\bar{\sigma}_{\nu} \sigma_{\mu}\right) \quad \bar{\Sigma}_{\mu \nu}=\frac{1}{4}\left(\bar{\sigma}_{\mu} \sigma_{\nu}-\sigma_{\nu} \bar{\sigma}_{\mu}\right) . \tag{22.22}
\end{equation*}
$$

The self-duality property of the instanton configuration follows trivially from the fact that $\Sigma_{\mu \nu}$ is self-dual, namely,

$$
\begin{equation*}
\Sigma_{\mu \nu}=\frac{1}{2} \epsilon_{\mu \nu \lambda \rho} \Sigma^{\lambda \rho} \quad \bar{\Sigma}_{\mu \nu}=-\frac{1}{2} \epsilon_{\mu \nu \lambda \rho} \bar{\Sigma}^{\lambda \rho} . \tag{22.23}
\end{equation*}
$$

The corresponding field strength reads,

$$
\begin{equation*}
F_{\mu \nu}=\frac{1}{g} \frac{4 \rho \Sigma_{\mu \nu}}{\left((x-X)^{2}+\rho^{2}\right)^{2}} . \tag{22.24}
\end{equation*}
$$

As was discussed above, the instanton solution (22.21) falls off asymptotically as $\frac{1}{x}$ and hence it is difficult to form square integrable expressions that contain it. The solution in the singular gauge now reads,

$$
\begin{equation*}
A_{\mu}=\frac{1}{g} \frac{2 \rho^{2}(x-X)^{\mu} \bar{\Sigma}_{\nu \mu}}{\left((x-X)^{2}(x-X)^{2}+\rho^{2}\right)} . \tag{22.25}
\end{equation*}
$$

### 22.2 The ADHM construction of instantons

The vacua of the YM theory is given by pure gauge configurations (which can be written in terms of a double index notation,

$$
\begin{equation*}
A_{i j}^{\mu}=\frac{1}{g} U_{i}^{\dagger}{ }_{i}^{l} \partial^{\mu} U_{l j}, \tag{22.26}
\end{equation*}
$$

where $i, j, l=1, \ldots, N$. It is straightforward to check that this gauge field obeys the self-duality condition. The idea of the ADHM construction ${ }^{3}$ is to generalize this configuration also to the $k$ instanton case by taking now the matrices $U$ to be of the form $U_{\mathcal{I} i}$ where $\mathcal{I}=1, \ldots, N+2 k$ with the orthonormality condition,

$$
\begin{equation*}
U^{\dagger}{ }_{i}^{\mathcal{I}} U_{\mathcal{I} j}=\delta_{i j} . \tag{22.27}
\end{equation*}
$$

The $U$ matrices are the basis vectors of a null space,

$$
\begin{equation*}
\Delta_{I}^{\dagger^{\dot{\alpha} \mathcal{I}}} U_{\mathcal{I} i}=0=U_{i}^{\dagger}{ }_{i}^{\mathcal{I}} \Delta_{\mathcal{I I} \dot{\alpha}} \tag{22.28}
\end{equation*}
$$

where $I=1, \ldots, k$ and $\Delta_{\mathcal{I} I \dot{\alpha}}$ is a $(N+2 k) \times 2 k$ complex valued matrix which is taken to be linear in the space-time coordinate $x_{\mu}$, namely takes the form,

$$
\begin{equation*}
\Delta_{\mathcal{I} I \dot{\alpha}}=a_{\mathcal{I} I \dot{\alpha}}+b_{\mathcal{I} I}^{\alpha} x_{\alpha \dot{\alpha}} \quad \Delta_{I}^{\dagger \dot{\alpha} \mathcal{I}}=a^{\dagger \dot{\alpha} \mathcal{I}}+x^{\dot{\alpha} \alpha} b_{I \alpha}^{\mathcal{I}}, \tag{22.29}
\end{equation*}
$$

and with $\Delta^{\dagger}{ }_{I}^{\dot{\alpha} \mathcal{I}} \equiv\left(\Delta_{\mathcal{I} I \dot{\alpha}}\right)^{*}$.
The ADHM $k$ instanton solution of the form (22.26) is self-dual if one further requires that $\Delta_{\text {II } \dot{\alpha}}$ obeys the following condition,

$$
\begin{equation*}
\Delta_{I}^{\dagger^{\dot{\alpha} \mathcal{I}}} \Delta_{\mathcal{I J} \dot{\beta}}=\delta_{\dot{\beta}}^{\dot{\alpha}}\left(f^{-1}\right)_{I J} \tag{22.30}
\end{equation*}
$$

where $f$ is an arbitrary x-dependent $k \times k$ dimensional Hermitian matrix. Since $f_{I J}(x)$ is arbitrary there are three "ADHM constraints" on $a, a^{\dagger}, b$ and $b^{\dagger}$,

$$
\begin{align*}
a_{{ }_{I}^{\dagger}}^{\dot{\alpha} \mathcal{I}} a_{\mathcal{I} J \dot{\beta}} & =\left(\frac{1}{2} a^{\dagger} a\right)_{I J} \delta_{\dot{\beta}}^{\dot{\alpha}} \\
a^{\dagger \dot{\dagger} \mathcal{I}} b_{\mathcal{I I} \dot{\beta}} & =b^{\dagger}{ }_{I}^{\beta \mathcal{I}} a_{\mathcal{I}}^{\dot{\alpha}} J \\
b^{\dagger}{ }_{\alpha I}^{\mathcal{I}} b_{\mathcal{I} I}^{\beta} & =\left(\frac{1}{2} a^{\dagger} a\right)_{I J} \delta_{\alpha}^{\beta} . \tag{22.31}
\end{align*}
$$

It is straightforward to realize that the ADHM construction is invariant under,

$$
\begin{equation*}
\Delta \rightarrow \mathcal{A} \Delta \mathcal{B}^{-1} \quad U \rightarrow \mathcal{A} U \quad f \rightarrow \mathcal{B} f \mathcal{B}^{\dagger} \tag{22.32}
\end{equation*}
$$

where $\mathcal{A} \in U(N+2 k)$ and $\mathcal{B} \in G L(k, \mathcal{C})$. Thus by construction there is a redundancy in $a$ and $b$. One can choose a simple canonical form for $b$ and $a$ as follows,

$$
\begin{align*}
b_{\mathcal{I} J}^{\beta} & =\binom{0}{\delta_{\alpha}^{\beta} \delta_{I J}} \quad b_{\beta J}^{\dagger^{\mathcal{I}}}=\left(0, \delta_{\beta}^{\alpha} \delta_{j i}\right) \\
a_{\mathcal{I} J \dot{\alpha}} & =\binom{\hat{\alpha}_{i J \dot{\alpha}}}{\left(a_{\alpha \dot{\alpha}}^{\prime}\right)_{I J}} \quad a_{J}^{\dagger \dot{\alpha} \mathcal{I}}=\left(\hat{a}_{J i}^{\dot{\alpha}},\left(a^{\prime \dagger^{\dot{\alpha}} a l}\right)_{I J}\right) . \tag{22.33}
\end{align*}
$$

where $\mathcal{I}=i+I \alpha$.

[^64]In this parametrization the third ADHM constraint is automatically obeyed while the other two take the form,

$$
\begin{equation*}
\left.\vec{\sigma}_{\dot{\beta}}^{\dot{\alpha}}\left(a^{\dagger \dot{\beta}} a_{\dot{\alpha}}\right)=\vec{\sigma}_{\dot{\beta}}^{\dot{\alpha}}\left(\hat{( } a^{\dagger}\right)^{\dot{\beta}} \hat{a}_{\dot{\alpha}}+a^{\prime \dagger^{\dot{\beta}}} a_{\dot{\alpha}}^{\prime}\right)=0, \tag{22.34}
\end{equation*}
$$

where we made use of the fact that $a^{\prime}$ must be Hermitian. In this canonical parametrization the matrix $f$ reads,

$$
\begin{equation*}
f=2\left(\left(\hat{a}^{\dagger}\right)^{\dot{\alpha}} \hat{a}_{\dot{\alpha}}+\left(a_{\mu}^{\prime}+x_{\mu} 1_{[k] \times[k]}\right)^{2}\right)^{-1} . \tag{22.35}
\end{equation*}
$$

The field strength $F_{\mu \nu}$ that corresponds to the ADHM $k$ instanton configuration (22.26) can be written in the following form,

$$
\begin{align*}
F_{\mu \nu} & =\partial_{\mu} A_{\nu}-\partial_{\nu} A_{\mu}+g\left[A_{\mu}, A_{\nu}\right]=\frac{1}{g} \partial_{[\mu}\left(U^{\dagger} \partial_{\nu]} U\right)+\frac{1}{g}\left(U^{\dagger} \partial_{[\mu} U\right)\left(U^{\dagger} \partial_{\nu]} U\right) \\
& \left.=\frac{1}{g} \partial_{[\mu} U^{\dagger}\left(1-U^{\dagger} U\right) \partial_{\nu]} U\right)=\frac{1}{g} \partial_{[\mu} U^{\dagger} \Delta f \Delta^{\dagger} \partial_{\nu]} U \\
& =\frac{1}{g} U^{\dagger} \partial_{[\mu} \Delta f \partial_{\nu]} \Delta^{\dagger} U=\frac{1}{g} U^{\dagger} b \sigma_{[\mu} \bar{\sigma}_{\nu]} f b^{+} U=4 \frac{1}{g} U^{\dagger} b \sigma_{\mu \nu} f b^{+} U, \tag{22.36}
\end{align*}
$$

where we have made use of,

$$
\begin{equation*}
\mathcal{P}_{\mathcal{I}}^{\mathcal{J}} \equiv U_{\mathcal{I} i} U^{\dagger}{ }^{\mathcal{J}}=\delta_{\mathcal{I}}^{\mathcal{J}}-\Delta_{\mathcal{I} \dot{\alpha} \dot{\alpha}} f_{I J} \Delta^{\dagger_{J}^{+\dot{J} \mathcal{J}}} \tag{22.37}
\end{equation*}
$$

To get an explicit expression for $A_{\mu}$ we make use of the decomposition

$$
\begin{equation*}
U_{\mathcal{I} i}=\binom{\hat{U}_{i j}}{\left(U_{\alpha}^{\prime}\right)_{I i}} \quad \Delta_{\mathcal{I J} \dot{\alpha}}=\binom{\hat{a}_{i J \dot{\alpha}}}{\left(\Delta_{\alpha \dot{\alpha}}^{\prime}\right)_{I J}} \tag{22.38}
\end{equation*}
$$

From the completeness condition (22.37) $\hat{U}$ can take the form,

$$
\begin{equation*}
U=\sqrt{\left(i_{[N] \times[N]}-\hat{a}_{\dot{\alpha}} f(\hat{a})^{\dagger^{\dot{\alpha}}}\right)} \quad U^{\prime}=\Delta_{\dot{\alpha}}^{\prime} f(\hat{a})^{\dagger^{\dot{\alpha}}}(\hat{u})^{\dagger^{-1}} \tag{22.39}
\end{equation*}
$$

We next show that for the particular case of $k=1$ the ADHM solution (22.26) is identical to (22.25). For $k=1$ we have to drop the indices $I, J$. One can verify that in that case the parameters $a_{\mu}^{\prime}$ can be identified with the center of the instanton $X_{\mu}$. From the ADHM constraint (22.34) we get that,

$$
\begin{equation*}
\left(\hat{a}^{\dagger}\right)^{\dot{\beta}} \hat{a}_{\dot{\alpha}}=\rho^{2} \delta_{\dot{\alpha}}^{\dot{\beta}}, \tag{22.40}
\end{equation*}
$$

and,

$$
\begin{equation*}
f=\frac{1}{\left(x_{\mu}-X_{\mu}\right)^{2}+\rho^{2}}, \tag{22.41}
\end{equation*}
$$

where $\rho$ will naturally be the size of the instanton.
From the relation (22.39) we deduce that,

$$
\begin{align*}
\hat{U} & =1_{[N] \times[N]}+\frac{1}{\rho^{2}}\left(\sqrt{\frac{(x-X)^{2}}{(x-X)^{2}+\rho^{2}}}-1\right)\left(\hat{a}^{\dagger}\right)^{\dot{\beta}} \hat{a}_{\dot{\alpha}} \\
U^{\prime} & =-\frac{(x-X)_{\alpha \dot{\alpha}}\left(\hat{a}^{\dagger}\right)^{\dot{\alpha}}}{|x-X| \sqrt{(x-X)^{2}+\rho^{2}}} \tag{22.42}
\end{align*}
$$

Plugging these expressions into $U$ we finally get the singular form of the one instanton solution (22.25).

In general for $k \neq 1$ one can show that the gauge configuration given in (22.36) indeed carries an instanton of charge $k$. To derive this result one makes use of the following relation,

$$
\begin{equation*}
g^{2} \operatorname{Tr}\left[F_{\mu \nu}^{2}\right]=\partial_{\mu} \partial^{\mu} t r_{k}[\log f] . \tag{22.43}
\end{equation*}
$$

This relation can be proven by expanding the two sides of the equations using the explicit expression for $F_{\mu \nu}$ (22.36). Upon integrating (22.43) over the whole Euclidean space-time divided by $\frac{1}{16 \pi^{2}}$ and making use of the fact that asymptotically $f(x) \rightarrow \frac{1}{x^{2}}$, we find that indeed it is equal to the instanton charge $k$.

### 22.3 On the moduli space of instantons

The moduli space of instantons ${ }^{4} \mathcal{M}$ is the space of inequivalent self-dual YangMills configurations. The notion of moduli space of solutions is an important tool in general and in particular for instantons. We have encountered it in the context of magnetic monopoles in (21.10). We will elaborate in this section about the basic properties of the moduli space of instantons such as its dimension, complex structure, metric, symmetries, and singularities.

Consider a small fluctuation $\delta A_{\mu}(x)$ around an instanton solution $A_{\mu}(x)$ which is also a self-dual solution of the YM equation, namely, it obeys to linear in $\delta A_{\mu}(x)$,

$$
\begin{equation*}
D_{\mu} \delta A_{\nu}-D_{\nu} \delta A_{\mu}=\epsilon_{\mu \nu \rho \sigma} D^{\rho} \delta A^{\sigma} \tag{22.44}
\end{equation*}
$$

where $D_{\mu}$ is the covariant derivative in the instanton background. In terms of the quateronic notation this equation reads,

$$
\begin{equation*}
\vec{\sigma}_{\beta}^{\dot{\alpha}} \not D^{\dagger^{\dot{\beta} \alpha}} \delta A_{\alpha \dot{\alpha}}=0 \tag{22.45}
\end{equation*}
$$

where $\not D=\sigma^{\mu} D_{\mu}$. Next we would like to guarantee that the fluctuation is not a local gauge transformation. This can be done by requiring that the fluctuation be orthogonal to any gauge transformation, namely,

$$
\begin{equation*}
\int \mathrm{d}^{3} x \operatorname{Tr}\left[\delta A_{\mu} D^{\mu} \Lambda\right]=0 \rightarrow D^{\mu} \delta A_{\mu}=0 \tag{22.46}
\end{equation*}
$$

where we have made use of an integration by parts to derive the last expression. In the quaternionic notation this condition takes the form of $D^{\dagger^{\dot{\alpha} \alpha}} \delta A_{\alpha \dot{\alpha}}=0$ which combined with (22.45) is given by,

$$
\begin{equation*}
\not D^{\dagger \dot{\alpha} \alpha} \delta A_{\alpha \dot{\beta}}=0 \tag{22.47}
\end{equation*}
$$

[^65]The fluctuation that obeys this equation is referred to as a zero mode since it is a physical fluctuation that does not change the action. Note that this is exactly the equation of motion of a Weyl spinor in the background of the instanton $A_{\mu}(x)$. The zero modes defined by (22.47) are the collective coordinates of the instantons.

Since the YM instantons are characterized by the topological charge defined in (22.2) so is the corresponding moduli space. We thus discuss the moduli space of instantons of charge $k$ which we denote by $\mathcal{M}_{k}$.

It can be proven that the moduli space of instantons is a manifold. In fact we will see below that $\mathcal{M}_{k}$ has some conical singular points associated with zero size instantons. The coordinates on the moduli space are the collective coordinates that were just shown to be equivalent to the zero model (22.47). We denote by $X_{n}$ the collective coordinates where $n=1, \ldots, \operatorname{dim} \mathcal{M}_{k}$. A trivial set of coordinates are the space-time coordinates of the center of the instanton $X_{\mu}$ accordingly the moduli space is a product of the form,

$$
\begin{equation*}
\mathcal{M}_{k}=\mathcal{R}^{4} \times \hat{\mathcal{M}}_{k} \tag{22.48}
\end{equation*}
$$

The collective coordinates $X_{\mu}$ follow from the fact that the instanton solution breaks the symmetry of the action under space-time translations. There are other collective coordinates that associate with symmetries of the theory that the instanton configuration breaks. However, not all symmetries yield non equivalent collective coordinates and not all the coordinates associate with broken symmetries.

From the ADHM construction it follows that the moduli space is identified with the variable $a_{\dot{\alpha}}$ subject to the ADHM constraints (22.31) quotiented by the residual $U(K)$ symmetry transformation (22.32) with,

$$
\mathcal{A}=\left(\begin{array}{cc}
1_{[N] \times[N]} & 0  \tag{22.49}\\
0 & \mathcal{C} 1_{[2] \times[2]}
\end{array}\right), \quad \mathcal{B}=\mathcal{C} \quad \mathcal{C} \in U(k),
$$

which preserve the canonical form of $b$ (22.33) and transform $a$ as follows,

$$
\begin{equation*}
\hat{a}_{i I \dot{\alpha}} \rightarrow \hat{a}_{\dot{\alpha}} \mathcal{C} \quad a_{\mu}^{\prime} \rightarrow \mathcal{C}^{\dagger} a_{\mu}^{\prime} \mathcal{C} \tag{22.50}
\end{equation*}
$$

Thus the dimension of the moduli space is,

$$
\begin{equation*}
\operatorname{dim} \mathcal{M}_{k}=4 k(N+K)-4 \operatorname{dim} U(k)=4 k(N+k)-4 k^{2}=4 N K \tag{22.51}
\end{equation*}
$$

This result can be derived also by using an index theorem that counts the zero modes at a point in the moduli space. In fact as we will see shortly the space $\mathcal{M}_{k}$ is a hyper-Kahler quotient of the flat space $\mathcal{R}^{4 k(k+N)}$ by the $U(k)$ group. The one instanton solution of $S U(2)$ is indeed characterized by the four coordinates of its center, its size and three global $S U(2)$ gauge transformations.

The moduli space is a complex manifold. A complex manifold is an evendimensional manifold that admits a complex structure I a linear map of the
tangent space to itself such that $\mathbf{I}^{2}=0$. There are always local holomorphic coordinates $\left(Z^{i}, \bar{Z}^{i}\right), i=1, \ldots, n$ (see Section 1.1) for which,

$$
\mathbf{I}=\left(\begin{array}{cc}
i \delta_{\bar{j}}^{\bar{i}} & 0  \tag{22.52}\\
0-i \delta_{j}^{i}
\end{array}\right) \quad g=g_{i \bar{j}} d Z^{i} d \bar{Z}^{\bar{j}} \quad w=i g_{i \bar{j}} d Z^{i} \wedge d \bar{Z}^{\bar{j}}
$$

where $g$ is an Hermitian metric and $w$ is referred to as the fundamental 2 form. In the case that the fundamental 2 form is closed namely $\mathrm{d} w=0$ it is called the Kähler form and the associated manifold is a Kähler manifold. The latter is also characterized by the fact that the complex structure is covariantly constant and the Kähler metric can be derived from a Kähler potential,

$$
\begin{equation*}
\nabla_{\mu} \mathbf{I}=0 \quad g_{i \bar{j}}=\partial_{i} \partial_{j} K \tag{22.53}
\end{equation*}
$$

The moduli space of instanton is not only a Kähler manifold but in fact a hyper Kähler manifold which means that it admits three linearly independent complex structures, $\mathbf{I}^{(c)}, c=1,2,3$ that satisfies the algebra

$$
\begin{equation*}
\mathbf{I}^{(c)} \mathbf{I}^{(d)}=-\delta^{c d}+\epsilon^{c d e} \mathbf{I}^{(e)} \tag{22.54}
\end{equation*}
$$

The four-dimensional Euclidean space $\mathcal{R}^{4}$ is hyper Kähler and the three complex structures are,

$$
\begin{equation*}
\mathbf{I}_{\mu \nu}^{(c)}=-\eta_{\mu \nu}^{c} \quad(\overrightarrow{\mathbf{I}} \cdot x)_{\alpha \dot{\alpha}}=i x_{\alpha \dot{\beta}} \vec{\sigma}_{\dot{\alpha}}^{\dot{\beta}}, \tag{22.55}
\end{equation*}
$$

where $\eta_{\mu \nu}^{c}$ is the 't Hooft $\eta$ symbol defined in (22.14) and the expression in the left-hand side is the quaterionic formulation. Now recall that by the definition of the zero modes (22.47), if $\delta_{n} A_{\alpha \dot{\alpha}}$ is a zero mode so is also $\delta_{n} A_{\alpha \dot{\alpha}} C_{\dot{\alpha} \dot{\beta}}^{\dot{\beta}}$ for any constant matrix $\mathbf{C}$ and in particular also to $\vec{\sigma}$ and hence if $\delta_{n} A_{\alpha \dot{\alpha}}$ so is also $\left(\overrightarrow{\mathbf{I}} \cdot \delta_{n} A\right)_{\alpha \dot{\alpha}}=i \delta_{n} A_{\alpha \dot{\alpha}} \vec{\sigma}_{\dot{\alpha}}^{\dot{\beta}}$. Since the zero modes form a complete set there must exist $\overrightarrow{\mathbf{I}}_{m}^{n}$ such that,

$$
\begin{equation*}
\left(\overrightarrow{\mathbf{I}} \cdot \delta_{m} A\right)_{\alpha \dot{\alpha}}=\delta_{n} A_{\alpha \dot{\alpha}} \overrightarrow{\mathbf{I}}_{m}^{n} \tag{22.56}
\end{equation*}
$$

from which it implies that $\overrightarrow{\mathbf{I}}_{m}^{n}$ satisfies the algebra (22.54).
The Kähler potential which is common to the three complex structures of the moduli space of instantons takes the form,

$$
\begin{equation*}
K=-\frac{g^{2}}{4} \int \mathrm{~d}^{4} x x^{2} \operatorname{Tr} F_{\mu \nu} F^{\mu \nu} \tag{22.57}
\end{equation*}
$$

Using the form of $\mathbf{I}^{(c)}$ on $\mathcal{R}^{4}$ given in (22.52) for instance $I^{(3)}$ associated with the complex coordinates on $\mathcal{R}^{4} i x^{3}+x^{4}$ and $i x^{1}-x^{2}$, we find that,

$$
\begin{equation*}
\left(\mathbf{I}^{(c)} \cdot \partial_{Z^{i}} A\right)_{\alpha \dot{\alpha}}=i \partial_{Z^{i}} A_{\alpha \dot{\alpha}} \tag{22.58}
\end{equation*}
$$

for instance for $\mathbf{I}^{(3)}$ we get $\partial_{Z^{i}} A_{\alpha 2}=\partial_{\bar{Z}^{\bar{i}}} A_{\alpha 1}=0$. Furthermore the derivative with the respect to the holomorphic and anti-holomorphic coordinates of the gauge fields obey the equations of zero modes namely,

$$
\begin{equation*}
\delta_{i} A_{\mu} \equiv \partial_{Z^{i}} A_{\mu} \quad \bar{\delta}_{\bar{i}} A_{\mu} \equiv \partial_{\bar{Z}^{\bar{i}}} A_{\mu} \tag{22.59}
\end{equation*}
$$

It further follows that $\partial_{\bar{Z}^{\bar{j}}} \partial_{Z^{i}} A_{\mu}=0$ and hence,

$$
\begin{equation*}
\partial_{\bar{Z}^{j}} \partial_{Z^{i}} \operatorname{Tr}\left[F_{\mu \nu}^{2}\right]=\partial_{\mu} \partial^{\mu} \operatorname{Tr}\left[\delta_{i} A_{\mu} \bar{\delta}_{\bar{j}} A_{\mu}-2 \partial_{\mu} \partial_{\nu}\right] \operatorname{Tr} \delta_{i} A_{\mu} \bar{\delta}_{\bar{j}} A_{\nu} \tag{22.60}
\end{equation*}
$$

Upon integrating by parts twice we find the metric on the moduli space,

$$
\begin{equation*}
\partial_{\bar{Z}^{\bar{j}}} \partial_{Z^{i}} K=-2 g^{2} \int \mathrm{~d}^{4} x \operatorname{Tr} \delta_{i} A_{\mu} \bar{\delta}_{\bar{j}} A_{\mu}=g_{i \bar{j}} \tag{22.61}
\end{equation*}
$$

Next let us now discuss the symmetries of the moduli space, in particular the realization of symmetries of the gauge theory which are broken by the instanton configuration. We start with the four-dimensional conformal group (see Section 17). In the quaternionic formulation the basic variable of the ADHM construction $\Delta$ is transformed as follows,

$$
\begin{align*}
x & \rightarrow x^{\prime}=(A x+B)(c X+D)^{-1} \quad \operatorname{det}\binom{A B}{C D}=1 \\
\Delta(x ; a, b) & \rightarrow \Delta\left(x^{\prime} ; a, b\right)=\Delta(x ; a D+b B, a C+b A)(C x+D)^{-1} \tag{22.62}
\end{align*}
$$

In fact the term $(C x+D)^{-1}$ in the right-hand side of the last equation is irrelevant since the gauge field depends on $U$ and $U^{\dagger}$ defined in (22.26) is redundant.

We can now use transformations of (22.32) that keeps the canonical structure of $b$ (22.33). Upon applying this transformation $a$ goes into,

$$
\begin{equation*}
a \rightarrow \mathcal{A}(a D+b B) \mathcal{B}^{-1} . \tag{22.63}
\end{equation*}
$$

A particular example of transformations which belong to the conformal group are the translations. For this case,

$$
\begin{equation*}
\Delta(x ; a, b) \rightarrow \Delta(x ; a+b \epsilon, b), \tag{22.64}
\end{equation*}
$$

from which it follows that,

$$
\begin{equation*}
a_{\mu}^{\prime} \rightarrow a_{\mu}^{\prime}+\epsilon_{\mu} 1_{[k] \times[k]} \quad \hat{a}_{\dot{\alpha}} \rightarrow \hat{a}_{\dot{\alpha}} . \tag{22.65}
\end{equation*}
$$

It is thus clear that indeed the components $a_{\mu}^{\prime}$ are proportional to the coordinates of the center of the instanton,

$$
\begin{equation*}
\operatorname{tr}_{k} a_{\mu}^{\prime}=k X_{\mu} \tag{22.66}
\end{equation*}
$$

Global gauge transformations act non trivially on the ADHM variables if $N \leq$ $2 k$, while if $N \geq 2 k$ there are transformations that leave the instantons fixed. This is the stability group of the instanton. One can embed the $k$ instanton solution in an $S U(2 k)$ subgroup of $S U(N)$ and show that the stability group is $S(U(N-2 k) \times U(1))$.

The moduli space $\hat{\mathcal{M}}_{k}$ is in fact not a smooth manifold due to certain singularities. However, these singularities do not signal any pathology of the moduli space and integrals over the moduli space are well defined. It can be shown that $\hat{\mathcal{M}}_{k}$ is a cone. For the moduli space of single instanton $k=1$ the apex of the cone is the point $\rho=0$ where the instanton has a zero size. This structure can be generalized also to the $k \neq 1$ instantons.

Topological characteristics of the moduli space can be described by a topological field theory where the observables of the theory are the topological invariants. This is beyond the scope of this book and we refer the interested reader to the list of references for this chapter.

### 22.4 Instantons and tunneling between the vacua of the YM theory

The vacua of the YM theory in Minkowsi space-time are defined to be the gauge configurations for which the energy vanishes. Using the temporal gauge $A_{0}=0$, the Hamiltonian of the theory is

$$
\begin{equation*}
H=\frac{1}{2 g^{2}} \int \mathrm{~d}^{3} x \operatorname{Tr}\left[E^{2}+B^{2}\right] \tag{22.67}
\end{equation*}
$$

Thus a classical vacuum has a vanishing field strength,

$$
\begin{equation*}
F_{\mu \nu}=0 \quad \rightarrow A_{i}(x, t)=i U(x, t) \partial_{i} U(x, t)^{\dagger} . \tag{22.68}
\end{equation*}
$$

Thus the vacuum gauge configuration is that of a pure gauge. Prior to a discussion of how to tunnel between two vacuum states, we have to classify and enumerate the vacua namely following (22.68) the group elements $U(x)$. This translates to the equivalence classes of maps from $S^{3}$ to the $S U(N)$ group manifold. This is done by the topological charge or winding number or Pontryagin number defined in (22.2). Since this step is very essential in the discussion of the tunneling let us clarify this point. Let us analyze the tunneling between a vacuum state $A_{i}\left(x, t_{1}\right)$ at $t=t_{1}$ into another vacuum state $A_{i}\left(x, t_{2}\right)$ at $t=t_{2}$. On top of fixing $A_{0}(x, t)=0$ we can use the residual gauge symmetry to set $A_{i}\left(x, t_{1}\right)=0$. Next we consider a path in the space of gauge configurations that connects the two vacua points and has a finite energy $H$ (in Minkowski space-time). Finite energy implies that for large $|\vec{x}| \rightarrow \infty$ it has to be a pure gauge,

$$
\begin{equation*}
\left.A_{\mu} \rightarrow|x| \rightarrow \infty\right) U \partial_{\mu} U^{\dagger} \tag{22.69}
\end{equation*}
$$

Since $A_{0}=0, U(x, t)=U(x)$ is time independent. Because $U\left(x, t_{1}\right)=1$ we obtain that for all $t$ and $|x| \rightarrow \infty, U=1$ and hence also $A_{i}\left(x, t_{2}\right) \longrightarrow|x| \rightarrow \infty 0$. The fact that asymptotically in $|\vec{x}|$ all $A_{i}=0$ allows us to compactify the spacelike hypersurface at fixed $t$ into $S^{3}$. The following Fig. 22.1 describes the situation.

On the boundary of hyper-cylinder the gauge fields $A_{i}$ vanish apart from on the hyper-disk at $t=t_{2}$ where $A_{i}$ is a pure gauge. Consider now the topological charge which we have seen (22.2) is in fact a surface term. Since on the boundary $F_{\mu \nu}=$ the contribution to the surface integral takes the form,

$$
\begin{align*}
Q & =\frac{1}{24 \pi^{2}} \epsilon^{\mu \nu \rho \sigma} \oint \mathrm{d} \sigma_{\mu} \operatorname{Tr}\left[A_{\nu} A_{\rho} A_{\sigma}\right] \\
& =\frac{1}{24 \pi^{2}} \epsilon^{0 i j k} \int \mathrm{~d}^{3} x r\left[U \partial_{i} U^{\dagger} U \partial_{j} U^{\dagger} U \partial_{k} U^{\dagger}\right] \tag{22.70}
\end{align*}
$$



Fig. 22.1. Compactification of the space coordinates on $S^{3}$ at fixed $t$.
where in the last expression the integration is over the three sphere at $t=t_{2}$ since at all other parts of the surface of the hyper-cylinder $A_{i}=0$. Thus the configurations in Minkowski space-time that connect a vacuum state at $t=t_{1}$ to one at $t=t_{2}$ are classified by the winding number of the maps of $S^{3}$ (space) $\rightarrow S^{3}$ (group) just as the maps of instanton in Euclidean space-time. ${ }^{5}$ In the latter case $S^{3}$ (space) is the boundary of $R^{4}$ whereas in the former it is a compactification of $R^{3}$ at $t=t_{2}$.

It is easy to realize that there is no way to interpolate a vacuum at $t=t_{1}$ of zero winding number with a one at $t=t_{2}$ with non vanishing winding number with a configuration of zero energy. The latter corresponds to a pure gauge configuration which has $F_{\mu \nu}=0$ everywhere and hence also vanishing topological number. Thus the energy of the tunneling configuration as a function of time should look as in Fig. 22.2.

To identify the configuration that has the largest tunneling rate we consider a family of gauge configurations characterized by the collective coordinates associated with a coordinate transformation from $t$ to $\lambda(t)$ such that,

$$
\begin{equation*}
A_{i}^{(\lambda)}(x, t)=A_{i}(x, \lambda(t)) \tag{22.71}
\end{equation*}
$$

with the requirement that $\lambda\left(t_{1}\right)=t_{1}$ and $\lambda\left(t_{2}\right)=t_{2}$. Next we compute the electric and magnetic fields,

$$
\begin{align*}
E_{i} & =F_{i 0}=-\partial_{0} A^{(\lambda)}(x, t)=\frac{\partial A_{i}}{\partial \lambda}(x, \lambda(t)) \dot{\lambda} \\
B_{i} & =\frac{1}{2} \epsilon_{i j k} F_{j k}=\frac{1}{2} \epsilon_{i j k}\left(\partial_{j} A_{k}(x, \lambda(t))+A_{j}\left(x, \lambda(t)\left(A_{k}(x, \lambda(t))-(j \leftrightarrow k)\right.\right.\right. \tag{22.72}
\end{align*}
$$
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Fig. 22.2. The energy of the tunneling configuration as a function of time.
and substitute them into the Lagrangian $L=\int \mathrm{d}^{3} x \mathcal{L}=\int \mathrm{d}^{3} x\left[-\frac{1}{g^{2}} \operatorname{Tr}\left[E^{2}-B^{2}\right]\right]$ which can be written in the following form,

$$
\begin{align*}
L & =-\frac{1}{2} m(\lambda)(\dot{\lambda})^{2}-V(\lambda) \\
m(\lambda) & =\frac{2}{g^{2}} \int d^{3} x \operatorname{Tr}\left(\frac{\partial A_{i}}{\partial \lambda}\right)^{2} \geq 0, \\
V(\lambda) & =-\frac{1}{g^{2}} \int d^{3} x \operatorname{Tr}\left(B^{i}\right)^{2} \geq 0 \tag{22.73}
\end{align*}
$$

The Lagrangian (22.73) is the Lagrangian of a particle that moves from one vacuum at $t=t_{1}$ where $V(\lambda)=m(\lambda)=0$ to a vacuum at $t=t_{2}$, where again $V(\lambda)=m(\lambda)=0$. The quantum mechanical tunneling rate is proportional to $\mathrm{e}^{-2 R}$ where $R$ is given by,

$$
\begin{align*}
R & =\int_{\lambda_{1}}^{\lambda^{2}} \mathrm{~d} \lambda \sqrt{2 m(\lambda)(V(\lambda)-E)} \\
& =\int_{\lambda_{1}}^{\lambda^{2}} \mathrm{~d} \lambda \sqrt{\left[\left(\frac{1}{g^{2}} \int \mathrm{~d}^{3} x \operatorname{Tr}\left(\frac{\partial A_{i}}{\partial \lambda}\right)^{2}\right)\left(\frac{1}{g^{2}} \int \mathrm{~d}^{3} x \operatorname{Tr}\left(B_{i}\right)^{2}\right)\right]} \\
& =\frac{2}{g^{2}} \int_{t_{1}}^{t_{2}} \mathrm{~d} t \sqrt{\left(\int \mathrm{~d}^{3} x \operatorname{Tr}\left(E_{i}\right)^{2}\right)\left(\frac{1}{g^{2}} \int \mathrm{~d}^{3} x \operatorname{Tr}\left(B_{i}\right)^{2}\right)} . \tag{22.74}
\end{align*}
$$

Using the triangle inequality we can relate the tunneling rate to the winding or instanton number as follows,

$$
\begin{equation*}
R \geq \frac{2}{g^{2}}\left|\int_{t_{1}}^{t_{2}} \mathrm{~d}^{4} x \operatorname{Tr}\left[E^{i} B^{i}\right]\right|=\frac{8 \pi^{2}}{g^{2}}|k|, \tag{22.75}
\end{equation*}
$$

where the instanton number is $Q=k$. Thus we see that the tunneling rate is bounded by,

$$
\begin{equation*}
\mathrm{e}^{-R} \leq \mathrm{e}^{-\frac{8 \pi^{2}}{g^{2}}|k|} \tag{22.76}
\end{equation*}
$$

and the bound is saturated for instanton configurations. To be more precise the most probable tunneling paths are given by a Minkowski gauge configuration with $\vec{E}= \pm \vec{B}$ which when viewed as a configuration in Euclidean space are instantons. Conversely given an instanton $A_{\mu}^{E}(x, t)$ in Euclidean space one can construct a set of paths in Minkowski space-time $A_{\mu}^{M}(x, \lambda(t))$ such that $A_{i}^{M,(\lambda)}(x, t)=A_{\mu}^{E}(x, \lambda(t))$ and $A_{0}^{M,(\lambda)}(x, t)=A_{4}^{E}(x, \lambda(t))$.

### 22.5 Instantons, theta vacua and the $U_{A}(1)$ anomaly

It was shown in the previous section that the instantons connect different vacua. This means that the vacuum of the YM theory cannot be described by any of the states of zero energy and a specific topological charge, but instead has to be a superposition of all these states, namely,

$$
\begin{equation*}
\left|\theta>=\sum_{k} \mathrm{e}^{i k \theta}\right| k> \tag{22.77}
\end{equation*}
$$

The generator of large gauge transformation that changes the winding number by one unit, namely, $T|k\rangle=\mid k+1>$ has to be a symmetry generator that commutes with the Hamiltonian so that $T\left|\mathrm{vac}>=\mathrm{e}^{i \varphi}\right| \mathrm{vac}>$ for some phase $\varphi$. Indeed for the $\theta$ vacuum we get $T\left|\theta>=\sum_{k} \mathrm{e}^{i k \theta}\right| k+1>=\mathrm{e}^{-i \theta} \mid \theta>$.

The energy associated with the $\theta$ vacua given by,

$$
\begin{equation*}
E(\theta)=-2 K \cos (\theta) e^{-S} \tag{22.78}
\end{equation*}
$$

This follows from the following steps. Consider the amplitude to tunnel from a vacuum $|i\rangle$ to a vacuum $|j\rangle$ is given by,

$$
\begin{equation*}
<j\left|e^{-H t}\right| i>=\sum N_{ \pm} \frac{\delta_{N_{+}-N_{-}-(j-i)}}{N_{+}!N_{-}!}\left(K t e^{-S}\right)^{N_{+}+N_{-}} \tag{22.79}
\end{equation*}
$$

when the instantons are sufficiently dilute and where $K$ is the pre-exponential factor in the tunneling amplitude, and $N_{ \pm}$are the number of instantons and antiinstantons. We introduce the parameter $\theta$ via a representation of the Kroneker delta function,

$$
\begin{equation*}
\delta_{N_{+}-N_{+}+(i-j)}=\frac{1}{2 \pi} \int_{0}^{2 \pi} \mathrm{e}^{i \theta\left(N_{+}-N_{+}+(i-j)\right)} \tag{22.80}
\end{equation*}
$$

Upon performing the summations over $N_{+}$and $N_{-}$we get,

$$
\begin{equation*}
<j\left|\mathrm{e}^{-H t}\right| i>=\int_{0}^{2 \pi} \mathrm{e}^{i \theta(i-j)} e^{2 K t \cos (\theta) \mathrm{e}^{-S}} \tag{22.81}
\end{equation*}
$$

which implies that the energy of the $\theta$ vacuum is as given in (22.78). Note that this does not imply that the YM theory has a continuous spectrum without mass gap since the $\theta$ parameter is fixed for a given theory and it cannot be changed. Fixing the value of $\theta$ can be achieved by adding a $\theta$ term to the action (22.10),

$$
\begin{equation*}
S_{\mathrm{YM}}=\frac{1}{2 g^{2}} \int \mathrm{~d}^{4} x \operatorname{Tr} F_{\mu \nu} F^{\mu \nu} \rightarrow \frac{1}{2 g^{2}} \int \mathrm{~d}^{4} x \operatorname{Tr} F_{\mu \nu} F^{\mu \nu}+\frac{\theta}{16 \pi^{2}} \int \mathrm{~d}^{4} x \operatorname{Tr}\left[F_{\mu \nu}{ }^{*} F^{\mu \nu}\right] . \tag{22.82}
\end{equation*}
$$

The additional $\theta$ term is a surface term and hence does not affect the equations of motion, however it is not invariant under $C P$ or $T$ transformations. ${ }^{6}$ As will be discussed below, with no massless quarks indeed the $\theta$ term implies a strong $C P$ violation. The most severe restriction on $C P$ violation comes from the electric dipole moment of the neutron. This sets the upper bound to theta to be,

$$
\begin{equation*}
\theta<10^{-9} . \tag{22.83}
\end{equation*}
$$

The puzzle of why $\theta$ is so tiny is referred to as the strong CP problem. One proposal to handle this problem is the introduction of the axion, $\chi$, a pseudo scalar field with a coupling of the form $\chi \operatorname{Tr}\left[F_{\mu \nu}{ }^{*} F^{\mu \nu}\right]$ so that the effective $\theta$ is the sum of $\sqrt{\langle\chi\rangle}$ and the $\theta$ term. As will be discussed below there is in fact an even simpler mechanism to resolve the strong $C P$ problem and that is having a massless $u$ quark. This brings us to the next topic which is the incorporation of light quarks to the game.

In the presence of light quarks there is a simple physical observable that distinguishes between the different topological vacua, the axial current. Recall that for $N_{f}$ massless quarks the theory is classically invariant under global $U_{L}\left(N_{f}\right) \times U_{R}\left(N_{f}\right) \equiv S U_{L}\left(N_{f}\right) \times S U_{R}\left(N_{f}\right) \times U_{B}(1) \times U_{A}(1)$ symmetry. The $S U\left(N_{f}\right) \times U_{V}(1)$ symmetry group factors are realized in nature also quantum mechanically. The invariance under the axial $S U\left(N_{f}\right)$ transformations is broken spontaneously and there are $N_{f}^{2}-1$ Goldstone bosons. For $N_{f}=2$ these are the pions. The $U_{A}(1)$ axial symmetry is not conserved quantum mechanically. In analogy to the anomaly of the axial symmetry in two dimensions discussed in Section 9.1, in four dimensions as well one can show using various different methods that,

$$
\begin{equation*}
\partial^{\mu} J_{\mu}^{5}=\frac{N_{f}}{8 \pi^{2}} \operatorname{Tr}\left[F_{\mu \nu}{ }^{*} F^{\mu \nu}\right] \tag{22.84}
\end{equation*}
$$

where $J_{\mu}^{5}=\sum_{i} \bar{\psi}_{i} \gamma_{\mu} \gamma_{5} \psi_{i}$ is the axial current and $\psi_{i} i=1, \ldots, N_{f}$ are the fields of the various flavored quarks. This resolves the so-called $U_{A}(1)$ puzzle, namely the absence of the fourth Goldstone boson for $N_{f}=2$ or the ninth one for $N_{f}=3$. Indeed for the former case one could associate the $\eta$ pseudo-scalar meson with the fourth Goldstone boson, however it has a mass of 478 MeV whereas a current

[^67]algebra theorem states that it has to be lighter than $\sqrt{3} m_{\pi}$. The right-hand side of (22.84) is proportional to the divergence of the topological current (22.2) $\partial_{\mu} K_{\mu}$ so one can define a modified conserved axial current $\tilde{j}_{\mu}^{5}=j_{\mu}^{5}-N_{f} K_{\mu}$. However, unlike the topological charge, the topological current is not gauge invariant. A massless pole in the correlator of $K_{\mu}$ does not necessarily correspond to a massless particle. One may wonder also about the fact that the right-hand side of (22.84) is a surface term and hence cannot have a physical significance. However, as was emphasized above due to instantons the surface term is relevant. Let us see this explicitly. We start by computing the change in the axial charge,
\[

$$
\begin{align*}
\Delta Q_{5} & =Q_{5}(t=+\infty)-Q_{5}(t=-\infty)=\int \mathrm{d}^{4} x \partial^{\mu} J_{\mu}^{5} \\
& =N_{f} \int \mathrm{~d}^{4} x \partial^{\mu} \operatorname{Tr}\left[S(x, x) \gamma_{\mu} \gamma_{5}\right] \tag{22.85}
\end{align*}
$$
\]

where $S(x, y)$ is the fermion propagator $S(x, y)=\langle x|(i \not D)^{-1} \mid y>$ that can be determined from the eigenfunction equation $i \not D \psi_{\lambda}=\lambda \psi_{\lambda}$ in the form $S(x, y)=$ $\sum_{\lambda} \frac{\psi_{\lambda}(x) \psi_{\lambda}^{\dagger}(y)}{\lambda}$. Substituting this expression we get,

$$
\begin{equation*}
\Delta Q_{5}=N_{f} \int \mathrm{~d}^{4} x \partial^{\mu} \operatorname{Tr}\left(\sum_{\lambda} \frac{\psi_{\lambda}(x) \psi_{\lambda}^{\dagger}(y)}{\lambda} 2 \lambda \gamma_{5}\right)=2 N_{f}\left(n_{\mathrm{L}}-n_{\mathrm{R}}\right) \tag{22.86}
\end{equation*}
$$

where we have used the fact that $\psi_{\lambda}$ and $\gamma_{5} \psi_{\lambda}$ are orthogonal so only the $n_{\mathrm{L}}\left(n_{\mathrm{R}}\right)$ left (right) zero modes contribute.

Integrating the left-hand side of (22.84) we get the topological charge $Q$ which is thus related to $\Delta Q_{5}$. The latter counts the number of left-handed zero modes minus the number of right-handed zero modes. This is obviously associated with instantons. Each instanton contributes one unit to the topological charge and has a left-handed zero mode, whereas an anti-instanton has a right-handed zero mode and $Q=-1$. This is the way the instantons contribute to the axial anomaly and hence to the resolution of the $U_{A}(1)$ problem. For the case of $N_{f}=3$ this implies that this would be the ninth Goldstone boson, the $\eta^{\prime}$ is massive even if the quark masses vanish. It was shown that the mass of the $\eta^{\prime}$ is related to the topological susceptibility in the following form,

$$
\begin{equation*}
\frac{2 N_{f}}{f_{\pi}^{2}} \chi_{\mathrm{top}}=\frac{2 N_{f}}{f_{\pi}^{2}} \int \mathrm{~d}^{4} x<Q(x) Q(0)>=m_{\eta}^{2}+m_{\eta^{\prime}}^{2}-2 m_{K}^{2} \tag{22.87}
\end{equation*}
$$

The combination of masses on the right-hand side corresponds to the part of the $\eta^{\prime}$ mass which is not due to the strange quark mass.

## 23

# Summary, conclusions and outlook 

### 23.1 General

Relativistic quantum field theory has been very successful in describing strong, electromagnetic and weak interactions, in the region of small couplings by perturbation theory, within the framework of the standard model.

However, the region of strong coupling, like the hadronic spectrum and various scattering phenomena of hadrons within QCD, is still largely unsolved.

A large variety of methods have been used to address this question, including lattice gauge simulations, light-cone quantization, low energy effective Lagrangians like the Skyrme model and chiral Lagrangians, large $N$ approximation, techniques of conformal invariance, the integrable model approach, supersymmetric models, string theory approach, QCD sum rules, etc. In spite of this major effort the gap between the phenomenology and the basic theory has only been partially bridged, and the problem is still open.

The goals of this book are to provide a detailed description of the tool box of non-perturbative techniques, to apply them on simplified systems, mainly of gauge dynamics in two dimensions, and to examine the lessons one can learn from those systems about four-dimensional QCD and hadron physics.

The study of two-dimensional problems to improve the understanding of fourdimensional physical systems was found to be fruitful. This follows two directions, one is the utilization of non-perturbative methods on simpler setups and the second is extracting the physical behavior of hadrons in one space dimension.

Obviously, physics in two dimensions is simpler than that of the real world since the underlying manifold is simpler and since the number of degrees of freedom of each field is smaller. There are some additional simplifying features in two-dimensional physics. In one space dimension there is no rotation symmetry and no angular momentum. The light-cone is disconnected and is composed of left moving and right moving branches. Therefore, massless particles are either on one branch or the other. These two properties are the basic building blocks of the idea of transmutation between systems of different statistics. Also, the ultra-violet behavior is more convergent in two dimensions, making for instance $Q C D_{2}$ a superconvergent theory.

In this summary chapter we go over several notions, concepts and methods with emphasis on the comparison between the two- and four-dimensional worlds and what one can deduce about the latter from the former. In particular we deal
with conformal invariance, integrability, bosonization, solitons and topological charges, confinement versus screening and finally the hadronic spectrum and scattering.

### 23.2 Conformal invariance

From the outset there is a very dramatic difference between conformal invariance in two and four dimensions. The former is characterized by an infinitedimensional algebra, the Virasoro algebra, whereas the latter is associated with the finite-dimensional algebra of $S O(4,2)$. This basic difference stems from the fact that whereas the conformal transformations in four dimensions are global, in two dimensions the parameters of conformal transformations are holomorphic functions (or anti-holomorphic), see Section 17.5 versus 2.1. Nevertheless there are several features of conformal invariance which are common to the two cases. We will now compare various aspects of conformal invariance in two and four dimensions:

- The notion of a primary field and correspondingly a highest weight state is used both in two-dimensional conformal field theories as well as for the fourdimensional collinear algebra. It is expressed in the former as (17.38),

$$
\begin{equation*}
L_{0}[\phi(0) \mid 0>]=h[\phi(0) \mid 0>] \quad L_{n}[\phi(0) \mid 0>]=0, \quad n>0 \tag{23.1}
\end{equation*}
$$

and for the latter,

$$
\begin{equation*}
L_{0}[\Phi(0) \mid 0>]=j[\Phi(0) \mid 0>] \quad L_{-}[\Phi(0) \mid 0>]=0 . \tag{23.2}
\end{equation*}
$$

The difference is of course the infinite set of annihilation operators $L_{n}$ versus the single annihilation operator $L_{-}$in four dimensions.

- The COPE, the conformal operator product expansion has a compact form in two dimensional CFT (Section 2.12)

$$
\begin{equation*}
\mathcal{O}_{i}(z, \bar{z}) \mathcal{O}_{j}(w, \bar{w}) \sim \sum_{k} C_{i j k}(z-w)^{h_{k}-h_{i}-h_{j}}(\bar{z}-\bar{w})^{\bar{h}_{k}-\bar{h}_{i}-\bar{h}_{j}} \mathcal{O}_{k}(w, \bar{w}) \tag{23.3}
\end{equation*}
$$

where $C_{i j k}$ are the product coefficients, while in four dimensions it reads,

$$
\begin{align*}
A(x) B(0)= & \sum_{n=0}^{\infty} C_{n}\left(\frac{1}{x^{2}}\right)^{1 / 2\left(t_{A}+t_{B}-t_{n}\right)} \frac{x_{-}^{n+s_{1}+s_{2}-s_{A}-s_{B}}}{B\left(j_{A}-j_{B}+j_{n}, j_{B}-j_{A}+j_{n}\right)} \\
& \times \int_{0}^{1} d u u^{\left(j_{A}-j_{B}+j_{n}-1\right)}(1-u)^{\left(j_{B}-j_{A}+j_{n}-1\right)} \mathcal{O}_{n}^{j_{1}, j_{2}}\left(u x_{-}\right) \tag{23.4}
\end{align*}
$$

where the definitions of the various quantities are in Chapter 17. Again there is a striking difference between the simple formula in two dimensions and the complicated one in four dimensions.

- As an example let us compare the OPE of two currents. Recall from the discussion of Chapter 3 the expression in two dimensions reads,

$$
\begin{equation*}
J^{a}(z) J^{b}(w)=\frac{k \delta^{a b}}{(z-w)^{2}}+i \frac{f_{c}^{a b} J^{c}(w)}{(z-w)}+\text { finite terms } \tag{23.5}
\end{equation*}
$$

for any non-abelian group, and in particular for the abelian case the second term on the right-hand side is missing. For comparison the OPE of the transverse components of the electromagnetic currents given in Chapter 17 takes the form,

$$
\begin{gather*}
J^{T}(x) J^{T}(0) \sim \\
\sum_{n=0}^{\infty} C_{n}\left(\frac{1}{x^{2}}\right)^{\left(6-t_{n}\right) / 2}\left(-i x_{-}\right)^{n+1} \frac{\Gamma\left(2 j_{n}\right)}{\Gamma\left(j_{n}\right) \Gamma\left(j_{n}\right)} \int_{0}^{1} \mathrm{~d} u[u(1-u)]^{j_{n}-1} \mathcal{Q}_{n}^{1,1}\left(u x_{-}\right) . \tag{23.6}
\end{gather*}
$$

- The conformal Ward identity associated with the dilatation operator in four dimensions (17.60),

$$
\begin{equation*}
\sum_{i}^{N}\left(l_{\phi}+\gamma\left(g^{*}\right)+x_{i} \partial_{i}\right)<T \phi\left(x_{1}\right) \ldots \phi\left(x_{N}\right)>=0 \tag{23.7}
\end{equation*}
$$

where $l_{\phi}$ is the canonical dimension and $\gamma\left(g^{*}\right)$ is the anomalous dimension, seems very similar to the one in two dimensions,

$$
\begin{equation*}
\sum_{i}\left(z_{i} \partial_{i}+h_{i}\right)<0\left|\phi_{1}\left(z_{1}, \bar{z}_{1}\right) \ldots \phi_{n}\left(z_{n}, \bar{z}_{n}\right)\right| 0>=0 \tag{23.8}
\end{equation*}
$$

In both cases one has to determine the full quantum conformal dimensions of the various operators. However, as was shown in Section 2.7, in certain CFT models, like the unitary minimal models, there are powerful tools based on unitarity which enable us to determine exactly the dimensions $h_{i}$ of all the primary operators and hence all the operators of the model. On the other hand, it is a non-trivial task to determine the anomalous dimensions in other models in two dimensions, and of course four-dimensional operators. In certain supersymmetric theories there are operators whose dimension is protected, but generically one has to use perturbative calculations to determine the anomalous dimensions of gauge theories to a given order in the coupling constant.

Using the Ward identity one can extract the form of the two-point function of operators of spin $s$ in four dimensions. It is given by,

$$
\begin{equation*}
<\phi\left(x_{1}\right) \phi\left(x_{2}\right)>=N_{2}\left(g^{*}\right)\left(\mu^{*}\right)^{-2 \gamma\left(g^{*}\right)}\left[\frac{1}{\left(x_{1}-x_{2}\right)^{2}}\right]^{l_{\phi}+\gamma\left(g^{*}\right)}\left(\frac{\left(x_{1}-x_{2}\right)_{+}}{\left(x_{1}-x_{2}\right)_{-}}\right)^{s} . \tag{23.9}
\end{equation*}
$$

The corresponding two-point function in two dimensions, which depends only on the conformal dimension of the operator $h$, reads,

$$
\begin{equation*}
G_{2}\left(z_{1}, \bar{z}_{1}, z_{2}, \bar{z}_{2}\right) \equiv<0\left|\phi_{1}\left(z_{1}, \bar{z}_{1}\right) \phi_{1}\left(z_{2}, \bar{z}_{2}\right)\right| 0>=\frac{c_{2}}{\left(z_{1}-z_{2}\right)^{2 h_{1}}\left(\bar{z}_{1}-\bar{z}_{2}\right)^{2 \bar{h}_{1}}} . \tag{23.10}
\end{equation*}
$$

- As for higher point functions, we have seen in Section 2.9 that one can use the local Ward identities together with Virasoro null vectors to write down partial differential equations. The result for a four-point function (2.63) was later used to determine the four-point function of the Ising model (2.94). Two dimensional conformal field theories are further invariant under affine Lie algebra transformations, and as we have shown in Section 3.6 those can be combined with null vectors to derive the so-called Knizhnik-Zamolodchikov equations (3.69), which were later used to solve for the four-point function of the $S U(N)$ WZW model in Section 4.4. These types of differential equations that fully determine correlation functions are obviously absent in four-dimensional interacting conformal field theories.


### 23.3 Integrability

Integrability was discussed in Chapter 5 in the context of two-dimensional models and in Chapter 18 in four-dimensional gauge theories. For systems with a finite number of degrees of freedom, like spin chain models, there is a finite number of conserved charges, equal of course to the number of degrees of freedom. For integrable field theories there is an infinite countable number of conserved charges. Furthermore, the scattering processes of those models always involve a conservation of the number of particles.

In two dimensions we have encountered continuous integrable models like the sine-Gordon model as well as discretized ones like the XXX spin chain model. The integrable sectors of gauge dynamical systems discussed in Chapter 18 are based on identifying an exact map between certain properties of the systems and a spin chain structure. In two dimensions the spin chain models follow from a discretization of the space coordinate, by placing a spin variable on each site that can take several values and imposing periodicity. In the four-dimensional $\mathcal{N}=4$ super YM theory discussed in Section 18.1 the spin chain corresponds to a trace of field operators and in the process of high-energy scattering of Section 18.2 it is a "chain" of reggeized gluons exchanged in the t-channel of a scattering process. A summary of the comparison among the basic two-dimensional spin chain, the "spin chains" associated with the planar $\mathcal{N}=4$ SYM, and the highenergy scattering in QCD, is given in Table 23.1. A powerful method to solve all these spin chain models is the use of the algebraic Bethe ansatz. This was discussed in detail for the the $X X X_{1 / 2}$ model in Section 5.14. The solutions of the energy eigenvalues needed for the high-energy scattering process was based on generalizing this method to the case of spin $s$ Heisenberg model (see Section 18.2) and for the $\mathcal{N}=4$ to the case of an $S O(6)$ invariance.

There is one conceptual difference between the spin chains of the twodimensional models and those associated with the $\mathcal{N}=4$ SYM in four dimensions. In the former the models are non conformal, involving a scale, and hence

Table 23.1. Spin chain structure of the two-dimensional model and the four-dimensional gauge systems of $\mathcal{N}=4$ SYM and of high-energy behavior of scattering amplitudes in $Q C D$.

| Spin chain | $\begin{aligned} & \text { Planar } \\ & \mathcal{N}=4 \mathrm{SYM} \end{aligned}$ | High energy scattering in QCD |
| :---: | :---: | :---: |
| Cyclic spin chain | Single trace operator | Reggeized guons in t-channel |
| Spin at a site | Field operator | $S L(2)$ spin |
| Number of sites | Number of operators | Number of gluons |
| Hamiltonian | Anomalous dilatation operator | $H_{B F K L}$ |
| Energy eigenvalue | Anomalous dimension $g^{-2} \delta \mathcal{D}$ | $\sim \frac{1}{\lambda} \frac{\log \mathcal{A}}{\log s}$ |
| Evolution time | Global time | The total rapidity $\log s$ |
| Zero momentum $U=1$ | Cyclicity constraint |  |

also with particles and an S-matrix. The integrable sectors of four-dimensional gauge theories, however, are conformal invariant.

The study of integrable models in two dimensions is quite mature, whereas the application of integrability to four-dimensional systems is at an infant stage. The concepts of multi-local charges described in Section 5.11 and of quantum groups discussed in Section 5.13 have been applied only slightly to gauge dynamical systems in four dimensions.

### 23.4 Bosonization

Bosonization is the formulation of fermionic systems in terms of bosonic variables and fermionization is just the opposite process. The study of bosonized physical systems offers several advantages:
(1) It is usually easier to deal with commuting fields rather than anti-commuting ones.
(2) In certain examples, like the Thirring model, the fermionic strong coupling regime turns into the weak coupling one in its bosonic version, the sineGordon model (see Section 6.2).
(3) The non-abelian bosonization, especially in the product scheme (see Section 6.3.4), offers a separation between colored and flavored degrees of freedom, which is very convenient for analyzing low lying spectrum.
(4) Baryons composed of $N_{\mathrm{C}}$ quarks are a many-body problem in the fermion language, while simple solitons are in the boson language.
(5) One loop fermionic computations involving the currents turn into tree level consideration in the bosonized version. The best-known example of the latter are the chiral (or axial) anomalies (see Section 9.1).

In four dimensions, spin is obviously non-trivial and one cannot constitute generically a bosonization equivalence. However, in certain circumstances a fourdimensional system can be described approximately by fields that depend only on the time and on one space direction. In those cases one can apply the bosonization technique. Examples of such scenarios are monopole induced proton decay, and fractional charges induced on monopoles by light fermions. In these cases the relevant degrees of freedom are in an s-wave and hence taken to depend only on the time and the radial direction. This enables one to use the corresponding bosonized field. There is a slight difference with two dimensions, as the radial coordinate goes from zero to infinity, so "half" a line. Appropriate boundary conditions enable us to use a reflection, so as to extend to a full line.

### 23.5 Topological field configurations

- The topological charges in any dimensions are conserved regardless of the equations of motion of the corresponding systems. In two dimensions it is very easy to write down a current which is conserved without the use of the equations of motion. This is referred to as a topological conservation. Consider a scalar field $\phi$ or its non-abelian analog $\phi^{a}$ that transforms in the adjoint representation of a group, then the following currents are abelian and non-abelian conserved currents,

$$
\begin{equation*}
J_{\mu}=\epsilon_{\mu \nu} \partial^{\nu} \phi \quad J_{\mu}^{a}=\epsilon_{\mu \nu} \partial^{\nu} \phi^{a} . \tag{23.11}
\end{equation*}
$$

Recall that for a system that admits, for instance an abelian case, also a current $J_{\mu}=\partial_{\mu} \phi$ that is conserved upon the use of the equations of motion, one can then replace the two currents with left and right conserved currents $J_{ \pm}=\partial_{ \pm} \phi$ or $J=\partial \phi$ and $\bar{J}=\bar{\partial} \phi$, as was discussed in Chapter 1. The charge associated with the topological conserved current is given by,

$$
\begin{equation*}
Q_{\mathrm{top}}=\int \mathrm{d} x \phi^{\prime}=[\phi(t,+\infty)-\phi(t,-\infty)] \equiv \phi_{+}-\phi_{-}, \tag{23.12}
\end{equation*}
$$

where the space dimension is taken to be $\mathcal{R}$. For a compactified space dimension, namely an $S^{1}$ this charge vanishes, except for cases where the field is actually an angle variable, in which case the charge is $2 \pi$. The latter appears in the case of $U(1)$ gauge theory in two dimensions, where there is a winding number.

- Obviously one cannot have such topologically conserved currents and charges in four dimensions. However, for theories that are invariant under a non-abelian group, one can construct also in four dimensions a topological current and charge, as for the cases of Skyrmions, magnetic monopoles and instantons. For the Skyrmions the topological current is given by,

$$
\begin{equation*}
J_{\text {skyre }}^{\mu}=\frac{i \epsilon^{\mu \nu \rho \sigma}}{24 \pi^{2}} \operatorname{Tr}\left[L_{\nu} L_{\rho} L_{\sigma}\right] . \tag{23.13}
\end{equation*}
$$

Table 23.2. Topological classical field configurations in two and four dimensions

| classical field | dim. | map | topological current |
| :--- | :--- | :--- | :--- |
| soliton | two | 1 | $\epsilon^{\mu \nu} \partial_{\nu} \phi$ |
| baryon | two | $S^{1} \rightarrow S^{1}$ | $\epsilon^{\mu \nu} \operatorname{Tr}\left[g^{-1} \partial_{\nu} g\right]$ |
| Skyrmion | four | $S^{3} \rightarrow S^{3}$ | $\frac{i \epsilon^{\mu \nu \rho \sigma}}{24 \pi^{2}} \operatorname{Tr}\left[L_{\nu} L_{\rho} L_{\sigma}\right]$ |
| monopole | four | $S_{s p a c e}^{2} \rightarrow S_{G / H}^{2}$ | $\frac{1}{8 \pi} \epsilon_{\mu \nu \rho \sigma} \epsilon^{a b c} \partial^{\nu} \hat{\Phi}^{a} \partial^{\rho} \hat{\Phi}^{b} \partial^{\sigma} \hat{\Phi}^{c}$ |
| instanton | four | $S_{s}^{3} \rightarrow S_{g}^{3}$ | $\frac{i \epsilon^{\mu \nu \rho \sigma}}{16 \pi^{2}} \operatorname{Tr}\left[A_{\nu} \partial_{\rho} A_{\sigma}+\frac{2}{3} A_{\nu} A_{\rho} A_{\sigma}\right]$ |

- The topological charges, for compact spaces, are the winding numbers of the corresponding topological configurations. For a compact one space dimension, we have the map of $S^{1} \rightarrow S^{1}$ related to the homotopy group $\pi_{1}\left(S^{1}\right)$. In two space dimensions, the windings are associated with the map $S_{2} \rightarrow S_{2}^{G / H}$, as for the magnetic monopoles. For three space dimensions, it is $S^{3} \rightarrow S^{3}$ for the Skyrmions at $N_{f}=2$, and the non-abelian instantons for the gauge group $S U(2)$. The topological data of the various models is summarized in Table 23.2.
- According to Derrick's theorem (see Section 5.3), for a theory of a scalar field with an ordinary kinetic term with two derivatives, and any local potential at $D \geq 2$, the only non singular time-independent solutions of finite energy are the vacua. However, as we have seen in Chapters 20, 21 and 22, there are solitons in the form of Skyrmions and monopoles and instantons. Those configurations bypass Derrick's theorem by introducing higher derivative terms or including non-abelian gauge fields.
- As was emphasised in Chapter 20, the extraction of the baryonic properties in the Skyrme model is very similar to the one for the baryons in the bosonized theory in two dimensions. Unlike the latter which is exact in the strong coupling limit, one cannot derive the former starting from the underlying theory. Another major difference between the two models is of course the existence of angular momentum only in the four-dimensional case.
- A non-trivial task associated with topological configurations is the construction of configurations that carry multipole topological charge, for instance a multi-baryon state both of the bosonized $Q C D_{2}$ as well as of the Skyrme model, a multi-monopole solution and a multi-instanton solution. For the two-dimensional baryons (as discussed in Section 13.6) the construction is a straightforward generalization of the configuration of baryon number one. For the multi-monopole solutions we presented Nahm's construction, and for the multi-instantons the ADHM construction. These constructions, which are in fact related, are much more complicated than that for the two-dimensional muti-baryons.

[^68]- A very important phenomenon that occurs in both two and four dimensions is the strong-weak duality, and the duality between a soliton and an elementary field. In two dimensions we have encountered this duality in the relation between the Thirring model and the sine-Gordon model, where the coupling of the latter $\beta$ is related to that of the former $g$ as (6.27),

$$
\begin{equation*}
\frac{\beta^{2}}{4 \pi}=\frac{1}{1+\frac{g}{\pi}} \tag{23.14}
\end{equation*}
$$

This also relates the elementary fermion field of the Thirring model with the soliton of the sine-Gordon model. In particular for $g=0$ corresponding to $\beta^{2}=4 \pi$, the Thirring model describes a free Dirac fermion, while the soliton of the corresponding sine-Gordon theory is the same fermion in its bosonization disguise. An analog in four dimensions is the Olive-Montonen duality discussed in Section 21.8, which relates the electric charge $e$ with the magnetic one $e_{\mathrm{M}}=\frac{4 \pi}{e}$, where the former is carried by the elementary states $W^{ \pm}$and the latter by the magnetic monopoles.

### 23.6 Confinement versus screening

Naive intuition tells us that dynamical quarks in the fundamental representation can screen external sources in the fundamental representation, dynamical adjoint quarks can screen adjoint sources, but that dynamical adjoint cannot screen fundamentals. The picture that emerged from our two dimensional calculations (Chapter 14) showed that this was not the case. We found that massless adjoint quarks could screen an external source in the fundamental representation. Moreover we have seen that any massless dynamical field will necessarily be in the screening phase. The argument for that was that in all cases we have considered we have found that the string tension is proportional to the mass of the dynamical quarks,

$$
\begin{equation*}
\sigma \sim m g \tag{23.15}
\end{equation*}
$$

where $m$ is the mass of the quark and $g$ is the gauge coupling, and hence for the massless case it vanishes. This was shown in Chapter 14 based on performing a chiral rotation that enabled us to eliminate the external sources and computing the string tension as the difference between the Hamiltonian of the system with the external sources and the one without them namely (14.12),

$$
\begin{equation*}
\sigma=<H>-<H_{0}>. \tag{23.16}
\end{equation*}
$$

It seems as though the situation in two dimensions is very different from that in four dimensions. From the onset there is a dramatic difference between two and four dimensions relating to the concept of confining theory. In two dimensions both the Coulomb abelian potential and the non-abelian one are linear with the separation distance $L$, whereas obviously in four dimensions the Coulomb potential between two particles behaves as $1 / L$. The confining potential is linear
with $L$ in both two and four dimensions. However, that does not explain the difference between two and four dimensions, it merely means that in two dimensions the coulomb and confining potentials behave in the same manner. ${ }^{2}$ The determination of the string tension in two dimensions cannot be repeated in four dimensions. The reason is that in the latter case the anomaly is not linear in the gauge field and thus one cannot use the chiral rotation to eliminate the external quark anti-quark pair. That does not imply that the situation in four dimensions differs from the two-dimensional one, it just means that one has to use different methods to compute the string tension in four dimensions.
What are the four-dimensional systems that might resemble the twodimensional case of dynamical adjoint matter and external fundamental quarks? A system with external quarks in the fundamental representation in the context of pure YM theory seems a possible analog since the dynamical fields, the gluons, are in the adjoint representation, though they are vector fields and not fermions. An alternative is the $\mathcal{N}=1 \mathrm{SYM}$ where in addition to the gluons there are also gluinos which are Majorana fermions in the adjoint representation. Both these cases should correspond to the massless adjoint case in two dimensions. The latter admits a screening behavior where as the four-dimensional models seem to be in the confining phase. This statement is supported by several different types of calculations in particular for the non supersymmetric case this behavior is found in lattice simulations.

At this point we cannot provide a satisfactory intuitive explanation why the behavior in two and four dimensions is so different. There is also no simple picture of how the massless adjoint dynamical quarks in two dimensions are able to screen external charges in the fundamental representation.

It is worth mentioning that there is ample evidence that four-dimensional hadronic physics is well described by a string theory. This is based for instance on realizing that mesons and baryons in nature admit Regge trajectory behavior which is an indication of a stringy nature. Any string theory is by definition a two-dimensional theory and hence a very basic relation between four-dimensional hadron physics and two-dimensional physics.

In addition to the ordinary string tension which relates to the potential between a quark and anti-quark in the fundamental representation, one defines the $k$ string that connects a set of $k$ quarks with a set of $k$ anti-quarks. This object has been examined in four-dimensional YM as well as four-dimensional $\mathcal{N}=1$ SYM. These two cases seem to be the analog of the two-dimensional QCD theory with adjoint quarks and with external quarks in a representation that is characterized by $k$ boxes in the Young tableau description. In Chapter 14 we have derived an expression for the string tension as a function of the representation of the external and dynamical quarks and in particular for dynamical adjoint

[^69]fermions and external quarks in the $k$ representation. If there is any correspondence between the four-dimensional adjoint matter field and the two-dimensional adjoint quarks it must be with massive adjoint quarks since for the massless case, as was mentioned above, the two-dimensional string tension vanishes whereas the four-dimensional one does not. Thus one may consider a correspondence for a softly broken $\mathcal{N}=1$ case where the gluinos are massive.

In two dimensions for the pure YM case we found that the string tension behaves like $\sigma \sim g^{2} k_{\text {ext }}^{2}$ whereas a Wilson line calculation yields $\sigma \sim g^{2} C_{2}(R)$ where $C_{2}(R)$ is the second Casimir operator in the $R$ representation of the external quarks. For the $\mathrm{QCD}_{2}$ case of general $k$ external charges and adjoint dynamical quarks, one can derive from (14.49) that,

$$
\begin{equation*}
\sigma_{k}^{2 d} \sim \sin ^{2}\left(\frac{\pi k}{N_{\mathrm{c}}}\right) \tag{23.17}
\end{equation*}
$$

whereas in four dimensions it is believed that for general $k$, the string tension either follows a Casimir law or a sinusoidal rule as follows,

$$
\begin{equation*}
\sigma_{k}^{\mathrm{cas}} \sim \frac{k\left(N_{\mathrm{c}}-k\right)}{N_{\mathrm{c}}} \quad \sigma_{k}^{\sin } \sim \sin \left(\frac{\pi k}{N_{\mathrm{c}}}\right) \tag{23.18}
\end{equation*}
$$

It is an open problem which of these holds.
As expected all these expressions are invariant under $k \rightarrow N-k$ which corresponds for antisymmetric representations to replacing a quark with an antiquark.

### 23.7 Hadronic phenomenology of two dimensions versus four dimensions

$Q C D_{2}$ was addressed first in the fermionic formulation. In his seminal work 't Hooft deduced the mesonic spectrum in the large $N_{\mathrm{C}}$ limit as is described in Chapter 10. We further presented three additional approaches to the hadronic spectra in two dimensions, the currentization method for massless quarks for the entire plane of $N_{\mathrm{C}}$ and $N_{\mathrm{f}}$, the DLCQ approach to extract the mesonic spectrum for the case of fundamental as well as adjoint quarks and finally the bosonized formulation in the strong coupling limit to determine the baryonic spectrum. As for the four-dimensional hadronic spectrum we described the use of the large $N_{\mathrm{C}}$ planar limit and the analysis of the baryonic world using the Skyrme model. It is worth mentioning again that whereas in the four-dimensional case the Skyrme approach is only an approximated model derived by an "educational guess", in two dimensions the action in the strong coupling regime is exact.

### 23.7.1 Mesons

As was just mentioned the two-dimensional mesonic spectrum was extracted using the large $N_{\mathrm{C}}$ approximation in the fermionic formulation for $N_{\mathrm{f}}=1$
('t Hooft model), the currentization for massless quarks and the DLCQ approach for both cases of quarks in the fundamental and the adjoint representation. For the particular region of $N_{\mathrm{C}} \gg N_{\mathrm{f}}$ and $m=0$ the fermionic large $N_{\mathrm{c}}$ and the currentization treatments yielded identical results. In fact this result is achieved also using the DLCQ method for adjoint fermions upon a truncation to a single parton and replacing $g^{2}$ with $2 g^{2}$ (see (12.42)). For massive fundamental quarks the DLCQ results match very nicely those of lattice simulations and the large $N_{c}$ calculations as can be seen from Figs (12.1) and (12.2).
In all these methods the corresponding equations do not admit exact analytic solutions for the whole range of parameters and thus one has to resort to numerical solutions. However, in certain domains one can determine the analytic behavior of the wavefunctions and masses.

The spectrum of mesons in two dimensions is characterized by the dependence of the meson masses $M_{\text {mes }}$ on the gauge coupling $g$, the number of colors $N_{\mathrm{c}}$, the number of flavors $N_{\mathrm{f}}$, the quark mass $m_{\mathrm{q}}$ and the excitation number $n$. In four-dimensional $Q C D$ the meson spectra depend on the same parameters apart from the fact that $\Lambda_{Q C D}$, the $Q C D$ scale, is replacing the two-dimensional gauge coupling and of course some additional quantum numbers. The following lines summarize the properties of the spectrum

- The highly excited states $n \gg 1$, are characterized by,

$$
\begin{equation*}
M_{\mathrm{mes}}^{2} \sim \pi g^{2} N_{\mathrm{c}} n \tag{23.19}
\end{equation*}
$$

This seems to fit the behaviors of mesons in nature. This behavior is referred to as a Regge trajectory and it follows easily from a bosonic string model of the mesons. Following this analogy, the role of the string tension in a twodimensional model is played by $g^{2} N_{\mathrm{c}}$. This seems to be in contradiction with the statement that the string tension is proportional to $m_{q} g$, as seen in the discussion of screening versus confinement.

It is very difficult to derive the Regge trajectory behavior from direct calculations in four-dimensional QCD.

- The opposite limit of low-lying states and in particular the ground state can be deduced in the limit of large quark masses $m_{q} \gg g$ and small quark masses $g \gg m_{q}$. For the ground state in the former limit we find,

$$
\begin{equation*}
M_{\mathrm{mes}}^{0} \cong m_{q_{1}}+m_{q_{2}} \tag{23.20}
\end{equation*}
$$

where $m_{q_{i}}$ are the masses of the quark and anti-quark. In the opposite limit of $m_{q} \ll g$

$$
\begin{equation*}
\left(M_{\mathrm{mes}}^{0}\right)^{2} \cong \frac{\pi}{3} \sqrt{\frac{g^{2} N_{\mathrm{c}}}{\pi}}\left(m_{1}+m_{2}\right) \tag{23.21}
\end{equation*}
$$

For the special case of massless quarks we find a massless meson. This is very reminiscent of the four-dimensional picture for the massless pions. For small
masses this is similar to the pseudo-Goldstone boson relation where,

$$
\begin{equation*}
m_{\pi}^{2} \sim \frac{<\bar{\psi} \psi>}{f_{\pi}^{2}}\left(m_{1}+m_{2}\right) \tag{23.22}
\end{equation*}
$$

Note that in two dimensions the massless mesons decouple.

- The 't Hooft model cannot be used to explore the dependence on $N_{\mathrm{f}}$ the number of flavors. This can be done from the 't Hooft-like equations derived in Chapter 11. It was found that for the first massive state there is a linear dependence of the meson mass squared on $N_{\mathrm{f}}$

$$
\begin{equation*}
M_{\mathrm{mes}}^{2} \sim N_{\mathrm{f}} \tag{23.23}
\end{equation*}
$$

We are not aware of a similar behavior of the mesons in four dimensions.

- The 't Hooft model (Chapter 10) provides the solution of the meson spectrum in the planar limit in two dimensions. The planar, namely large $N_{\mathrm{c}}$ limit, in four dimensions is too complicated to be similarly solved. As we have seen in Chapter 19 one can extract the scaling in $N_{\text {c }}$ dependence of certain hadronic properties like the mass the size and scattering amplitude but the full determination of the hadronic spectrum and scattering is still an unresolved mystery.
- Tremendous progress has been made in the understanding of the supersymmetric theory of $\mathcal{N}=4$ partly by demonstrating that certain sectors of it can be described by integrable spin chain models (Section 18.1).
- As was demonstrated in Chapter 12 the DLCQ method has been found very effective to address the spectrum of mesons of two-dimensional QCD. This raises the question of whether one can use the DLCQ method to handle the spectrum of four-dimensional QCD. This task is clearly much more difficult. On route to the extraction of the hadronic spectrum of $Q C D_{4}$ an easier system has been analyzed. It is that of the collinear QCD (see Chapter 17) where in the Hamiltonian of the system one drops off all interaction terms that depend on the transverse momenta. In this effective two-dimensional setup the transverse degrees of freedom of the gluon are retained in the form of two scalar fields. This system which was not described in the book has been solved in [14] where a complete bound and continuum spectrum was extracted as well as the Fock space wavefunctions.


### 23.7.2 Baryons

In Chapter 13 we have described the spectrum of baryons in multiflavor twodimensional QCD in the strong coupling limit $\frac{m_{q}}{e_{c}} \rightarrow 0$. The four-dimensional baryonic spectrum was discussed in the large $N_{\mathrm{c}}$ limit in Chapter 19 and using the Skyrme model approach in Chapter 20. We would like now to compare these spectra and to investigate the possibility of predicting four-dimensional baryonic properties from the simpler two-dimensional model. In the former case the mass is a function of the QCD scale $\Lambda_{Q C D}$, the number of colors $N_{\mathrm{c}}$ and the number

Table 23.3. Scaling of baryon masses with $N_{\mathrm{c}}$ in two and four dimensions

|  | two dimensions | four dimensions |
| :--- | :---: | :---: |
| Classical baryon mass | $N_{c}$ | $N_{c}$ |
| Quantum correction | $N_{c}^{0}$ | $N_{c}^{-1}$ |

of flavors $N_{\mathrm{f}}$ and in the latter it is a function of $e_{c}, N_{\mathrm{c}}$ and $N_{\mathrm{f}}$. Thus it seems that the dimensionful gauge coupling in two dimensions is the analog of $\Lambda_{Q C D}$ in four dimensions.

- In two dimensions the mass of the baryon was found to be,

$$
\begin{equation*}
E=4 m \sqrt{\frac{2 N_{\mathrm{c}}}{\pi}}+m \sqrt{2} \sqrt{\left(\frac{\pi}{N_{\mathrm{c}}}\right)^{3}}\left[C_{2}-N_{\mathrm{c}}^{2} \frac{\left(N_{\mathrm{f}}-1\right)}{2 N_{\mathrm{f}}}\right], \tag{23.24}
\end{equation*}
$$

where the classical mass $m$ is given by

$$
\begin{equation*}
m=\left[N_{\mathrm{c}} c m_{q}\left(\frac{e_{c} \sqrt{N_{\mathrm{f}}}}{\sqrt{2 \pi}}\right)^{\Delta_{C}}\right]^{\frac{1}{1+\Delta_{C}}}, \tag{23.25}
\end{equation*}
$$

with $\Delta_{c}=\frac{N_{c}^{2}-1}{N_{c}\left(N_{c}+N_{\mathrm{f}}\right)}$. Due to the fact that in two dimensions there is no spin, the structure of the spectrum with respect to the flavor group is obviously different in two and four dimensions. For instance the lowest allowed state for $N_{\mathrm{c}}=N_{f}=3$ is in two dimensions the totally symmetric representation 10, whereas it is the mixed representation $\mathbf{8}$ in four dimensions.

- Let us discuss now the scaling with $N_{\mathrm{c}}$ in the large $N_{\mathrm{c}}$ limit. The classical term behaves like $N_{\mathrm{c}}$, while the quantum correction like 1. This classical result is in accordance with four dimensions, derived when the large $N$ expansion is applied to the baryonic system (see Chapter 19), that the baryon mass is linear in $N_{\mathrm{c}}$ and with the Skyrmion result (see Chapter 20). However, whereas in two dimensions the quantum correction behaves like $N_{c}^{0}$, namely suppressed by a factor of $\frac{1}{N_{c}}$ compared to the classical term, in four dimensions it behaves like $\frac{1}{N_{c}}$ namely a suppression of $\frac{1}{N_{c}^{2}}$. This is summarized in Table 23.3.
- In terms of the dependence on the number of flavors, it is interesting to note that both in two dimensions and in four dimensions, the contribution to the mass due to the quantum fluctuations has a term proportional to the second Casimir operator associated with the representation of the baryonic state under the $S U\left(N_{f}\right)$ flavor group (compare (23.24) with (20.68)).
- Another property of the baryonic spectrum that can be compared between the two- and four-dimensional cases is the flavor content of the various states. In Chapter 13 we have computed the $\bar{u} u, \bar{d} d$ and $\bar{s} s$ content for the $\Delta^{+}$and $\Delta^{++}$ states. Recall that in the two-dimensional model for $N_{\mathrm{c}}=N_{\mathrm{f}}=3$ we do not have a state in the $\mathbf{8}$ representation but only in the $\mathbf{1 0}$ so strictly speaking there

Table 23.4. Flavor content of two-dimensional and four-dimensional baryons

|  | two dimensions <br> state | value | four dimensions <br> state | value |
| :--- | :---: | :---: | :---: | :---: |
| $\langle\bar{u} u\rangle$ | $\Delta^{+}$ | $\frac{1}{2}$ | $p$ | $\frac{2}{5}$ |
| $\langle\bar{d} d\rangle$ | $\Delta^{+}$ | $\frac{1}{3}$ | $p$ | $\frac{11}{30}$ |
| $\langle\bar{s} s\rangle$ | $\Delta^{+}$ | $\frac{1}{6}$ | $p$ | $\frac{7}{30}$ |
| $\langle\bar{s} s\rangle$ | $\Delta^{++}$ | $\frac{1}{6}$ | $\Delta$ | $\frac{7}{24}$ |
| $\langle\bar{s} s\rangle$ |  | $\Omega^{-}$ | $\frac{5}{24}$ |  |

is no exact analog of the proton. Instead we take the charge $=+1 \Delta^{+}$as the two-dimensional analog of the proton. In the Skyrme model one can compute in a similar manner the flavor content of the four-dimensional baryons. The two- and four-dimensional states compare as is summarized in Table 23.4.

### 23.8 Outlook

We can imagine future developments associated with the topics covered in the book in three different directions: Further progress in the application of the methods discussed in the book to unravel the mysteries of gauge dynamics in nature; applications of the methods in other domains of physics not related to four-dimensional gauge theories; and improving our understanding of the strong interaction and hadron physics due to other non-perturbative techniques that are not discussed in the book. Let us now briefly fantasize on hypothetical developments in those three avenues.

### 23.8.1 Further progress in the application of the methods discussed in the book

- A lesson that follows from the book is that the exploration of physical systems on one space dimension is both simpler to handle and sheds light on the real world so there are plenty of other unresolved questions that could be explored first in two dimensions. This includes exploration of the full standard model and the physics beyond the standard model including supersymmetry and its dynamical breaking, large extra dimensions, compositeness etc.
- There has been tremendous development in recent years in applying methods of integrable models and in particular of spin chains, like the thermal Bethe ansatz, to $\mathcal{N}=4$ SYM theory, namely, in the context of supersymmetric conformal gauge theory. We have no doubt that there will be further development in computing the anomalous dimensions of gauge invariant operators and correlators.
- Moreover, one can identify in a similar manner to $\mathcal{N}=4$ SYM theory spin chain structures in gauge theories which are confining and with less or even no supersymmetries. In that case the spin chain Hamiltonian would not correspond to the dilatation operator but rather be associated with the excitation energies of hadrons.
- It is plausible that the full role of magnetic monopoles and of instantons has not yet been revealed. They have already had several reincarnations and there may be more. For instance there was recently a proposal to describe baryons as instantons which are solitons of a five-dimensional flavor gauge theory in curved five dimensions.


### 23.8.2 Applications to other domains

- A very important application of two-dimensional conformal symmetry has been to superstring theories. A great part of the developments in superstring theories is attributed to the infinite-dimensional conformal symmetry algebra. In fact it went in both directions and certain progress in understanding the structure of conformal invariance has emerged from the research of string theories. A similar symbiotic evolution took place with regard to the affine Lie algebras.
- String theories and in particular the string theory on $A d S_{5} \times S^{5}$ have recently been analyzed using the tools of integrable models like mapping to spin chains, using the Bethe ansatz equations, identifying a set of infinitely many conserved charges and using structure of Yangian symmetry.
- Spin chain models have been suggested to describe systems of "real" spins in condensed matter physics. As was discussed in this book the application of the corresponding tools to field theory systems has been quite fruitful. The opposite direction will presumably also take place and the use of properties of integrability that were understood in field theories will shed new light on certain condensed matter systems.
- The application of conformal invariance to condensed matter systems at criticality has a long history. There has been recently an intensive effort to further develop the understanding of systems like various superconductors, the fractional Hall effect and other systems using modern conformal symmetry techniques.


### 23.8.3 Developments in gauge dynamics due to other methods

- An extremely important framework for analyzing gauge theories has been supersymmetry. Regardless if it is realized in nature or not, it is evident that there are more tools to handle supersymmetric gauge theories and hence they are much better understood than non supersymmetric ones. One can gain novel insight about non supersymmetric theories by introducing supersymmetry breaking terms to well understood supersymmetric models. For instance
one can start with the Seiberg Witten solution of $\mathcal{N}=2$ [192] where the structure of vacua is known and extract confinement behavior in $\mathcal{N}=1$ and non supersymmetric theories.
- A breakthrough in the understanding of gauge theories in the strong coupling regime took place with the discovery by Maldacena of the AdS/CFT holographic duality [158]. The strongly coupled $\mathcal{N}=4$ in the large $N$ and large 't Hooft parameter $\lambda$ is mapped into a weakly curved supergravity background. Thousands of research papers that followed develop this map in many different directions and in particular also in relation to the pure YM theory and QCD in four dimensions. There is very little doubt that further exploration of the duality will shed new light on QCD and on hadron physics.
- String theory has been born as a possible theory of hadron physics. It then underwent a phase transition into a candidate for the theory of quantum gravity and even a unifying theory for everything. In recent years, mainly due to the AdS/CFT duality there is a renaissance of the idea that hadrons at low energies should be described as strings. This presumably combined with the duality seems to be a useful tool that will improve our understanding of gauge dynamics.
- The computations of scattering amplitudes in gauge theories has been boosted in recent years due to various developments including the use of techniques based on twistors, on a novel T-duality in the context of the Ads/CFT duality and on a conjectured duality between Wilson lines and scattering amplitudes. One does not need a wild imagination to foresee further progress in the industry of computing scattering amplitudes.

To summarize, non-perturbative methods have always been very important tools in exploring the physical world. We have no doubt that they will continue to be a very essential ingredient in future developments of science in general and physics in particular.
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$\beta$ function
$C P^{N-1}$ model, 172
Gross Neveu model, 170
WZW model, 40, 65
beta function, 323
large $N, 337$
Bethe ansatz
algebraic equations, 114-125
continuum, 125
Bethe-Salpeter equation, 194
BFKL equation, 334
bootstrap, 31
bosonization, 131-164
$(\beta, \gamma)$ ghosts, 162
( $b, c$ ) ghosts, 160-162
abelian, 132-139
Dirac fermion, 132
Mandelstam construction, 135
chiral, 148-159
Thirring model, sine-Gordon model, 136
Wakimoto, 163
Witten's non-abelian, 139
Majorana fermions, 139

BPS
magnetic monopole, 381
breather, 86
quantum, 90
BRST quantization
2d $Q C D, 281$
c-theorem, 100
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Dynkin diagram
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effective action
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energy momentum tensor, 4
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integrable model, 100
flavor content
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Frobenius relations, 300
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gauge group
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Hartree approximation, 347
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classical, 101
quantum
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integrable models, 79
Ising model, 37
Jacobi identity, 40
Jacobi polynomials, 318
Kac determinant, 25
KdV equation, 102
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Knizhnik-Zamolodchikov equation, 53-55, 67-71
large $N$
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counting rules, 342-345
meson phenomenology, 343
large $N$ limit
of $Q C D_{2}, 191$
two dimensional models, 165-174
Lax operator
spin chain, 112
Lax pair
sine-Gordon, 101
light-cone
discrete quantization, 223
light-cone gauge, 191
magnetic monopole
't Hooft Polyakov solutions, 376
Majorana fermion, 34, 55
Mandelstam parameter, 333
Maurer-Cartan equation, 356
Maxwell theory
in two dimensions, 177

Mellin transform, 333
meson-baryon scattering 2d, 252-264
meson spectrum
DLCQ in 2d, 232
two current states, 212
minimal model, 27
moduli space
4d instantons, 396-400
monopoles, 386
monodromy
spin chain, 113
Montonen Olive duality, 382
multibaryons
2d, 249
$\mathcal{N}=44 \mathrm{~d}$ SYM, 330
Nahm construction, 383
Neveu-Schwarz fermion, 36
Noether current, 7
4d conformal symmetry, 312-313
normal ordering
2d $Q C D, 238$
null state, 24
null vector, 31
WZW model, 66

## OPE

4d conformal symmetry, 318
electromagnetic currents in 4 d , 324
WZW model, 66
open string, 6
operator product expansion
definition, 10
product coefficients, 19
Weyl-Majorana, 35
partition function
chiral boson, 156
generalized 2d YM, 291
parton distribution, 334
pion distribution amplitude, 325
planar limit

$$
\mathcal{N}=4 \mathrm{SYM}, 331
$$

Poincare transformations, 80
Polyakov Wiegmann Formula, 142
pomeron, 336
Pontryagin index, 390
primary field, 19
4d collinear symmetry, 316
ALA, 51
primary fields
Majoran fermion, 57
primary state
$\mathcal{N}=4$ SYM, 331
principal value, 192
propagator
gluon in 2d, 192
q-deformation, 110
QCD
2d, non-abelian bosonization of, 187
$Q C D_{2}$
multiflavor, 189
quantization BRST
$G / G$ model, 76
canonical, 7
path integral, 12
radial, 9
semi-classical of solitons, 91
quantum chromodynamics(QCD) in two dimensions, 180
quantum groups, 108-110
quasi particle, 118
R matrix, 115
Ramond fermion, 36
rank, 40
rapidity, 95
Regge trajectory, 195
reggeon, 333
relevant operator, 99
Riemann $\theta$ function, 157
Riemann surface
YM theory in 2d, 295
root, 40
simple, 41
S matrix
factorized, 92-99
sine-Gordon, 97
solution of, 95
S-transformation, 33
scalar field, 4
Schwinger Model, 178
bosonized, massive, 183
BRST quantization, 283
string tension, 265
semi-classical quantization 2d baryons, 240
sine-Gordon discretized version, 123
Skyrme model, 355-369
action, 355-361
baryons, 361-369
Skyrme term, 358
soliton, 79
Skyrmion, 361
classical, 81-86
sine-Gordon, 83
stability of, 84
quantum, 88-89
spectral parameter, 112
spin
dimension, 19
spin chain, 111-125
$\mathcal{N}=4$ SYM, 331
step operators, 40
string tension
2d $Q C D, 272$
Schwinger model, 265
stringy YM theory 2d, 299
strong coupling
2d $Q C D, 237$
strong CP problem, 404
Sugawara construction, 36,50
WZW model, 66
Sugawara form, 20
theta function, 53
theta term, 391
large $N, 345$
Thirring model, 136
't Hooft equation
for 2d QCD, 195
't Hoof equation
current states, 210
't Hoof model
$1 / N$ corrections, 201
of 2d QCD, 191-202
scattering of mesons, 198
topological charge, 85
bosonization, 133
magnetic monopoles, 373
topological current, 80
torus partition function
$G / G$ model, 77
tunneling
instantons, 400
Verlinde's formula, 33
Verma module, 24
Virasoro algebra, 14

Virasoro anomaly, 15, 20
Bethe ansatz, 126
ALA, 51
$G / G$ model, 76
$G / H$ model, 74
WZW model, 67
Ward identity
$S L(2, C), 29$
weight
lattice, 43
vector, 43
fundamental, 43
highest state spin chain, 115
Wess Zumino (WZ) term, 63, 140
Wess Zumino Witten model, 61, 140
chiral, 158
with boundaries, 71
Weyl chambers, 44
Weyl fermion, 34
Weyl group, 41
affine algebra, 47
Weyl-Majorana, 34
Wilson loop
YM in 2d, 297
winding number, 184 instanton, 400
WZ term
Skyrme model, 357
WZW model see Wess Zumino Witten model gauging of, 187
$X X X_{1 / 2}, 111$
Yang-Mills
generalized in 2d, 291
Yang-Baxter equation, 94 spin chain, 112
Yang-Mills theory
in two dimensions, 179
Yangian symmetry, 105
zero modes
instantons, 397
monopoles, 378
$\zeta$-function regularization, 15
Zweig rule, 344
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    2 The use of complex coordinates in the context of the bosonic string theory is described by Polyakov in [177].

[^1]:    ${ }^{3}$ Affine Lie algebras describing a physical system were first discussed in [27]. More references will be given in the next two chapters.

[^2]:    ${ }^{4}$ The notion of radial quantization was introduced in [104]. This construction was used in the context of complex geometry in [93].

[^3]:    ${ }^{5}$ Wilson introduced for the first time the concept of an operator product expansion [219]. It was used for two-dimensional conformal field theories in [33].
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[^5]:    1 The notion of conformal primary field and its descendants was introduced in [33] and further discussed in [236].

[^6]:    3 The proof of the Kac determinant is detailed in [89], [206] and [95].
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[^8]:    ${ }^{5}$ Crossing symmetry, duality and bootstrap was discussed in [33].

[^9]:    ${ }^{6}$ The Verlinde formula was introduced in the seminal paper [210].

[^10]:    7 The two-dimensional Ising model has a long history. It was discussed in [137]. The relation to Majorana fermions was discussed in [187].

[^11]:    ${ }^{1}$ Finite-dimensional Lie algebra is covered in many books, for instance Cahn [54].

[^12]:    ${ }^{2}$ Affine Lie algebras were introduced into the physics literature by Bardacki and Halpern in [27]. Independently V. Kac [136] and R.V. Moody [164] introduced them in the mathematical literature.

[^13]:    ${ }^{3}$ The free fermion realization of ALA was presented for the first time in [27].

[^14]:    ${ }^{1} \pi_{n}(G)$ denotes the group of homotopy classes of maps f: $S^{n} \rightarrow G$

[^15]:    ${ }^{2}$ Crossing symmetry to determine correlators of fermions in the fundamental representation of $S U(N)$ was used by Dashen and Frishman in [73].

[^16]:    ${ }^{3}$ This was $C_{2}(g)$ in the previous section; notation has changed according to the literature.

[^17]:    ${ }^{4} d_{G}$ is what we called $\operatorname{dim} g$ in the previous section; changed according to the literature.

[^18]:    ${ }^{1}$ So far in the context of conformal field theory we have denoted the conformal dimension by $h$. Here in the chapter on integrable models it will be denoted by $\Delta$.

[^19]:    ${ }^{2}$ Please note, that the $\beta$ we had before, in the term $\cos (\beta \phi)$ in the action, is not to be confused with the present one, which denotes the rapidity.

[^20]:    ${ }^{3}$ Zamolodchikov c-theorem was derived in [232].

[^21]:    ${ }^{4}$ Quantum integrability was discussed in [176].

[^22]:    ${ }^{1}$ This paper discusses Majorana fermions. The construction for Dirac fermions was done in [7].
    ${ }^{2}$ This was proved by Coleman [63].

[^23]:    ${ }^{3}$ A bosonization prescription for the mass term in the flavored case was suggested in [75] and [99].

[^24]:    ${ }^{4}$ A generalization of this bosonization to a set of $N$ fermions was done by Halpern [121].

[^25]:    ${ }_{6}^{5}$ The flavored Thirring model was studied in [73].
    ${ }^{6}$ A related approach is presented in [179].

[^26]:    ${ }^{7}$ The anomalies of the system were analyzed in [129].

[^27]:    8 We denote by $\lambda$ the dimension of $b$ as is common in the literature. Obviously it has nothing to do with $\lambda$ used in the previous section on chiral bosons.

[^28]:    ${ }^{1}$ Known as the 't Hooft model.

[^29]:    1 The Schwinger model was introduced in [190] and further analyzed in [68] and [64].

[^30]:    ${ }^{2}$ The $\theta$ angle was introduced by Lowenstein and Swieca [152] and also by Coleman [64].
    ${ }^{3}$ The Yang-Mills non-abelian gauge theory was introduced in the seminal paper [229].

[^31]:    ${ }^{1}$ The treatment of the bosonized Schwinger model was done in [68] and [64].

[^32]:    ${ }^{3}$ See Cohen et al. [62].

[^33]:    ${ }^{4}$ The hybrid of abelian and non-abelian bosonizations was implemented in [107].

[^34]:    ${ }^{1}$ The $1 / N$ corrections were evaluated in [144].

[^35]:    ${ }^{1}$ This was previously also discussed in [18].

[^36]:    ${ }^{1}$ For reviews see [48] and [47].

[^37]:    2 The application of the discrete light-front quantization to two-dimensional QCD was done in [128] and in [127].

[^38]:    ${ }^{3}$ Two-dimensional QCD with adjoint fermions was analyzed in several papers. Here we follow [38], [72], [147].

[^39]:    ${ }^{1}$ The spectrum of baryons of two-dimensional QCD extracted in the strong coupling limit was derived in [75].

[^40]:    ${ }^{2}$ From here on we omit the prime from $g^{\prime}$ so we denote $g \in U\left(N_{\mathrm{F}}\right)$.

[^41]:    ${ }^{3}$ The semi-classical quantization makes use of the Polyakov-Wiegmann formula [179].

[^42]:    ${ }^{4}$ The quantization of the system including its constraint was done in [75]. For an alternative procedure of quantization in the presence of constraints see [181].

[^43]:    ${ }^{5}$ Quark solitons as constituents of hadrons were discussed in [86]. Following that, the flavor content of the baryons was discussed in [97].

[^44]:    ${ }^{6}$ Multibaryonic states were studied in [102] and [103].

[^45]:    7 We take the convention where the scattering phase is taken to be zero at $x \rightarrow \infty$ and is therefore extracted from the wave function at $x \rightarrow-\infty$.

[^46]:    ${ }^{8}$ In our normalization, a single quark carries one unit of baryon number.

[^47]:    ${ }^{1}$ This parameterization of the gauge field was previously introduced in [9].

[^48]:    2 The ghost action was introduced in [8].

[^49]:    ${ }^{3}$ The finite renormalization of the coupling was introduced by D. Kutasov in [146].

[^50]:    ${ }^{1}$ In fact in (16.1) we have used a slightly different formulation which is however equivalent to the one used in Chapter 15.
    ${ }^{2}$ The notion of the generalized QCD theory in two dimensions was introduced and analyzed in [82].
    ${ }^{3}$ A lattice version of two-dimensional Yang-Mills theory was shown to be exactly solvable by Migdal in [161]. Correlators of Wilson lines on this formulation were computed in [139].

[^51]:    ${ }^{4}$ The partition function on any Riemann surface of the discretized theory was written down in [184]. An identical result was found also in the continuum formulation [228].

[^52]:    ${ }^{5}$ In principle, we could perturb the ordinary $Y M_{2}$ with operators of the form $\frac{1}{g^{2 k-2}} \operatorname{tr}\left(F^{k}\right)$, without the need for an auxiliary field.

[^53]:    ${ }^{1}$ The full conformal algebra in four dimensions was introduced in [156]

[^54]:    2 The use of the $S L(2, R)$ group in applications of conformal symmetry to QCD was introduced in [150] and [83]

[^55]:    ${ }^{4}$ COPE in four dimensions was introduced in [90] and used in QCD in [49], [50], [51].

[^56]:    ${ }^{5}$ Conformal Ward identities which were studied in [168] are identical to the Callan-Symanzik equation [55] and [204].

[^57]:    ${ }^{6}$ The conformal anomaly was introduced in [169] and [6].
    ${ }^{7}$ The explicit calculation is a one loop perturbative calculation. Since we do not deal with perturbative methods in this book, we do not present here the derivation and refer the reader to references that deal with perturbation theory in $Q C D_{4}$.

[^58]:    ${ }^{1}$ For a review of the AdS/CFT the reader can refer to [10].

[^59]:    ${ }^{2}$ In fact the $\mathcal{N}=4$ SYM admits a superconformal algebra of $p s u(2,2 \mid 4)$ which we do not discuss here.

[^60]:    ${ }^{3}$ In Section 5.14 we denoted the number of spins by $N$. Here to avoid confusion with the rank of the gauge group we will refer to the number of spins as $L$.

[^61]:    ${ }^{1}$ The modern picture of the latter is that of a wrapped D brane.

[^62]:    1 The reader who is not familiar with the notion of an exact sequence can refer to any text book on topology or alternatively to the book of Coleman [66] where an elegant proof of this theorem is presented.

[^63]:    ${ }^{1}$ In this chapter we denote the $S U(N)$ adjoint indices with $a=1, \ldots, N^{2}-1$ whereas in Chapter 19 we used $A$ and not $a$.
    ${ }^{2}$ Recall in analogy the topological charge defined in two-dimensional scalar field theories (5.3).

[^64]:    ${ }^{3}$ Multi-instanton solutions were presented in [220], [132] and other papers. Our discussion of the construction of multi-instanton is based on the paper of ADHM [20]. This approach was further discussed in [70]. We follow the description of the construction given in [81].

[^65]:    ${ }^{4}$ The properties of the moduli space of instantons were discussed by many authors. In particular [155], [141] and [80]. The review about the moduli space that we are using is [81].

[^66]:    ${ }^{5}$ The role of instantons in tunneling between different vacua was proposed in [131]. It was also discussed in [26], [40] and [44]. This topic is reviewed in [185] and in [209]. We follow the latter.

[^67]:    ${ }^{6}$ A proposal for resolving the strong CP problem was proposed in [172]. The $U_{A}(1)$ problem has been resolved by 't Hooft. The mass of the $\eta^{\prime}$ was proposed by Witten [221] and by Veneziano [216]. Our discussion of this topic follows the review [185].

[^68]:    ${ }^{1}$ Depends on the type of the soliton. See Section 5.3.

[^69]:    2 Note that the linear potential in two dimensions is already there at lowest order, while obviously in four dimensions it is a highly non-perturbative effect.

