Given N Forecasting Models, What To Do?

Fabrizio Culotta

1. Introduction

It is well known that the future is uncertain. Against this uncertainty, economic agents plan
their economic activity accordingly. In this planning, producing forecasts of the quantity of in-
terest is the traditional way of uncovering possible not-yet-realized trajectories. Feedback from
estimated future dynamics will then influence actual planning and business activities. This is
true also for private decision-makers, like firms and other types of organizations, but especially
for public policy-makers since their activities produce effects at the whole country level.

The increasing availability of data, together with progress in computational techniques, have
incentivized researchers to construct more sophisticated forecasting models and to increase the
accuracy of their performances. Nowadays, available forecasting models range from classical
econometric models, e.g. ARIMA, to non-parametric models, e.g. exponential smoothing, to
machine-learning, e.g. trees and neural networks. It results in a plethora of single forecast-
ing models available to both private and public decision-makers. Since the late *70s, a group
of academic researchers proposed the idea of competition among different forecasting models
(Makridakis et al., 1982). It emerged that statistically sophisticated models do not necessarily
produce more accurate forecasts, whereas combinations of them outperform vis-d-vis single
models. Moreover, the ranking of forecasting models depends on the accuracy measure being
as well as on the adopted forecast horizon. The success of the first so-called M-competition (M
stands to Makridakis) allowed us to carry on the tradition of forecasting competitions (Hynd-
man, 2020) until today with the recent M4 and M5 competitions (Petropoulos and Makridakis,
2020; Makridakis et al., 2021). Given a set of time series at different frequencies, several mod-
els compete to produce the best forecast. Models? performances are then ranked based on some
accuracy measures. Based on the idea of competition among different forecasting methods, this
work compares their forecasting performances on a given time horizon. Unlike the tradition of
Ms competitions, which are based on thousands of time series at different time frequencies, a
single univariate time series is selected at the monthly frequency.

The motivation of this choice is to show that, in the simplest exercise of forecasting a single
time series, the ex-ante choice of the model is likely to be misleading because a model ranking
exists and it is specific to time (hence, frequency) and of measurement object of the single series.
Indeed, when a set of forecasting models is available, a semi-automatic algorithm of model
selection based on some performance measures would be a superior choice for the various
decision-makers. In the case at hand, the choice of the monthly unemployment rate is dictated
by the fact that it is the most common measure of the (mis-)functioning of the labour market
and, as such, is of utmost importance for policymakers.

Forecasting models are finally ranked based on some accuracy measures. The main findings
confirm that, given N forecasting models, combination techniques outperform single uncom-
bined models in terms of accuracy and reduce the risk of adopting a single forecasting model.
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2. Forecasting Models

The comparative forecasting exercise presented in this work comprises a set of 23 different
uncombined and combined models. The selected time series on which all models are trained is
the deseasoned dynamics of the Italian unemployment rate over the years 2004 — 2019 at the
monthly frequency freely available from the ISTAT data warehouse (http://dati.istat.it/). The
observational period is split between the training set, from January 2004 to June 2019, and the
test set, from July to December 2019. The set of selected forecasting models contains some
ARIMA-like models, some Exponential Smoothing models, to machine learning models. It
also contains combinations of them based on some model averaging techniques. For sake of
brevity, the succinct list is reported in table 1. All the computations are carried out with the
statistical software R by using the most recent packages. Model specifications and other details
can be provided upon request.

FAMILY Label Model Reference R package
ARIMA ARIMA Hyndman and Khandakar (2008) forecast
ARIMA ARFIMA Fractionally-differenced ARIMA Peiris and Perera (1988) forecast
GARMA Gegenbauer-ARIMA Dissanayake et al. (2016) garma
SSARIMA State-space ARIMA Svetunkov and Boylan (2020) smooth
ES Exponential Smoothing Brown (1956) ets
Exponential HOLT Linear E_xponentiaI-Smopthing” ) Holt and Modig!iani (1960) forecast
Smoothing THETA Exponential Smoothing with d}‘lll Assimakopoulos and Nikolopoulos (2000) forecast
CES Complex Exponential Smoothing Svetunkov and Kourentzes (2018) smooth
GUM State-space Exponential Smoothing Svetunkov and Kourentzes (2018) smooth
Machine ARML Bagged.AR ] ] caretForecast
Learning BAG Bagged Exponential Smoothing Bergmeir et al. (2016) forecast
NN Fast-forward Neural Network forecast
ADAM Augmented Dynamic Adaptive Model Hyndman and Khandakar (2008) smooth
Hybrid BATS GUM with ARMA errors De Livera et al. (2011) forecast
ATA Combination of ES and ARIMA Yapar et al. (2017) ATAforecasting
SPL Cubic Spline Chambers and Hastie (2017) forecast
COMBI1 Combination of ETS,SSARIMA,GUM and CES smooth
Combinations COMB2 Comb@nat@on of ARIMA,ETS,THETA,NN and BATS forecastHybrid_
COMB3 Combination of ARML and SPL with simple weights ForecastCombinations
COMB4_BG COMB3 with Bates-Granger weights ForecastComb
COMB4_InW COMB3 with Inverse Rank approach ForecastComb
COMB4_Me COMB3 with Dynamic weighting scheme ForecastComb
COMB5 Combination of all models except COMBs ForecastCombinations

Table 1: Selection of forecasting models.

Once all forecasting models have been estimated, it is interesting to compare statistics of
model fitting in terms of moments of the corresponding error distribution. At this aim, table 2
below provides rank values (column RANK) for each forecasting model based on a total score
(SCORE). The latter statistics is computed as the sum of the single scores reported in terms of
mean (RANK_MEAN), standard deviation (RANK_SD), skewness (RANK_SKEWNESS), and
kurtosis (RANK_KURTOSIS).
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FAMILY MODEL RANK_.MEAN RANK_SD RANK_SKEWNESS RANK_KURTOSIS | SCORE | RANK
ARIMA 2 14 23 10 49 13
ARFIMA 20 15 20 7 62 19
ARIMA GARMA 15 9 11 6 41 11
SSARIMA 21 18 19 18 76 23
ES 14 8 9 3 34 5
Exponential HOLT 12 7 10 4 33 4
Smoothing THETA 22 22 15 16 75 21
CES 5 20 17 19 61 18
GUM 23 21 16 15 75 21
Machine ARML 18 11 1 23 53 14
Learning BAG 19 12 13 9 53 14
NN 1 23 5 8 37 8
ADAM 17 17 22 14 70 20
Hybrid BATS 13 10 12 5 40 10
ATA 3 19 14 12 48 12
SPL 6 6 8 1 21 1
COMBI1 4 16 21 13 54 16
Combinations COMB2 16 13 18 11 58 17
COMB3 9 3 2 21 35 7
COMB4_BG 7 1 7 17 32 3
COMB4_InvW 8 2 4 20 34 5
COMB4_MED 10 4 3 22 39 9
COMB5 11 5 6 2 24 2

Table 2: Ranking of forecasting models in terms of model fitting.

What emerges from table 2 is that, in terms of model fitting, the best-performing forecast-
ing model is SPL followed by COMBS5, COMB4_BG, COMB4_InW, and so on. In detail, the
error distribution of the NN model is associated with the lowest mean error, COMB4_BG with
the lowest dispersion. Whereas ARML and SPL are characterized by the lowest skewness and
kurtosis, respectively. Despite model fitting being an important quality feature of forecasting
models, it is not the definitive dimension to consider when a decision-maker needs to adopt
a single forecasting model. As shown in the next section, the accuracy of forecasting perfor-
mances may deliver different conclusions.

3. Results

Figure 1 shows the forecasts produced by each model on the test set over a time horizon of
six months. It is possible to observe that ARML model fails in capturing the dynamics of actual
data despite its model fitting performances being characterized by the lowest skewness. On the
contrary, the COMB?2 forecasts closely mimic the dynamics of the Italian unemployment rate
despite its model fitting performance are not the best in any moments of the error distribution.
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Figure 1: Forecasts of Italian unemployment rate. ARIMA models (solid line): ARFIMA,
ARIMA, GARMA, SSARMA. Combinations (COMB, two-dashed line): COMBI, COMB?2,
COMB3, COMB4_BG, COMB4_InvW, COMB4_MED. Exponentional Smoothing (ES, dotted
line): CES, ES, GUM, HOLT, THETA. Hybrid models (dot-dashed line): ADAM, ATA, BATS,
SPL. Machine Learning models (ML, long-dashedline): ARML, BAG, NN.

These considerations confirm that model fitting, despite being an important aspect to con-
sider for the selection of forecasting models, does not necessarily ensure that forecast perfor-
mances are aligned with model fitting performances. Instead, the use of various ensembling
techniques delivers satisfactory results compared to those of single uncombined models. On
this point, note also from figure 1 that the actual dynamics of the unemployment rate is con-
tained within the full set of forecasts. This means that a suitable model combination can be
obtained by ensembling appropriately some of the models under scrutiny.

Finally, table 3 provides the values of various accuracy measures used in the various fore-
casting competitions: ME (mean error), MAE (mean absolute error), MPE (mean percentage
error), MSE (mean squared error), MAPE (mean absolute percentage error), RMSSE (root mean
squared scaled error), RAME (relative absolute mean error), RMAE (root mean absolute error)
and RRMSE (relative root mean squared error).
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FAMILY MODEL ME MAE MPE MSE MAPE RMSSE RAME RMAE RRMSE | SCORE | RANK
ARIMA 19 18 19 18 18 18 19 18 18 165 18
ARFIMA 14 15 13 15 15 15 14 15 15 131 16
ARIMA GARMA 15 10 15 16 10 16 15 10 16 123 14
SSARIMA 1 4 1 3 4 3 1 4 3 24 3
ES 9 12 8 11 12 11 9 12 11 95 11
Exponential HOLT 6 11 6 10 11 10 6 11 10 81 9
Smoothing THETA 7 3 10 4 3 4 7 3 4 45 5
CES 4 1 4 2 1 2 4 1 2 21 2
GUM 3 2 3 1 2 1 3 2 1 18 1
Machine ARML 23 23 23 23 23 23 23 23 23 207 23
Learning BAG 10 14 9 13 14 13 10 14 13 110 13
NN 13 6 14 6 6 6 13 6 6 76 7
ADAM 12 16 12 14 16 14 12 16 14 126 15
Hybrid BATS 8 9 7 9 9 9 8 9 9 71 8
ATA 17 7 17 7 7 7 17 7 7 93 10
SPL 22 22 22 22 22 22 22 22 22 198 22
COMBI 11 13 11 12 13 12 11 13 12 108 12
Combinations COMB2 2 5 2 5 5 5 2 5 5 36 4
COMB3 20 19 20 19 19 19 20 19 19 178 19
COMB4_BG 18 21 18 21 21 21 18 21 21 180 21
COMB4_InvW | 5 8 5 8 8 8 5 8 8 63 6
COMB4_MED | 20 19 20 19 19 19 20 19 19 178 19
COMB5S 16 17 16 17 17 17 16 17 17 150 17

Table 3: Ranking of forecasting models in terms of accuracy measures.

As expected, the overall rank of forecasting models in terms of accuracy measures differs
from the ranking in terms of model fitting presented in table 2. Now, the best-performing
forecasting model is GUM, followed by CES and SSARIMA. Among all model combinations,
only COMB2 and COMB4_InvW lie in a good position, being the fourth and the sixth best
performing models respectively. Forecasting models SPL and ARML occupy the next-to-last
and last positions, respectively.

4. Conclusions

Results confirm that it does not exist yet a single superior universal model. On the contrary,
the ranking of different forecasting models is specific to the adopted training set. For example,
when the time series of interest switches to the employment rates instead of unemployment
rates, the rank of model performances changes. Secondly, results confirm that performances
of machine learning and neural network models offer satisfactory alternatives to the traditional
econometric models like ARIMA or the non-parametric Exponential Smoothing. Finally, the
results stress the importance of model ensemble techniques as a solution to model uncertainty
as well as a tool to improve forecast accuracy (Shaub, 2020).

Overall, the flexibility provided by a rich set of forecasting models, and the possibility to
combine them, together represent an advantage for decision-makers often constrained to adopt
solely pure, uncombined, forecasting models.

321



References

Assimakopoulos, V. and Nikolopoulos, K. (2000). The theta model: a decomposition approach
to forecasting. International Journal of Forecasting, 16(4):521-530.

Bergmeir, C., Hyndman, R. J., and Benitez, J. M. (2016). Bagging exponential smoothing
methods using stl decomposition and box-cox transformation. International Journal of Fore-
casting, 32(2):303-312.

Brown, R. G. (1956). Exponential smoothing for predicting demand. NBER.

Chambers, J. M. and Hastie, T. J. (2017). Statistical models. In Statistical models in S, pages
13—44. Routledge.

De Livera, A. M., Hyndman, R. J., and Snyder, R. D. (2011). Forecasting time series with
complex seasonal patterns using exponential smoothing. Journal of the American Statistical
Association, 106(496):1513-1527.

Dissanayake, G., Peiris, M. S., and Proietti, T. (2016). State space modeling of gegenbauer
processes with long memory. Computational Statistics & Data Analysis, 100:115-130.

Holt, M. and Modigliani, J. (1960). Planning production, inventories, and workforce.

Hyndman, R. J. (2020). A brief history of forecasting competitions. International Journal of
Forecasting, 36(1):7-14.

Hyndman, R. J. and Khandakar, Y. (2008). Automatic time series forecasting: the forecast
package for r. Journal of Statistical Software, 27:1-22.

Makridakis, S., Andersen, A., Carbone, R., Fildes, R., Hibon, M., Lewandowski, R., Newton,
J., Parzen, E., and Winkler, R. (1982). The accuracy of extrapolation (time series) methods:
results of a forecasting competition. Journal of Forecasting, 1(2):111-153.

Makridakis, S., Spiliotis, E., Assimakopoulos, V., Chen, Z., Gaba, A., Tsetlin, 1., and Winkler,
R. L. (2021). The m5 uncertainty competition: results, findings and conclusions. Interna-
tional Journal of Forecasting.

Peiris, M. and Perera, B. (1988). On prediction with fractionally differenced arima models.
Journal of Time Series Analysis, 9(3):215-220.

Petropoulos, F. and Makridakis, S. (2020). The m4 competition: bigger. stronger. better. Inter-
national Journal of Forecasting, 36(1):3-6.

Shaub, D. (2020). Fast and accurate yearly time series forecasting with forecast combinations.
International Journal of Forecasting, 36(1):116-120.

Svetunkov, I. and Boylan, J. E. (2020). State-space arima for supply-chain forecasting. Inter-
national Journal of Production Research, 58(3):818-827.

Svetunkov, 1. and Kourentzes, N. (2018). Complex exponential smoothing for seasonal time
series.

Yapar, G., Yavuz, I., and Selamlar, H. T. (2017). Why and how does exponential smoothing fail?
an in depth comparison of ata-simple and simple exponential smoothing. Turkish Journal of
Forecasting, 1(1):30-39.

322



	title page
	copyright page
	Table of contents
	Assessing the predictive capability of Invalsi tests on high school final mark
	Silvia Bacci, Bruno Bertaccini, Alessandra Petrucci, Valentina Tocchioni

	Profiling students’ satisfaction towards university courses
	with a latent class approach
	G. Damiana Costanzo, Michelangelo Misuraca, Angela Cosca

	The relation between students’ educational performances and their access test results: a focus on an Italian case
	Matteo Corsi, Luca Persico, Sara Preti, Agnese Sechi

	Structure and dynamics of immigration in the municipalities of northwestern Italy
	Simona Ballabio, Arianna Carra, Flavio Verrecchia, Alberto Vitalini

	Are Italian youngsters adequately equipped 
for an after-pandemic upswing?
	Luigi Bollani, Simone Di Zio, Luigi Fabbris

	How Italians coped with COVID-19 lockdown: evidence from a survey promoted through social networks
	Margherita Silan, Riccardo Bellide

	Official statistics for measuring the sustainability of tourism: the UNWTO initiative
	Emanuela Recchini

	Misinformation and Disinformation in Statistical Methodology for Social Sciences: causes, consequences, and remedies
	Giulio Giacomo Cantone, Venera Tomaselli

	The impact of economic insecurity on life satisfaction among German citizens
	Demetrio Panarello, Gennaro Punzo

	Cultural and sensorial correlates of Trebbiano wine consumption
	Luigi Fabbris, Alfonso Piscitelli

	Tourism and territorial economy: beyond satellite accounting
	Fabrizio Antolini, Antonio Giusti, Francesca Petrei

	Short-term forecasts on time series for tourism in Lombardy
	Andrea Marletta, Roberta Rossi, Elena Diceglie

	Interventions for non-self-sufficiency – Focus on care and social policies in South Tyrol
	Giulia Cavrini, Nadia Paone, Evan Tedeschi

	The territorialisation of the 2030 Agenda: a multilevel approach
	Raffaele Attanasio, Manlio Calzaroni, Alessandro Ciancio, Federico Olivieri, Giovanni Siciliano

	Sustainable development goals: classifying European countries through self-organizing maps
	Cristina Davino, Nicola D’Alesio

	Individual and social aspects of after-Covid-19 pandemic depression
	Pasquale Anselmi, Daiana Colledani, Simone Di Zio, Luigi Fabbris, Egidio Robusto

	Spread of Covid-19 epidemic in Italy between March 2020 and February 2021: empirical evidence at provincial level
	Fabrizio Antolini, Samuele Cesarini, Francesco Giovanni Truglia

	New perspectives for the quality of sub-municipal data with the Italian permanent population and housing census
	Giancarlo Carbonetti, Stefano Daddi, Giampaolo De Matteis, Marco Di Zio, Davide Fardelli, Raffaele Ferrara, Fabio Lipizzi, Enrico Orsini

	The Land Cover/Use Code of the new Istat Census cartography1
	Stefano Mugnoli, Alberto Sabbi, Fabio Lipizzi

	Trusted smart statistics: new statistics for decision makers. Istat’s experience
	Massimo De Cubellis, Gerarda Grippo

	Quality of life in Health Care: focus on patients
	Laura Benedan, Angela Digrandi, Paolo Mariani, Cinzia Pilo, Mariangela Zenga

	Access to emergency care services and inequalities in living standards: some evidence from two Italian northern regions
	Andrea Marino, Marco Pesce, Raffaella Succi

	Population ageing and sustainability in South Tyrol: measuring the economic implications of an ageing society
	Giulia Cavrini, Elisa Cisotto, Alex Weissensteiner

	Job loss and financial struggle among the older age groups in 2021: Lessons from the European Union
	Demetrio Panarello, Giorgio Tassinari

	On the use of auxiliary information in spatial sampling
	Chiara Bocci, Emilia Rocco

	Measures of interrater agreement when each target is evaluated by a different group of raters
	Giuseppe Bove

	A Natural Language Processing approach to measuring expertise in the Delphi-based scenarios
	Yuri Calleo, Simone Di Zio, Francesco Pilla

	Exploring Globalization with Cosmopolitics
	Maria Serena Causo, Erika Cerasti, Fabrizio De Fausti, Monica Scannapieco

	Professional choices and personal values: Similarities and differences between Schein’s career anchors and Schwartz basic values
	Maria Cristiana Martini, Aldo Arra

	Factors affecting tertiary education decisions of immigrants in Italy
	Michele Lalla, Patrizio Frederic

	Internet use, feeling of unacceptance and Loneliness: immigrants of first and second generation in Italy
	Giovanni Busetta, Maria Gabriella Campolo, Antonia Cava

	A composite indicator to measure regional investment policies on R&D and innovation
	Sergio  Salamone, Alessandro Faramondi, Stefania  Della Queva

	Assessing intimate partner violence in African countries through a model-based composite indicator
	Anna Maria Parroco, Micaela Arcaio

	Students’ feedback on the digital ecosystem: a structural topic modeling approach
	Annalina Sarra, Adelia Evangelista, Tonio Di Battista

	The digitization of the private sector. A non-aggregative method to monitor the NRRP agenda at macro-area level
	Susanna Traversa, Enrico Ivaldi

	Digital.VET: an innovative approach for teaching and training
	Teresa Maltese, Maria Santarcangelo, Vito Santarcangelo, Diego Sinitò, 
Aneta Poniszewska-Marańda, Jure Šuligoj, Alcidio Jesus, Elisardo Sanchis

	The joint estimation of accuracy and speed: 
An application to the INVALSI data
	Luca Bungaro, Marta Desimoni, Mariagiulia Matteucci, Stefania Mignani

	Ammonia emissions and fine particulate matter: some evidence in Lombardy
	Alessandro Fusta Moro, Matteo Salis, Andrea Zucchi, Michela Cameletti, 
Natalia Golini, Rosaria Ignaccolo

	On the utility of treating a vineyard against 
Plasmopara viticola: a Bayesian analysis
	Lorenzo Valleggi, Federico Mattia Stefanini

	Trust and security in Italy
	Silvia Golia

	Topic modeling for analysing the Russian propaganda in the conflict with Ukraine
	Maria Gabriella Grassia, Marina Marino, Rocco Mazza, Michelangelo Misuraca, Agostino Stavolo

	The relationship between religiosity, religious coping, and anxieties about the future: a multidimensional analysis on the Evangelical churches of Naples
	Maria Gabriella Grassia, Marina Marino, Rocco Mazza, Agostino Stavolo

	An application of the Agency for Digital Italy guidelines and CSA Star self-assessment: A Docustar case study
	Pierluigi Calabrese, Paola Lunalbi, Vincenzo Ribaudo, Saverio Crisafulli, 
Antonio Ruoto, Vito Santarcangelo, Diego Sinitò, Carlo Bonelli, Giuseppe Stella

	Remote working in Italy: Just a pandemic accident or a lesson for the future?
	Luigi Bollani, Simone Di Zio, Luigi Fabbris

	Repression of the future-oriented disposition of Italians by a never-ending pandemic
	Simone Di Zio, Luigi Fabbris

	Monitoring and evaluation of gender equality policies
	Giuliana Coccia, Emanuela Scavalli

	An experimental annotation task to investigate annotators’ subjectivity in a misogyny dataset
	Alice Tontodimamma, Stefano Anzani, Marco Antonio Stranisci, Valerio Basile, Elisa Ignazzi, Lara Fontanella

	Potential risk of gambling products and online gambling among European adolescents
	Elisa Benedetti, Gabriele Lombardi, Rodolfo Cotichini, Sonia Cerrai, 
Marco Scalese, Sabrina Molinaro

	An Open Data platform for decision making in local public administration
	Giuseppe Sindoni, Matteo Massenzio

	Educational mismatch and productivity: evidence from LEED data on Italian firms
	Laura Bisio, Matteo Lucchese

	A paradata-driven statistical approach to improve fieldwork monitoring: the case of the Non-Profit Institutions census
	Gabriella Fazzi, Manuela Murgia, Alessandra Nuccitelli, Francesca Rossetti, Valentino Parisi, Roberta Piergiovanni, Luigi Arlotta, Maura Giacummo

	Gender INequality Indicator for Academia (GINIA)
	Margherita Silan, Giovanna Boccuzzo

	Given N Forecasting Models, What To Do?
	Fabrizio Culotta


