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This book represents an important step towards future 6th generation (6G) net-
works. Created by the 5th generation public–private partnership (5G PPP) Archi-
tecture Working Group (WG) together with the European 6G flagship project
Hexa-X, it contains the latest results from the European Research Community,
compiling the outcomes from many projects into a coherent book that provides
the reader with essential information about the main trends for the development
of the new generation of 6G networks.

Modern telecommunication networks play a critical role in all aspects of every-
day life. During the 2010s, the world witnessed a dramatic improvement in
telecommunication services with the arrival of 4th generation (4G) networks. Since
the early 2010s, scientists and organizations worldwide have laboured to design and
deploy 5G networks. In addition to enhanced mobile broadband, the target was to
provide an advanced set of new services that would lay the foundations for the dig-
ital transformation of various vertical markets (e.g., smart industry, energy, auto-
motive, transportation and logistics, health, media, gaming, etc.). The 5G story is
still near its beginning, and it will remain the key mobile network technology for
many years to come. However, due to the complexity and long lead time, research
on 6G has already started.

The book you hold (or digitally explore) contains the latest results from the
European Research Community on 6G networks. This work includes the research
outcomes for beyond 5G and 6G architectural design from a significant number
of research projects in the context of European Union (EU) activities. The first
group of projects has been working for the long-term vision of 6G networks and the
realization of pervasive mobile virtual services. The second group has been build-
ing the foundation of beyond 5G/6G networks. Among this group of projects,
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the Hexa-X project has acted as the European flagship, leading the European 6G
research activities.

The editorial team has successfully compiled the outcome from all these projects
into a coherent book that provides the reader with essential information about 6G
networks. The editors and authors have carefully selected all the technical areas
where 6G networks will be different compared to previous generations and pre-
sented them in a comprehensive way. More specifically, the book analyses the key
strategic goals and requirements to develop 6G networks and discusses what effect
these will have on the overall architecture. Notably, the role of sustainability in 6G
networks is elevated in a dedicated chapter. Key topics like the further evolution
of the access network, the expected importance of accurate positioning solutions,
the native support of Artificial Intelligence/Machine Learning (AI/ML) in the net-
work, and the expansion of programmability in telecommunication functions are
presented in detail. Moreover, as security and privacy are expected to play a fun-
damental role in 6G networks, the book authors explain how this can be achieved
while also focusing on important aspects like the trustworthiness of these solutions.

Each chapter provides information on current solutions and future research
trends. Overall, I expect that this book, written by several top professionals of the
European information and communications technology (ICT) sector, will be a ref-
erence point for the future research activities on 6G networks and thus extremely
useful for professionals and academics.

Dr. Colin Willcock, Chairman of the Board,
6G Infrastructure Association
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Recent years have shown us the importance of resilient and high-speed commu-
nications infrastructure. Trust and acceptance in connectivity infrastructure have
grown, as global societies have discovered their benefits. Indeed, it offers possibil-
ities not only for remote working but also for citizens’ daily lives. Also, businesses
have understood the critical importance of high-speed networks and technologies
in maintaining operations and processes.

These developments illustrate both the potential that 5th Generation (5G) net-
works have to provide in terms of the connectivity basis for the digital and green
recovery in the short to mid-term, and the need to build technology capacities for
the following generation – 6th Generation (6G) – in the long term.

5G technology and standards will evolve in several phases over the next few years
as deployment advances. Operators worldwide have launched commercial 5G net-
works with a focus on cities. This early deployment builds on 4th Generation (4G)
networks and primarily aims to enhance mobile broadband services for consumers
and businesses. Huge investments need to be unlocked for a more comprehensive
deployment covering all urban areas and major transport paths by 2025.

5G networks have already started employing “standalone” 5G core networks,
enabling gigabit speeds and industrial applications, such as connected and auto-
mated mobility (CAM) and Industry 4.0. These will be a first step towards digitis-
ing and greening our entire economy. The growth potential in economic activity
enabled by 5G and later 6G networks and services has been estimated to be in the
order ofe3 trillion by 2030 (McKinsey Global Institute, 2/2020). For such critical
services, we need to ensure that 5G networks will be sufficiently secure.

Research & Innovation (R&I) initiatives focusing on 6G technologies have been
kicked off in leading regions worldwide. The first products and infrastructure are
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expected at the end of this decade. 6G systems will offer a new step change in per-
formance, moving us from gigabit towards terabit capacities and sub-millisecond
response times. This will enable new critical applications, such as real-time automa-
tion or extended reality (“Internet of Senses”), by collecting and providing the sen-
sor data for nothing less than a digital twin of the physical world.

Moreover, new smart network technologies and architectures will be needed to
drastically enhance the energy efficiency of connectivity platforms despite major
traffic growth, and keep electromagnetic fields under safe limits. They will form the
technology base for a human-centric next-generation internet, and they will address
sustainable development goals, such as accessibility and affordability of technology.

All parts of the world are starting to be heavily engaged in 6G developments.
There will be opportunities and challenges concerning new business models and
players through software networks with architectures, such as Open-RAN, for more
open and interoperable interfaces in radio access networks (RAN). This is part of
the convergence with new technologies in the areas of cloud and edge computing,
Artificial Intelligence (AI), and components and devices beyond smartphones.

Success in 6G will first depend on the extent to which regions succeed in build-
ing a solid 5G infrastructure, on which 6G technology experiments and, later, 6G
deployments can be built. In this context, building 5G ecosystems will be of key
importance. Furthermore, we must bear in mind that industry R&I investments
tend to relocate to where markets are more advanced.

Secondly, 6G will require taking a broader value chain approach, ranging
from connectivity to components and devices beyond smartphones. This includes
devices that make up the Internet of Things (IoT) and connected objects like cars
or robots. They also exist on the service side, with edge computing integrated into
connectivity platforms and cloud computing enabling advanced service provision-
ing, e.g., for big data and AI.

One important success factor in creating and seizing such opportunities is that
Europe is a standard-setter in 6G and related technology fields. Both future users
and suppliers need to shape key technology standards in the field of radio com-
munications but also in next-generation network architecture. This will ensure the
delivery of advanced service features while meeting energy-efficiency requirements,
for example, through the effective use of software technologies and open interfaces.

Spectrum resources are another key factor that will determine success in 6G.
Bands currently allocated for mobile communications will be reused for 6G; new
frequency bands will be identified and harmonized. Industry and governments need
to identify the opportunities related to spectrum that can be suitable for 6G and
be made available with the potential to be harmonized at a global level.

6G technology has the potential to take a further step towards a multi-purpose
service platform replacing legacy radio services for dedicated applications. This
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could help progress in defragmenting the radio spectrum and drastically enhance
spectrum efficiency that will in turn free up new bands for 6G or other purposes.

Such outcomes in global standardization and spectrum harmonization need to
be prepared by proactive and effective international cooperation at government and
industry levels. This includes regular dialogues with leading regions and possible
focused joint initiatives in R&I, standardization, or regulation.

The issues at stake call for a strategic R&I roadmap to be set out and followed
by a critical mass of European actors. So, we have created the Smart Networks
and Services Joint Undertaking (SNS JU) to implement research activities on 6G
technology under Horizon Europe. Commission funding of e900 million is to be
matched by the same amount through co-funding by the industry.

Other world regions are moving; there is no time to waste. In Europe, a first set
of 6G projects1 was launched in 2021, and we recently scaled up the 6G research
portfolio2 to activities worth around e300 million in total.

The Hexa-X project is part of this portfolio and a good illustration of its poten-
tial. The flagship is developing the first 6G system concept, imagining the technol-
ogy of the future with near-instant and unrestricted wireless connectivity to enable
embedding ourselves in entirely virtual or digital worlds. One possible vision is an
x-enabler fabric of empowered connected intelligence, networks of networks, and
sustainability aspects to address the major challenges of our society, with trustwor-
thiness ingrained as a fundamental design principle.

Furthermore, the 5G public–private partnership (5G PPP) Initiative has estab-
lished working groups (WGs) that provide collaboration platforms for the Euro-
pean projects to attain a joint view on the key technology areas. In this regard,
the overall goal of the Architecture WG is to consolidate the main technology
enablers and leading-edge design trends in the context of the architecture. As a
result, it provides a consolidated view of the architectural efforts developed in the
European projects and other research efforts, including standardization. This effort
serves not only to review the current state of the art, but also to identify promis-
ing trends towards the next generation of mobile and wireless communication net-
works, namely, 6G. For instance, since October 2020, 45 Phase III 5G PPP projects
have contributed to the evolving architecture discussions over the various editions
of the white paper3 prepared by the WG.

1. https://smart-networks.europa.eu/5g-innovations-and-beyond-5g-calls/

2. https://smart-networks.europa.eu/europe-scales-up-6g-research-investments-and-selects-35-new-project
s-worth-e250-million/

3. https://5g-ppp.eu/white-papers/

https://smart-networks.europa.eu/5g-innovations-and-beyond-5g-calls/
https://smart-networks.europa.eu/europe-scales-up-6g-research-investments-and-selects-35-new-projects-worth-e250-million/
https://smart-networks.europa.eu/europe-scales-up-6g-research-investments-and-selects-35-new-projects-worth-e250-million/
https://5g-ppp.eu/white-papers/
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This current book, as a joint effort between the Hexa-X project and the Archi-
tecture WG, is the culmination of the European architecture work as a whole. It
highlights the latest requirements on the future architecture along with the archi-
tectural design principles to respond to technical, economical, and societal needs.
Moreover, it elevates the perspective from the long-term evolution of the 5G tech-
nologies towards the introduction of the 6G system. It thus provides a reference
point for future 6G architecture work to continue in the SNS JU.

We count on the Hexa-X flagship as well as collaborative facilities under the 5G
PPP and SNS JU, such as the Architecture WG, to continue creating the critical
mass in Europe towards this vision.

I am looking forward to the creativity and ambition of the global research and
innovation community to shape the new generation of communication technology
throughout this decade.

Peter Stuckmann
Head of Unit, Future Connectivity Systems, European Commission
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Chapter 1

Introduction

By Ömer Bulakçı, Mikko Uusitalo, Patrik Rugeland, Marco Gramaglia,
Xi Li, Mauro Boldi, Anastasius Gavras, et al.1

1.1 Architecting the 6th Generation of Mobile and
Wireless Communications System

Since early generations, mobile and wireless communications systems have played
a crucial role in the establishment of essential connectivity. This has enabled easy
access to information from anywhere and anytime and, thus, has fostered accel-
erated knowledge build-up and timely value-adding actions based on that beyond
telecommunications ecosystems in all sectors of society. The COVID-19 pandemic
has additionally proven the importance of the wireless communication infrastruc-
ture during these challenging times and has supported global stability as well as
faster recovery via maintaining a stable technological environment and seamless
societal connection despite quarantine regulations.

Considering such critical role and importance, the relevant technological
advancements within and for the telecommunications ecosystem are captured by a
non-backward-compatible set of features specified in a new generation of mobile
and wireless communications systems. As advancing from a previous generation
to the new one requires significant efforts, the need for a new generation shall be

1. The full list of chapter authors is provided in the Contributing Authors section of the book.
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Figure 1.1. Drivers for developing new generation of mobile networks.

justified factoring in the technical, societal, and economical drives (see Figure 1.1).
These drives are not mutually independent, i.e., one boost in any of the drives can
accelerate the whole process. For instance, the need for attaining new business areas
also implies the need for supporting a diverse set of induced requirements.

Accordingly, the development of mobile and wireless networks has followed
around a 10-year cycle, where, up to the 5th generation (5G), previous generations
have been designed for particular use case categories. With 5G, an inherent flexi-
bility has been introduced, and the target customer space has been extended from
mobile broadband users towards vertical industries with diverse requirements [1].
The framework of network slicing has been introduced to cope with such different
requirements. The commercial deployments of the 5G system have been under-
way since 2019 with an original focus on non-standalone (NSA) architecture, while
more and more standalone (SA) architecture has been employed globally. The NSA
deployment implies that 5G new radio (NR) is anchored with the 4th generation
(4G) system, and the 4G core network (CN) is in use. In the case of the SA deploy-
ments, where 5G NR connects to the 5G CN, the full potential of the 5G system
can be unleased, e.g., by means of the utilization of the network slicing. Moreover,
5G-Advanced enhancements, e.g., extended reality (XR) optimizations, are already
being specified in the 3rd Generation Partnership Project (3GPP) Release 18 [2].
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Figure 1.2. Example evolution of use case families from 5G towards 6G era.
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Figure 1.3. Three-phase approach to realize the complete value chain of 6G.

While 5G deployments and 5G-Advanced standardization are progressing well,
as highlighted in Chapter 9, research into the new generation of mobile and wire-
less communications systems, i.e., the 6th Generation (6G), has already started.
Like in the case for other generations, the creation of 6G has started with the
identification as well as prediction of the use cases and the associated requirements
(see Section 2.1). An illustration of the evolution of use case families is shown in
Figure 1.2. As depicted, digital twinning of objects is already supported by a 5G
system, and this support can be expanded via 5G-Advanced. Nevertheless, it is fore-
seen that a wide-area synchronous digital twinning can be possible only during the
6G era. Accordingly, it can be stated that 5G-Advanced provides the stepping stone
towards 6G, where 6G will enable new use cases as well as existing use cases at scale.
It is worth noting that the wireless networks are designed to be flexible to address
the requirements of new use cases that may not be predicted today.

On this basis, a three-phase approach is being followed to realize the complete
value chain of the 6G system, as depicted in Figure 1.3. These phases are outlined
in the following.

Pre-X Phase: This is the exploratory research phase, where X can refer to compe-
tition or standardization. During this phase, the key stakeholders, e.g., academia,
vendors, diverse industries, and mobile network operators (MNOs), come together
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to set the vision, design guidelines, and the foundation for the 6G system. The
main motivation for such a phase is the build-up and expansion of the 6G ecosys-
tem. This phase is essential for rapid and efficient standardization process that will
follow.

Standardization Phase: In this phase, a well-rounded feature portfolio is speci-
fied, e.g., radio access network (RAN) and CN by 3GPP, that shall respond to the
business and societal needs, as highlighted in Figure 1.1, which have been iden-
tified during the Pre-X Phase as well as the standardization phase. It is expected
that, differently from 5G specification, many architecture options shall be avoided
to enable the full potential of 6G already in the early deployments. Moreover, to
make use of the economies of scale and the proven benefits of previous generations,
a global 6G standard should be aimed for.

Commercialization Phase: Based on the established standardization, which is
envisioned to be 3GPP Release 21, the first commercial 6G deployments can be
seen around 2030. It should be noted that the 6G system will be designed at least
for the full next decade (2030s) and even beyond.

With the seamless execution of all three phases, the promises of the 6G system
on the integration of digital, physical, and human worlds can be realized, which
can transform the world while maximizing human potential. The details on the
standardization and regulatory processes are provided in Chapter 9.

1.2 Approach and Timing of the Book

This book is a result of the collaborative work performed at European level during
the Pre-X phase of the 6G system’s creation. In particular, the main content of the
book has been provided by the 5G Public Private Partnership (5G PPP) Phase 3
research projects [3]. 5G PPP Phase 3 projects are categorized under different calls
that pertain to specific requirements set by the European Commission (EC); see the
corresponding book preface. Among the Phase 3 calls, the most relevant ones for the
scope of the book have been the information and communication technologies 20
(ICT 20) and ICT 52 calls, where the former has comprised projects that work on
the longer-term vision of 5G, i.e., 5G evolution [4], and the latter has comprised
projects that work on the foundation of the beyond 5G/6G system [5]. As part
of the ICT 52 call, the Hexa-X project is the system flagship project [6]. Yet, since
various enhancements considered for the 5G system by other Phase 3 projects could
be employed by 6G with its full potential, such enhancements are also captured
herein.
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Figure 1.4. White papers released by the 5G PPP Architecture WG.

Moreover, a key part of the 5G PPP framework is a set of cross-project work-
ing groups (WGs). The outcome of the work from these groups is presented in
white papers [7]. As highlighted in the prefaces of this book, the Architecture WG
brings the research projects together to build a consolidated view of the architectural
efforts, including the overall architecture of mobile and wireless communications
networks across different network domains, such as RAN, Transport, and CN, as
well as cloud or edge infrastructure.

The outcome of the Architecture WG has been published in a series of
white papers and presented during various technical workshops at international
conferences and webinars. As shown in Figure 1.4, the latest white paper of the
WG is “The 6G Architecture Landscape – European Perspective” [8], which is Ver-
sion 6.0. The first version of the architecture white paper from the Architecture
WG was back in July 2016. Since then, this effort has continuously captured the
technology trends as developed by the different phases of 5G PPP projects: the first
phase (Phase 1) laid the foundation of the network slicing-aware operations we are
seeing these days; the second phase (Phase 2) provided the first proof of concepts;
and the third phase (Phase 3) has targeted the first large-scale platforms. All these
efforts were captured in the subsequent releases of the white paper (Version 2 in
January 2018, Version 3 in February 2020, and Version 4 in November 2021). It
is worth noting that Version 6.0 is intentionally the next version after Version 4.0
as an indication of the focus on 6G.

Capitalizing on the Version 6.0 of the white paper, this book is a joint effort by
the Architecture WG and the Hexa-X project, extending significantly the concise
content of the published white paper [8]. Within the framework of the Architecture
WG and the joint work, the content of the book has been based on the following
projects (in alphabetical order) [3]:

• 5G-COMPLETE, which aims at revolutionizing beyond 5G architecture,
by efficiently combining compute and storage resource functionality over
a unified, ultra-high capacity converged digital/analogue Fiber-Wireless
(FiWi) RAN.

• 5G-CLARITY, which brings forward the design of a system beyond 5G pri-
vate networks to address challenges in spectrum flexibility, delivery of critical
services, and autonomic network management using heterogeneous wireless
access that integrates 5G, Wi-Fi, and LiFi technologies managed through
novel Artificial Intelligence (AI)-based autonomic networking.
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• 5G ERA, which aims at providing third-party application developers with an
experimentation facility as a playground to test and qualify their applications.

• 5GASP, which aims at shortening the idea-to-market process through the
creation of a European testbed for Small and Medium-sized Enterprises
(SMEs) that is fully automated and self-service, in order to foster rapid devel-
opment and testing of new and innovative 5G network applications.

• 6G BRAINS, which brings reinforcement learning into radio-light network
for massive connections.

• AI@EDGE, which develops a connect-compute fabric – specifically leverag-
ing the serverless paradigm – for creating and managing resilient, elastic, and
secure end-to-end slices.

• ARIADNE, which proposes to exploit bandwidth-rich D-band, the capa-
bilities of Reconfigurable Intelligent Surfaces (RIS), and powerful Machine
Learning (ML) tools in order to realize a novel Communication Theory
framework beyond Shannon and design suitable technology enablers for
highly reliable and reconfigurable 6G connectivity.

• DAEMON, which develops and implements innovative and pragmatic
approaches to Network Intelligence (NI) design that enable high perfor-
mance, sustainability, and an extremely reliable zero-touch network system.

• DEDICAT 6G, which addresses techniques for achieving and maintaining
efficient dynamic connectivity and intelligent placement of computation in
the mobile network.

• EVOLVED-5G, which designs and develops an open facility for the long-
term support of third-party applications that interact with the network core.

• Hexa-X, which is the European 6G flagship research project, defining the
vision, and developing technological enablers for connecting the physical,
digital, and human worlds.

• MARSAL, which targets the development of a complete framework for the
management and orchestration of network resources in 5G and beyond, by
utilizing a converged optical wireless network infrastructure in the access and
fronthaul/midhaul segments.

• MonB5G, which targets zero-touch management and orchestration in sup-
port of network slicing at massive scales for 5G evolution and beyond.

• REINDEER, which develops a new smart connect-compute platform with a
capacity that is scalable to quasi-infinite, and that offers perceived zero latency
and interaction with an extremely high number of embedded devices.

• RISE 6G, which aims at investigating innovative solutions that capitalize on
the latest advances in the emerging technology of RISs and offers dynamic
and goal-oriented radio wave propagation control, enabling the concept of
the wireless environment as a service.
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• TeraFlow, which aims to deliver a new generation open-source cloud-native
Software-Defined Networking (SDN) controller to provide smart connectiv-
ity services to beyond 5G networks.

1.3 Scope and Structure of the Book

This book highlights the related research work of the contributing 5G PPP Phase 3
projects and presents all the key elements and key architecture enablers and solu-
tions of future 6G network design – a design that is deeply rooted in real needs
and can profoundly benefit humanity in the mid-to-long term. Specifically, a high-
level view of the 6G End-to-End (E2E) architecture as well as a functional view
of the 6G reference architecture are introduced, taking into consideration the new
stakeholders in the mobile network ecosystem and how the architectural work is
taking into account their requirements in all the domains of the network. The key
architecture enablers, which will form the backbone of future sustainable and trust-
worthy 6G network architecture, include all the related technological solutions for
building intelligent, flexible, energy efficient, secure, programmable networks and
enabling versatile radio technologies, localization, and sensing in the 6G networks.

As 5G PPP Phase 3 consists of the last calls of the Horizon 2020 programme, this
book is aimed to lay the architectural foundation for the next European programme
towards 6G, i.e., smart networks and services (SNS) joint undertaking (JU).

The rest of this book is structured into the following eight chapters.

Chapter 2 – Architecture Landscape draws the envisioned system view of the
overall 6G architecture associated with a functional view. The presented architec-
ture is built up considering the key design principles that are populated based on
the envisioned use cases, requirements, and trends as highlighted in Section 2.1.
The discussions on the management and orchestration (M&O) as well as security
and privacy architecture complete the big picture. A brief overview of the architec-
tural enablers is also captured, which sets the guidance for the following detailed
chapters enumerated from three to eight.

Chapter 3 – Towards Versatile Access Networks presents the envisioned enhance-
ments for the wireless networks, including the efficient utilization of 3GPP and
non-3GPP access networks. Such enhancements include the distributed multiple-
input multiple-output (D-MIMO) implementation, integrated access and back-
haul (IAB) deployments, RIS, multi-access connectivity, and sub-THz access. It
is argued that for the limitless connectivity requirement of 6G, D-MIMO can
provide expected macro diversity, design flexibility, and interference management;
IAB can offer cost-efficient densification without the need of fibre to connect the
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small cell sites; and RIS can provide means to fine-tune the wireless configuration
environments. Multi-access multi-connectivity will remain an important feature
for 6G to enhance the wireless link’s throughput, reliability, or even latency. In
addition, sub-THz bands can help fulfil the requirements of the high data rate
applications in short distances or can offer wireless connectivity for the backhaul.

Chapter 4 – Towards Joint Communications and Sensing presents the incor-
poration of sensing capabilities into the mobile networks. These capabilities can
be separated into three different categories. First, the 6G network can efficiently
collect, store, and analyse sensing data from various different sensors, and pro-
vide localization, sensing, and mapping information to applications and users to
enhance different 6G services. Second, the localization, sensing, and mapping infor-
mation can be provided to the radio network itself to improve the communication,
e.g., through location or environment-aware beamforming or pre-emptive han-
dover if an impending obstacle is detected. Finally, the purpose of the radio interface
itself is reimagined, where the radio signals are used for both communication and
sensing, either simultaneously or only using common hardware, potentially provid-
ing access to a plethora of transmitters and receivers in a more densified network
that can sense and map the environment in a radar-like fashion without the need
for dedicated hardware deployment.

Chapter 5 – Towards Natively Intelligent Networks presents the recent efforts
in the design of an architecture that is natively capable of incorporating all the
elements required by network functions empowered by Artificial Intelligence (e.g.,
data gathering, representation, decision enforcement), as well as some examples of
such Network Intelligence Functions and their application in different domains of
the network, such as the radio access and the orchestration.

Chapter 6 – Towards Sustainable Networks presents targeted metrics as well
as the main technological enablers towards ensuring high sustainability in next-
generation networks. The chapter focuses on two main principles, “sustainable
6G,” i.e., how to make the 6G networks sustainable, and “6G for sustainability,”
i.e., how 6G can be leveraged so as to ensure sustainability in other markets and
value chains. In this context, a broad analysis of the key network sustainability
enablers is provided spanning across different levels, i.e., from enablers that include
architectural or hardware innovations, and enablers at management/orchestration
level or at service/application level that target at network operation efficiency max-
imization to cross-layer sustainability enablers, which include innovations in more
than two layers.

Chapter 7 – Towards Continuously Programmable Networks presents design
principles and technology enablers towards realizing programmability frameworks,
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i.e., frameworks that abstract the underlay network infrastructure and capabilities
so that the network is dynamically controlled and configured. Standardized solu-
tions and research enablers for such abstraction are indicated, organized in three
levels, namely, service/application provisioning level, network and resource man-
agement level, as well as network deployment and connectivity level. Indicative
approaches include the deployment of common Application Programming Inter-
face (API) managers, the exploitation of P4-programmable switches, the usage of
open interfaces of Open-RAN (O-RAN), and the design of Software Development
Kits (SDKs) for providing network slices as a service.

Chapter 8 – Secure, Privacy-Preserving, and Trustworthy Networks presents
aspects related to network privacy and security for information sharing among dif-
ferent tenants and cloud-stored data, as well as end-users’ network security. More-
over, it investigates the application of blockchain-based platforms for network slic-
ing by using smart contracts, as well as for industrial Internet of Things networks.
Finally, it focuses on trusted execution, trust-as-a-service, as well as trustworthy
ML/AI.

Chapter 9 – 6G Outlook and Timeline presents the most recent picture about
European perspectives on the current status of 6G in terms of standardization,
research and regulation initiatives. This final chapter presents also concluding
remarks of the book.
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Chapter 2

Architecture Landscape

By Mårten Ericson, Bahare Masood Khorsandi, et al.1

2.1 Introduction

The network architecture evolution journey will carry on in the years ahead, driv-
ing a large scale adoption of 5th Generation (5G) and 5G-Advanced use cases with
significantly decreased deployment and operational costs, and enabling new and
innovative use-case-driven solutions towards 6th Generation (6G) with higher eco-
nomic and societal values. The goal of this chapter, thus, is to present the envisioned
societal impact, use cases and the End-to-End (E2E) 6G architecture. The E2E 6G
architecture includes summarization of the various technical enablers as well as the
system and functional views of the architecture.

The design of the 6G architecture is based on the analysis of the societal, eco-
nomic, regulatory, and technological trends, which are discussed in Section 2.1.2.
A summary of the use cases envisioned for 6G is also introduced in Section 2.1.3.
Accordingly, a set of architectural principles has been drawn, upon which the pre-
sented architecture is built. Herein, the main highlights of the 6G system design
are provided, while the details on the various network domains are given in the
subsequent chapters.

1. The full list of chapter authors is provided in the Contributing Authors section of the book.
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In Section 2.2, the overall architecture description discusses the new stake-
holders in the mobile network ecosystem, and how the architectural work is tak-
ing into account their requirements in all the domains of the network. Specific
design principles that need to be factored in for the new architecture are also
described. Section 2.3 discusses the components of the security architecture, which
are required and must be applied to have security as a design principle for the 6G
architecture. A deep dive into the Management and Orchestration (M&O) archi-
tecture is then presented in Section 2.4. Section 2.5 outlines the summary of this
chapter and presents the outlook.

2.1.1 The Societal Impact of 6G

Since the invention of mobile telephony half a century ago, wireless network tech-
nology has undoubtedly transformed the everyday lives of billions of people on the
planet, and profoundly shaped the economy and the evolution of human society
to date. The mobility of communication and of access to information has allowed
completely new ways of interacting, working, and evolving our communities. For
each generation of wireless technology, the applications and usages have become
increasingly ingrained in our societies and have become an established backdrop
to our modern lives. 6G will continue to impact our societies and will enable that
communication is always possible and information is always available.

2.1.2 Trends and Evolution Towards 6G

Today, when the world is facing several unprecedented challenges in parallel and
the prosperity of human society and the long-term survival of mankind are in peril,
access to information and the possibility to communicate everywhere are a must.
From climate change to global pandemics, social inequalities, misinformation, and
distrust in democracy, addressing any challenge that impacts today’s global eco-
nomic, societal, and political agendas requires further and sustainable digitalization
of the global economy and society. Infused by emerging and disruptive digital tech-
nologies on the horizon, wireless networks are and will be the keystone for enabling
such a transformation. The network evolution during this and the next decade will
enable a large scale adoption of use cases to sustainably combat our challenges and
enable higher economic and societal values at a significantly decreased operational
cost.

As the Internet revolution played out over the past decades, with mobile broad-
band altering our interactions, professions, and habits in unforeseen ways, the true
social impact of 6G can only be ascertained in hindsight. Nevertheless, the kernel
of its potential can be considered through the current societal and economic trends
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towards 2030 and beyond, which will be analysed in the following sections. In addi-
tion, regulatory and technological trends that are critical for the design and deploy-
ment of future networks will be discussed, ensuring the vision and the research work
encompass all the essential elements and will lead to a future network design that is
deeply rooted in reality and profoundly benefits humanity in the mid-to-long term.

Societal trends towards 2030 and beyond

In 2015, 17 interlinked Sustainable Development Goals (SDGs) were collectively
identified by the General Assembly of the United Nations (UN) [1]. Since then,
all sectors of society have been called for working towards and delivering on these
goals with a timeframe of 2030 and beyond. The Information and Communica-
tion Technology (ICT) and wireless network industries have positively contributed
to many of the goal areas so far (e.g., to combat poverty and CO2 emissions), and
the potential of further contributing and successfully progressing towards the goals
is huge. In developing future networks towards 2030, there is a consensus among
major stakeholders from industry, academia, and policy makers around the world:
network technology shall support and further accelerate this change for a better
and sustainable world, and the network industry will increase its share of contri-
butions and responsibilities to society, enabling significantly increased efficiency in
the use of resources and facilitating new and sustainable ways of living in the next
decades [2–9].

Economic trends towards 2030 and beyond

Wireless network technology has long been regarded as an important engine for
driving global economic growth. As projected in [10], network technology that
encompasses 5G and beyond will potentially trigger $13.2 trillion in global sales
across ICT industry sectors by 2035, representing 5% of global real Gross Domes-
tic Product (GDP), while 6G value chain will be able to generate 22.3 million
jobs globally by 2035. This estimation did not even include the impact of con-
nectivity on non-ICT sectors. As recognized in [11], “the next era of industry will
be one where the physical, digital and human worlds are coming together,” facing
great economic and societal challenges towards 2030. Future networks will be a key
enabler for such a revolution with advanced technological capability and human-
centric design. New use cases will offer new growth opportunities assuming exist-
ing business models, and they can also drive and inspire new business models in an
evolving revenue ecosystem.

Regulatory trends towards 2030 and beyond

While the telecommunications sector has been liberalized and privatized in the
1990s, sector regulation continues to be important in conjunction with efficient
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spectrum access rules, aspects of electromagnetic field (EMF), and assurance of
level playing field with platform and cloud operators beyond telco context. Towards
2030, this trend will continue. For example, spectrum management is at the heart
of future networks and any wireless technology development, and governments and
regulators will have new opportunities due to a wide variety of spectrum bands with
highly distinct deployment characteristics and spectrum access models with differ-
ent levels and needs of spectrum sharing. Another rising issue is EMF exposure.
The deployment of 5G technology has started in different areas of the world, and in
some regions (including Europe), concerns over EMF exposure fuel the opposition
of the public to its rollout [12, 13]. The exposure to EMF is and will be regulated,
based on guidelines from the International Commission on Non-Ionizing Radia-
tion Protection (ICNIRP) [14]. Since the beginning of telephony, regulations have
played an important role in shaping innovation and the operation of the telecom-
munications industry, for example, setting the industry to be monopolies in the
1960s, liberalizing the sector with privatization in the 1990s, and setting up new
regulations for 5G local and private networks. Future networks will likely com-
bine a range of radio access network (RAN) technologies from macro cells to small
cells with very high-capacity short-range links. This calls for refining regulations
to resolve inconsistent local approval processes and frequency band assignments to
enable dense small cell deployments.

Technological trends towards 2030 and beyond

Previous generations of mobile networks have incessantly increased the perfor-
mance and capacity to connect and communicate, facilitating global mobile com-
munication and an intertwined global economy accessible at our fingertips. The
efficiency gains provided to industries facilitate complex global logistics chains, and
the interactive media have engendered a plethora of novel services and industries.
This trend is not foreseen to abate in the foreseeable future but is rather expected
to expand and encompass even further aspects of our societies.

Technology evolution towards cost reduction and improved efficiency

• Reimagined network architecture: As the applications grow more demand-
ing and diverse, the complexity of the deployments and management of the
system increases, and the possibility to flexibly and dynamically scale and
control the network resources in an efficient way becomes more important.
In 5G, the core network (CN) was reimagined into a service-based architec-
ture (SBA), which leverages the virtualization of network functions to only
instantiate the functions needed at each instance. Current trends in network
architecture point to an extension of the SBA further out into the RAN
allowing more flexible and autonomous operation of the network. A new
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network architecture paradigm for the 6G era is driven by a decomposition
of the architecture into platform, functions, orchestration, and specialization
aspects [15]. Future network platform will be associated with an open, scal-
able, elastic, and agnostic heterogeneous cloud, which is data-flow centric and
will include hardware acceleration options. Functionally, the convergence of
RAN and CNs will help reduce architectural complexity. At the same time,
options of flexible offload, extreme slicing, and flexible instantiation of sub-
networks will drive the increased level of specialization of the architecture.
Of high relevance for the open provision of services and the monetization
of resources will be the transformation of orchestration architecture; cogni-
tive closed loops and automation are likely to become pervasive. All future
deployment scenarios will rely on a superior transport network and network
fabric that is flexible, scalable, and reliable to support demanding use cases
and novel deployment options, such as a mixture of distributed RAN and cen-
tralized/cloud RAN enabled by AI-powered programmability [2]. The net-
work architecture shall provide the capability to facilitate all the AI operations
in the network.

• Improved network capacity: The ever-increasing demand for network
capacity necessitates the provision of additional bandwidth. The potential
to utilize the higher frequency bands, such as the sub-THz (100–300 GHz)
range, is currently being explored. However, the radio propagation is signifi-
cantly attenuated at these frequencies, and the reduced diffraction makes the
connection more susceptible to blockage. Coupled with the reduced power
efficiency and increased noise at higher frequencies, this compounds to sev-
eral technological challenges that need to be overcome to provide sufficient
coverage.

• New devices and interfaces: Future networks will be connected to multi-
tudes of devices and interfaces beyond mobile phones or computers, enabling
novel human–machine/machine–machine. New human–machine interfaces
created by a collection of multiple local devices will be able to act in uni-
son [3]. In addition, the ubiquity and longevity of Internet of Things (IoT)
devices will be further enhanced through zero-cost and zero-energy devices
where printable, energy harvesting devices can be deployed anywhere.

• Network of networks: In order to capture local and specialized network and
sub-network needs, 6G network-of-networks will cover multiple scales of –
physical and virtual – networks. The evolution of private and 5G non-public
network (NPN), such as campus networks, will expand to support many
machines and process with strict requirements on quality of service (QoS)
and connectivity, employing edge processing for further automation. With
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digital twins (DTs), massive data harvesting from local sensors builds up cap-
illary sub-networks handled by gateways, while in parallel the wide-area net-
work must handle mobility and coverage.

• Trustworthy networks: As more and more aspects of our lives, societies, and
industries become reliant on mobile connectivity, it becomes imperative to
ensure the performance, reliability, and security of the networks so that the
services can be used as intended, when needed, without undue connection
disturbances or access to private data. This will require the network archi-
tecture design to consider the security implications at every step, to avoid a
patchwork of solutions after the fact.

• Sustainable 6G and 6G for sustainability: As one of the major challenges
facing our societies today, the sustainability of our environment, industries,
and the society at large must be ensured to be able to reach the sustain-
able development goals set by, e.g., the United Nations. For 6G, this entails
addressing both the first-order effect of the network, referring to the direct
environmental impacts of the manufacturing and operating of the networks
in terms of energy consumption, CO2 emission and usage of scarce resources,
as well as the second-order effect, referring to how the networks enable
improvements in sustainability with, e.g., improved efficiency in industries,
or a transition from business travels towards virtual business meetings. How-
ever, there are also higher-order effects, also known as rebound effects, that
must be considered, where the improved functionality of the mobile networks
induces a novel behaviour of the users, which could, e.g., increase the total
energy consumption. Moreover, societal sustainability should be addressed,
with new services enabled by 6G meeting societal needs and demands [16].

Disruptive technologies that will shape future connectivity

• Convergence of communications, localization, imaging, and sensing:
With the use of wider bandwidth signals coupled with high band spec-
trum (>100 GHz) as well as the incorporation of simultaneous local-
ization and mapping (SLAM) with communications at lower frequencies,
future networks will be designed integrating high-precision localization (with
centimetre-level accuracy), sensing (both radar-like and non-radar-like), and
imaging (at millimetre-level) capabilities. This requires the development of
highly novel approaches and algorithms to co-optimize communications,
sensing, and/or localization.

• Network intelligence: The evolution of artificial intelligence (AI)/machine
learning (ML) has progressed in the past decades and may bring major disrup-
tions to future networks. Their applications are currently designed for specific
tasks, but as the development progresses, more general-purpose applications
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emerge. As this development occurs in parallel with and in conjunction with
the development of the mobile networks, it is foreseen that there may be
several synergies between them. By leveraging on the mobile access, the AI
agents can operate in a distributed fashion, gathering, analysing, and acting
upon data available across different localities on a much larger scale. At the
same time, the AI functionality can be utilized to optimize and enhance the
network operations to improve the performance and reduce the operating
costs by impacting the design of air interface, data processing, network archi-
tecture, and management towards computing for achieving superior perfor-
mance [3, 7]. It will become essential for the E2E network automation dealing
with the complexity of orchestration across multiple network domains and
layers [15]. This may also bring forth fundamental changes in how the mobile
networks operate, when there are AI agents both managing and operating the
networks, as well as transmitting and receiving the information being com-
municated, and the fundamental tenets of the network architecture design
may need to be revisited. For instance, the AI agents may be able to opti-
mize the network behaviour in near real time, which would necessitate the
ability to reprogram the network functions. This programmability would go
beyond the configurability available today and would allow the modification
and introduction of novel functionality into already deployed equipment.

• Digital twin: A DT is a digital replica of a living or non-living entity, physical
object, or process. The virtual representation reflects all the relevant dynam-
ics, characteristics, critical components, and important properties of an orig-
inal physical object throughout its life cycle. The creation and update of DTs
relies on timely and reliable multi-sense wireless sensing (telemetry), while the
cyber–physical interaction relies on timely and reliable wireless control [17]
over many interaction points where wireless devices are embedded.

2.1.3 Use Cases: Revolution or Evolution?

In previous generations of mobile networks, the use cases were straightforward:
how to provide voice and, later, data communication with increasing bit rates to
mobile devices. For the 5G, the use cases were broadened beyond enhanced mobile
broadband (eMBB) to include massive machine type communication (mMTC),
requiring low data rates with very low power consumption to enable connectivity to
billions of simple devices, as well as critical machine type communication (cMTC),
later termed ultra-reliable low-latency communication (URLLC), instead requiring
extreme reliability and low latencies [18].

With 5G Advanced, extended reality (XR) has been introduced as a prominent
use case, which encompasses both virtual reality (VR) and augmented reality (AR).
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In XR, different on-body or head-mounted devices can be used to experience the
digital world either fully immersed (VR) or overlaid onto the physical world (AR).

With the recent development and deployment of the 5G networks, the current
needs in the developed markets appear to be satiable with current technology at
least at peak performance, primarily necessitating a network densification to meet
the capacity and latency demands.

In 6G, it is foreseen that the incumbent use cases will continue to be preva-
lent, with access to mobile broadband extended even further, by incorporating non-
terrestrial networks and satellites to cost-efficiently reach remote and underserved
areas.

Considering again the example of XR use cases, this XR use case is projected
to increase in relevance as the devices improve in performance and form factor,
and improvements in the network can transition this use case from stationary use
near a hotspot towards mobile outdoor use. To ensure the performance in terms
of data throughput and low latency, while maintaining the small form factor, it is
expected that the XR use case will have to leverage on computational offloading,
where significant amounts of the data processing are completed in the network
instead of on the device. Similar to this XR example, other 5G use cases will evolve
towards extended range of usage, thanks to the developed capabilities offered by
6G, reaching more people and devices and allowing for usage in more extreme
conditions.

When it comes to revolutionary use cases, the introduction of novel function-
ality, such as joint communication and sensing, integrated AI functionality, or
energy-neutral devices relying on ambient energy harvesting, could enable unfore-
seen usages and applications of the future 6G networks. The development of “6G
for sustainability” use cases, in collaboration with different sectors and verticals,
could also open the way to revolutionary usages. Relying on 6G as a tool to con-
tribute to the reduction of the environmental footprint of other sectors could
indeed lead to new roles for 6G and mobile networks, beyond the traditional mar-
ket of previous generations. Although the International Telecommunication Union
Radiocommunication Sector (ITU-R) is working on defining the usage scenarios
for 6G, a few possible extensions to the previous usage scenarios can be envisioned,
e.g., further enhanced mobile broadband (FeMBB), ultra-massive machine-type
communications (umMTC), extremely reliable and low-latency communications
(eURLLC), long-distance and high-mobility communications (LDHMC), and
extremely low-power communications (ELPC) [19, 20].

6G use cases

The societal and economic trends are driving the identification of relevant use cases
for 6G. The Hexa-X project provides a vision on the role of 6G in the evolution
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Figure 2.1. Generic use-case families for 6G.

of society [21–23], accounting for these trends and setting the baseline for the
identification of use cases. Combining the sets of use cases identified by the vari-
ous European projects provides an overview of the envisaged usage enabled by 6G.
These different use cases can be clustered into broad and generic use case fami-
lies, encompassing both evolutionary use cases and revolutionary ones, building
on new functionalities. These generic use case families can be considered from
the perspective of the type of end-user usage involved, as shown in Figure 2.1,
such as:

• Telepresence: Immersive experience is a central theme for various use cases,
with different degrees of immersion, from the evolution of XR experienced
with 5G but with increased mobility, reliability, and scale to a fully immersive
experience, fully merging physical and digital worlds, with various application
areas, both professional and personal (travel, gaming, sports, etc.). This will
leverage both the expansions and evolutions of existing technologies, provid-
ing connectivity as well as incorporating novel functionalities such as local-
ization, sensing, and computational offloading.

• Robots: In parallel with the development of 6G, the evolution of robots and
autonomous systems will continue, and robots are envisioned to become part
of everyday life, both in professional and personal settings. They will collabo-
rate and interact with each other, but also with humans. The generalization of
robots will increase productivity but will also offer solutions to assist humans
in their daily lives, meeting societal demands such as care of disabled persons.
Although many aspects of this use case may be served by existing technolo-
gies, the increased demands for concurrent reliability, high bitrate, and low
latency necessitate novel approaches.

• Twinning: The concept of DT will be extended in 6G, generalizing the
use of the full digital representation of an environment to enhance control,
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management, and maintenance of different flows and objects to various
activity sectors. To capture, store, analyse, and distribute the digital repre-
sentation of the environment, it will require a seamless network of unprece-
dented scale, incorporating sensing, computational offloading, and connec-
tivity with low latency to numerous devices at the same time.

The generalization of these new services will also call for a new generation with
increased capabilities to support large deployments.

Other use-case families can be identified according to the research challenges
and values addressed:

• Sustainability: 6G can be a solution, for various verticals, to enable new
use cases contributing to the reduction of their environmental impact
(agriculture, industry, logistics, smart city, etc.). 6G can also help meet-
ing societal demands by facilitating access to key institutions and enforc-
ing human rights, such as access to healthcare, education, and reduction of
inequalities.

• Resilience: Various 6G use cases are built upon resilient infrastructure, guar-
anteeing the delivery and quality of service despite the complexity of the net-
work and possible situations and events. A resilient 6G network can be an
asset to improve and develop key usages (e.g., in the automotive sector) or to
develop new usages (e.g., facilitating public protection).

• Trust: A high level of trust in 6G networks is a prerequisite to various use
cases, involving sensitive information or operations.

Other use-case families can be identified, related to capabilities offered by the
network, either related to the management and operation of the network. New use
cases can also be enabled, thanks to new capabilities introduced by 6G, such as
sensing, positioning, AI processing, or compute capabilities.

Each use-case family encompasses a wide range of usages, from evolutionary
ones, extending and enriching the 5G usages with new capabilities, to more disrup-
tive ones, opening up new horizons where 6G could benefit and transform society.
6G use cases can also be evolutionary, relying on improvement of existing technolo-
gies, but also revolutionary when introducing new capabilities, such as sensing, AI,
and compute capabilities as well as novel devices and interfaces.

6G requirements

Like the use cases, requirements for 6G can also be categorized into the evolution
of key performance indicators (KPIs), e.g., higher throughput, lower latency, and
revolution of novel KPIs (Figure 2.2). These novel KPIs explicitly focus on the
E2E view required by novel 6G use cases, such as E2E dependability or service
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availability. With the envisioned novel capabilities of 6G systems, such as ultra-
precise 6D localization, sensing, and artificial intelligence functionality, additional
KPIs for these capabilities need to be considered. KPIs for novel capabilities are
discussed in [23].

In addition to KPIs, the social and economic trends towards 2030 motivate addi-
tional indicators for the fulfilment of key values, such as sustainability, inclusiveness,
trustworthiness, and flexibility. To this end, the key value indicators (KVIs) and a
methodology for value representation is introduced and described in [21, 22], and
[23], with further alignment across different projects towards a unified methodol-
ogy happening in the 6G-IA [24].

The main point in this methodology is that the use cases introduced at the begin-
ning of this section can contribute to the key values, and a KVI is used to illustrate
this. When feasible, it is proposed to use the target level of the UN SDGs as a
preferred framework for identifying and detailing the value impact. In some cases,
a KVI quantification may be challenging, and then a connection to a KPI can be
made to grade or assess a value creation potential and contribution from a use case.
For the key value of trustworthiness, a “level of trust” as a KVI is explored, and for
flexibility, an association is made to proxies such as scalability requirements/KPIs.

A KVI analysis of a selected set of use cases is included in [23].

2.2 The Need for a New Architecture

This section presents the overall direction that the 6G architecture should move
towards to fulfil the trends and technology evolutions. This is done by defining a
set of architectural principles and followed by a high-level E2E architecture view.
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2.2.1 Architectural Principles

To serve as a guideline when developing the 6G architecture, eight different archi-
tectural principles are defined [24, 26]. The order or the numbering of the princi-
ples does not indicate the level of importance. Figure 2.3 shows a summary of the
eight different principles.

Principle 1: Exposure of capabilities

The architecture solution shall expose new and existing network capabilities to E2E
applications and management, such as predictive orchestration. The analytic informa-
tion can, for example, be performance for predictions, such as latency and throughput,
or it can also be localization and sensing information.

Principle 2: AI for full automation

The architecture should support full automation to manage and optimize the network
without human interaction. The closed-loop network automation assumes the use of
AI/ML.

Principle 3: Extensibility and flexibility

The ability of the network to adapt to various topologies without loss of performance
while still enabling easy deployment. This can, for example, be the ability to adapt to
new traffic demands, spectrum situations, private networks, and ad-hoc mesh networks.
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Principle 4: Scalability

The network architecture needs to be scalable both in terms of supporting very small to
very large-scale deployments, by scaling up and down network resources based on needs.

Principle 5: Resilience and availability

The architecture shall be resilient in terms of service and infrastructure provisioning
using features, such as multi-connectivity and removing single points of failure.

Principle 6: Exposed interfaces are service based

Network interfaces should be designed to be cloud-native, utilizing state-of-the-art cloud
platforms and IT tools in a coherent and consistent manner.

Principle 7: Separation of concerns of network functions

The network functions have a bounded context, and all dependencies among services are
through their application programming interfaces (APIs) with a minimal dependency
with other network functions, so that network functions can be developed, deployed, and
replaced independently from each other.

Principle 8: Network simplification in comparison to previous generations

The network architecture should be streamlined to reduce complexity by utilizing cloud-
native upper-layer RAN and CN functions with fewer (well-motivated) parameters to
configure and fewer external interfaces.

2.2.2 End-to-end Architecture

Figure 2.4 depicts a high-level view of the envisioned 6G architecture and highlights
the key technical enablers. The various building blocks are organized into three
layers: Infrastructure, Network Service (NS), and Application.

The infrastructure layer comprises RAN (addressed more in Chapter 3), CN,
and transport networks, which contain radio equipment, switches, routers, com-
munication links, data centres, cloud infrastructure, and so on. The infrastructure
layer provides the physical resources to host the NS and application layer elements.

The envisioned 6G infrastructure layer should also contain RAN improvements,
such as extremely low latency, high reliability, high availability, high data rate, high
capacity, affordable coverage, and high energy efficiency. Extremely high data rate
links will be required in some very high-performance applications anticipated in
6G, e.g., immersive smart cities (a use case from telepresence use case family)
and fully merged cyber-physical worlds (a use case from twinning use case fam-
ily) (see Section 2.1). Most of those are related to highly advanced online imaging,
including holographic communications as well as providing extreme data rates for
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high-capacity cells. In those cases, a throughput of 100 Gbit/s or even significantly
higher can be required. This means bandwidths of several tens of GHz would be
required to provide this. The architecture design, in particular the infrastructure
layer, needs to ensure that such data rates can be brought to local small-scale base
stations that will serve end users. More details can be found in Chapter 3.

Furthermore, due to the introduction of new use cases and their strict require-
ments, e.g., immersive smart city [22], the infrastructure layer envisioned for 6G
should be able to accommodate new enablers, such as localization and sensing
(addressed more in Chapter 4). Joint communication and sensing (JCAS), also
known as integrated sensing and communication (ISAC), will be one of the main
differentiators of the vision for 6G architecture with respect to 5G communication
systems. Sensing not only includes positioning but also encompasses other novel
functionalities that were not present in 5G, such as radar-type sensing and non-
radar-type sensing using communication technologies, which in turn leads to new
services, such as sensing as a service (SaaS), and landscape sensing [23].

The deployment of mobile networks has become increasingly complex and
diverse with every new generation. The 6G network of networks should easily and
flexibly adapt to new topologies to meet the requirements of both extreme perfor-
mance and global service coverage well beyond what 5G is capable of. The 6G archi-
tecture incorporates different (sub)network solutions into a network of networks.
The 6G network should also be able to support very small to very large-scale deploy-
ments, by scaling up and down network resources based on needs (see Chapter 5).
4G brought the so-called heterogeneous network (HetNet) solutions, i.e., how net-
works with both wide-area macro- and small-cell pico-base stations should cooper-
ate. The extension of the radio spectrum into mmWave in 5G added yet another
aspect to flexible deployment. 6G deployments will include nodes using even higher
sub-THz spectrum (e.g., in the 100–300 GHz frequency range) with limited cov-
erage as well as nodes at low frequencies with seamless coverage. Furthermore, the
number of network solutions for capacity and coverage is also expected to increase
in the 6G timeframe. These include solutions such as distributed multiple-input
multiple-output (D-MIMO) networks, non-terrestrial networks (NTN), campus
networks, mesh networks, and cloudification of the network elements. Thus, 6G
will be a network of networks.

Even with the new 6G solutions mentioned, the increased use of mobile broad-
band and digital solutions may require a more densified network, in order to cope
with the increased capacity needs. This could lead to an increase in overall emissions
unless energy efficiency continues to be addressed.

The envisioned 6G architecture will employ a number of key sustainability
enablers to complement the 6G sustainability targets; it is fundamental to jointly
take into account all the sustainability aspects of networking, including hardware,
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planning, deployment, operations, and the entire equipment life cycle. These
aspects can be effective in achieving sustainability in all layers and levels of the archi-
tecture, namely at deployment levels that include architectural and hardware inno-
vations, at management and orchestration levels that target network operation
efficiency maximization, at service/application layers, such as application-aware
networks, and at cross-layer sustainability enablers that include innovations
in two or more layers. Detailed information on these enablers can be found in
Chapter 6.

The NS layer is envisioned to be cloud- and micro-service-based with functions
and microservices expanded from central cloud to the edge cloud (see Figure 2.4).

One of the key technology enablers of the NS layer is the introduction of the
extreme edge cloud (see Figure 2.4)). Extreme edge cloud covers part of the net-
work with high heterogeneity of devices with a wide variety of technologies, in
terms of both hardware and software. These devices could be personal devices
(smartphones, laptops, etc.) and a huge variety of IoT devices (wearables, sensor
networks, connected cars, industrial devices, connected home appliances, etc.).
The concepts of edge and extreme edge computing become more and more rel-
evant for the 6G architecture and services. Microservice-based implementation can
provide improvements towards a softwarized, intelligent, and efficient 6G archi-
tecture. Chapter 5 describes the enablers for an intelligent network. The ultimate
target for the 6G architecture is to enable autonomous and adaptable networks,
with no (or minimal) human intervention, leveraging cognitive, closed-loop con-
trol network functions that can be instantiated on an on-demand basis, even across
network domain boundaries. In this sense, an intelligent 6G architecture should
be able to define the underlying mechanisms to support embedded AI for 6G and
ensure dynamic adaptability of the network architecture to new use cases while
keeping the infrastructure and energy costs at acceptable and sustainable levels.

Another important aspect of a more flexible and intelligent network is pro-
grammability, addressed in detail in Chapter 7. Programmability can be a tool to
introduce new features, especially to deployments that have a limited footprint due
to limited hardware types and specific requirements. Over the last decade, pro-
grammability is significantly enhanced thanks to the software-defined networking
(SDN) paradigm as well as the ongoing trend towards softwarization and cloudi-
fication. For 6G architecture, this trend is expected to continue in order to allow
third-party developers to interact with the network in new ways, and 6G architec-
ture is expected to ensure reusability and flexibility.

Furthermore, with a cloud-native approach, the RAN and CN architectures
can be streamlined, e.g., reduce some complexity by removing multiple process-
ing points for a certain message and removing duplication of functionalities among
functions [30].
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Cloud-native technologies can enable the creation of cloudlets at the edge of
the network, with application-to-application and function-to-function communi-
cations, which are capable to satisfy a large number of interconnected assets with
flexible mesh topologies. Another important aspect of the NS layer is the expo-
sure framework and integration fabric. It establishes a communication channel that
enables seamless interoperation and networking across different domains.

The 6G architecture will be able to support the strict requirements of various
use cases that have been envisioned for the next generation of mobile networks (see
Section 2.1.3). In particular, use cases belong to massive twining and telepresence
use-case family, e.g., immersive smart city [22] that can be a digital replica of a
real traffic scenario of the city, the automated train operations, the control of the
utilities (energy, water, gas, etc.), air quality and more are some of the aspects of the
implementation of massive twining to city environments. An interactive 4D map
can be used to plan utility management, such as public transport, garbage, piping,
cabling, buildings, and heating, or to connect many parts of a factory that can be
inspected and steered in detail. Similarly, AI-assisted vehicle to everything (V2X) is
another example of use cases that can provide high level of safety and security for
any transport system, especially road transport due to the prevalence of accidents.
This motivates the need to further explore the potentiality of the AI algorithms for
enhanced automotive services provided by future 6G networks, and it requires a
solid architectural foundation.

Network M&O is gradually moving towards increasing the levels of automation
and fully automated closed-loop control. This is supported by the parallel adop-
tion of advancements in AI/ML technologies. The aim of this shift is to provide a
framework to optimally support reliability, flexibility, resilience, and availability and
addressing changes in the infrastructure, requirements, and failures. More details
on the 6G M&O architecture envisioned for 6G can be found in Section 2.4.

Security and privacy mechanisms are integral parts of the overall architecture,
affecting all network layers as well as the M&O domain. Figure 2.6 highlights the
6G security technology enablers across different layers [31].

Privacy-enhancing technologies are important on all layers where sensitive data
are gathered or processed, and clearly also in the management domain. Similarly,
AI/ML security is relevant for all functions making use of AI/ML, in the sense
of specifically protecting this use, but also refers to AI/ML-driven security mecha-
nisms, e.g., in the management domain [32]. Finally, distributed ledger technolo-
gies are relevant wherever it is required to establish “distributed trust,” i.e., trust that
is not anchored in a centrally trusted authority, as it may be the case in inter-domain
management.

Figure 2.5 shows one possible functional view of the envisioned 6G architecture,
which is depicted on the E2E system view of the architecture. It is hierarchically
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composed of the set of planes that traditionally build the mobile network
architecture and has done so since the earliest releases of the 3rd generation part-
nership project (3GPP) standards. In this context, and by borrowing and extending
the terminology from the 3GPP system, a stratum is defined as a set of coordinated
functions that is running in different planes or domains of the network. For the
proposed functional architecture, four stratums on Network, Sensing, Security &
Privacy, and Intelligence have been introduced.

Network stratum is consisted of network functions in control plan (CP) and
user plan (UP) that are responsible for delivering the expected QoS, efficiently
allowing user equipment (UE) to exchange data with the network. CP and UP
entail novel access technologies, which may also include the ones leveraging sub-
terahertz bands and visible light communications; AI-native air interface, arranged
in specific ways (e.g., cell free networks [33, 34]), and even including extreme
edge functions like the ones that are managing and reconfiguring intelligent meta-
surfaces.

Traditionally, the non-access stratum included functions from the UE, UP, and
CP. The network intelligence stratum encompasses and coordinates functions
in all networks, ranging from the intelligent operation of network functions to
their autonomous management and orchestration. The network intelligence stra-
tum gathers data and analytics from the infrastructure layer.

The infrastructure can be extended to include environmental aspects (i.e., the
environment where the infrastructure is deployed, and functions are executed) to
allow a tight interaction between the network and the surrounding space. Properly
steering beams at very high frequencies or using unmanned aerial vehicle (UAV)
to extend the network’s coverage requires a sensing stratum that can efficiently
coordinate functions, harvesting data from fixed landmarks or dynamic laser/light
imaging, detection, and ranging (LIDAR) scans, or even using the UP wireless
technology as an additional source of sensing, possibly in an energy harvesting
fashion.

The last stratum is the security & privacy stratum, which manages the cyber
security and data privacy aspects of the network. This stratum coordinates functions
in all the planes and domains of the network up to the vertical service provider
one, which also benefits from the enhanced 6G security and cooperates with it
to minimize the attack surface, while allowing the service customers to have full
control over the data (including the network one).

Clearly, this richness in the available network functions, which have to be
arranged and properly configured according to the network slices they belong to,
poses new challenges to the management plane of the network, see Section 2.4.

This interaction is possible thanks to the enhanced exposure interface between
the network and the vertical service providers on the application layer, through the
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use of network applications, which can leverage on data, functions, and procedures
offered to support and enhance the user experience. Through the exposure inter-
face, the traditional barrier between operators and service providers is removed,
allowing a white-box customization of the vertical services.

2.3 Security & Privacy Architectural Components

Figure 2.6 shows the overall architecture, visualizing the applicable security and pri-
vacy components in all areas, and highlighting the specific 6G security technology
enablers. While the focus lies on the technology enablers as new architectural com-
ponents, a holistic 6G security architecture must also comprise today’s well-proven
security mechanisms, as far as they are still relevant in 6G. On this basis, Figure 2.6
summarizes these components, without the aspiration of exhaustiveness and depth
of detail.

Figure 2.6 distinguishes among non-virtualized equipment (for radio access and
optical transport), the cloud infrastructure, and the software running on it, includ-
ing the virtualization layer, the logical network layer, and the management and
orchestration functions, including security and risk management and inter-domain
management. In each part, the figure shows the most relevant security and privacy
building blocks or architectural components, with the new 6G security technol-
ogy enablers highlighted in red, and the more traditional building blocks, like for
example “Secure SW,” in blue.

Many building blocks apply to multiple areas, e.g., “Secure SW ” applies to the
non-virtualized radio and optical equipment (as far as this equipment comprises
software), to the virtualization layer, and to all the software running on it, including
M&O functions. As another example, “Trust foundations” apply to all hardware,
i.e., the radio and optical equipment as well as the cloud infrastructure. On the
other hand, some building blocks appear in dedicated places only, like “Distributed
ledger technologies” appearing at inter-domain management only, but this does not
preclude the potential applicability of the building block in other areas. Also, when
a building block appears in an area, this does not imply that the building block
is always applicable. For example, certain non-virtualized radio access equipment
may not have access to sensitive data, so no privacy-enhancing technologies may
be required here. As another example, obviously not all transport equipment is
required to support quantum key distribution.

The traditional security building blocks may be mostly self-explaining, but note
the following:

• “Secure SW” refers to software with a low (close to zero) degree of vulnera-
bility. “Secure HW/FW” has the same meaning for hardware or firmware. An
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example is the robustness of a processor against leaking information between
different processes running on this processor in a (quasi-) parallel manner.

• “Secure protocol and API design” refers to robustness not only against external
attackers (which is typically achieved by the use of cryptography), but also
against erroneous or malicious behaviour of authorized peers.

• “Classical management security mechanisms” comprise well-established mech-
anisms, such as access control, role-based access, secure logging, isolation of
management functions/traffic from all other traffic, etc.

Further details on the components of the security and privacy-preserving tech-
nologies are provided in Chapter 8.

2.4 Service Management and Orchestration

Service M&O deals with the deployment and operation of the NSs supplied
through the mobile network operator (MNO) to their customers, preserving all of
the contractual aspects associated to those services. It addresses the provision of ser-
vices, QoS and quality of experience (QoE) fulfilment, or fault reporting, among
others. In previous generations of the mobile communications systems, the cus-
tomers of the MNOs have been mainly individuals consuming voice and messaging
services. However, the market situation is much more complex now, including new
data services and corporate customers, such as vertical industries, digital operators,
hyper-scalers, or large-scale content providers, among others. It is anticipated that
this trend, in terms of heterogeneity of stakeholders and provided services, could
continue and even experience growth within the coming years.

To cope with this complexity, it is needed to enable the services M&O sys-
tems with the required capabilities to provide the necessary orchestration resources.
Specifically, the following main capabilities have been identified for the future 6G
M&O systems.

The adoption of the cloud-native principles also in the M&O system.
This would be aligned with the E2E architectural concepts in Section 2.2.2, but
from the M&O perspective, it would involve three main aspects: (i) the prior-
ity on using micro-services, i.e., light-weight self-contained, independent, and
reusable components from different suppliers; (ii) the implementation of the service
mesh concept, regarding the communication among the network components; and
(iii) the enabling mechanisms for the NSs to be deployed/updated using “contin-
uous” DevOps-like practises, e.g., implementing CI/CD workflows with a high
automation degree.

Unified M&O across multiple domains that could be owned/administered
by multiple stakeholders and featured with heterogeneous technology resources.
This entails the definition of converging interfaces, the mechanisms to dynamically
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check and expose the different resources and capabilities from each domain, and
the access control procedures for consuming the various primitives and services.

Increased degree of automation to strongly reduce manual interventions
regarding the functionalities of service and network planning, design, provision-
ing, optimization, and operation/control, leveraging closed-loop and zero-touch
responses. The M&O system needs to be able to identify, detect, or predict poten-
tial issues, triggering automatic reactions.

Adoption of data-driven and AI/ML techniques in the M&O system. AI/ML
techniques could cover numerous optimization aspects and lifecycle actions con-
cerning the services M&O, including resource allocation and slice sharing at pro-
visioning time, service composition, scaling, migration, re-configuration, and re-
optimization of NSs, among others.

Intent-based approaches for service planning and definition. In order to
help with the extended complexity, the M&O system would implement automated
mechanisms for translating service specifications and commands based on high-
level intents, which might be expressed even in natural language (e.g., relying on
AI/ML techniques).

To meet these main challenges, the M&O system is seen as a common function-
ality impacting all layers of the E2E architecture: from the infrastructure up to the
applications (see Figure 2.7). In this regard, an initial high-level M&O architectural
design for the future 6G networks has been produced. This architectural design
takes the previous 5G architectural view from the 5G PPP Architecture Working
Group as a baseline [34, 35] represents the structural view of this architecture, with
the main building blocks grouped in different layers.

The NSs and slices at the service layer (top in Figure 2.7) are executed on the
infrastructure layer (bottom) through the network functions at the network ser-
vice layer (middle). All these elements (network functions, services, and slices) are
designed and provided from the design layer (right).

A new layer, named the design layer, has been included to represent the M&O-
related operations involving third-party software providers. This is intended to
introduce the well-known DevOps-like practises (e.g., continuous integration and
continuous delivery/continuous deployment (CI/CD)) in the telco-grade environ-
ment. Also, hyperscalers, private networks, and the extreme edge domain have
been explicitly included as part of the infrastructure layer. New control loops have
been included: (i) the “DevOps control loop,” representing the automated con-
tinuous iterations (e.g., CI/CD) between the MNO scope (grey colour) and the
external design layer (light blue colour); and (ii) the “infrastructure control loop,”
meant to automate the infrastructure discovery processes and the related monitor-
ing methods targeting the extreme edge asset integration (which can be potentially
asynchronous in terms of connection/disconnection of devices, so requiring special



34 Architecture Landscape

Sl
ic

e 
In

st
an

ce
 #

n

Se
rv

ic
e 

La
ye

r (
fo

r V
er

�c
al

s)
 –

E2
E 

Sl
ic

e 
sp

ec
ifi

c 
re

al
iz

a�
on

 

N
et

w
or

k 
La

ye
r 

In
fr

as
tr

uc
tu

re
 L

ay
er

 

Sl
ic

e 
In

st
an

ce
 #

2

Sl
ic

e 
In

st
an

ce
 #

1

Se
rv

ic
e 

A

Im
pl

em
en

te
d 

th
ou

gh
 N

et
Ap

ps
 a

nd
 

Us
er

 P
la

ne
, A

cc
es

s, 
M

ob
ili

ty
 

M
an

ag
em

en
t a

nd
 S

es
sio

n 
M

an
ag

em
en

t F
un

c�
on

s

Pr
im

ar
ily

 
im

pl
em

en
te

d 
th

ro
ug

h 
CN

Fs
. 

Al
so

, t
hr

ou
gh

 
VN

Fs
, P

NF
s o

r 
ot

he
r N

Fs
 

im
pl

em
en

ta
�o

n 
te

ch
no

lo
gi

es

Pr
iv

at
e 

N
et

w
or

ks

De
si

gn
 L

ay
er

 

De
vO

ps
 / 

AI
Op

s 
Fr

am
ew

or
k

SW
 &

 
De

sc
rip

to
rs

 
De

sig
n

Ex
te

rn
al

 
In

fr
as

tr
uc

tu
re

In
te

nt
-b

as
ed

 
se

rv
ice

 
de

fin
i�

on
s

Se
rv

ic
e 

B

Se
rv

ic
e 

C

Se
rv

ic
e 

D

Pu
bl

ic
 N

et
w

or
ks

SW                   API Management Exposure

De
vO

ps
 

Co
nt

ro
l 

Lo
op

s

•
AP

I r
eg

ist
ry

•
AP

I d
isc

ov
er

y
•

Ac
ce

ss
 

Co
nt

ro
lM

&
O 

Sc
op

e

Th
ird

 P
ar

ty
 

Fu
nc

�o
ns

AI

Co
re

 N
et

w
or

k 
Fu

nc
�o

ns
AI

AI

Tr
an

sp
or

t N
et

. 
Fu

nc
�o

ns

AI

Ra
di

o 
Ac

ce
ss

 
Fu

nc
�o

ns
AI

AI

Se
cu

rit
y

Se
cu

rit
y

Se
cu

rit
y

Se
cu

rit
y

Se
cu

rit
y

Se
cu

rit
y

Se
cu

rit
y

Se
cu

rit
y

Se
cu

rit
y

N
et

w
or

k 
La

ye
r  

M
&

O

Se
rv

ic
e 

La
ye

r  
M

&
O

In
fr

as
tr

uc
tu

re
 

La
ye

r  
M

&
O

N
et

w
or

k 
La

ye
r

Co
nt

ro
l 

Lo
op

s
Us

e

M
ad

e 
of

In
fr

a.
 L

ay
er

Co
nt

ro
l

Lo
op

s

•
In

fra
st

ru
ct

ur
e 

di
sc

ov
er

y
•

M
on

ito
rin

g

•
Se

rv
ice

 cr
ea

�o
n 

an
d 

op
er

a�
on

 (S
A 

&
 

fu
lfi

llm
en

t c
on

tr
ol

 
lo

op
s)

•
In

te
nt

-b
as

ed
 se

rv
ice

 
m

an
ag

em
en

t
•

Se
rv

ice
 Q

ua
lit

y 
M

gm
t.

•
Da

ta
 a

gg
re

ga
�o

n

Se
rv

ic
e

La
ye

r
Co

nt
ro

l 
Lo

op
s

Se
cu

rit
y 

Fu
nc

�o
ns

AI

Ed
ge

 
cl

ou
d

De
si

gn
 

Sy
st

em

Us
e

Us
e

M
an

ag
em

en
t 

Fu
nc

�o
ns

AI

AI
/M

L 
Fu

nc
�o

ns
AI

AI

M
on

ito
rin

g 
Fu

nc
�o

ns
AI

•
AI

 M
od

el
s

•
Pr

ed
ic�

on
•

Da
ta

 
an

al
y�

cs
•

AI
 F

ed
er

a�
on

 

•
NF

s L
CM

•
M

on
ito

rin
g

•
AI

/M
L o

rc
h.

 
ac

�o
ns

•
Se

cu
rit

y 
po

lic
ie

s

Ex
tr

em
e-

ed
ge

Tr
an

sp
or

t
Co

re
/C

en
tr

al
 

Cl
ou

d

F
ig

u
re

2
.7

P
ro

p
o

se
d

6
G

m
a
n

a
g

e
m

e
n

t
&

o
rc

h
e
st

ra
ti

o
n

sy
st

e
m

–
st

ru
c
tu

ra
l
v
ie

w
[3

4
].



Summary and Outlook 35

processes for their management). As in the baseline architecture in [35], NFs are
associated in different groups at the network layer (e.g., radio access functions,
CN functions, M&O functions, AI/ML functions, etc.). However, following the
cloud-native practises, these functions would be primarily implemented through
containerized NFs (CNFs), although also through virtualized NFs (VNFs), phys-
ical NFs (PNFs), or other NF implementation technologies (e.g., to ensure back-
ward compatibility). It should be noticed here that, although some functions work
only as managed resources (e.g., CN functions or third-party functions), others are
specific M&O resources (e.g., the monitoring functions or the management func-
tions themselves); however, other functions are hybrid : they can support M&O
resources (e.g., certain security-related or AI/ML functions) or work as pure man-
aged resources (e.g., certain AI as a Service (AIaaS) functions or security functions
not in the M&O scope). Functions in the network layer are generic, i.e., instead
of referring specific functions (e.g., communication service management function
(CSMF), media resource function (MRF), NFV orchestrator (NFVO), etc.) as
in [35], just generic blocks are provided. This is intentional, in order to consider
the new functions that would be probably defined for the future 6G stack. A new
set of AI/ML collaborative components have been distributed across the network
covering both managing and managed scopes. M&O functions can be instantiated
in the three different layers (service, infrastructure, and network layers), including
specific security-related functions. Finally, and also aligned with the cloud-native
approach, a new cross-layer API management exposure block has been included
to communicate the different network elements in the different network layers. In
short, it mimics the behaviour of the zero-touch service management (ZSM) cross-
domain integration fabric, enabling the so-called capabilities exposure of the network
of elements in the various architectural layers. It makes possible communicating
the various M&O resources within and between administrative domains, although
it could be applied more broadly to represent potential federated interactions.

2.5 Summary and Outlook

This chapter discusses the current architectural trends and technologies for the
future 6G network. Motivated by the surge of new requirements stemming from
societal trends and use cases, a set of architectural principles has been introduced,
and new architectural and technical enablers needed for the 6G architecture have
been identified. A high-level view of a possible E2E system of the 6G architecture as
well as a functional view is described. Thereafter, a description on how the enablers
fit into the system view is given, which is also an overview of the content in this
book. The chapter dives into the security and privacy area in a bit more detail and
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gives an overview of the 6G security and privacy architectural components. Finally,
the main capabilities needed for a future 6G M&O systems are discussed.
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Chapter 3

Towards Versatile Access Networks

By Mir Ghoraishi, et al.1

3.1 Introduction

Compared to its previous generations, the 5th generation (5G) cellular network fea-
tures an additional type of densification, i.e., a large number of active antennas per
access point (AP) can be deployed. This technique is known as massive multiple-
input multiple-output (mMIMO) [1]. Meanwhile, multiple-input multiple-output
(MIMO) evolution, e.g., in channel state information (CSI) enhancement, and
also on the study of a larger number of orthogonal demodulation reference signal
(DMRS) ports for MU-MIMO, was one of the Release 18 of 3rd generation part-
nership project (3GPP Rel-18) work item [2]. This release (3GPP Rel-18) package
approval, in the fourth quarter of 2021, marked the start of the 5G Advanced evo-
lution in 3GPP [3]. The other items in 3GPP Rel-18 are to study and add function-
ality in the areas of network energy savings, coverage, mobility support, multicast
broadcast services, and positioning [2].

The 6th generation (6G) cellular network will continue to modernize the exist-
ing radio access networks (RANs) towards satisfying 6G network’s key performance

1. The full list of chapter authors is provided in the Contributing Authors section of the book.
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indicators (KPIs) [4]. Future networks will likely combine a range of RAN tech-
nologies from macro cells to small cells with very high-capacity, short-range links.
This calls for dense small cell deployments, especially for throughput-demanding
use cases required simultaneously by a high proportion of people in populated areas
such as dense cities [5]. On the other hand, the technology’s evolution towards
cost reduction and improved efficiency requires all future deployment scenarios
to rely on a superior transport network and network fabric that is flexible, scal-
able, and reliable to support demanding use cases and novel deployment options,
such as a mixture of distributed RAN and centralized/cloud RAN enabled by arti-
ficial intelligence (AI)-powered programmability. The benefit of cell densification
is to achieve a certain area capacity using less complicated hardware at the expense
of using more APs (adding to the infrastructure requirement), which then means
more interference. Distributed MIMO (D-MIMO) is a technology that combines
the best aspects of ultra-dense cellular networks with MIMO technology to enjoy
the strengths of both technologies [6].

From a technical perspective, an increased number of cooperating APs will
pose new challenges for providing front/back-haul access to all nodes. On the
other hand, at mmWave and sub-THz frequencies, a lot of bandwidth will be
available (a total of 17.25 GHz of spectrum has been identified between 24 and
86 GHz [6, 8]), and links will be supported by very directive antennas limiting
the amount of interference. This opens the door for integrated access and back-
haul (IAB) solutions, sharing the same resources, but requiring potentially new
beamforming and scheduling concepts [9]. It is foreseen that the wireless backhaul
capacity will be enhanced in 6G by orders of magnitude, enabling the cost-efficient
provision of 6G services using IAB even to remote areas that are currently cost
prohibitive [5]. One cost-effective and backward-compatible method in densifying
the cellular network is by combining different radio access technologies via multi-
connectivity technology [10]. This technology was introduced originally as dual-
connectivity in 3GPP Rel-11; nevertheless, it is still viable beyond the 5G era [11].
Another technology considered for 6G networks is reconfigurable intelligent sur-
face (RIS), comprising an array of reflecting elements for reconfiguring the incident
signals. Owing to their capability of proactively modifying the wireless communi-
cation environment, RISs have become a focal point of research in wireless commu-
nications to mitigate a wide range of challenges encountered in diverse wireless net-
works [12]. RIS technology is attractive due to its several advantages, namely, ease
of deployment, spectral efficiency enhancement, and environmental affability [13].

There are yet several envisioned 6G use cases that require an extreme data rate in
the order of 100 Gb/s even up to 1 Tb/s in specific scenarios. This cannot be fulfilled
with current communication standards or realized by a simple evolution of available
wireless technologies, rather it requires new technologies beyond the capabilities of
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existing systems [14]. One approach for achieving such an extreme data rate relies
on exploiting ultra-wide bandwidth of multiple GHz, which is available in the
frequency range above 100 GHz, especially in the range 100–300 GHz, which is
denoted as sub-THz [15].

The current chapter, “Towards Versatile Access Networks,” provides an overview
of the technologies introduced above, namely, D-MIMO, IAB, RIS, multi-
connectivity, and sub-THz, in some more detail. The reader will notice that the
chapter provides a non-exhaustive list of candidate technologies for the 6G RAN.

3.2 Distributed MIMO

3.2.1 What is D-MIMO for 6G?

Multi-antenna system technologies have evolved during every generation of wireless
networks. After single-input single-output (SISO) systems, point-to-point MIMO
has been introduced in the 3rd generation mobile communications (3G), and sub-
sequently, the 4th generation (4G, or long-term-evolution advanced, LTE-Advanced)
system is based on multi-user MIMO. Densification, i.e., increasing the number of
base stations (BSs) per unit of space, is one of the main techniques that resulted in
improving spectral efficiency in 4G and 5G cellular networks [1]. The drawback
of this solution is high interference that negatively affects the performance of cell-
edge users [15]. Networks of next generation will have to deal with even higher
density of infrastructure to provide the expected performance [14]. This requires a
rethinking of the underlying architecture to eliminate the cell boundaries [15, 17].

Heterogeneous networks (HetNets) have been utilized as an alternative to the
homogenous cellular network architecture containing BS and possessing simi-
lar properties, where various transmission nodes (e.g., pico-cell, femto-cell, and
remote-radio-head (RRH)) are installed within the same macro-cell area to improve
the quality of service of cell-edge users as well as the system-wide service quality.
These transmission nodes are network components that work in coordination with
the central BS, but also differ from the BS in various aspects, such as transmit power
levels and hardware. For example, RRHs are composed of antennas and RF ampli-
fiers, and are connected to the BS via fibre cables or radio links using baseband
signals, which transform the macro-cell deployment into a distributed antenna sys-
tem concept.

The 5G NR standard introduces mMIMO, where each BS is equipped with
many antenna elements, enabling it to serve numerous user equipment (UE) simul-
taneously by means of highly directional beamforming techniques. This approach
is benefiting from channel hardening and favourable propagation utilizing the
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deterministic channel and, hence, potentially eliminates the need for combating
small-scale fading [18–21].

Joint Transmission Coordinated Multi-Point ( JT-CoMP), which enables coher-
ent transmission from clusters of BSs to overcome the inter-cell interference within
each cluster [20, 22], has also attracted the attention during the past 10 years; how-
ever, it did not become part of the 5G NR standard, as LTE standardization [23] did
not deliver significant gains in practical deployments. This can be mainly attributed
to the considerable amount of backhaul signalling for CSI and data sharing result-
ing from a network-centric approach to coherent transmission [24], whereby the
BSs in a cluster cooperate to serve the UE in their joint coverage region. The prac-
tical implementation of JT-CoMP was also hindered by other attributes of LTE,
such as frequency division duplex (FDD) operations and a rigid frame/slot struc-
ture, which did not allow for effective channel estimation.

One question for the 6G is what the next evolution of MIMO is going to be,
and what the demands and needs of 6G networks from multi-antenna systems
will be. 6G should provide limitless connectivity with both functional and deploy-
ment values [25]. Among other licenced bands, e.g., mid-bands, it will likely utilize
mmWave frequencies and is expected to provide high spectral efficiency and pre-
dictable quality of service (QoS) to the UE. To ensure more consistent quality and
non-intrusive, flexible, and robust networks, multi-point transmission is expected
to become common [26]. It is envisioned that joint transmission and reception via
spatially separated transceivers are going to be vital in upcoming systems [27].

Cell-free (CF) mMIMO [24, 28] combines the elements of small cells [20],
mMIMO [21], and UE-centric JT-CoMP [20, 29], as illustrated in Figure 3.1. In
a CF context, the mMIMO regime is achieved by spreading many antenna ele-
ments across the network (even in the form of single-antenna BSs [17, 30]), which
provide enhanced coverage and reduced path loss. Moreover, a UE-centric coherent
transmission extended to the whole network, where each UE is served jointly by
several BSs, allows to practically eliminate the interference, as shown in [31].

Such a large-scale D-MIMO system, which can be thought of as the ultimate
embodiment of concepts, such as network MIMO [31], multi-cell MIMO coop-
erative networks [22], virtual MIMO [32], ultra-dense networks, and JT-CoMP,
is now regarded as a potential physical-layer paradigm shift for 6G networks [33].

A set of transmission nodes (APs) is assumed to be connected to a central pro-
cessing unit (CPU) via fronthaul links, e.g., high-capacity fibre-optic cables, which
convey both the UE-specific data and processing weights that enable network-wide
processing for the computation of the AP-specific precoding strategies [24], see
Figure 3.1. Since APs can perform channel estimation and distributed precoding
locally, D-MIMO constitutes a scalable way to implement the network MIMO
concept. Moreover, precoding can be designed by using channel estimates acquired
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Figure 3.1. Illustration of distributed MIMO.

via uplink pilots by leveraging the channel reciprocity of time division duplex
(TDD) operation; therefore, the overhead due to the channel estimation is inde-
pendent of the number of APs and scales with the number of transmission layers.
APs pertaining to different CPUs may serve a given UE.

As depicted in Figure 3.1, APs pertaining to different CPUs may serve a given
UE, resulting in a distributed communication computation platform. Such a plat-
form offers several features that are very well suited to support the diverse novel
interactive use cases envisioned for 6G [34]:

1. Local connectivity-computational resources: many “mixed reality” applica-
tions rely to a significant extent on local content, and distributed processing
can increase efficiency and reduce bottlenecks both regarding bandwidth and
energy.

2. Proximity: excellent connectivity can be achieved with drastically lower
transmit power. Applications can benefit from the distributed, local com-
putational capabilities in the access infrastructure. The expenditure of over-
all network bandwidth can be drastically reduced as the dependence on
medium- and long-distance connections will be minimized, resulting in very
efficient usage of network bandwidth and energy. Interaction with energy-
neutral devices essentially and realistically needs charging features to be close
to these devices.

3. Redundancy: retransmissions can be avoided to achieve unperceivable
latency and ultra-reliable connections.
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4. Diversity: they can offer consistently excellent service levels that are essen-
tial for robust, innovative interactive applications, requiring imperceptible
latency and zero outages. Precise and accurate indoor positioning can benefit
from hyper-diversity, and favourable propagation conditions can be created
to achieve consistent good communication quality and extensive spatial mul-
tiplexing.

The terminology for the transmission nodes in D-MIMO needs to be clarified,
where both BS and AP are used in the literature; however, without expressing the
functions placed in the units, any term like BS or AP does not provide sufficient
information. Since BS can be interpreted with different functionalities, throughout
this context, it is preferred to use the term AP as a distributed antenna or transmis-
sion node. A gNodeB (gNB) is introduced with functional splits in 5G era, e.g.,
radio unit (RU), distributed unit (DU), and centralized unit (CU), and the splits in
D-MIMO have not been defined yet. One interpretation is that the APs may have
little processing capability, and CPU may be the DU as it involves low-level func-
tions. Accordingly, in such an interpretation, multiple CPUs may connect to CU.
Herein, DU may be further split by centralizing the medium access control (MAC)
and radio link control (RLC) layers with reference to the physical layer (PHY). In
investigations, where the functional split is not fundamental, BS/AP and AP can
be used.

3.2.2 D-MIMO Potential

At lower carrier frequencies (sub-6 GHz), where coherent transmission is possi-
ble, D-MIMO can be used to increase the spectral efficiency of the system and, in
principle, to avoid inter-cell interference. Moving up in frequency, available band-
width becomes larger, and spectral efficiency is not necessarily the main concern
anymore. Instead, the reliability of the communication links becomes a primary
concern. Reliability is impacted by the higher path loss, lower available output
power of semiconductors, narrower antenna beams, and most importantly, a higher
level of signal blockage. On the other hand, the feasibility of practical implemen-
tation highly depends on the RF hardware capabilities and other constraints, such
as size, power source, and mobility. Moreover, the responses of different hardware
components are influenced by the centre frequency, bandwidth, and waveform.
Furthermore, the beamforming architecture and the possibility of exploiting spa-
tial multiplexing depend on the radio channel characteristics, which need extensive
measurement and modelling.

As, with D-MIMO, a link between the network and UE is provided by multiple
APs, the likelihood that a link or combination of links with minimal blockage is
available increases with macro-diversity. Hence, D-MIMO offers great potential to
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exploit the spatial multiplexing gain of the channel and, at the same time, mitigate
both unreliable links due to blockage and increased path loss. D-MIMO also allows
for the densification of APs with, in the ideal case, no increase in interference. An
increased density of operating APs will further reduce the likelihood of blockage and
will also be necessary to have sufficient link margin due to output power limitations
and increased path loss at mmWave and sub-THz frequencies.

3.2.3 D-MIMO: Roll-out Considerations

The appeal of D-MIMO as a 6G solution is its high degree of macro-diversity that
results in a predictable service quality over the entire service area. The line-of-sight
(LoS) probability for D-MIMO is very high, which makes it suitable for deploy-
ment in very high-frequency bands where radio propagation makes it challenging
to provide a robust access link for mobile users. In theory, under the assumption
of full CSI, there is no upper limit on the capacity of a D-MIMO system while
densifying the distribution of nodes [31]. However, the capacity will be limited by
practical constraints such as cost, power, and hardware impairments, as discussed
in Section 3.2.4.

The main challenge for large-scale D-MIMO roll-outs is arguably the cost of
installing many nodes in different places, each requiring fast and high-speed fron-
thaul connections. D-MIMO installations need to be easy to deploy, have a small
and non-intrusive visual footprint, and be flexible to scale and extend. Clearly, there
are seemingly conflicting requirements that D-MIMO needs to fulfil, as shown in
Figure 3.2.

If every D-MIMO AP requires a dedicated fronthaul cable, then there is no way
to make a large installation economically feasible. That is, in case every AP requires
separate cables to each of its neighbouring APs, the installation would become com-
plex, labour-intensive, and costly. Therefore, it must be possible to cascade multiple
APs on the same fronthaul connection. Moreover, cascading or serializing the fron-
thaul may not be sufficient.

Figure 3.2. D-MIMO needs to fulfil seemingly conflicting requirements on functional com-

plexity and deployment costs.
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Figure 3.3. D-MIMO installations: (left) with radio stripe; (right) using both serialized (or

cascaded) fronthaul connections plus parallel (or meshed) fronthaul connections. The

fronthaul segments may be wired or wireless.

There are two different ways to provide fronthaul/backhaul to different APs,
i.e., through fibre or wirelessly. For D-MIMO deployments, both ways need to be
highly efficient. An optimized wired fronthaul can be realized through the so-called
“radio stripes” [35], while wireless fronthaul/backhaul can be realized efficiently by
integration with the access network. In this scenario, APs are integrated into a radio
stripe as depicted in the left part of Figure 3.3. The radio stripe provides the fron-
thaul data and power supply for each AP as well as physical protection and encapsu-
lation. With similar low-power techniques that are also used in mobile phones, the
entire AP can be implemented in a system-on-chip (SoC) package that is denoted
as antenna processing unit (APU) in Figure 3.3. An APU may contain some dig-
ital processing function (e.g., a digital signal processing (DSP) unit), an antenna
panel consisting of one or more antenna elements, and one or more external inter-
faces that can connect to other APUs or to CPU. D-MIMO may also make use
of a meshed fronthaul, sometimes denoted a RadioWeaves [36], as depicted in the
right part of Figure 3.3. In a meshed fronthaul, the actual fronthaul segments may
be implemented using wires, but the fronthaul segments may also be wireless. Fur-
ther analysis of RadioWeaves is presented in Section 3.2.5.1. These architectures
open possibilities to realize ultra-reliable links and interact with low-power devices.
Moreover, capacity can be scaled up quite smoothly by adding more distributed
components in the network.

Outdoor D-MIMO installations need to have a low visual footprint. With radio
stripes, it is possible to hide the installation in existing construction elements in
the environment, see Figure 3.4. To enable a small form factor of the APs or the
APUs integrated inside a radio stripe, the power consumption needs to be very low.
Fronthaul connections between APs or APUs can sometimes, but not always, be
realized very easily with a cable. It is, however, not realistic to assume that every
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Figure 3.4. Outdoor D-MIMO is well suited for dense urban areas, where it can provide

invisible and high-capacity deployments.

Figure 3.5. In indoor deployments, such as in a factory, D-MIMO promises to provide

extremely reliable services with high capacity.

CPU can have a fibre backhaul connection. In dense urban areas, the backhaul
connection can then be provided wirelessly by an existing macro BS.

Cascading or serializing the fronthaul connections is important for indoor instal-
lations as well, such as in a factory environment, as depicted in Figure 3.5. The con-
cept can be compared to the electrical lights that are also installed in large volume
inside a factory, where it is noted that this would not be possible if each electrical
light required a separate cable installation. Just as one power cable can power up
several lights, one fronthaul cable can connect several APs or APUs in a D-MIMO
installation.

3.2.4 D-MIMO Deployment Considerations

3.2.4.1 Hardware constraints

As it will be outlined in Section 3.6, signals transmitted at mmWave and sub-THz
frequencies are subject to distortion by the transceiver hardware. This is even a
more important issue in D-MIMO scenarios, as the received (or transmitted) signal
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is collected (produced) from several hardware in separate locations experiencing
different environmental conditions that may result in different effects on part of
the received signal. In this section, the main hardware effects that are particularly
relevant for D-MIMO systems are discussed, that is:

• Phase and frequency coherency
• Output power
• Reciprocity

To utilize distributed antennas to their maximum extent, coherent transmission
and reception would be desirable. This requires all antennas participating in coher-
ent transmission to be tightly synchronized. Going to sub-THz frequencies, coher-
ent schemes will be very challenging to realize due to phase noise and frequency
errors. Robust techniques against coherency errors must be developed, e.g., using
antenna selection.

Another key hardware effect of current semiconductor technology at mmWave
and sub-THz frequencies is that it is challenging to produce sufficient output power
to maintain a robust communication link over a larger distance. As a result of
increased power, more non-linear distortion is created. D-MIMO is a possibility
to address this limited output power challenge: APs will have challenges to reach
end-points due to output power limitations, but the inherent macro-diversity in D-
MIMO and support for dense deployments enable more APs close to end-points.
The effect of lower output power will result in transceiver designs with more par-
allel power amplifiers (PAs) combined with a higher number of antenna elements,
yielding higher equivalent isotropic radiation power (EIRP). At lower mmWave fre-
quencies where the EIRP, rather than AP output power, might be the limiting factor
at certain deployment scenarios, D-MIMO has the capability to allow for lowering
the EIRP by dense AP deployment and still to provide sufficient coverage.

To perform beamforming in a D-MIMO system, the channel information has to
be received and known. One way to do this is to assume channel reciprocity, which
means uplink and downlink channel are identical (in TDD mode). The channels
estimated by a device contain the air-channel and also the analogue transceiver
chains. Reduced coherence time (of channel and hardware) and components that
are driven more non-linearly will make it more challenging to build D-MIMO
systems based on channel reciprocity.

3.2.4.2 Architectural considerations

Among the desirable features, techniques for enabling scalable D-MIMO systems
with converged access-backhaul-and-fronthaul, delivering extreme spectral effi-
ciency, reliable access and robust mobility in scenarios ranging from low-bands
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to sub-THz bands, taking hardware impairments and deployment options into
account can be mentioned.

As a first step, it would be necessary to understand how much distribution is
required and where is the sweet spot in terms of complexity versus robustness and
performance considering the trade-off between distributed and centralized process-
ing. Then, one needs to deal with the practical approaches to non-coherent opera-
tion in higher bands and transport solutions satisfying the requirements. Optimum
solution would be phase-coherent transmission and one centralized processor, but
it will be difficult to build and meet the feasibility requirements. The other extreme
would be phase non-coherent transmission with duplicating every data in each AP
and relying on single-frequency network, but it will be inefficient. Further research
on finding the balance, in terms of complexity versus robustness and performance,
is necessary. In addition, problems such as beam management aspects, practical
approaches to non-coherent operation in higher bands, and transport solutions,
e.g., wired/wireless, optical/electrical, and analogue/digital, satisfying the require-
ments need to be addressed.

At low-frequency bands (e.g., sub-6 GHz), the spectrum is scarce, thus there
is a need to grow the spectral efficiency to increase capacity for the available lim-
ited bandwidth (e.g., 10–100 MHz). One way is to have a distributed coherent
antenna system. In theory, D-MIMO and coherent multipoint transmission can
enable higher capacity everywhere by adding additional coordinated APs. For these
bands, the digital processing is feasible in the APs and can be carried out locally.
It is only sort of impairments and practical limitations that will eventually limit
the performance. Furthermore, distributed processing means that there will be less
information, e.g., channel estimation and precoding, exchange between the APs
and CPU. Since baseband data will be transferred, there will be less load (compared
to RF modulated data) on the fronthaul that can be handled without high-capacity
fronthaul links, e.g., a 10 Gb/s Ethernet digital fronthaul may be enough.

At higher frequencies, i.e., mmWave and sub-THz, relatively large system band-
width, e.g., several GHz, are available, and there is not much traffic in early phases
of the utilization of these bands, even the UE is limited in how much bandwidth
it can process. That means there will be available spectrum that can be utilized for
the fronthauling, and non-coherent transmission can be enough for early phases.
Since APs are generally not nomadic, robust fronthaul links will be easy to maintain.
Moreover, as frequency increases, antenna elements shrink, the antenna array will be
relatively small, and beams become narrower. The main challenge in these bands
is to realize and maintain a robust access link that supports mobility where the
propagation environment is more challenging. Macro-diversity brings an advan-
tage to achieve the high reliability, especially in NLoS, and a D-MIMO can ben-
efit from a much higher degree of macro-diversity to overcome radio blocking in
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case of narrow beams and weak signal penetration. Random blockage due to mov-
ing objects can be handled by redundant links. Nevertheless, digital processing,
analogue-to-digital converters (ADCs) and digital-to-analogue converters (DACs)
in these bands are power consuming and increase the chip cost and size of the pro-
cessing unit. Small APs are essential in terms of deployment values, e.g., invisible,
and aesthetic impacts, which is why it is required to move the digital processing
from APs to the CPU, which may, as an option, mean that fronthaul will become
analogue and needs to have a capacity on the level of fibre connection.

3.2.4.3 D-MIMO support in the ORAN

The D-MIMO network architecture intends to disaggregate the traditional CPU in
multiple DUs, in line with 3GPP’s 5G architecture [37] and to propose novel solu-
tions based on fully distributed (aligned with ORAN Alliance specifications [38]),
data-driven processing and local coordination. The disaggregation is vital for creat-
ing scalable versions of D-MIMO architectures [39], which will unlock the poten-
tial of deploying D-MIMO networking in future 6G networks with massive RU
deployments.

In addition, in case of user-centric approaches, e.g., CF architecture, an impor-
tant issue is cluster formation (selection of serving RUs). In contrast with the avail-
able simplistic distance-based solutions [29], it is important to dynamically allo-
cate a sub-set (or cluster) of RUs to each UE based on (i) the radio propagation
environment; (ii) quality of CSI estimates; (iii) constraints introduced by compu-
tation requirements; (iv) fronthaul links capacity; and (v) user mobility. Going a
step further, innovative machine learning (ML) algorithms could be adopted for
optimal cluster formation focusing on real-time operation by using historic data
coming from the network, as well as for advanced modulation schemes and/or
channel estimation/equalization. Finally, clustering RUs served by multiple DUs
(in contrast to disjoint clusters in [39]) could provide an inter-DU coordination
algorithm for decoding the actual signal. Moreover, exploring inter-DU coordina-
tion requirements and their effect in the spectral efficiency performance as well as
dynamic adaptability of the coordination levels jointly addressing RU-DU and DU-
DU coordination are some of the main research trends in the D-MIMO domain.

The D-MIMO architectures require fine granularity of the processing options
(processing at AP versus CPU, inter-CPU coordination), which can be offered by
hardware and software supporting the ORAN disaggregation concept [40]. In the
following, the D-MIMO terminology is mapped onto the ORAN architecture, and
a possible deployment is presented.

In ORAN architecture, the next-generation radio access network (NG-RAN)
is disaggregated into ORAN CU (O-CU), ORAN DU (O-DU), and ORAN RU
(O-RU). The O-CU is further split into O-CU control plane (O-CU-CP) and
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Figure 3.6. D-MIMO based on ORAN architecture, when a UE is served by O-RUs

connected to several O-DUs, inter-O-DU cooperation may be enabled to boost the

performance.

O-CU user plane (O-CU-UP). Multiple O-CUs and O-DUs are connected to the
near-real-time RAN intelligent controller (near-RT RIC) for centralized NG-RAN
performance control. Consequently, D-MIMO network components, particularly
the CPU, can be associated with the ORAN nodes. The CPU is represented by the
O-DU, while the AP is represented by O-RU.

The O-DU hosts the scheduler, which allocates radio resources for UE. Upon
scheduler’s decision, the user data are sent to the O-RU for transmission, or data
are received at the O-RU. In the CF mMIMO, transmission/reception takes place
simultaneously over multiple O-RUs, as shown in Figure 3.6. Thus, from the
O-DU’s point of view, UE can be divided into two categories as follows:

• Local users, who can be satisfyingly served by O-RUs connected to one
O-DU.

• Edge users, who should be served collaboratively by O-RUs connected to two
(or more) O-DUs. Serving of the edge users requires inter-DU cooperation
(not yet in spec, but a studied interface [40]). It is also shown that serving edge
users with O-RUs of multiple O-DUs improves the user spectral efficiency.

The main purpose of the inter-DU interface is to serve the user by having
O-RUs connected to more than one O-DU, which is especially advantageous for
edge users. One of the cooperating O-DUs should be considered a serving O-DU.
The inter-O-DU cooperation interface can be used to both exchange user data
between O-DUs as well as send necessary signalling required by the multi-antenna
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processing (MAP). To avoid any confusion, the MAP terminology is used for prac-
tical deployment to describe the application of precoding and combining to the
signals sent in downlink and received in uplink, respectively. Based on the recent
studies, five D-MIMO deployment options with the support from ORAN archi-
tecture are identified [40]. The deployment options of the proposed approaches are
discussed very briefly in Table 3.1.

Another challenge is how to apply the current state-of-the-art in user cluster-
ing for D-MIMO systems (e.g., in CF mMIMO literature) in an ORAN-oriented
framework, which is done using Near-RT RIC. The ORAN specification defines
the Near-RT RIC, which is responsible for optimizing the RAN performance. The
RAN should work in the absence of Near-RT RIC. However, with the Near-RT
RIC, the system performance improves, as it can be connected to multiple RAN
nodes, where based on telemetry data from multiple E2 nodes, Near-RT RIC
can optimize the RAN configuration to decrease interference and increase spectral
efficiency.

The Near-RT RIC plays an important role in moving RAN away from cell-based
design towards a D-MIMO architecture, in particular in a CF mMIMO scenario.
In an mMIMO architecture, the number of antennas in an O-RU is high, but the
number of O-RUs connected to O-DU is limited. In the CF approach, the number
of antennas in an O-RU should be limited, but the number of RUs connected to an
O-DU should be large. Each UE will be served by more than one O-RU, whereas
O-RUs serving the UE can be connected to different O-DUs based on the location
of the UE.

The Near-RT RIC based on E2 link capacity is connected to multiple E2 nodes,
as shown in Figure 3.6. In the CF case, multiple O-DUs are connected to a Near-
RT RIC and export the telemetry data of UE measured from multiple O-RUs to
Near-RT RIC via E2 connection. As Near-RT RIC receives data from multiple O-
RUs that can be connected to different O-DUs, it can cluster the O-RUs which
should transmit to a particular UE. Two clustering approaches are considered for
the CF approach:

• Network-centric clustering (NCC), which consists in deploying fixed dis-
joint clusters of APs where the APs in a cluster serve only the UE residing in
their joint coverage area.

• User-centric clustering (UCC), which consists in deploying dynamic (pos-
sibly partially overlapped) clusters of APs based on the requirements of each
connected UE in the system.

By analysing the performances, it is understood that UCC is superior compared
to the NCC. In UCC, O-RUs serving the UE are grouped together based on signal
strength of pilots received by the RU. Each O-RU measures the signal strength
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Table 3.1. Deployment options.

Deployment Description of Inter-DU ORAN
Option the Option Coordination Support

Option 1 The MAP vector is
computed separately for
each O-RU neglecting
the channel between the
user and antennas of
other O-RUs

Absent (all O-RUs
serve only the
users located
within the same
O-DU)

Yes (Option 1
deployment is
supported by current
ORAN architecture)

Option 2 Same as Option 1, only
difference here is that
the edge users are served
through the inter-DU
coordination process

Present (all
O-RUs of the
O-DU serve local
users.
Additionally, the
O-RUs serve edge
users of
neighbouring
O-DUs)

No (Option 2
deployment is not
supported by ORAN
architecture)

Option 3 The MAP vector used
by each O-RU for a
particular user is
computed jointly for all
O-RUs of one particular
O-DU (O-DU level
information)

Absent (all O-RUs
serve only the
users located
within the same
O-DU)

Yes (Option 3
deployment is
supported by current
ORAN architecture)

Option 4 Same as Option 3, but
only difference here is
with inter-DU
coordination interface
present in the
architecture: (i) all
O-RUs of the O-DU
serve local users;
additionally (ii) the
O-RUs serve edge users
of the neighbouring
O-DUs

Present (all
O-RUs of the
O-DU serve local
users.
Additionally, the
O-RUs serve edge
users of
neighbouring
O-DUs)

No (Option 2
deployment is not
supported by current
ORAN architecture)

Option 5 Option 5 may be
implemented by
connecting all O-RUs to
one global O-DU where
the global processing is
performed

No (inter-DU
coordination is
not required
where all the UE
serve by a single
DU)

Yes (ORAN can
support this, but it is
impractical due to high
requirements on the
O-DU hardware
resources (processing,
storage, and network)
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of pilot for a particular UE and sends it to O-DU, which in turn forwards it to
the Near-RT RIC over E2 interface. The Near-RT RIC collects all the telemetry
data from multiple O-RUs that can be from more than one DU. If inter-DU com-
munication is supported, RU clusters can be formed independently of O-RU to
O-DU connection for a particular UE. The cluster information then can be trans-
mitted to the primary O-DU of the UE. This primary O-DU is then responsible
for transmitting and receiving UE data from the clustered O-RUs.

The Near-RT RIC uses signal-to-interference-plus-noise ratio (SINR) of the
pilot from a particular O-RU, O-RU load, and O-DU load to cluster O-RUs for
a particular UE. Location service can also be used to determine the location of the
UE in the network and be considered as a factor for clustering of O-RUs. As pilot
measurement is periodic, the clustering is also done in a periodic manner. ML can
be used to predict the UE movement based on its current SINR and previous SINR
values and, in general, change in the SINR over time. This can help in predicting
the UE movement towards a particular direction which, in turn, can help to cluster
O-RUs serving the UE.

3.2.4.4 Analogue centralized beamforming

The type of D-MIMO system architecture and functional split that can be used
depends very much on the overall system bandwidth. Therefore, on lower bands,
where the bandwidth is limited, it can be feasible to use an electrical-based fron-
thaul technology such as Ethernet. Ethernet provides up to 10 Gb/s rate and can
also provide up to 100 W or electrical power using PoE 802.3 bt type 4 [41]. On
lower frequency bands, the digital processing requirements of each APU are also
reasonably limited.

However, on sub-THz frequency bands, the very wide system bandwidth pro-
hibits the use of electrical cables for the fronthaul, and we must instead use optical
fronthaul connections. It is also not feasible, at least within the early 6G timeframe,
to assume that the APUs will be capable of performing any meaningful digital pro-
cessing on such high bandwidth signals. The APUs need to use low power to remain
small enough for large volume installation, and this is not compatible with extreme
requirements on digital processing.

Therefore, one promising architecture for high-frequency and high-bandwidth
D-MIMO systems is to utilize analogue-radio-over-fibre and is depicted in Fig-
ure 3.7. To keep the APUs operating with low power usage (to reduce the heat dis-
sipation and the resulting size and weight), the APU consists of an optical-add-and-
drop-multiplexer, a photo-detector, a directly-modulated-laser, and some analogue
components related to transmitter and receiver. Using wavelength-division multi-
plexing (WDM), it is still possible to serialize the fronthaul and connect many APUs
to the same physical fibre cable. All digital processing (e.g., precoding and channel
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Figure 3.7. A wide bandwidth D-MIMO system can be implemented using analogue-

radio-over-fibre and WDM.

estimation) is performed in the CPU where the constraints on size and weight are
more relaxed, and a somewhat higher power consumption can be acceptable.

3.2.5 Some Recent Analysis of D-MIMO Scenarios

This section presents some recent results as a first step towards understanding how
to develop a common scalable and frequency-agile architecture for practical D-
MIMO deployments. In the following subsections, the theoretical analysis of a
RadioWeaves deployment followed by the performance comparison of a distributed
versus centralized zero-forcing as well as an analysis of a hybrid precoding is dis-
cussed.

3.2.5.1 RadioWeaves deployment analysis

A preliminary study compared the connectivity in a RadioWeaves, as illustrated in
Figure 3.3, infrastructure with a deployment based on one central “candelabrum”
array with an equal number of antennas [42, 43]. The two deployment scenarios
are shown in Figure 3.8. This analysis has considered 200 simultaneous, randomly
located, users, and different topologies for the RadioWeaves infrastructure. It has
assessed the transmit power requirement needed to guarantee that all users simul-
taneously receive 4 Mbit/s (200 × 4 b/s/Hz spectral efficiency).

The results are reported in [42]. The randomness in the distribution stems
entirely from the randomness of the user locations. A significant gain can be
achieved, that is, with a total transmit power of −20 dBm, the distributed
RadioWeaves deployment on four walls will decrease the probability of not achiev-
ing the targeted throughput on a random location with a factor of 1000 compared
to the candelabrum-based infrastructure operating with 0 dBm total output power.



Distributed MIMO 57

Figure 3.8. Distributed RadioWeaves infrastructure and central “candelabrum” deploy-

ment scenarios [42].

The RadioWeaves deployment achieves this 1000 times increase in QoS with 100
times less transmit power. This is shown in particular with respect to a central array
in a candelabrum topology, which in itself is a quite good case and does create
favourable conditions in a deployment with a central array.

The aim of RadioWeaves technology is to realize its great potential both in
terms of performance metrics and energy efficiency [43]. Algorithm-architecture
co-design is pursued, with specific attention for the bottlenecks in interconnects
and mixed fronthaul-backhaul requirements [34].

3.2.5.2 Beamforming computations and weight distribution

When enough bandwidth is available at the fronthaul, a centralized digital beam-
forming can be applied. The fully digital beamforming is advantageous (compared
to the analogue beamforming) since all the signal processing is done digitally.
This can facilitate a more flexible design by using more degrees of freedom com-
pared to the analogue beamforming introduced in Section 3.2.4 [44]. This section
presents reciprocity-based (UE-centric) interference-aware distributed zero-forcing
(IADZF) method and compares with centralized zero-forcing (CZF). Each dis-
tributed precoding done in clusters/subsets is interference-aware, i.e., it considers
minimizing the power interfering to other clusters.

Let N APs coherently serve K randomly distributed UE in a UE-centric way. For
UE-centric AP clustering (“subset”), the method in [41] has been set by grouping
the APs that provide sufficiently high signal-to-noise ratio (SNR) values with the
best channel quality that contribute at least α%, e.g., 95%, of large-scale fading
coefficients towards the k-th UE.

For the CZF, all APs form a single cluster. This means APs can transmit signals to
any UE, and ZF is done in the central entity. In the distributed zero-forcing (DZF)
case, multiple clusters are formed in a UE-centric way where APs in each cluster
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Table 3.2. Simulation parameters.

Parameter Model Specification

Frequency range (GHz) 28 100

Bandwidth (MHz) 200 5500

Maximum AP transmit power (dBm) 13

Number of subarrays 1

Vertical/horizontal antenna elements 4/8 8/16

Number of UE {20, 40}

Propagation Model 3GPP InH [45]

Area size 100 m × 100 m

Number of blockers 1000

Blocker size Max: 2 m × 3 m, Min: 0.5 m × 1 m

Duplexing TDD with 50% downlink

AP noise figure (dB) 7 10

Overhead ratio 1:3

only serve the UE inside the given cluster. The precoding coefficients are calculated
for each cluster separately. Performance has been evaluated in an indoor scenario
with randomly distributed blockers, for different number of regularly deployed APs
each with M antenna elements and K uniformly distributed single-antenna UE.
The configuration parameters used in the simulations are given in Table 3.2. Perfect
channel estimation and lossless, high capacity fronthaul is assumed. RF imperfec-
tions, hardware impairments, phase noise, and PA non-linearities are omitted from
the scope of this work.

Figure 3.9 demonstrates that IADZF method applied over UE-centric clusters
with α = 95% clustering method can achieve the performance of CZF method, at
which all APs serve each UE for different deployment sizes on sub-THz band. Two
methods converge in relatively dense deployments. Due to the higher path-loss and
weaker signal penetration, SE decreases as frequency increases.

IADZF has been compared with interference unaware TDZF in Figure 3.10
for different cluster sizes, Nk = 1, Nk = 4, α = 95% clustering approach, and
Nk = N , i.e., all AP simultaneously transmit to all UE, operating at 28 GHz. It
has been shown that larger subsets using IADZF method bring more precoding
gain and increase the spectral efficiency (SE). However, if distributed precoders are
interference unaware, increased subset size degrades the performance.

Cumulative distribution functions (CDFs) of SINR values of 20 UE served by
49 APs for different serving cluster sizes, e.g., Nk = 1, Nk = 4, α = 95% cluster-
ing approach, and Nk = 49 are shown in Figure 3.9. It has been shown that more
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Figure 3.9. SE performance comparison of IADZF and CZF for different cluster sizes for

20 UE operating at 28 and 100 GHz.

Figure 3.10. SE Performance comparison of IADZF and interference unaware TDZF for

different cluster sizes for 20 UE operating at 28 GHz.

APs involved in coherent transmission bring higher degree of diversity, hence bet-
ter interference cancellation and performance. Effect of the operating frequency is
negligible for small size of serving AP subsets. Nonetheless, as frequency increases,
APs close to the UE become dominant while distant APs do not contribute much,
which decreases the received signal strength, eventually the SINR. Small clusters
can still provide good enough SE performance on the average, and particularly can
utilize the high bandwidth at high-frequency bands. Another highlight is that more
APs can enable the cell-edge UE, e.g., 5% of the UE, having positive SINR.

Figure 3.12 demonstrates the average SE performance over 40 UE with reference
to different antenna distributions, e.g., N = 64 × M antennas are distributed over
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Figure 3.11. SINR performance for IADZF for N = 49 APs and K = 20 UE evaluated at

(a) 28 GHz and (b) 100 GHz.

Figure 3.12. Performance comparison for collocated (L = 1), partially (L = {4, 16}), and fully

distributed (L = 64) deployments for different operating frequencies for Nk = {1, 4, 64}.

L = {1, 4, 16, 64} locations. It has been shown that semi-distributed (L = 4)
or fully distributed (L = 64) deployments perform similar for single cluster case.
Herein, there is a trade-off between implementation and deployment complexities.
One cluster including all APs in the network can still achieve high SE values by
collocating the antennas (L = 1), but it has higher implementation complexity.
Many but smaller subsets (Nk = {1, 4}) are easier to implement joint processing;
however, more scattered deployment is necessary for good enough performance.
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3.2.5.3 Hybrid precoding in cooperative mmWave scenarios

The BS coordination schemes in mmWave networks that allow multiple streams
to be transmitted jointly from multiple BSs are investigated by taking hardware
and channel characteristics into account. Users are being served using spatial multi-
flow and implements successive interference cancellation to decode the data streams
sequentially.

In such a scenario, a downlink multi-cell and multi-user mmWave network with
M multi-antenna BSs and K single antenna users are considered. It is assumed that
hybrid precoding architecture is used at the BSs, to achieve high spectral efficiency
with reduced hardware power consumption compared to that of the fully digital
precoding, due to the reduced number of RF chains [46]. The number of antennas
at BS is denoted by Nm and the number of RF chains Lm. Depending on the num-
ber of phase shifters, the fully connected hybrid precoding architecture requires
each RF chain connected to all antennas and the partially connected hybrid pre-
coding architecture connects each RF chain to a subset of the antennas [47]. In
addition, it is assumed that the sum power consumption of all BSs is divided into
the hardware power consumption, including the phase shifters and the DACs, and
the RF transmit power.

The objective is to minimize the sum power consumption such that the per-
user minimum spectral efficiency, the per-BS maximum power constraint, and the
hybrid precoding constraint are guaranteed. A sub-optimal algorithm by decou-
pling the optimization problem into an analogue precoding problem is proposed
that only depends on the channel information, and a digital precoding problem
that minimizes the sum power consumption by solving a semi-definite program.
The proposed hybrid precoding algorithm jointly associates users to the BSs, finds
the optimal BS silence strategy with minimum power, and enables us to jointly
serve a user by multiple BSs. For the detailed system model and algorithm, cf. [48].

In Figure 3.13, the sum RF transmit power and the sum power consumption
against the number of BSs are shown. In the scenario of this simulation, for each
architecture, results based on all BSs being active are compared to the optimal case
when the silent mode is enabled. Network parameters are as follows:

Description Parameter Value
Number of antennas Nm 64
Number of users K 4
Number of RF chains per BS Lm 4
PS power consumption PPS 40 mW
DAC power consumption PDAC 200 mW
RF chain power consumption PRF 40 mW
Target spectral efficiency per user τ k 4 bit/s/Hz
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Figure 3.13. (a) Sum RF transmit power and (b) sum power consumption versus the

number of BSs.

In Figure 3.13(a), the result shows that network densification and cooperative
transmissions lead to a better chance for a user to be served by BSs with good
channel conditions, thus, requiring less RF transmit power to achieve a target spec-
tral efficiency. In Figure 3.13(b), for M > 4, the partially hybrid precoding starts to
consume less sum power than the fully hybrid precoding, since the hardware power
increase has less effect on the sum power consumption than that of the fully hybrid
precoding. Also, Figure 3.13 shows that the power consumption difference between
the optimal case and the sub-optimal case is small. It is worth noting that the total
power consumption depends on the power consumption of the phase shifters, RF
chains and the DACs, and the power scaling in the silence mode. Setting a low
value for the hardware power consumption will give advantages to the all-active
case and, thus, reducing the difference between the case of all-active and the case of
the optimal silence mode. This parameters setting is based on the carrier frequency
at 28 GHz. When higher frequencies are considered, the available transmit power
will be further limited. Thus, the proportion of the hardware power will most likely
increase, and the advantage of silence mode may be more prominent.

3.3 Integrated Access and Backhauling

The main aim in the IAB network architecture is to facilitate the dense deployment
of the modern network architectures without the need for a fibre connection to
each BS, by using the same spectral resources and infrastructures to serve both UE
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in access as well as the BSs in backhaul [50]. IAB networks reduce deployment costs
by replacing expensive wired backhaul to each cellular BS and do not cause massive
degradation compared to all-wire network in realistic scenarios, as validated in [49].
Thus, it is expected that IAB architecture will be part of any advanced cellular
RAN infrastructure lacking fibre connectivity to the RUs, but in particular for a D-
MIMO architecture, IAB could be the efficient solution to the backhaul/fronthaul
challenge. The D-MIMO infrastructure is expected to have many links connecting
the CU and DU to multiple RUs covering the designated area. For such a case, IAB
can provide a cost-effective connectivity.

Specifically, if bandwidth is not the primary constraint, as for example in early
deployment and at sub-THz frequencies, IAB can be an efficient approach to main-
tain flexibility and efficient deployment. Moreover, IAB offers an advanced and flex-
ible solution with multi-hop communications, dynamic resource multiplexing, and
a plug-and-play design for low-complexity deployments. Additionally, the higher
spatial reuse due to directivity in mmWave band and multi-beam systems and
MIMO reduces cross-link interference between backhaul and access links allow-
ing higher densification [49, 51].

Figure 3.14 shows a general IAB scenario, where the access and the backhaul
of each BS need to share the same resources. BS1, master BS (MBS), is directly
linked to the core network, CN, (e.g., by fibre backhaul), while BS2 and BS3
(secondary BS, SBS) use in-band backhauling [50]. In the network, there are con-
straints applied to all BSs and UE, notably, UE can see at least one BS. Besides,
BS2 and BS3 can communicate with each other, while all BSs work in the TDD
manner, i.e., either in transmit or receive mode in each time slot. In any case, one
UE is served by only one BS in receive mode in each time slot, i.e., antenna/AP
selection is used as the most primitive form of D-MIMO. One BS allows multiple
access links in one time slot using different frequency resources. Note that this will
increase the cost of link when scheduled and routed.

Backhaul Backhaul
Access

Access

Access

Access

BS#2 (SBS) BS#3 (SBS)

BS#1 (MBS)
Core

Fibre Backhaul

Figure 3.14. 5G Self backhaul-integrated access and the backhaul concept.
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In this section, the efficient AP selection combined with access and back-
haul scheduling in a TDD system where backhaul/fronthaul share resources is
investigated.

3.3.1 IAB in 3GPP

To provide high data-rate requirements for backhauling a 6G BS, mmWave and
sub-THz bands are expected to be used. In this case, backhaul links could be
vulnerable to blockage, e.g., due to moving objects, seasonal changes (foliage), or
infrastructure changes (new buildings). Thus, from a resilience perspective, it is
important to ensure that an IAB node can continue to operate (e.g., provide cov-
erage and end-user service continuity) even if an active backhaul path is degraded,
lost, or even overloaded and failed. For this purpose, 3GPP has agreed on dynamic
topology for IAB networks to autonomously reconfigure the backhaul network
to achieve optimal backhaul performance under the above-mentioned circum-
stances [52], by supporting the autoconnection of an IAB node, network topology
adaptation, and redundant connectivity. Moreover, the architecture is scalable, so
that the number of backhaul hops is only limited by network performance (single
and multi-hop backhauling are supported) [53].

In 5G NR IAB architecture, the network nodes are split into two types, namely:
IAB-nodes and IAB-donors. Multiple IAB-nodes use wireless backhaul, and IAB-
donors have fibre connectivity towards the CN. IAB-nodes and IAB-donors can
serve UE and other IAB-nodes. Each IAB-node hosts two NR functions [49]:

1. Mobile termination (MT): for the wireless backhaul connection towards an
upstream IAB-node or IAB-donor.

2. DU: for the access connection to the UE or the downstream MTs of other
IAB-nodes.

Depending on using an AP or a BS (according to the definition provided in
the previous section), a functional split of the radio protocol stack could be imple-
mented with the control and upper layers in the IAB-donor CU, and the lower
layers in the DUs of the IAB-nodes.

There is ongoing research regarding path selection techniques for 5G NR IAB
networks. Different path selection techniques using a distributed approach are pre-
sented in [54], and the investigation of the performance in terms of hop count and
the bottleneck SNR is analysed in [54, 55].

IAB adds new challenges in the task of scheduling to allocate resource between
the access and the backhaul in IAB-node. Moreover, in a dense city where
uplink/downlink traffics are constantly changing, scheduler with a fixed resource
allocation could prevent the 5G network to realize its full potential.
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Features of the scheduler task in the 5G IAB network is reviewed in [55], where
the scheduling problem is split into two sub-problems and the ML task is defined
for each sub-problem, namely, for the network access and the network backhaul.
Finally, a smart scheduling solution based on deep learning is presented to address
the problems above.

3.3.2 IAB Versus Fibre

In this section, the IAB network performance is discussed, and the evaluation
of its performance in comparison with those achieved by hybrid IAB/fibre-
connected networks using a finite homogeneous Poisson point process (FHPPP)-
based stochastic geometry model, i.e., a Poisson point process (PPP) with a constant
density, with random distributions of the IAB nodes as well as the UE inside a finite
region is presented [56–58].

Figure 3.15 shows the service coverage probability of the IAB networks with
those obtained by the scenarios having a fraction of fibre-connected SBSs, as

Figure 3.15. (left) Fibre-backhauled networks. (Right) Service coverage probability as a

function of percentage of fibre-backhauled SBSs.

Table 3.3. Simulation parameters.

Parameter Value

Carrier frequency 28 GHz

Bandwidth 1 GHz

Path loss exponents [LoS, NLoS] = (2, 3)

Main lobe antenna gains [MBS, SBS, UE] = (24, 24, 0) dBi

Side lobe antenna gains [MBS, SBS, UE] = (−2, −2, 0) dBi

Antenna powers [MBS, SBS, UE] = (40, 24, 0) dBm
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well as the cases without SBSs (refer to Table 3.3 for main simulation parame-
ters). Figure 3.15-left compares the performance of IAB and fibre-connected net-
works, in terms of service coverage probability, i.e., the probability of the event
that the minimum target rate requirements of the UE are satisfied. Moreover,
Figure 3.15-right shows the network service coverage rate as a function of the frac-
tion of fibre-connected SBSs and characterizes the system performance with the
cases without SBSs.

This is motivated by the fact that some of the SBSs may have easy access to
fibre. Here, it is assumed fibre-connected SBSs to be randomly distributed in the
considered network area. It is observed that for a wide range of parameter settings,
the IAB network can effectively provide the same levels of network service coverage
probability as that of fibre-backhauled network with relatively small increase in the
number of deployed IAB nodes.

Such a small increment in the number of IAB nodes leads to several advantages:

• Increased network flexibility: In contrast to fibre-backhauled networks,
where the APs can be installed only in the places with fibre connection, the
IAB nodes can be installed in different places if they have an acceptable con-
nection with their parent nodes. This increases the network flexibility and
the possibility for topology optimization remarkably.

• Reduction in network cost: An SBS is much lower in cost than laying fibre.
Also, different evaluations reveal that, for dense urban/suburban areas, even
in the presence of dark fibre, the IAB network deployment reduces the total
cost of ownership.

• Reduction of time-to-market: Due to the required regulatory permissions,
digging, and construction time, laying fibre typically takes a long time. In
such cases, IAB can help to install new BSs/radio sites quickly.

3.3.3 Coordinated Mesh-based IAB

In a more general form, all BSs together form a backhaul/fronthaul mesh. Note
that at this point, no assumption is made on the traffic to be routed to the core,
i.e., the functional split between BS and core. Up to this point, this is abstracted in a
cost-metric, which can be changed depending on beamforming capability, channel
model, and deployment.

The overall problems to be solved are:

• Which AP should a UE connect to?
• In which time-slot should it be scheduled?
• Which route should the traffic be routed through fronthaul/backhaul mesh?
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Core Network

Type A (Tx in odd �me)

Type B (Tx in even �me)

BS (to core net.)

BS (not to core net.)

UE

Figure 3.16. UE and BS/AP grouping in odd and even time slots, prior to routing opti-

mization.

Given a cost metric (e.g., number of hops to core and throughput), the problem
can be divided into time slot allocation and shortest-path optimization. Time slot
allocation is illustrated in Figure 3.16, which shows how BSs and UE are grouped
as part of optimization process.

For a given grouping of nodes (odd and even time slots), the second problem to
be solved is between which nodes traffic should be sent. From which UE to which
AP, and if an AP needs to transport traffic to the core, which backhaul/fronthaul
links should be used?

Both problems need to be solved jointly, and exhaustive search becomes already
prohibitively complex for small networks. Thus, a greedy algorithm was developed,
which has a complexity that is linear in the number of UE.

3.3.3.1 IAB coverage analysis

As discussed in Section 3.2, the traditional cellular network will probably evolve to
a kind of D-MIMO scenario, where it is likely to use APs with large distributed
antenna arrays. The potential offered by IAB techniques can be very helpful in
this regard by alleviating the fronthaul problem and by reducing the deployment
cost in massive BS densification scenarios compared to the fibre deployment, which
requires a noteworthy initial investment for installation.

Motivated by the presence of very wide bandwidths at mmWave carrier fre-
quencies and above, IAB networks allow the operator to use part of the spectrum
resources for wireless backhauling [53]. In 3GPP NR, IAB network configurations
allow to provide flexible low-cost wireless backhaul using 3GPP NR technology
in international mobile telecommunication (IMT) bands and provide not only
backhaul, but also the cellular services in the same node. This will be a complement
to existing microwave point-to-point backhauling in suburban and urban areas.
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3.3.3.2 Genetic algorithm-based topology optimization for IAB

Due to the increase of network size in dense areas, which is the main point of
interest in IAB networks, finding solutions for optimal network topology/routing
is important. Since such optimization problem is very complex, an exhaustive
search over all possible deployment options quickly becomes infeasible. This moti-
vates a potentially suboptimal ML approach, which gives effective (sub)optimal
solutions with reasonably satisfactory implementation complexity. Particularly, a
genetic algorithm (GA)-based scheme to optimize the BS locations and non-IAB
backhaul link placement is proposed. The details of the proposed scheme can be
found in [59].

Unlike the non-IAB backhaul-connected networks, IAB networks may be prone
to environmental effects, especially due to the blockage in dense urban environ-
ments and the tree foliage in sub-urban environments. It should also be noted that
although IABs’ main point of interest is dense urban areas, it has the capability to
be deployed in suburban areas as well.

The evaluation of the blockage effect in urban areas and tree foliage on the net-
work performance of an IAB network in suburban areas with random deployment
and GA-optimized non-IAB backhaul link distribution is presented in Figure 3.17.
Here, the results are presented for different rate requirements of the UE for the
access links with path loss exponents 3 and 4 for LoS and NLoS propagations, and
main lobe antenna gains of 18, 18, and 0 dBm for MBS, SBS, and UE, respec-
tively. Particularly, Figure 3.17 (left) shows the service coverage probability con-
sidering the PPP-based germ-grain blocking model, while in Figure 3.17 (right)
presents the results for the average hop distance of 450 m which corresponds to
SBSs density of 8 km−2 in a suburban area. In Figure 3.17 (left), the MBS, SBS,
and UE transmit powers are as Pm, Ps, Pu = (40, 24, 0) dBm, and in Figure 3.17
(right) the tree density are λM, λS, λU = (2, 50, 500) km−2.

Figure 3.17. Service coverage probability of the IAB network; (left): as a function of the

blocking density; (right) as a function of tree density.
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Based on Figure 3.17, the following conclusions can be derived:

• The GA-based optimized network deployment shows considerable resilience
to blockage and tree foliage, compared to the unoptimized random
network.

• The service coverage probability in suburban area with a random IAB net-
work deployment is considerably affected by the tree foliage loss. This is
especially witnessed when the tree density is increased. However, with the
introduction of GA-based optimization on selecting the appropriate non-IAB
backhaul link distribution, a resilience to the tree foliage is observed.

In general, IAB robustness is hard to predict in the presence of tree foliage due
to the influence of characteristics of the trees/vegetation on the link quality. Partic-
ularly, the link quality may vary due to the number of wet trees, snow on the trees,
leaf percentage in different seasonal changes, and wind. However, it can be con-
cluded that proper network planning can reduce the adverse effects on IAB, even
though it is prone to medium/highly densified tree foliage in suburban areas. More-
over, mmWave IAB in areas with low/moderate amounts of tree foliage is expected
to perform well.

3.4 Reconfigurable Intelligent Surfaces

Research in MIMO and D-MIMO context can be linked with another technol-
ogy, i.e., RIS adoption. RIS adoption in telecommunications is a novel technology
foreseen as one of the key enablers of the 6G mobile networks.

RIS is a two-dimensional surface of engineered material whose properties are
reconfigurable rather than static, and with RIS, it is possible to shape how the sur-
face interacts with wireless signals, enabling the wireless propagation environment
to be fine-tuned [60]. The surface can include mainly passive elements without
doing digital processing or any signal amplification. Nonetheless, some RIS sur-
faces can have relaying capability providing signal amplification. Moreover, RIS
can have active elements that can enable digital signal generation, i.e., it can be
interpreted as a sort of extra-large mMIMO.

RISs are low-cost and limited-power devices that can redirect, in a pro-
grammable fashion, the impinging waves towards the desired directions. Hence,
providing control on the propagation environment in turn becomes an optimiza-
tion variable to enhance communication link performance [13, 61]. RIS is suit-
able for a number of use cases, such as performance boosting, electromagnetic
field exposure minimization, localization, and sensing [62]. Moreover, proposed
RIS applications in the recent literature cover several application scenarios under
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different assumptions. These scenarios can be categorized as [13]:

• RIS-enhanced cellular network, where RIS is used to establish the link
between the users located in a blind spot and the BS. Thus, the QoS in Het-
Nets and the latency performance in mobile edge computing (MEC) net-
works are improved [63] or can act as a signal reflection to support massive
connectivity via interference mitigation in device-to-device (D2D) commu-
nication networks, or to strengthen the received signal power of cell-edge
users and mitigating the interference from neighbour cells [64].

• RIS-enhanced unmanned systems, where RIS can be leveraged for enhanc-
ing the performance of unmanned aerial vehicle (UAV)-enabled wireless net-
works [65], cellular-connected UAV networks [66], autonomous vehicular
networks, autonomous underwater vehicle (AUV) networks, and intelligent
robotic networks by fully reaping the aforementioned RIS benefits.

• RIS-enhanced Internet of Things (IoT), where RIS is exploited for assisting
intelligent wireless sensor networks, e.g., in intelligent agriculture and intel-
ligent factory scenarios [67, 68].

In this section, first a proposed architecture based on introducing logical com-
ponents for the control and orchestration of the RIS operation is discussed. Then,
an analysis on the influence of the RIS position and orientation on its overall per-
formance is presented, followed by discussions on two specific RIS scenarios, i.e.,
cascaded multi-RIS scenario and RIS-assisted UAV system.

3.4.1 Proposed Architecture for Efficient RIS Deployment

RIS can be organized for adaptive network configuration and orchestration depend-
ing on scenarios and application needs [13, 61]. The integration of RIS in the
RAN foresees additional logical components, interacting with each other and with
the legacy components, to enable integration and orchestration of such devices.
A proposed architecture and corresponding components for the RIS-aided control
in the RAN are depicted in Figure 3.18, where the following components are rep-
resented [68]:

• RIS: the RIS itself is the reflecting intelligent surface based on technolo-
gies such as reflect-array or meta-material. RIS devices are typically con-
stituted by a grid of discrete unit cells spaced at sub-wavelength distance.
The electromagnetic (EM) response of each unit cell can be controlled in a
programmable manner by altering several EM response parameters, such as
phase, amplitude, polarization, and frequency. Moreover, recently proposed
RIS hardware designs are providing the surface with channel sensing capa-
bilities [69, 70]. Each RIS deployed in the network is associated with a RIS
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actuator that controls the RIS surface within a time granularity in the order
of 10–100 ms.

• RISA (RIS actuator): the logical entity in charge of actuating the commands
received from the RISC (RIS controller, refer to the definition below) and
translate them in the configurations of the RIS, i.e., reflection properties of
the surface. RISA can provide feedback to the RISC, e.g., in case of sens-
ing capabilities at the RIS to provide the network with additional context
information. The envisioned time granularity of the RISA is in the order of
1–20 ms.

• RISC (RIS controller): the controller associated to a RIS actuator that gen-
erates the logical commands associated with the switching between different
states/configurations of the RIS elements (e.g., predefined or custom phase
shifts configuration at the RIS). The RISC can embed third-party smart algo-
rithms to derive the desired RIS configuration to be applied. Alternatively, the
configuration can be setup based on received commands from other elements
of the network. In the former case, the RISC takes care of the optimization
of the RIS surface autonomously to form other network optimization oper-
ations, whereas in the latter case, the RISC behaves as an interface that con-
trols the RIS based on external instructions, e.g., if the RIS configuration is
optimized jointly with other network optimization operation. A RISC time
granularity in the order of 20–100 ms is envisioned.

• RISO (RIS orchestrator): a logical component placed at a higher hierarchi-
cal level, to serve the role of orchestrating multiple RISCs in the network.
Depending on the application, the time granularity of the RISO is expected
to be in the order of 100–1000 ms.

As it is presented in Figure 3.18, there is a one-to-one correspondence between
RIS and RISA. The RISA, RISC, and RISO can be virtualized, abstracted, and
deployed into edge or central clouds, while physical devices (RF) shall be placed on
site. The RISA operates directly on the RIS devices through the general interface
called Open Environment that would accommodate heterogeneous RIS technol-
ogy. Still depending on the RIS technology, different functions can be placed in the
RISA to accommodate different RIS technologies, e.g., CSI feedback in the case of
sensing capabilities at the RIS, etc. Therefore, the RISA provides an open interface
to integrate heterogeneous RIS devices capabilities.

3.4.2 RIS Position and Orientation Influence on the
Performance

As a challenge in the RIS-assisted scenarios, the quality of the communication is
expected to depend strongly on the RIS placement in a RIS-aided link. This is
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Figure 3.18. Proposed components and architecture for RIS control and orchestration.

because the path-loss changes with the relative distance of the RIS from the BS,
the user, and their relative orientations. Therefore, the position and orientation of
the RIS, with respect to the location of the BS and the user, need to be taken into
account [71, 72].

Figure 3.19 shows an indoor scenario where the direct LoS link between the BS
and the user is interrupted. The angular relation between the orientation of the
RIS, the transmitted signal to the RIS, and the reflected signal is also clarified. The
optimal RIS placement refers to the topology that guarantees a minimum threshold
for the received power, for every possible location of a mobile user within the area
of interest. To understand the impact of the RIS position and orientation on the
received power, it would be instructive to investigate how the RIS captures the
incident power and how it redistributes it in space. With respect to the incident
beam, the power captured by the RIS depends on the illumination conditions,
i.e., whether it is fully illuminated (therefore capturing only a part of the incident
beam) or partially illuminated (capturing the entire incident beam). With respect
to the reflected beam, assuming that the RIS is lossless, the total power of the beam
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Figure 3.19. Indoor RIS-aided link system model: (a) LoS communication link interruption;

(b) relative angles between the BS, RIS, and the user equipment.

reflected by the RIS is the same for all possible UE positions. However, the received
power is determined by the local power density of the reflected beam (not the total
beam power) and, therefore, beam spreading that causes the beam peak power to
drop will have a direct impact on the received power.

A set of simulation results for the spatial distribution of received power as a
function of user equipment position in ideal alignment is presented in Figure 3.20.
Here, Figure 3.20(a) and (c) shows the received power as a function of the UE
position in the absence of misalignment, while Figure 3.20(b) and (d) shows cross
section at z = 3 m for the cases marked at Figure 3.20(a) and (c) with steering
angles at 0◦, 20◦, and 40◦. Furthermore, the cases in Figure 3.20(a) and (b) repre-
sent the fully illuminated case, whereas Figure 3.20(c) and (d) shows the partially
illuminated case. The contour lines represent the locus of user equipment posi-
tions, where the same received power can be achieved for each individual case. This
is shown in Figure 3.20(a) and (c) for all possible user equipment positions within
the illustrated area. The solid lines represent three chosen steering angles, namely
steering angles at 0◦ (blue), 20◦ (orange), and 40◦ (yellow), and the dashed line
marks their values at distance z = 3 m from the RIS (denoted with the short black
line in the top). The contour lines represent the locus of user equipment positions
at which the same received power can be achieved for each individual case. The spa-
tial distribution of the received power for the chosen angles along the dash-line is
shown in detail in Figure 3.20(b),(d). It is observed that, with increasing RIS to UE
elevation angle, the beam spreading becomes more severe, resulting in the reduction
of the beam’s peak power and, consequently, of the received power (in case of ideal
alignment the user equipment is located at the peak of each distribution).
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Figure 3.20. (a), (c) Spatial distribution of the received power as a function of the user

equipment position in case of ideal alignment; (b), (d) cross sections at z = 3 m for the

given steering angles; while (a) and (b) represent the fully illuminated case and (c) and

(d) the partially illuminated case.

In the light of the above analysis, it is observed that the optimal RIS placement
depends on both the RIS orientation and the illumination conditions and can be
formulated in terms of the coverage provided by the RIS (or RIS efficiency).

As an example, the RIS orientation efficiency is shown in Figure 3.21 in terms
of coverage and as a function of the orientation angle, i.e., the angle between the
top wall and the RIS normal, as shown in the inset. While both BSs are equidistant
from the RIS, the RIS orientation angle θo modifies the angle θAP, with direct con-
sequences on the room coverage. Figure 3.21(a) represents the fully illuminated case
with BS antenna gain equal to 35 dB, whereas Figure 3.21(b) shows the partially
illuminated case with AP antenna gain equal to 55 dB. For the fully illuminated
case shown in Figure 3.21(a), the received power is proportional to cos(θAP). As a



Reconfigurable Intelligent Surfaces 75

Figure 3.21. RIS orientation efficiency versus its orientation angle θo. (a) Fully illuminated

RIS (35 dB BS antenna gain) and (b) partially illuminated RIS (55 dB BS antenna gain), for

the indoor scenario shown in (c).

result, the efficiency of the first BS is higher than the efficiency of the second BS
when θAP1 < θAP2 (i.e., for θo → 10◦), and vice versa. The two efficiencies become
equal when θAP1 = θAP2, which occurs when the RIS normal points towards the
opposite corner of the room (bottom left corner). On the other hand, for the partial
illumination case shown in Figure 3.21(b), the efficiency increases with the increase
of θAP, because the beam footprint on the RIS becomes larger (acquires elliptical
shape), in turn inducing weaker beam spreading and stronger peak power. In this
case, the efficiency of AP1 is higher than the efficiency of AP2 when θAP1 > θAP2

(i.e., for θo → 90◦), and vice versa. Again, when θAP1 = θAP2, the efficiency for
both AP positions is equal. The solid and dashed lines illustrate the room coverage
for the first and second BSs, respectively (dAP = 6.4 m for both cases). The power
thresholds examined in each case are depicted with the color-coded lines.



76 Towards Versatile Access Networks

In conclusion, the RIS efficiency depends on its (a) position, (b) orientation,
and (c) size relative to the size of the incident beam’s footprint. In case of a fully
illuminated RIS, the received power is proportional to cosine of the incident sig-
nal, which translates in decreased efficiency when the incident angle increases, and
vice versa. The opposite occurs in the partially illuminated case, where increasing
the incident angle leads to wider incident beam-footprint, in turn to weaker beam
spreading, higher peak power and, consequently, to higher received power at the
user equipment and therefore higher efficiency.

3.4.3 Cascaded Multi-RIS Scenarios

In case, the blind spot problem cannot be resolved using a single RIS (as, e.g., the
LoS from the RIS to any of BS or the user is missing), then multiple-RISs can be
used to provide uninterrupted connectivity between the BS and the user [73–75].

Multi-RIS can enable several novel functionalities, including, but not limited to,
blockage avoidance, routing, coverage expansion, and beam splitting. An example
scenario is a multi-RIS-empowered outdoor THz wireless systems discussed in [74]
(Figure 3.22).

The result of a statistical characterization of the multi-RIS outdoor THz links
and the associated performance gains, e.g., outage probability of the link as a func-
tion of RISs sizes and distances, are discussed in [73, 74]. These references analyse
the impact of turbulence on the outage performance of multi-RIS-empowered THz

Figure 3.22. Cascaded multi-RIS-empowered THz wireless model.
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Figure 3.23. Outage probability for a link consisted of two RIS at distances d1 and d2.

wireless systems in the absence of misalignment and hardware imperfections for a
double RIS link setup. Figure 3.23 shows the outage probability of the link as a
function of d1 and d2, which are the distances to the first and from the first to the
second RIS. Moreover, σR1 and σR2 are defined as

σ 2
Ri

= 1.23C2
n

(
2π

λ

)7/6

d11/6
i

with λ is the wavelength and C2
n is the reflection index structure parameter [73, 74].

As expected, for a fixed d1, as d2 increases, σR2 increases; thus, an outage per-
formance degradation is observed. Similarly, for a given d2, as d1 increases, σR1

also increases, i.e., turbulence intensity increases, in turn, the outage probability
increases. Finally, from Figure 3.23, we observe that for a given transmission dis-
tance, d1 + d2, the worst outage performance is observed for d1 = d2.

3.4.4 RIS-assisted UAV Systems and Performance Analysis

As it was mentioned in the introduction of Section 3.4, one potential application
of RIS is in enhancing the performance of UAV networks. Most existing analysis of
the RIS-assisted UAV wireless systems, however, assumes that the RIS-UAV link is
not directional. This results in neglecting the adverse effects of UAV disorientation
and/or misalignment of the RIS-UAV beam. However, as the operating frequency
and thus the directionality of links increase, even small disorientations and/or mis-
alignments may adversely affect the performance of the RIS-assisted UAV wireless
system. Aside from the joint effects of disorientation and misalignment, another
important performance-limiting factor in high-frequency communications is the
effect of transceiver hardware imperfections.
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Figure 3.24. RIS assisted UAV scenario.

The performance analysis of RIS-assisted UAV wireless systems that accounts
for the impact of different propagation environments, UAV disorientation and/or
misalignment of the RIS-UAV beam, and the transceivers RF front-end imperfec-
tions is presented in [73]. Motivated by this, in this section, a contribution in this
area is presented [76].

Figure 3.24 shows a RIS-assisted UAV scenario in which a BS (or a UE) com-
municates with a UAV via a RIS. For the sake of analysis, it is assumed that no
direct link can be established between the BS and the UAV, due to blockage. It is
assumed that the UAV is in a hover state, where both the position and orientation
of the UAV are not completely fixed. In this case, both the BS and the UAV are
equipped with single antennas, while the RIS is equipped with multiple antennas.

Figure 3.25 demonstrates the joint impact of hardware imperfections and fading
on the outage performance of RIS-assisted UAV wireless systems, where the outage
is plotted as a function of the transmitter and UAV receiver error vector magnitudes,
κs and κd , for different values of threshold [76]. In this case, κs = 0 indicates that
the BS is equipped with ideal RF front-end. Similarly, κd = 0 means that the UAV
is equipped with ideal RF front-end. Hence, the (κs, κd ) = (0, 0) point represents
the case in which both the S transmitter and UAV receiver are ideal. As expected,
for given threshold and κs, as κd increases, the outage also increases. Similarly, for
fixed threshold and κd , as κs increases the outage performance degrades.

3.5 Multi-Access Connectivity

The 5G CN supports integration of non-3GPP access networks via interworking
functions that provide a secure connection for the UE accessing the 5G CN over
non-3GPP access networks. Such integration enables a UE to establish multiple
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Figure 3.25. RIS-assisted UAV link outage probability against imperfect link parameters.

sessions to receive and send data traffic over 3GPP access and/or non-3GPP access.
In other words, the UE can have simultaneous connectivity over 3GPP and non-
3GPP access networks.

The procedure that steers a UE traffic onto available access networks and enables
multi-access connectivity for a single UE is termed as Access Traffic Steering,
Switching and Splitting (ATSSS) aka AT3S, by 3GPP [77]. AT3S framework
promises to have a great importance for beyond 5G and 6G networks to enable
ubiquitous connectivity and service continuity aspects by utilizing all available net-
works including 3GPP and non-3GPP access networks.

Current framework defined for AT3S by 3GPP has several steering modes,
such as active-standby, smallest delay, throughput aggregation, load balancing,
redundant, and priority based, and can use multi-path transmission control pro-
tocol (MPTCP) to send data through different available network interfaces. The
widespread availability of HetNets and the enablement of multi-access connectivity
from a single UE to the available access networks increase the complexity level of
access traffic routing and resource management for beyond 5G and 6G networks.

An improved version of the 3GPP AT3S framework, called enhanced AT3S
(eAT3S), is proposed that uses multi-wireless access technology (multi-WAT)
telemetry in an xApp within the ORAN RIC framework to add near-RT
RAN control of the AT3S policies behind the user plane function (UPF) [78].
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Accordingly, the telemetry and performance measurement values may be used to
configure how the traffic splitting shall be performed, e.g., to estimate the propor-
tion of traffic that shall be sent over the different access traffic flows to achieve a
particular objective. The implementations presented in this section are done on a
5G Wi-Fi 6 constellation; however, the learnings are relevant for beyond 5G evo-
lution towards 6G.

The 3GPP system architecture specifies that the AT3S can support two steer-
ing functions: a high-layer steering function, based on the MPTCP protocol, and
a low-layer (LL) steering function based on the AT3S function (AT3S-LL). Each
steering functionality in the UE enables traffic steering, switching, and splitting
across 3GPP access and non-3GPP access, in accordance with the AT3S rules pro-
vided by the network. Regarding MPTCP, the UPF may support MPTCP Proxy
functionality on the network side. This capability interacts with the MPTCP func-
tionality in the UE by using the MPTCP protocol.

Standard TCP connections are identified by a four tuple, which includes the
source and destination IP addresses and source and destination ports, whose pack-
ets are sent through a single link. In the case of MPTCP, defined in RFC 6824 [79],
several paths (called sub-flows) are aggregated to create one connection. The pro-
tocol includes operations to handle when and how to add or remove paths, to be
compatible with legacy TCP hardware (e.g., firewalls may reject TCP connections,
if the sequence numbers are not successive) and to define a fair congestion control
strategy between the different links and the different hosts.

MPTCP allows the use of different packet scheduling schemes, which select
the sub-flow that will forward the next packet. These schedulers may have
been designed for different purposes, such as throughput aggregation, reliability
improvement, and latency reduction. In particular, the MPTCP implementation
available at [80] includes three main packet schedulers:

• A default MPTCP scheduler, which selects the sub-flow with the shortest
smooth round-trip time (SRTT) estimated delay, which may be useful for
time critical services.

• A redundant scheduler, which forwards each packet through all the sub-flows
to achieve redundancy and, thus, increase reliability. Since the packet received
first is processed, it also achieves low latency.

• A round-robin scheduler, which transmits packets over the different sub-flows
according to a fixed cyclic schedule. Since the different sub-flows forward
different data, it achieves throughput aggregation.

These concepts are implemented and can be tested in a virtualized testbed [81,
82]. A framework built on virtual machines (VMs) that incorporate numerous
network interfaces as though they were the various radio access technologies has
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Figure 3.26. Virtualized multi-connectivity testbed [82].

been developed to evaluate these goals. This virtual testbed is publicly available
at [82] and is depicted in Figure 3.26. In this framework, one of the VMs acts
as customer premises equipment (CPE) that connects to another VM that acts as
a proxy, which is located behind the 5G CN. Both the CPE and the proxy use
an MPTCP-enabled kernel [80]. One (or more) client VMs attached to the CPE
connect to a server behind the proxy, and a tunnel is used between the CPE and
the proxy so that all traffic is transmitted using MPTCP. The main results of the
evaluation of the three different schedulers are included in [78, 81]. The repository
also includes a version of the testbed which connects non-3GPP networks (such as
Wi-Fi 6 and LiFi) through the non-3GPP interworking function (N3IWF) using
the free5gc platform.

Between the CPE and the MPTCP proxy, an L2 tunnel is created that enables
transparent L2 traffic transit over various WATs. Since the traffic from this L2 tun-
nel is sent via MPTCP, all traffic passing through the CPE (such as that sent by
clients connected to the CPE) is also done and is therefore scheduled using the
MPTCP scheduler that has been chosen. Additionally, by establishing many L2
tunnels to various proxies, the CPE can change the packet scheduler in real time
without disrupting the TCP (MPTCP) connection.

Based on this testbed, several demonstrators have been implemented [81].
Figure 3.27 shows one of these multi-connectivity testbeds that include 5G NR
and Wi-Fi 6 as wireless access technologies. The adoption of MPTCP for the multi-
access framework allows the performance of seamless vertical handover, since the
schedulers will consider only the links that are available. The tests have shown that
the data transportation also is resumed when an interface is recovered. Using these
demonstrators, three aggregation modes have been tested, i.e., capacity aggrega-
tion mode, delay sensitive aggregation mode, and reliability aggregation mode [81].
These modes are described in the following subsections.

Capacity aggregation mode: For use cases requiring the highest user data rate,
like enhanced mobile broadband (eMBB), the capacity aggregation mode might be
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Figure 3.27. 5G NR, Wi-Fi multi-connectivity testbed.

Figure 3.28. Sample results from the scheduler implemented in [81] using 5G NR and

Wi-Fi 6.

beneficial. To achieve the maximum aggregate throughput, a variant of the weighted
round-robin (WRR) scheduler (available at [79]) is implemented [81]. This WRR
implementation allows to dynamically assign the number of turns (or weights) for
each available network interface within a round.

The benefit of using this approach is twofold. On the one hand, the operator is
able to adjust what proportion of traffic will be served by each radio technology.
The proper assignment of the weights can lead to achieve the maximum aggregate
throughput. Figure 3.28 shows an example in which the testbed reached 350 Mb/s
with 5G and 1.4 Gb/s with Wi-Fi 6. As it can be observed, by using the proposed
scheduler, it is possible to adjust the percentage of traffic served by each technology
(varying the weights between 1–1, 1–2, 1–3, and 1–4 in this example). Moreover,
with this approach, the implementation reaches the maximum aggregate through-
put (around 1.75 Gb/s in this case).

Delay sensitive aggregation mode: For ultra-reliable and low-latency communica-
tion (URLLC) service cases, the delay sensitive aggregation mode can be beneficial.
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Figure 3.29. Latency of 5G and Wi-Fi 6 in the proposed testbed [81].

To achieve the minimum latency, the terminal shall employ an MPTCP scheduler
such as the redundant (which sends the same information through all the different
wireless technologies) or the default (which selects the network interface with lowest
round trip time (RTT)). As shown in Figure 3.29, Wi-Fi 6 achieves a much lower
latency (around 1 ms) compared to 5G (around 5 ms), mainly due to the complex-
ity of the 5G core and the gNB (BS in 3GPP terminology), which increases the
processing time.

Figure 3.30 shows the latency achieved by using multi-connectivity with both
5G and Wi-Fi 6. As expected, the latency obtained with the redundant and the
default schedulers is the one achieved by the Wi-Fi 6 interface (approx. 1 ms). Even
for the round-robin scheduler, the latency is reduced to approximately the average
between the latency of 5G and Wi-Fi 6 (slightly higher than 2 ms). Thus, the
redundant and the default MPTCP schedulers are suitable for time critical services.

These measurements have been performed using the netperf tool from NMAP
in order to measure the latency in TCP (i.e., using MPTCP). Latency is estimated
as the one-way delay, i.e., half of the RTT.

Reliability aggregation mode: Regarding the air interface reliability requirement,
it is achieved by design because MPTCP ensures a reliable packet delivery. The
trade-off introduced by MPTCP is that packets could experience too much latency,
e.g., due to TCP retransmissions, thus not being useful for the application. We can,
therefore, reinterpret the reliability requirement in terms of the latency require-
ment, which was already commented in this section.
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Figure 3.30. Latency of MPTCP using different schedulers [81].

3.5.1 Vertical Handover

AT3S enables simultaneous access to 3GPP and non-3GPP networks. The han-
dover can be considered as horizontal handover or vertical handover. In horizontal
handover, the UE moves within the same access network. In vertical handover, the
UE moves between the 3GPP and non-3GPP access networks. When UE moves
within the same access network, AT3S can be used to enable service continuity
by steering the access traffic onto the other access network. Therefore, AT3S can
be utilized in network performance optimizations, such as load balancing, service
continuity, or seamless handover. The noted three optimization problems can also
be considered as part of one single problem that focuses on the overall mobility
optimization for the UE.

Within the AT3S framework, there is technically no vertical handover between
access networks. In other words, there is no break-before-make approach in
multi-access connectivity scenarios. Instead, when an access link is enabled,
MPTCP detects the link as an available network interface and performs data traf-
fic routing/scheduling accordingly. Therefore, the vertical handover time between
available access networks can be considered as an elapsed time for an interface tran-
sition from disabled to enabled where MPTCP can start sending data through the
recently enabled interface. This timer can be termed as “transmission resume delay”
to mitigate any confusion on the conventionally used handover timers.

In order to measure transmission resume delay for multi-access connectivity sce-
narios, a controlled experiment environment is created. Accordingly, two machines
are virtualized with VirtualBox version 6.1 and connected to two virtual networks
via two network interfaces. Each machine runs an Ubuntu 20.4 image with the
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modified kernel, which includes a specific MPTCP module designed in [81]. A
test traffic is generated using the iperf tool. Traffic is sent from one VM (VM1) to
the other VM (VM2). VM1 runs a script which detects when the network inter-
faces become enabled or disabled. To this end, this script uses NETLink sockets.
This way, as soon as an interface changes, the event is captured and notified. VM1
also runs the tcpdump tool to capture traffic from the interface that will be enabled
and disabled. Since detect-interfaces and tcpdump run in the same machine, they
both use the same clock. This way, the timestamp of the event of a new available
interface generated by detect-interfaces and the one from the tcpdump network cap-
ture can be used to determine the transmission resume delay. The delay is estimated
by an AWK script which processes the output of detect-interfaces and tcpdump.

To simulate the outage of a link, one of the network interfaces of VM1 is disabled
and enabled from the VirtualBox user interface several times during the test. A total
of 100 temporal outages were simulated. As it can be seen from Figure 3.31, more
than the 60% of the outages resume the transmission after 0.065 s since the inter-
face is re-enabled. Two allocation and retention priority (ARP) resolution requests
are made before sending a TCP segment, one for each destination IP address. Never-
theless, this ARP resolution lasts 0.6 ms in the worst case. The results of these exper-
iments demonstrate that the MPTCP approach for the multi-access connectivity
allows to provide continuous transmission even when a link fails. This “always-on”
type of connection replaces the need for a vertical handover across access networks.
Therefore, the time with no connectivity due to a handover becomes zero, and
service continuity can be provided during the handover process.

Figure 3.31 shows that the measured time to resume of the transmission through
a new link is nearly 60 ms. To identify the source of this delay, several experiments
are conducted. To start with, Ethernet frames are forged with the source and desti-
nation MAC addresses of some of the MPTCP packets captured during the previous
experiments. The payload of these frames is randomly created. A Python script that
sends these frames continuously is also created. The time to resume is measured as
in previous experiments. The resulting measurements show that the average delay
is near to 5 ms.

Figure 3.31. Time to recover from link outage [81].
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3.6 Sub-THz for Ultra-High Data Rate

As discussed in Section 3.2.4.2, the availability of several GHz bandwidths at
mmWave and Sub-THz bands makes them an attractive technology for future
throughput demanding 6G use cases. Besides its potential for communication sys-
tems, the wide sub-THz spectrum is beneficial for radio sensing to increase the time,
angular, and frequency resolution, in addition to providing the ability to explore
the physical properties with spectroscopy [83]. However, these advantages come
with challenging link budget, because of the propagation loss caused by block-
age and atmospheric absorption, the decreased antenna aperture at high carrier
frequencies, the increased noise associated with bandwidth, in addition to the RF
hardware non-idealities and limitations. Therefore, multi-antenna implementation
with high-gain beamforming is necessary to increase the link range. As a result, it is
not feasible to develop one solution that fits all scenarios, but the radio design needs
to be analysed for specific link requirements, considering the characteristics of the
radio channel and the physical properties of the hardware components. Starting
from the link requirements, in terms of data rate, range, and mobility, which are
determined from the relevant use cases, the technical requirements and parameters
for radio design can be analysed [84].

This section provides an overview of the use case families subjected to the radio
access in the sub-THz range (100–300 GHz), and discusses technical aspects related
to link modelling, RF impairment, hardware modelling, radio, and beamforming
architecture, in addition to the impact of radio channel and waveform design.

3.6.1 Use Cases and Technical Requirements

The relevant communication use cases require ultra-high data rate, and they can be
mapped to two scenarios based on the range, which highly influence the underlying
wireless technologies [5, 85]:

Short-range wireless connectivity: corresponds to small-cell scenario with typical
cell size blow 100 m and typical peak data rate of 100 Gb/s. This scenario enables
wireless access for device to infrastructure communication at a short range, for gen-
eral purpose access through a hotspot deployed in indoor environment, such as
home for augmented reality/virtual reality (AR/VR) applications, industrial campus
for digital twin and industrial control applications, and outdoor for the applications
of smart cities. This scenario can also be considered for D2D communication in
the applications of digital immersion and telepresence, such as for wirelessly con-
necting displays and docking stations. Due to the short range of this scenario, the
target mobility is low (<10 km/h).
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Long-range wireless connectivity: can be exploited to improve coverage by pro-
viding long-range fixed wireless access to sparsely populated or hardly accessible
areas, which cannot be covered by short-range infrastructure. Additionally, they are
deemed a cost-effective alternative of optical fibres for the interconnection between
small cells in network densification, and for backhaul. The communication range
is from 200 m up to 2 km in predominantly fixed outdoor LoS environment, but
it is also possible for interconnecting indoor RUs, and for providing backhaul to
flying BS in non-terrestrial networks (NTN). The data rate depends on the specific
scenario and can reach 1 Tb/s for infrastructure backhaul.

The basic technical requirements to achieve the peak data rate include the band-
width, number of RF chains, modulation and coding scheme (MCS), in addition
to the corresponding minimum SNR. The required SNR is derived from the link
budget, which imposes transceiver design requirements including transmit power,
antenna array gain, while considering the hardware impairment models, channel
characteristics and mobility requirements. Moreover, the link budget is directly
related to the link range [84].

3.6.1.1 Bandwidth and number of RF chains

The RF bandwidth B (i.e., the passband bandwidth) required for supporting a peak
data rate Rp depends on the number of orthogonal spatial and frequency channels
Mch, the modulation order Qc,m, and code rate rc,m in each chain. MCS corresponds
to a number bit/symbol Lc,m = rc,mlog2Qc,m. Without considering the impact of
filtering and the required guard band, and assuming the symbol rate is 1/Bm, the
relation between these parameters can be expressed as Rp =

∑Mch
m=1 Lc,mBm. Using

multiple channels reduces the bandwidth requirements for the RF chain, and it is a
solution when a contiguous wideband is not available. In addition, the availability
of spatial channels depends on the properties of the wireless channel and the num-
ber of serving radio nodes in the case of distributed MIMO deployments. When
Mch corresponds to the number of spatial streams, a smaller bandwidth B = Bm can
be used leading to an increase in the spectral efficiency, SE = Rp/B =

∑Mch
m=1 Lc,m.

Whereas in the case of multiple frequency channels, the aggregated bandwidth is
Bagg =

∑Mch
m=1 Bm, and the required spectral efficiency per channel is SEm = Lc,m,

with average SE =
1

Mch

∑Mch
m=1 SEm. Note that the frequency channelization does

not increase the spectral efficiency in comparison to spatial multiplexing.

LoS scenario: assuming Bm = B, rc,m = rc, and Qc,m = Qc, then, Bagg = MchB,
such that SE = Lc = rclog2(Qc), and therefore,

Rp = MchB rC log2Qc ⇒ B =
Rp

MchrC log2Qc
. (3.1)
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As can be seen from (3.1), there are different possibilities to choose the band-
width and MCS parameters. For instance, when employing 16-QAM, code rate
5/6, and a single channel, the required RF bandwidth for achieving 100 Gb/s is
30 GHz, and the baseband bandwidth (i.e., the cut-off frequency of low-pass filter)
is 15 GHz. This is less or equal to 10% of the carrier frequencies in the range 150–
300 GHz, which is seen as the target for RF circuity design. Each MCS requires
sufficient SNR at the receiver to fulfil predefined performance measure, such as bit
error rate (BER) and packet error rate (PER) [LJT+19] or based on information
theoretical analysis with additional margin for the implementation algorithms, as
discussed in the next subsection.

3.6.1.2 SNR requirements

Using the additive noise model after equalization, y = d + v, the SNR of the

symbol is defined by SNR =
E[|d |

2]
E[|v|2]

. Shannon formula assumes additive white

Gaussian noise (AWGN) channel and Gaussian symbols, and thus, the minimum
SNR can be derived from log2(1 + SNR) ≥ Lc. However, considering discrete
constellation Mc = d0, . . . , dQc−1 and uniform distribution of the symbols, the
mutual information for a noise variance σ 2

= E[|v|2] can be computed from the
formula

I(Mc, σ 2) = log2Qc

−
1

Qcπσ 2

∫ Qc−1∑
0

e−
|y − dm|

2

σ 2 log

Qc−1∑
0

e−
|y−dm|

2

σ2

 dy. (3.2)

Figure 3.32 shows the theoretical achievable mutual information for different
QAM order at different SNRs. As can be seen from the figure, for uncorded modu-
lation, the minimum SNR for uncorded 16-QAM is about 17.5 dB so that Lc ≈ 4
bits/symbol. By giving sufficient margin for processing, a reliable transmission can
be achieved. Moreover, by employing channel coding with code rate rc = 1/2,
Lc = 2 bits/symbol. In theory, the minimum SNR for the latter case is 5 dB. How-
ever, by allowing a margin for decoding algorithms, the required SNR is higher.
Practically, the SNR requirements in the coded case compared to the uncoded one
can be reduced by 10 log10(rc) dB. Thus, in the case of 16-QAM and rc = 1/2, a
minimum SNR of 14.5 is sufficient.

The SNR is calculated from the link model, and it is proportional to the ratio
between the transmitted power and bandwidth, PTX

B , per chain. Based on that, the
required SNR in case of employing multiple frequency channel for the same MCS is

identical. Since the bandwidth B =
Bagg
Mch

, and the total power PTX ,tot = MchPTX ,
the required SNR does not change with frequency channelization. Nevertheless,
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Figure 3.32. Mutual information for QAM.

the realization of the hardware architecture to achieve such SNR can be relaxed for
smaller bandwidth.

3.6.1.3 Link model

The abstracted link model of the digital baseband signal relates the transmitted
signal x[n] to the received signal y[n]. In LoS, the link model can be expressed in
the form

y[n] = hx[n] + z[n] + v[n], (3.3)

where h is the channel gain, v[n] the additive noise that is independent of the signal,
and the additional term z[n] denotes the self-interference term because of the hard-
ware non-idealities. The channel gain is related to the link budget, the noise power
is determined from the thermal noise, the noise figure, and the bandwidth, and the
interference power is computed from the hardware models. In the low SNR region,
the receiver performance is inevitably noise limited, while in the higher SNRs the
performance is limited by the non-linearity. Note that x[n] can be the modulated
signal, and thus, after demodulation, additional processing gain can be achieved.
In fact, (3.3) considers the linearization of the hardware response, where the RF
non-idealities are treaded as additive noise. In general, a non-linear model can be
used such that

y[n] = f (h, x[n]) + v[n], (3.4)

where f (h, x[n]) is a non-linear function that depends on the hardware models.
As illustrated in Figure 3.33, which focuses on one signal chain, the link budget,

is computed from the relation between the received power PRX and the transmitted
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Figure 3.33. Link budget model.

power PTX , given the total antenna gains Ga,TX and Ga,RX at the transmitter and
receiver, respectively, in addition to the propagation losses, such that [85, 86]:

PRX [dBm] = PTX [dBm] + Ga,TX [dBi] + Ga,RX [dBi]

− 20log10(fc[GHz]) − 32.4 − 20log10(d) − Lfade. (3.5)

Here, fc is the carrier frequency, d is the range, and Lfade denotes other path losses,
such absorption or fading in the case of non-LoS. The link budget decreases by 6 dB
by doubling the range or doubling the carrier frequency. This can be compensated,
for instance, by doubling the antenna gains at the transmitter and receiver for the
same transmit power.

Considering the hardware imperfections, the SNR can be expressed in the form

SNR[dB] = PRX [dBm] − N0[dBm/Hz]

− 10log10(Bn[Hz]) − NF[dB] − LHW. (3.6)

The term N0 = 10log10(1000 kT) is the noise spectral density, where k is Boltz-
mann’s constant, T temperature in Kelvin (for typical temperature T = 300 K,
N0 = −174 dBm/Hz). Moreover, Bn is the noise bandwidth, which can be higher
than the signal bandwidth B. Furthermore, the term LHW represents the overall
losses in the hardware. The SNR can be increased by increasing the link budget,
which depends on the RF transceiver architecture. In particular, the antenna gains
represent the overall antenna element gains and array gain, and PTX corresponds
to the total power generated by the PAs. Thus, the EIRP (PTX [dBm] + GTX [dBi])
can result from the power radiated by different number of antenna elements and
PAs, and the behaviour of highly directive antennas such as horn, lenses, and reflec-
tors. The sensitivity of the receiver Psens is computed according to the minimum
SNRmin requirements for the targeted MCS,

Psens[dBm] = SNRmin[dB] + N0[dBm/Hz]

+ 10log10(Bn[Hz]) + NF[dB] + LHW. (3.7)
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From system level perspective, the link budget parameters highly depend on
the technology, bandwidth, carrier frequency, and waveforms. For instance, the
transmitted power results form

PTX = Psat − PBO − Lant−PA, (3.8)

where Psat is the saturated (maximum) output power, PBO is the back off needed,
and Lant−PA is the loss between PA and antenna. Moreover, the hardware imper-
fections, which contribute to LHW, depend on parameters related to RF, and ana-
logue and digital constraints that tend to worsen by increasing the frequency. These
parameters include

• Transition frequency of the transistor fT of low-noise amplifier (LNA), which
impacts the receiver noise.

• Frequency of unity unilateral gain fmax of PA, which impacts the transmitted
power.

• Parameters impact the detection including the phase noise Nph, digital gate
delay (tGate), clock frequency (fclk), clock jitter 1tjitter, quantization noise Nq,
and maximum signal level Vmax.

• Other signal-dependent non-idealities or distortion components Dother, and
cross-coupling between channels Imutual.

3.6.2 Radio Design Consideration

A functional block diagram of potential single phased array transmitter and receiver
models is shown in Figure 3.34, whereas the overall system may consist of several
chains. At the transmitter, the complex-valued discrete complex signal x[n] is con-
verted to baseband signals, xI (t) and xQ(t), using DAC and LP. The baseband is
upconverted to RF signal s(t) using mixers assuming direct conversion. The signal
is spitted to parallel signals at the beamforming module that pass through the gain
and phase control blocks, then to the PA, and finally to the antenna elements. The
overall transmitter signal model considers the impacts of DAC quantization, I/Q
imbalance, phase noise, analogue beamforming, PA non-linearity, and the anten-
nas. The received signal at each antenna is amplified by an LNA connected to gain
and phase control at the receiver beamforming block, then the output signals are
compinged in the received signal r(t). The baseband signals yI (t) and yQ(t) are
generated by the IQ mixer and LP filter, which are converted by the ADCs to
obtain the discrete complex signal y[n]. Similarly, the transmitter signal model con-
tains the impacts of ADC quantization, I/Q imbalance, phase noise, and analogue
beamforming. The LNA can be non-linear as well, which impacts the analogue
gain control (AGC) functionality.
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Figure 3.34. Functional RF blocks of a single phased-array transmitter and receiver.

Although the transceiver architecture looks similar to the one used in 5G
mmWave, the key difference is in the non-ideal behaviour of the RF components
at the frequency range above 100 GHz and ultra-wideband, as well as the increased
technical challenges in the hardware implementation. Moreover, to achieve data
rate larger than 100 Gb/s at a specified range with affordable complexity, form fac-
tor, and energy consumption, implementation with multiple RF chains is required
either in the form of multiple aggregated frequency channels, in addition to the
consideration of hybrid beamforming architecture depending on the availability of
spatial beams. Therefore, several crucial aspects need to be considered in the radio
design:

Duplex mode: TDD operation is envisioned because of the highly integrated mod-
ules of the antennas and the related LNAs and PAs as well as a large number
of antennas. TDD allows also exploiting radio channel reciprocity as the same
band is used for transmission and reception. However, to exploit this feature,
the transmitter and receiver need to be calibrated to account for different fron-
tend hardware responses. In addition, the antenna can be used for transition and
reception, which requires a T/R switch at the cost of additional losses between
PA and the antennas [87]. To avoid such losses, another option is to use sepa-
rate antenna arrays for the transmitter and receiver. In this case, the channel reci-
procity is not fulfilled, but still the TDD operation is favourable to avoid costly
diplexers [88].

Transmit power: Generating sufficient power is one of the most important and
well-known challenges in wireless communications, which become more challeng-
ing with the increase of frequency. In RF performance, the power is limited by the
capabilities of transistors implemented using different semiconductor technologies,
and as a general trend the output saturated power decades severely as a function
of frequency, especially, above 100 GHz. As this power corresponds to non-linear
operation, sufficient back-off needs to be considered, which depends on the wave-
form and increases consumption [89].
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Receiver noise: Like any other electronic devices, both active and passive receiver
components contribute to the receiver noise, which consequently degrades the
signal quality in terms of, e.g., SNR. These include insertion losses (ILs) in con-
nected ports of different components, losses caused by interconnection and rout-
ing, in addition to the noise factor of LNA and other blocks. ILs increase at higher
frequencies, which require high level of integration to mitigate. Also, the noise fig-
ure of LNA, which is the dominant active component, generally increases with the
frequencies above 100 GHz, but can be less severe in some technologies [90]. In
addition, as the noise is proportional to the bandwidth, doubling the bandwidth
results in 3 dB losses of SNR.

Phase noise: It causes significant degradation in the performance of high data rate
by causing random rotation of the received signal constellation and causes interfer-
ence to adjacent channel in case of frequency division systems. This effect highly
depends on the waveform, bandwidth, and oscillator source selection. The larger
is the bandwidth, the higher is the amount of accumulated phase error, and such
effect cannot simply be compensated by increasing SNR, as the noise floor becomes
dominant. The phase noise depends on the technology of local oscillators (LOs).
For instance, one common technique generates high frequency by multiplication
of low-frequency oscillator. Each doubling of the frequency results in 6 dB higher
phase noise level. Thus, it is critical to afford LO with low phase noise in order to
allow operation at ultra-wideband [91].

DAC/ADC: The speed of converters is proportional to the bandwidth assuming
Nyquist sampling. The essential challenge for high-speed converters is the increase
of energy consumption with the sampling frequency and resolution. Nevertheless,
the implementation of high speed DAC is relatively easier in comparison to ADC,
and its power consumption at the transmitter is not significant when compared to
the PA. In relation to ADC, the sampling frequency fs needs to be at least twice
the baseband bandwidth to avoid aliasing, and up-sampling might be required for
digital synchronization. The quantization noise should not have a big impact on
the SNR if the used amount of bits is sufficient. In particular, after quantization
SNRd =

PS
σ 2+σ 2

q
=

PS
σ 2

1
1+σ 2

q /σ 2 , where σ 2
q is the quantization noise power, if

σ 2
q /σ 2 < 0.1, the reduction of the SNR PS

σ 2 is less than 0.4 dB. Therefor, the
ADC dynamic range SNRADC should be considered according to the minimum
SNR, such that, SNRADC[dB] > SNRmin[dB] + 10. In uniform quantization,
SNRADC[dB] = 6.02Qd , where Qd is the resolution in number of bits. Moreover,
to avoid clipping, compensate for AGC, and tackle the near-far problem at the BS,
additional margins are required. All that increases the required resolution, which
increases the ADC power consumption PADC according to Walden’s figure-of-merit
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(FoM), which is used to evaluate ADC performances and given by [92].

FOMw =
PADC

2Qd · fs
. (3.9)

This parameter depends on the technology, and it is shown to be constant
up to 100 MHz, where doubling the sampling rate or increasing the resolution
by 1 bit double the power consumption. In contrast, for sampling rate above
1 GHz, FOMw significantly increases as a function of the sampling rate, and there-
fore the power consumption grows more than double by doubling the sampling
rate.

DSP: The implementation of real-time signal processing algorithms to achieve reli-
able throughput larger than 100 Gb/s within low-latency constrained is challenging
and requires processing papalism, which leads to high energy consumption as well.
Therefore, the DSP architecture needs to be optimized, such as considering the
design of low-complexity algorithms without significant performance degradation
and implementation with low-resolution operations. This might require adding an
additional SNR margin, which impacts the RF design, and thus, a joint optimiza-
tion of RF hardware and DSP is important [93].

Antenna: As the wavelength decreases, the antenna sizes also decrease, which cre-
ate challenges for the transceiver radio-frequency integrated circuit (RFIC) design
to match the form factor of the electronics and the antenna matrix [94]. For
instance, to increase the transmit power, the size of PA consumes larger area than
the antenna, which limits the practical size of the antenna array. Nevertheless, an
array of large number of elements is required to increase the aperture and compen-
sate for the reduced physical size of a single antenna. The array gain, assuming λ/2
element spacing, is proportional to the number of elements N , Ga, x = NGx ,
where Gx is the antenna element gain. Following the link budget model (3.5),
doubling the frequency or doubling the range requires doubling the number of
elements at the transmitter and receiver sides, or to increase by factor 4 at one
end of the link. Thus, employing antenna array at frequencies above 100 GHz,
for sufficient range, is challenging. Besides the design RFIC design and packag-
ing limitations, antenna arrays are impacted by non-idealities such as coupling
between antenna elements. An alternative option of large antenna array is using
high directivity antenna such as horn and lenses, but this is not steering-friendly
choice [95].

Beamforming: The high-gain antenna arrays required to improve the link budget
produce narrow beams, which requires strict alignment between the transmitter
and receiver. Moreover, upon mobility, switching the beam needs to be fast enough
when analogue beamforming is employed. However, because of the limited angular
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resolution because of the limitation of the gain and phase control, a successful beam
alignment might not be guaranteed in all positions. Although digital beamforming
is fully flexible, it is not practically feasible, and thus, hybrid beamforming arises
as a reasonable approach. In hybrid beamforming, the antenna array is partitioned
into subarrays driven by multiple RF chains. This allows also serving multiple users
or exploiting MIMO spatial multiplexing. The size and number of subarrays are
design parameters to be considered in the radio design based on the scenario and
channel characteristics. Other challenges for the beamforming design are inherited
from the non-idealities of other RF components, the constrained on the transmitted
power limits the exploitation of gain control, the violation of the narrow band
approximation, violation of the far-field assumption with large size of the array
relative to the wavelength, and the antenna coupling.

3.6.3 RF Hardware Modelling

The modelling of individual block is essential for the computation of the link bud-
get and the design of the waveform to mitigate the non-linearity in the system, in
addition to be able to estimate the performance of realistic system. Three modelling
approaches are required based on the studied problem, namely

• Second order statistics: this model considers the second-order statistics only,
to compute the SNR (PRX = PTX + PN ) for link-level range and coverage
analysis. This modelling can be carried out to determine the contribution of
each block and identify the dominant source of non-ideality.

• Additive non-linearity model: in this approach, the RF impairment is con-
sidered as an additive term after linearization according the signal model
y[n] = hx[n] + z[n] + v[n], and h is the linearization gain, and z[n] is signal-
dependent term corresponds to the overall all RF block non-idealities such
as quantization noise, phase noise, non-linear distortion of PA, IQ imbal-
ance, etc. Thus, z[n] can be approximately modelled by simplified Gaussian
noise considering the sum of different random non-idealities. This model is
useful to perform simulation in affordable time to evaluate the link perfor-
mance in terms of BER, FER, etc., but it is not necessarily realistic due to the
non-Gaussian nature of the signal-dependent RF non-idealities.

• Response function: where the goal is to obtain a function represent-
ing the relation between the input and output of blocks such as PA and
LO to study compensation techniques. These models are mostly memory-
dependent, such that the current response depends on the previous state.
The simulation using this model is time consuming, as it emulates the actual
hardware. The overall response of the system can be expressed as y[n] =

f (x[n], x[n − 1), . . .) + v[n].
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The following subsections provide an overview of modelling examples for dif-
ferent components.

3.6.3.1 ADC/DAC models

DAC and ADC add impairments to the signal by non-linear clipping and quanti-
zation noise, in addition to the effect of anti-aliasing and reconstruction filtering,
as illustrated in Figure 3.35.

The filtering effects can be neglected by designing the signal to occupy a spec-
trum in the flat region of these filters [96]. Thus, it is required to model the
impact of the quantization, which involves proper scaling of the signal at the ADC
input, and proper mapping of floating point or fixed-point representation at the
DAC input. The scaling of the input signal is achieved by AGC at the receiver,
whereas the scaling of discrete signal is achieved digitally. Two models are shown
in Figure 3.36, the first corresponds to the response function, where the signal is
scaled and quantized, whereas the other model performs scaling and adds quanti-
zation noise, which can be modelled as uniformly or Gaussian-distributed random
signal.

3.6.3.2 Power amplifier

In addition to the maximum saturated power of PA, modelling the non-linearities
and memory effects are important. Measured data are used to model the PA
response in the discrete-time domain. Following memory polynomial model, which
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Figure 3.35. ADC/DAC functional model.
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Figure 3.36. ADC/DAC signal models.
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can be expressed as [97]:

V out(s) =

Q∑
q=1

∫ K

k=1
ãkqV in(s − q)|V in(s − q)|2(k−1), (3.10)

where s is the number of samples, K polynomial order, Q memory length, and ãkq

are the coefficient to be estimated by fitting. The signals Vin (s) and Vout (s) are the
measured discrete input and output complex envelope signals of the s-th sample,
respectively. Note that the selection of the proper PA model depends highly on the
scenario that is investigated. For example, for linearization studies, very accurate
models are required, while for generic link-budget investigations, rather simplified
behavioural approaches may be sufficient to achieve the correct order of magnitude
for the modelling.

3.6.3.3 LNA noise figure

The losses and noise contribution from components after the LNA are mitigated by
the power gain of the LNA, and the major noise impact is introduced by LNA. The
noise-figure of LNA depends on the frequency of operation, which can be estimated
based on measured data of certain semiconductor technology or based on circuit
simulation. Based on empirical results and curve fitting in the mmWave range and
sub-THz range (30–300 GHz), a common noticeable trend among the investigated
technologies is the exponential increase of the noise figure with frequency [98],
which is defined by exponential function parametrized by two parameters α and
β, which depends on the technology, such that the minimum noise figure, NF, is
given by

NF min = αexp
(

fc
β

)
(3.11)

where exemplary values are provided in Table 3.4.

Table 3.4. LNA noise minimum noise

figure parameters of (3.11).

CMOS SiGe GaAS InP

α 1.50 1.75 0.70 1.50

β 112.4 130.7 129.9 188.7
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Figure 3.37. Analogue phase shifter models.
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Figure 3.38. Example of LO generation architecture to support 150 GHz frequency.

3.6.3.4 Analogue beamforming non-linearities

The gain and phase control block, which can be implemented by different passive
and active technologies, is inserted before the PA at the transmitter and after the
LNA at the receiver. The non-idealities of this RF block result from the quantized
beamforming weights and potential noise that has impact, especially if the ampli-
tude is controlled. In most cases, this impact is neglected at the receiver compared to
the impact of LNA noise, as sufficient gain is assumed from the amplifier. However,
when the amplitude is controlled for beamforming purpose, modelling the noise of
the VGA/phase shifter should be considered at least to analyse a realistic amplitude
control dynamic range. A simplified modelling considers additive noise, as shown
in Figure 3.37, which can be added at the input in the case of active component,
or after in the case of passive components. At the transmitter side, the noise can
be neglected in the overall link model. The transfer function model can be derived
from the employed components for the evaluation of the beamforming.

3.6.3.5 Phase noise

The total phase noise highly depends on the frequency synthesis approach of the
transceiver. By utilizing multiple multiplications by two or three of the voltage-
controlled oscillator (VCO) signal in series, as shown in Figure 3.38, where the
operation frequency of the VCO can be lowered for practical implementation [99].
However, doubling the LO frequency effectively raises the respective phase noise
by 6 dB since the same signal is in intermediate frequency (IF) and LO port of the
mixer and correlated noises are multiplied into the RF port of the mixer.

The single-side phase noise power spectrum can be defined by [100],
Section 4.2.3.1.

S(fo) = PSD0

∏N
n=1

(
1 +

(
fo

fz,n

)αz,n
)

∏M
m=1

(
1 +

(
fo

fp,m

)αp,m
) , (3.12)
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where fo is the offset frequency, {fz,n} zeroes of orders {αz,n}, {fp,m} poles of orders
{αp,n}. The average root mean square phase jitter, which can be further converted to
an equivalent SNR or error vector magnitude (EVM), can be used in the simulation,
and it can be defined as

σrms =

√
2

∫ f2

f1
S(f )df . (3.13)

The integration goes from minimum to maximum frequencies that matters, such
as the frequency range of the signal over which the phase compensation is per-
formed. Accordingly, a signal model using random phase ϕpn(n) ∼ N (0, σ 2

rms)

can be used, such that

y(n) = x(n) exp(jϕpn(n)). (3.14)

This is suitable for short symbols, but to elaborate the impact of longer signal, a
better model can be obtained by filtering Gaussian noise whose frequency response
is ϕw(f ) using the filter H(f ) =

1
√

2

√
S(f ), such that the generated phase noise is

given by

ϕLO(t) =

∫ f2

f1
H(f )ϕw(f )exp(2π ft)df . (3.15)

3.6.4 Radio Architecture

A generic block diagram of the radio architecture that employs hybrid beamform-
ing is illustrated in Figure 3.39. The transmitter is equipped with M RF chains and
a phased antenna array with P > M antenna elements, which are partitioned into
M subarrays. A total number of antenna elements is Q > N split into N subarrays
connected to N receive RF chains at the receiver. A single RF chain follows the dia-
gram presented in Figure 3.34. This generic architecture shows various degrees of
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Figure 3.39. Generic hybrid beamforming radio architecture.
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freedom that need to be determined at the design stage, and also at the operation,
depending on the scenario and requirements. The defined configuration should
provide the suitable beamforming architecture, based on the radio channel charac-
teristics, in addition to the waveform properties before and after digital precoding,
if applicable, to cope with the RF hardware limitations. The following subsections
introduce an overview of the relevant radio modules.

3.6.4.1 Beamforming

The beamforming is achieved by means of digital precoding and analogue beam-
forming. The beamforming at the transmitter is achieved by a digital precoding
matrix W D of size M × M and analogue beamforming matrix W A of size M × P.
Similarly, the receiver employs analogue beamforming matrix F A of size N × Q
and digital decoding matrix F D of size N × N .

The effective MIMO signal model, assuming ideal hardware is given in the fre-
quency domain by

ỹ(f ) = F H H̃ (f )W x̃(f ) + F T ṽ(f ), (3.16)

where H̃ (f ) is the M × M MIMO channel in the frequency domain, and W =

W AW D and F = F AF D. This model can be used for initial assessment of the
theoretical limits w.r.t. the channel characteristics. For instance, to select the num-
ber of RF chains based on the rank of the channel, evaluate the achievable rate
and compare the performance of initial beam access techniques. Moreover, from
implementation perspective, the structures of W A and F A are constrained by the
implementation of the beamforming. For instance, as in practice, each antenna
element is connected to phase and gain control, W A is sparse, where non-zero val-
ues appear only once in each column and row. Moreover, the non-zero entries are
limited by the resolution of the beamforming control.

3.6.4.2 Waveform and precoding

The design of the waveform and precoding needs to consider mitigating the hard-
ware limitations at frequency above 100 GHz. This includes robustness to the phase
noise as a major impairment that cannot be solved without compensation even at
high SNR. To reduce the back-off and, thus, allowing higher transmit power, the
waveform needs to be chosen to have smaller peak-to-average power ratio (PAPR).
Moreover, to reduce the required ADC power, it is important to consider wave-
forms that work with low-resolution quantization. Furthermore, the processing
complexity, such as equalization and detection, needs to be minimized to reduce the
power consumption by DSP, especially when targeting data rate above 100 Gb/s. In
addition, considering the channel characteristics, and the impact of beamforming
architecture, it is foreseen that 6G waveform might need to go beyond orthogonal



Sub-THz for Ultra-High Data Rate 101

frequency-division multiplexing (OFDM). For example:

Zero-Crossing Modulation (ZXM): which is based on temporal oversampling and
1-bit quantization. The information bits are encoded in the zero crossing of the
signal. Although it offers low complexity and power efficiency in AWGN, its perfor-
mance under phase noise and in selective channel needs further investigation [101].

Analogue Multicarrier: is based on dividing the wideband to multiple narrower
bands, where each band is modulated independently or considering overlap with
other bands, in similar fashion to analogue OFDM. This allows using conventional
wideband waveforms per sub-band at lower frequencies, then aggregating the bands
at the high frequency. This approach allows using high-resolution ADC without
linear scale of the ADC power consumption, but the impact of the high-frequency
phase noise needs to be evaluated [102].

DFTS-OFDM and SC-FDE: are preceded version of OFDM using discrete
Fourier transform (DFT) matrix, which is smaller than the DFT size in the first,
and the same as the DFT in the later, with the goal of achieving a trade-off between
reducing the PAPR and complexity. The impact of phase noise and low-resolution
ADC should be considered.

Other waveforms include constant phase modulation (CPM) and its constrained
envelope with a main focus on reducing the PAPR by employing precoding on
OFDM [103].

3.6.5 Radio Channel

The radio channel characteristic affects several KPIs, and the path loss impacts the
SNR and thus the data rate. Rich multi-path environment and polarization allow
exploiting spatial multiplexing and thus increasing the spectral efficiency. The spa-
tial correlation affects the area traffic capacity and connection density. The channel
dynamics such as fading in addition to the path loss has a significant impact on the
energy efficiency, in terms of transmitted power and signal processing for channel
estimation and equalization. This dynamicity has also an impact on the latency
and reliability as going in deep fade results in lost packets and a need for retrans-
missions. The impact of the channel needs to be studied in terms of wave-material
interaction, atmospheric losses, and multi-path characteristics. In addition, to the
propagation models, which are independent of the hardware, the channel model
should consider the number of antennas and the RF design parameters, in order
to provide a discrete channel model suitable for designing the signal processing
algorithms. This methodology is conventional in all wireless communications sys-
tems. However, it becomes challenging for frequencies above 100 GHz, because
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of the complexity of designing a channel sounder and obtaining measurements in
different environments.

3.6.5.1 Path loss, angular, and delay dispersions

The path loss, delay, and angular spread models of a wireless channel are useful
information to predict the characteristics of the channel. These parameters are esti-
mated for the LoS and NLoS links in the entrance hall and three outdoor scenarios,
namely suburban, residential, and city centre, described in [86].

Two path loss models, such as the close-in (CI) reference free space reference
and the alpha-beta-gamma (ABG) models, are considered here. The path loss of a
signal with frequency fc at distance d based on the CI model is expressed as

PLCI
= FSPL(fc, 1 m) + 10nlog10

(
d
d0

)
+ χCI

σ (3.17)

where FSPL(fc, 1 m) is the free space path loss of the signal with frequency fc at 1 m
distance, n is the path loss exponent, and χCI

σ is the CI shadow fading. Meanwhile,
the ABG model is given by

PLABG
= 10αlog10(d) + β + 10γ log10

(
f

1 GHz

)
+ χABG

σ (3.18)

where α is the distance-dependent loss coefficient, β is an offset coefficient, γ is
the frequency-dependent loss coefficient, and χABG

σ is the ABG shadow fading. The
omnidirectional path losses for the indoor and outdoor scenarios, together with the
fitted path loss models, are plotted in Figures 3.40 and 3.41.

Figure 3.40. Path loss model for indoor scenario.
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Figure 3.41. Path loss model for outdoor scenario.

Note that the outdoor scenario is an ensemble of path loss estimates from the
three mentioned outdoor scenarios, since there are only limited NLoS links that
can provide sensible fitting to the model when individual scenario is considered.
It can be noticed that both the CI and ABG models provide equally good fit for
LoS and NLoS links in both scenarios.

The mean µ and standard deviation σ of angular and delay spread values are
listed in Table 3.5. The angular spread values are based on azimuth and zenith
angle of departure (AoD/ZoD) and azimuth and zenith angle of arrival (AoA/ZoA)
estimated from measurement-based ray launcher presented in [104]. Similar to the
path loss modelling, the spread statistics for the outdoor case include the spread
values from the three outdoor scenarios.

3.6.5.2 Stored channel model

The use of measured channel responses for PHY design and evaluation on a com-
puter has been a well-recognized approach, e.g., [105], as it allows repeatable tests
and comparison between different PHY schemes. The fact that measured channel
responses serve as the ground-truth of any simulation-based channel modelling also
justifies the use for realistic evaluation of any radio systems. There are, however,
also challenges of using measured channels for PHY studies, i.e., (a) it is not
straightforward to apply the measured channel responses to simulations that assume
different hardware requirement than the measurement, e.g., signal dynamic range,
antennas/arrays, system bandwidth, and moving speed of a mobile; and (b) a suffi-
cient amount of measurements, e.g., for Monte-Carlo simulations and evaluation of
packet error rates, may not be available due to limited capability of channel sound-
ing. These challenges are overcome, e.g., (i) by under-sampling or interpolating
the measured channels in space, bandwidth and time; and (ii) by making a general
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Table 3.5. Angular and delay spread statistics in indoor and outdoor scenarios.

AoD ZoD AoA ZoA Delay
[deg] [deg] [deg] [deg] Spread [ns]

Scenario µ σ µ σ µ σ µ σ µ σ

Indoor LoS 25 9 6 5 14 8 3 2 14.6 4.4

NLoS 38 13 8 5 22 11 4 2 26.3 11.8

Suburban LoS 10 7 2 1 9 10 1 1 25.7 24.2

NLoS 9 11 3 3 5 4 1 2 15.1 14.8

Residential LoS 13 9 2 2 11 10 1 1 24.9 19.4

NLoS 20 18 3 3 6 6 1 2 26.9 37.9

City Centre LoS 18 9 4 6 13 4 2 1 21.3 9

NLoS 24 17 4 3 14 9 2 2 25.4 19.9

Outdoor LoS 12 9 2 3 10 9 1 1 24.7 20.6

NLoS 21 18 3 3 9 8 2 2 25.6 31.0

Figure 3.42. (a) Band- and aperture-limited channel response from a measurement and

(b) its band- and aperture-unlimited model as propagation paths. Data are from a shop-

ping mall measurement at 140 GHz [107].

mathematical description that allows us to over-sample, extrapolate, or invent the
measured reality, which is called a channel model. The approach (ii) is exemplified
in [105], where band-/aperture-/time-sampling-limited measurements of channels
are approximated by the band-/aperture-/time-sampling unlimited form as illus-
trated in Figure 3.42. The former, coming from calibrated measurements, is repre-
sented by power spectrum, while the latter is a discrete model of propagation paths
represented by Dirac delta functions. It is possible to synthesize infinite amount of
small-scale fading realizations from the propagation paths of channels by applying
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the uniform randomly distributed phases to each path before summing them up at
the antenna.

The measured sub-THz multi-path channels in the discrete path format are
available in [106] for an entrance hall and outdoor scenarios, such as subur-
ban, residential, and city centre. Details of the measurement channel sounder
and measurement sites are available in [86]. Even though the measurements
are single-directional to cover only one link end to estimate multi-path angles,
double-directional data were derived by exploiting the available detailed geometric
database of the measurement environment and measured channel response using a
tool called a measurement-based ray launcher [104]. These single-directional and
double-directional multi-path data, in the form of discrete multi-paths, are pub-
lished in [105].

Stored multi-path data cover several transmit and receive locations in different
environments. Each link, i.e., transmit and receive location, is characterized by a
band-/aperture-unlimited double-directional power angular delay profile (PADP)

Pq(�
rx, �tx, τ) =

Lq∑
l=1

Pl ,qδ(�
rx

− �rx
l ,q)δ(�

tx
− �tx

l ,q)δ(τ − τl ,q) (3.19)

where q is the link index, Lq is the number of paths, δ(·) is the delta function, Pl ,q,
�rx

l ,q, �tx
l ,q, and τl ,q are the power (squared magnitude of path gain), the direction

of arrival, the direction of departure, and the propagation delay of the l th path,
respectively. Arrival and departure directions contain both azimuth and elevation
angles. Current data are measured with vertically polarized antennas; hence, we
restrict the definitions here to a single-polarized case only, neglecting the polariza-
tion characteristics.

Receiver and transmitter antennas can be specified by complex radiation patterns
grx(�

rx) ∈ CM×1 and gtx(�
tx
l ) ∈ CN×1, respectively, where M is the number

of Rx antennas and N is the number of transmitter antennas. Now, the channel
frequency response matrix is determined as

Hq(f ) =

Lq∑
l=1

grx(�
rx
l ,q)

√
Pl ,q e−j2π f τl ,qgtx(�

tx
l ,q)

T
∈ CM×N . (3.20)

Random snapshots of frequency response matrices can be generated by intro-
ducing random initial phase θl ,q for each multi-path, where phase terms are drawn
from the uniform distribution in [0, 2π ]. Moreover, the temporal dimension and
time variability can be included by introducing small Doppler frequencies νl ,q for
each path. This models a small-scale virtual motion, where only phases of path
component change over time, but other propagation parameters remain constant.
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The resulting snapshot/time variant frequency response matrix is

Hq(t, f ) =

Lq∑
l=1

grx(�
rx
l ,q)

√
Pl ,q ej(θl ,q+2πνl ,qt) e−j2π f τl ,q gtx(�

tx
l ,q)

T
∈ CM×N .

(3.21)

3.6.5.3 The number of independent beams

Wireless communication over sub-THz radio frequencies demands high-gain
antennas to compensate for the high propagation loss. This leads to very directive
antenna patterns, which illuminate only sub-sets among all available propagation
pathways. Communication systems operating at lower frequencies have extensively
used spatial multiplexing and beamforming to optimally utilize all degrees of free-
dom provided by the propagation channel. Now, at sub-THz, partly due to the
channel sparsity and mainly due to foreseen RF technology limitation, such flex-
ible transmission schemes might not be possible. Due to aforementioned reasons,
it is interesting to study how many independent beams of practical beamwidth the
propagation channel support. Directional wideband propagation measurements
mentioned in Section 3.6.5.2 are used for this study. One can rather easily estimate
how many significant paths are present in a measurement location, but interpreting
that to separable beams is not evident.

Three methods to assess the number of useful beam directions are introduced
in [108]. The second method is based on measured single-directional PADPs
Pq(�, τ) and a synthetic beam pattern G(�) defined in [109]. Only vertically
polarized antennas were used in the channel measurement, and hence only single
polarization is considered in the following number of beams.

Measured PADPs were evaluated using 10◦ half power bandwidth (HPBW),
10 dB dynamic range, 2 GHz BW, and 0.5 correlation threshold. An example
PADP, beam power, and identified beam directions are illustrated by blue circles, a
red curve, and orange squares, respectively, in Figure 3.43. Identified beam numbers
in 132 measured indoor Tx and Rx locations are shown in Figure 3.44. Figure 3.45
depicts empirical CDFs of beam numbers in 132 indoor and 157 outdoor locations
using both 10 and 20 dB dynamic ranges. Median values of beam numbers are two
in both environments using a dynamic range of 10 dB, and using a 20 dB range,
they are five and three in indoor and outdoor environments, respectively.

3.6.5.4 Comparison with below-100 GHz bands

Comparing the radio performance between current cmWave or low mmWave
wireless communication systems and future 6G systems operating at frequencies
between 100 and 300 GHz require the knowledge of the propagation channel from
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Figure 3.43. Measured path powers, the beam power, and independent beam azimuth

directions in an example link.

Figure 3.44. Number of independent beams in 132 indoor links.

Figure 3.45. CDF of number of independent beams in 132 indoor and 157 outdoor links

using either 10 or 20 dB dynamic range.
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a few GHz to 300 GHz. The propagation channel frequency dependency may be
analysed by a pure theoretical approach in free space but needs measurement in
more complex environments. Performing wideband channel measurements in real
environments over such a bandwidth of several hundred of GHz is technically and
organizationally challenging; therefore, a more practical approach is to focus on
the material characterization. Knowing the transmission and reflection losses, fre-
quency dependency of usual building material is the first step to assess the potential
differences between a propagation channel below 100 GHz and above 100 GHz. A
propagation measurement campaign was performed using a vector network anal-
yser (VNA) and frequency extenders to measure continuously from 2 to 260 GHz
the reflection (R) and transmission (T) losses of common building material slabs at
normal incidence. Figure 3.46 shows results from three typical materials compared
with an International Telecommunication Union (ITU)-like model that keeps the
ITU theoretical framework for a slab [110] but proposes new parameters fitted by
measurement.

Homogeneous and flat surface materials, such as the plexiglass, respect the
ITU-fitted model. The observed fading is due to the interference between the
direct reflected (or transmitted) path and the multi-paths created inside the mate-
rial by multiple reflection/transmission on the two air-material interfaces. The

Figure 3.46. Material reflection (line a) and transmission gain (line b) compared with

the ITU-fitted model fitted by measurement. The measurement is performed at three

different points separated by 10 cm on the slab.
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fading decreases with the frequency as multi-paths travelling inside the mate-
rial are attenuated but the R loss average value is constant indicating a constant
permittivity. Mortar represents non-homogeneous material with a rough surface.
Above 100 GHz, R losses are impacted by the scattering and may be higher than
10 dB compared to a similar material with flat surface. T losses can be still calcu-
lated from the conductivity σ , expressed as σ = cf d , f being the frequency and
c and d being two parameters. But above 100 GHz, there are strong variations of
up to 10 dB around the fitted model. For composite materials such as chipboard
or glass wool, R losses can decrease with the frequency increase.

The ITU model is defined up to 100 GHz and needs to be improved for fre-
quencies above 100 GHz from a propagation point of view, but could be used as it
is in many simulations related to 6G sub-THz scenarios. Reflection loss errors due
to rough surfaces may not be a concern in an office environment, shopping mall,
airport, etc., as most of the materials are quite smooth. Transmission loss errors
due to the material inhomogeneity may not be a concern as they are related to high
transmission losses at high frequencies. Simulating a transmission loss of 20 dBs
instead of 30 dBs may not significantly impact system simulation if we consider
that a transmission loss higher than 20 dBs corresponds to a blockage. Dedicated
multi-frequency measurement at cmWave and sub-THz frequencies in complex
environments is required to check these assumptions.

3.7 Summary and Outlook

The current chapter provides an overview of selected RAN technologies with a
high potential for future 6G networks. It is argued that for the limitless con-
nectivity requirement of 6G, D-MIMO can provide expected macro-diversity (to
exploit maximum diversity gain), design flexibility, and interference management,
and the related challenges and opportunities are discussed. The main challenge
for large-scale D-MIMO roll-out is arguably the cost of installation, as it requires
fast and high-speed fronthaul connections. In addition, problems such as beam
management aspects, practical approaches to non-coherent operation in higher
bands, and transport solutions, e.g., wired/wireless, optical/electrical, and ana-
logue/digital, satisfying the requirements need to be addressed. An optimized wired
fronthaul can be realized through radio-stripe/RadioWeaves, while wireless fron-
thaul/backhaul can be obtained efficiently by IAB. The disaggregation is vital for
creating scalable versions of D-MIMO architectures, and thus ORAN support can
be viewed as an attractive feature facilitating the progress of the technology. Vari-
ous ORAN-based deployment scenarios can be considered based on UE clustering
and the engagement of O-DUs and O-RUs in serving the clusters. The definition
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of relevant deployment scenarios and new interfaces, such as inter-DU interface,
is required.

RIS is a key technology for 6G due to its low-cost solution for controlling the
propagation channel in favour of the communication link. It shows great potential
in several use cases, for not only cellular scenarios, but in UAV and satellite sys-
tem, and also in IoT scenarios. An architecture and associated three logical entities
are introduced in this chapter to facilitate the automated controlling of the RIS,
as a main requirement towards its widespread application. Multi-access connectiv-
ity is an important and necessary feature for beyond 5G and 6G technologies, for
instance in private network scenarios. The 5G CN supports integration of non-
3GPP access to provide secure connection for the UE accessing over a non-3GPP
access network. Improvements on such framework could be envisioned for more
flexible operation using an ORAN-based architecture to benefit the link’s through-
put, latency, and reliability. The large bandwidth available at mmWave and sub-
THz bands introduces the opportunity to overcome the challenge of high-data rate
delivery for some demanding 6G use cases. Hardware implementation and mod-
elling the non-linear behaviour of the RF components are a challenge. The mod-
elling of the system is essential for the computation of the link budget and the
design of the waveform to mitigate the non-linearity in the system, as well as to
estimate the performance of the system.
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Chapter 4

Towards Joint Communication
and Sensing

By John Cosmas, et al.1

Localization of user equipment (UE) in mobile communication networks has been
supported from the early stages of 3rd generation partnership project (3GPP). With
5th Generation (5G) and its target use cases, localization is increasingly gaining
importance. Integrated sensing and localization in 6th Generation (6G) networks
promise the introduction of more efficient networks and compelling applications
to be developed.

Many use cases such as factories of future, healthcare, autonomous vehicles,
energy, and urban environment require not only low latency, low jitter, and high
availability data transmission applications that include closed-loop control on one
side and ultra-high data rate communication applications that include video or
large sensor data traffic on the other side, but also localization accuracy with a pre-
cision of up to 1 mm that would be an essential enabler for opening up a lot of new
applications.

5G localization systems utilize received signal strength (RSS), time-of-arrival
(ToA), and angle-of-arrival (AoA) technologies with sub-6 GHz, mmWave, and
optical wireless communication (OWC) for estimating position of UE, whereas
simultaneous localization and mapping (SLAM) systems could combine the uti-
lization of communication technologies such as orthogonal frequency division

1. The full list of chapter authors is provided in the Contributing Authors section of the book.
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Figure 4.1. Expected sensing use cases in an Industry 4.0.

multiplexing (OFDM), orthogonal time frequency space (OTFS), OTFS-like, or
frequency-modulated continuous wave (FMCW) modulation with sensing tech-
nologies such as terahertz (THz) beam technologies to sense point cloud of its envi-
ronment by identifying landmarks for estimating position of UE. Essentially, the
plurality of multiple-sensing technologies and multiple-sensing nodes will ensure
the continued ability to obtain localization of UE despite the occurrence of any
obstructions.

Figure 4.1 depicts expected sensing use cases in an Industry 4.0 setting, where,
e.g., the localization accuracy requirement for automated guided vehicles (AGVs)
and collaborative drones is 1 cm every 1 s, for augmented reality (AR) headsets it is
1 mm every 100 ms, for collaborating mobile robots (cobots) it is 1 mm with cycle
time of motion control function of 1 ms, synchronicity of 10 ns, and for motion,
temperature, humidity, etc., sensors is 10 cm every 1 to 10 s, whilst all require
the provision of localization with 99.99% reliability. The motivation for using 6G
mobile networks for localization as opposed to a dedicated radar/LIDAR system is
the pervasiveness of mobile networks means that they can be applied universally and
can employ the economies of scale to produce new and cheaper pervasive services
that use high accuracy localization. The best LIDAR systems can obtain a precision
from between 0.5 cm over 200 m (Ouster OS1) [1] to 2 cm over 400 m (Ouster
OS2) [2] accuracy, which is an indication of what accuracy can be expected from a
6G communication and sensing system.

The sensing stratum uses the control plane for issuing reference signals for mea-
suring RSS, ToA, and AoA for scheduling measurement frequency and accuracy
for UE, the management plane for providing administrative data for computing
UE position from distance measurements, and the vertical application Application
Programming Interface (API) for accessing the UE position, see Figure 2.3 in
Chapter 2.
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In particular, highly advanced industrial environments will present significant
challenges even for 5G specifications (up to Release 18 3GPP specifications),
spanning congestion, interference, security and safety concerns, high power con-
sumption, restricted propagation, poor location accuracy within the radio, and
core backbone communication networks for the massive IoT use cases, especially
inside buildings. 6G is preparing a new solution consisting of a combination of
artificial intelligence (AI) methods with new communication technologies, poten-
tially extending to OWC and THz to perform resource allocation over and beyond
massive machine-type communications and to enhance performance with regard
to capacity, reliability, latency, and localization accuracy. Examples of localization
in industry are its use with video guides for facilitating maintenance of equipment
and graphics superimposed on AR field of view of a factory or warehouse scene for
the accurate location of electric, gas, and pneumatic facilities; mobile service robots
in airports for physically guiding passengers through airport; and for AGV robots
for carrying passenger luggage between baggage handling conveyor belt locations
in airports [3].

6G and its visionary scenarios continue this trend and look at localization that
is even more accurate and has even stricter latency requirements [4]. 6G SLAM
will require multiple access technologies, such as sub-6 GHz, mmWave, sub-THz
for RSS, Time Difference of Arrival (TDoA), and AoA localization, combined with
sub-6 GHz sensing to produce a point cloud for producing a digital twin for updat-
ing the digital twin for obtaining location from environmental landmarks. Com-
putational offloading such as on a multi-access edge computing (MEC) cloud is
required for producing location from all these technologies using AI, for example,
to recognize location from landmarks and artificial intelligence/machine learning
(AI/ML), for example, to Kalman filtering to predict position and trajectory from
measurements. This will provide novel and enhanced sensing and localization ser-
vices leveraging on the positioning information of the users and their surroundings,
for instance for merged reality or digital twins. For this, 6G will primarily act as a
connector between the sensors and the users, e.g., with sensor fusion, where sensor
data from different modalities are combined. However, 6G may also play a role in
storing, aggregating, and analysing the sensor data before providing the mapping
information to the user.

Another aspect of positioning and sensing in 6G is the possibility to incorpo-
rate the sensing data into the network operations. With an accurate map of the
surroundings, the locations of the users and various stationary and moving obsta-
cles, the user mobility, and optimal beam pattern can be predicted, improving the
performance and resource utilization.

Finally, the research into 6G engenders a paradigm shift in the radio inter-
face. For the past century, radio waves have been used for either communication
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or sensing, i.e., radar. However, as the radio communication begins using higher
radio frequencies (>100 GHz), the potential sensing accuracies become viable. By
repurposing the radio interface of the mobile network from only communication
to joint communication and sensing, the ubiquity of the mobile devices and net-
works can provide a cost-efficient and widely spread sensing resource that can be
used to enhance user services or network operations.

Section 4.1 presents the plurality of multiple sensing techniques to produce
extremely accurate sensing information to a user to enhance services using, e.g.,
sensor fusion, i.e., 6G primarily acts to connect the sensors with user. Section 4.2
presents the plurality of multiple sensing nodes to enhance connectivity. Section 4.3
presents the repurposing of the radio interface to also act as a radar (i.e., Joint Com-
munication and Sensing (JCAS)). All these technologies will ensure the continued
localization of UE despite the occurrence of any obstructions.

4.1 Providing Extremely Accurate Sensing

4.1.1 Sub-1 cm Location Accuracy Using Sensor Fusion

Localization of UEs using ToA from sub-6 GHz wireless and RSS from optical wire-
less infrared techniques can be used to obtain an accuracy of less than 1 cm; however,
it is highly dependent on the continuous direct line of sight access between the gNB
access points (APs) and the UE. If there is no direct line of sight access to four or
more gNB APs, then location ambiguity is introduced, and so other techniques can
be used to maintain localization such as dead reckoning from inertial measurement
unit (IMU), AoA from received radio signatures, iterative multi-lateration, or posi-
tion from landmarks. The received radio signatures estimate AoA from more than
two APs or AoA and distance from one AP, so that some forms of interim measures
for obtaining location can continue to be made. Distance and speed of UE can be
estimated using OTFS modulation from one AP due to its operation in the delay
and Doppler domain as opposed to using OFDM, which operates in the time and
frequency domains. If there is no direct line of sight access to any 6gNB APs, then
position from landmarks calculates position from at least four landmarks identified
from within point cloud data of a sensed environment obtained, for example, from
a 6G sensing/LIDAR system and/or 360-degree image.

4.1.1.1 Distance measurement and localization using AI

3D localization using RSS or TDoA requires line-of-sight (LoS) time of flight (ToF)
measurements to picosecond accuracy for estimating distance to mm accuracy from
at least four accurately located 6gNB APs; otherwise, inaccuracies and ambiguities
are obtained where more than one solution is produced. LoS propagation paths to
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each of these APs may not always be available as a result of incidental occlusion
from moving objects, so a strategy of providing more, cheaper APs for providing
alternative means for obtaining location and alternative methods using fewer APs
are required such as AoA, which only requires two APs, since two lines intersect at
or close to a point, or one AP and a distance, since a line and a distance define a
point on the line.

In order to design such a system, a digital twin was obtained from 3D laser
measurements in a real factory, and a ray tracing (RT) model was used to gener-
ate a rich data set of point cloud data, which was converted into a Siteviewer or
Winprop CAD “digital twin” model, which uses a deterministic methodology to
predict radio propagation of THz and mmWave frequencies based on the geomet-
rical theory of propagation (GTP) that takes into account geometrical properties
of the environment and propagation parameters such as ToF, direction of arrival
(DoA), and direction of departure (DoD) [5].

The beam scheduler implements intelligent beam steering that, using an antenna
array, can steer beams from 6gNB RUs to UE locations efficiently based on inter-
preted channel impulse response (CIR) knowledge of uplink isotropic transmissions
from uplink UE. Then, it optimizes the beam direction using reinforcement lean-
ing (RL) to maximize the SINR, and when the path between the transmitter and
receiver is broken through an obstruction, it immediately finds and uses alternative
secondary paths to steer the beam between the transmitter and receiver by avoiding
the obstruction. The optimized beam direction from two BSs can also be used to
obtain the location of UE locations.

The beamforming vector is obtained through a deep neural network (DNN)
by using predicted digital twin isotropic transmissions from UE in a grid over the
coverage area, and the predicted digital twin measured impulse response at each
6gNB RU receiver of four polarized transmissions and received power that acts
as input information to train a DNN. Four polarizations were used to have more
flexibility in terms of data generation for the training of AI, implying that the more
polarizations the better for the AI training.

The beamform codebook index is the set of beamform vectors comprising of
steering angles at the receiver of different alternative secondary paths to steer
the beam between the transmitter and receiver by avoiding any obstruction.
In the absence of a real environment, the beamforming power control and interfer-
ence coordination are jointly carried out on a digital twin to enhance the perfor-
mance of the 5G network. The network comprises of serving gNBs and one inter-
fering gNB as shown in Figure 4.2. The deep reinforcement learning-neural net-
work (DRL-NN) is modelled for the downlink scenario in which a gNB is serving
a UE. The gNBs are a fixed, known distance apart, and different UEs are uniformly
distributed in a particular service area. Also, the users are moving at a fixed speed.
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Figure 4.2. Radio beam control.

An UE is served by a maximum of one gNB. Hybrid beamforming for the down-
link data transmission is employed to overcome the problem of high propagation
loss.

RL is then to optimize the beam direction, whose state space, action space,
reward, and learning algorithm are defined in [5]. Initial simulation is performed
on MATLAB 2021a siteviewer for radio transmission (RT) using site viewer and
simultaneous channel generation [6], but it could equally well have used Winprop,
which models more accurate geometries and accommodates more surface prop-
erties [5]. The output of RT is fed for channel generation, which in turn pro-
duces input for the DNN for training. For RT and channel generation, differ-
ent users’ locations for fixed 6gNB RU positions are considered. Channel param-
eters vary with respect to varying user locations. Therefore, DNN is trained to
different channel parameters, which in turn are dependent on user location. The
DNN is trained on python AI module and is trained for efficient beamforming
of the data towards the user. Post-training and during the working phase, the
system performs beam scanning to obtain the channel parameters based on user
locations. Beamforming weights are adjusted from channel parameters to form
the beam pointing towards the current user location. In this way, based on the
obtained channel parameters, the user locations could be estimated [5]. If a beam-
former steers the main beam in a particular direction (θ , ϕ), then the directional
accuracy is defined as ±δθ , ±δϕ from the maximum signal-to-noise ratio (SNR)
of the main lobe. The proposed deep learning integrated reinforcement learning
(DLIRL) beamforming has an angle-of-departure (AoD) accuracy towards the UE
location with a deviation of ±2◦, whereas RL has a deviation of ±3◦ and DNN’s
deviation is ±5◦ [6].

4.1.1.2 Distance measurement using TDoA on mmWave Networks

The accurate 3D location of the 5G UE is calculated by the use of ToA mea-
surements from at least four different locations and then exercising triangulation
techniques as shown in Figure 4.3. In order to reach the required 1 cm accuracy, it
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Figure 4.3. Setup for ultra-accurate UE distance measurement.

is required to measure the ToA at accuracy levels of ∼33 picoseconds (calculated
from 1 cm/speed of light).

The setup that is used to measure the test UE location consists of the O-RU
and O-DU and the localization measurement algorithm application installed on
an X86-based server. The O-RU is configured in a loop-back mode, which enables
it to transmit 5G OFDM pseudo-random noise (PN) signals (Tx) at 3.5 GHz
similar to the UE transmissions. These Tx signals are connected via coax to two
patch antennas that simulate the test UE and the reference UE. The reference UE
is a UE with a known location that is used to calibrate the accurate test UE loca-
tion measurement. The test antenna is located on a scanner that can accurately
move its position to new locations in space. The 5G signals transmitted over the
air at 3.5 GHz by the test UE and the reference UE patch antennas are received by
the O-RU receiver (Rx) via four different Rx antennas located in the four corners
of the ceiling of the measurement room. The O-RU will continuously measure
the ToA of the 5G signals coming from the test UE and the reference UE with
a resolution of 0.3 ps (corresponding to 0.1 mm) and transfer the results to the
O-DU that stores them on agreed memory sharing register. A localization algo-
rithm reads the ToA registers and calculates the test UE location. Following the
successful test UE location described herein, the test UE might be replaced by a
commercial UE [7].

Some initial results, which are illustrated in Figure 4.4, show that although
the measurement samples have been measured with a resolution of a timetic of
0.33 ps or 0.1 mm, the samples are approximately normally distributed about the
mean of 69516 timetics or 6.9516 m. The 95% confidence interval falls within
±2 times the stdev = 833 × 2 = 1666 timetics = 16.66 cm about the mean,
which can be considered as a measure of accuracy. It is assumed that the mean
of the measurements represents the true distance that is being measured, which
was not provided in these initial results. A Kalman filter is an effective method for
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Figure 4.4. Frequency distribution of measurements for RNTI = 220, SECT = 24.

Figure 4.5. Time series of measurement and Kalman-filtered data for RNTI = 220,

SECT = 24.

reducing normally distributed noise from measurement results, which when applied
reduces the 95% confidence interval to ±2 times the stdev = 13.74 × 2 = 27.48
timetics = 2.748 mm about the mean, as shown in Figure 4.6, which is considered
as a measure of accuracy of the filtered measurement data. The time series of the
overall measurement results and Kalman-filtered measurement results are shown in
Figure 4.5. Note that RNTI = 220 refers to the calibration UE, and Sect = 24
refers to the portion of spectrum being used for the measurements, as shown in
Figure 4.5. These initial results seem to be sufficient to meet <1 cm accuracy but
need further improvement to meet <1 mm accuracy.

4.1.1.3 Distance measurement using RSS on OWC networks

If obtaining location from 5G sub-6 GHz or mmWave communications is made
difficult, for example, as a result of highly reflective metallic scatterers in the
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Figure 4.6. Frequency distribution of Kalman-filtered measurement for RNTI = 220,

SECT = 24.

Figure 4.7. OWC position testbed.

coverage area, then RSS of an OWC communications system can be used as an
alternate method for estimating position.

The OWC position testbed contains three main components for visible
light positioning (VLP) LED or IR LED measurement campaign, as shown in
Figure 4.7.

1. Location server: Including three parts: (1) LED control unit, (2) received
signal collection unit, and (3) positioning unit. In an LED control unit,
it is connected with an Arduino board, which has been set up to control
LEDs in advance, including the LED switch settings and LED frequency set-
tings. These settings can be used to control on/off of LEDs and change the
frequencies of LEDs. When the VLP server receives setting change requests
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from API, it will change settings of the LEDs according to the user’s requests.
In the received signal collection unit, it collects received signal data from APD
receiver connected by a USB port, which can be downloaded by user through
API. In the positioning unit, user can upload the received signal data file to
execute positioning algorithm. Users can use the files obtained in the previ-
ous unit or upload them themselves. The positioning algorithm used in this
server is traditional trilateration received signal strength indication (RSSI)
algorithm. The output of the algorithm is the estimated coordinate of the
receiver.

2. LED transmitter module: Including LED and its corresponding drivers.
Every LED has to be driven by an LED driver in order to convert the power
supply from 220 V into a suitable value and switch the frequency of LED.

3. Avalanche photodiode (APD) receiver: A highly sensitive semiconductor
photodiode detector used to measure and collect received light signals. The
received data are transmitted to the VLP server through the USB cable.

Some results in comparing with traditional RSSI-based VLP algorithm are
shown in Figure 4.8. Two figures represent the values of ε when the orientation
of the receiver was randomly in the range of [−3◦, 3◦] and [−5◦, 5◦], respectively.
The results are very similar, which reflects that the algorithm has good immunity
to changes in receiver angle.

Firstly, in Figure 4.8(a), when the traditional algorithm was employed and the
orientation of the receiver θ was in [−3◦, 3◦], values of ε were plotted using
blue crosses for each measurement. They were mostly scattered between 0.25 and
0.35 m, and the average deviation is 0.31 m. It could be observed that even though
the angle of the receiver θ was the same value, the value of ε is different for different
measurements. In other words, not only did the estimate of the distance between
the transmitter and the receiver always have a large deviation, but the deviation was
also difficult to determine.

Figure 4.8. Deviation of the proposed algorithm and traditional RSS-based VLP algo-

rithm with a variation of receiver angle (a) θ ∈ [−3◦, 3◦] and (b) receiver angle θ ∈ [−5◦, 5◦].
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Afterwards, when the proposed algorithm was employed, the values of ε were
scattered using red crosses. Compared with blue crosses, red crosses were much
closer to the x-axis: this means that the value of ε was closer to 0. Indeed, the
average of ε decreased to 3.5 × 10−3 m, and the maximum and minimum values of
ε declined from 0.36 to 0.01 m, and from 0.2133 m to 1.33×10−5 m, respectively.
Moreover, the distribution of red crosses was more compact: on the one hand, when
the value of θ became the same, the values of ε calculated by different measurements
were not very far from each other; on the other hand, the value of ε did not change
greatly according to the change of θ .

Therefore, it could be inferred from the distribution of blue and red crosses that,
in general, our proposal led to less deviation and a more concentrated distribution
than traditional methods. As a result, estimated distances between transmitters and
receivers would be closer to their real distances by using our proposal. Furthermore,
it could be boldly predicted that it could lead to lower positioning errors (PEs).

This trend is also evident in Figure 4.8(b). When the traditional algorithm was
employed and the orientation of the receiver θ was in [−5◦, 5◦], blue crosses were
mostly scattered between 0.25 and 0.4 m, and the average deviation was 0.3103 m.
Compared to the situation of θ in [−3◦, 3◦] in Figure 4.8(a), the average deviation
has barely changed, but the distribution of their values was more spread out in Fig-
ure 4.8(b). It can be inferred that the deviation of the distance between the trans-
mitter and the receiver caused by the random orientation of the receiver became
larger and less predictable as the range of values of θ expands.

The CDF of positioning results is shown in Figure 4.9. 98.81% of the total
results had the PE less than 10 cm, which means almost all of the receiver’s positions
could be accurately estimated.

Figure 4.9. CDF of positioning results of the proposed algorithm and traditional RSS VLP

algorithm in different receiver’s orientation: using the proposal when θ ∈ [−5◦, 5◦].
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4.1.1.4 Distance measurement using OTFS modulation

The 5G air interface and associated modulation have to support a number of diverse
requirements and use cases (e.g., eMBB, high-speed use cases, mMTC, etc.), as
detailed in many publications. The associated modulation waveform would then
have to exhibit high performance in many diverse scenarios of high or low Doppler,
delay spread, carrier frequency, etc. This is possible if the modulation scheme takes
full advantage of the fading multipath nature of the channel and extracts the full
diversity present in the channel in all dimensions of time, frequency, and space.
Such a flexible waveform can serve as an integral part of a flexible air interface and
associated core network. Therefore, researchers have recently introduced a novel
modulation technique called OTFS [8], which may be useful for obtaining position
of fast-moving UEs with high Doppler. It has been shown recently that OTFS arises
as a well-suited modulation for the time and frequency selective fading channel.
OTFS characterizes the Doppler-induced time-varying nature of the wireless chan-
nel and parameterizes it as a 2D impulse response in the delay-Doppler domain.

OTFS works in the delay Doppler domain rather than the time-frequency
domain as shown in Figure 4.10. The delay Doppler domain representation of the
channel converts the time-variant channel to the time-invariant channel, as shown
in Figure 4.11. In addition to the OTFS diversity gains mentioned above, we have
additional benefits of low reference signal overhead, enhanced channel state infor-
mation (CSI) quality, and MIMO bit error rate (BER) performance of fast-moving
UEs, as shown in Figure 4.13.

Because of the added advantages of OTFS over OFDM, the OTFS is an efficient
way of estimating the localization via computation of ToA.

The above Figure 4.12 shows how a UAV can be efficient in locating the user in
need via employing the OTFS for estimating an accurate ToA.

From the BER analysis for the OTFS and OFDM modulated signals shown in
Figure 4.13, the comparative analysis of the OTFS and OFDM modulated signals

Figure 4.10. Transmitted OTFS QAM symbols and corresponding received symbols via

delay Doppler channel.
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Figure 4.11. Different representations of linear time variant (LTV) wireless channels.

Figure 4.12. UAV with OTFS employed for the user localization.

for fast-moving UE (where the UE is moving at a constant speed of 28 km/h) can be
visualized. The BER for OTFS-modulated signal is lower because its performance
is not degraded even with the fast motion of the UE, and the bit error and bit loss
are less as compared to the conventional OFDM. Thus, OTFS may be able to more
reliably estimate the distance of UEs moving at a fast speed.

Figure 4.13. BER comparison of OTFS and OFDM when UE is moving at a constant speed

of 28 km/h.
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4.1.1.5 Distance and angle measurements using physically large arrays

To give an outlook towards the capabilities of large aperture arrays, a measurement-
based analysis of beamforming and channel estimation is performed, targeted
at positioning applications. The initial results are obtained using spherical-wave
beamforming applied to data recorded using a (synthetic) large uniform rectan-
gular array (URA), representing a large base station (BS) that is positioned along
a wall in an indoor environment. The results are visually compared with super-
resolution channel estimation results obtained when splitting the large URA into
small sub-arrays. The channel measurements were recorded with a vector network
analyser (VNA), with the synthetic arrays formed using mechanical positioners with
a positioning accuracy below 1 mm.

Exploiting the full array aperture requires spherical-wave beamforming and per-
fect calibration of the full array, which can be difficult to achieve for thousands
of array elements. The advantage of using the full available data is the superior
resolution that can be achieved, allowing focusing power towards small spatial
regions [9, 10], e.g., λ = 2.16 cm, for a carrier frequency of fc = 6.95 GHz,
is shown in Figure 4.14. The marginal spectra include modelled components that
are computed from a geometric floorplan in combination with an image source
model up to second order. In combination with the large aperture, a large signal
bandwidth of BW = 3 GHz is used to show the optimum case regarding the achiev-
able resolution. From the sub-figures, while direct paths and first-order reflections
are well represented by the model, second-order reflections, which might no longer
be visible over the full array, are not well associated with modelled components.

Figure 4.14. Spherical wave beamformer spectra for an exemplary LOS position in a

medium-sized indoor environment. In the analysis, we use the full measurement band-

width and all (synthetic) array elements. In the azimuth-elevation power spectrum shown

in (b), 0 deg azimuth points towards a window in the environment and 0 deg elevation

towards the ceiling.
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Parametric approaches such as super-resolution channel estimation algorithms
can achieve a high level of performance under the assumption that the channel is
composed of discrete components that are parameterized in terms of, e.g., arrival
times or angles. The separation into sub-arrays allows to make use of classic array
processing assumptions, which are not feasible for application to the full array
data, drastically improving the requirements for computational resources. Results
obtained when applying a sparse Bayesian learning (SBL)-based channel estima-
tion algorithm (described in [11]) to (4 × 4)-subarrays and B = 500 MHz of signal
bandwidth are shown in Figure 4.15, as angle spectra (a), residual angle spectra after
subtracting component estimates (b), and time-domain residual signals after sub-
tracting the obtained component estimates (c). In Figure 4.15(a) and (d), the size of
the markers represents the estimated amplitude, and the colour indicates whether
a component was associated with a modelled component (cyan) or not (magenta).
This association is performed by using an optimal sub-pattern assignment-based
data association algorithm, which allows to associate estimated components to
modelled components and thereby accounts for the varying visibility of multipath
components (MPCs). While using only a fraction of the array elements and band-
width, the obtained estimates still correspond well with the modelled MPCs. At the
same time, the varying visibility can be accounted for, which will be an important

Figure 4.15. Channel estimation results using an SBL-based algorithm, showing esti-

mated components over the angle-spectrum, residual angle-spectrum, and residual time-

domain signals. Results are shown for (4 × 4) sub-arrays with 500 MHz bandwidth and

for a subarray closest to the window (a, b, c) and farthest from the window (d, e, f).

Component estimates are shown as magenta and cyan circles with the latter indicating

association to a modelled environment feature (numbered 1–8), with 1 representing the

direct path and 2 a window reflection.
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aspect for multipath-based positioning and environment learning. Note the con-
sistent changes that are visible in the modelled as well as estimated components,
comparing the two subarray positions that are closest to the window (top row in
Figure 4.15) and farthest from the window.

While analysis of the measurements performed has shown the effects of visi-
bility as well as the spatial consistency of MPCs, without efficient fusion of sub-
arrays, it will be difficult to achieve a similar performance compared to a large
and fully coherent array. The next step will be the derivation of theoretical per-
formance limits, e.g., in terms of the Cramer-Rao lower bound or similar, giving
insight into system parameters such as signal bandwidth and the geometric dis-
tribution of sub-arrays. Of special interest will be the effect of imperfect phase or
clock-synchronization between the subarrays, which is expected to be the main
limiting factor to achieve the same performance as a fully coherent array.

4.1.1.6 Precise localization with the aid of synchronization signals and

CIR

4.1.1.6.1 Introduction

Instead of adding an extra overload to the communication systems, one can rely
on the mechanisms already in place to perform precise localization. In particular,
approaches based on TDoA and ToA require the nodes not only to be synchro-
nized with each other, but also to exchange localization-specific signals. However,
the synchronization signals exchanged among the nodes for the purpose of synchro-
nization as well as other sources of information such as CIR and AoA estimation,
which are not primarily foreseen for localization purposes, can be utilized to pre-
cisely estimate the position of a UE.

In [12], the principles of network synchronization have been presented, which
paves the way for an accurate mobile UE localization with the aid of synchro-
nization signals, i.e., time stamps. In particular, a Bayesian recursive filtering
(BRF)-based mobile unit (MU) joint synchronization and localization (sync&loc)
approach is developed where Taylor expansion is utilized to linearize the non-
linear relation between the measurements, i.e., time-stamp exchange and AoA,
and the position parameters. While linearized BRF (L-BRF) can partially mitigate
the destructive impact of non-linearities in the measurements, in addition to the
covariance matrix underestimation, they are likely to diverge if a reliable estimate
of the initial state is not available [13]. A promising approach, on the one hand, to
avoid such shortcomings of L-BRF and, on the other hand, to boost the accuracy
of position estimation, is estimating the prediction, measurement likelihood, and
posterior distributions using particle Gaussian mixture (PGM) filters introduced
in [14]. Specifically, in this approach, instead of a single Gaussian function, each
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distribution is approximated with a sum weighted of Gaussian functions or Gaus-
sian mixtures [15]. Nevertheless, the problem that immediately arises when using
PGM filters is dimensionality, rendering the approach computationally expensive
for multi-variable estimations. To overcome this drawback, a hybrid parametric and
particle-based approach was employed, which capitalizes on the linear relations in
the measurements to reduce the dimensionality.

Here, based on [16], a DNN-assisted particle filter (PF)-based (DePF) joint
sync&loc algorithm is proposed that draws on the CIR to estimate the AoA (using
multiple signal classification (MUSIC) algorithm [17]) and to determine the link
condition, i.e., LoS or NLoS, using a pre-trained DNN, thereby excluding the
erroneous measurements to enable a more precise parameter estimation. It then
estimates the joint probability distribution of MU’s clock and position parameters
using the PGM filter. The dimension of the PGM filter is then reduced by reveal-
ing and exploiting the existing linear sub-structures in the measurements, thereby
tackling the dimensionality problem.

There are, however, several preliminaries for the PGM filter to return an accurate
estimation of the MU’s clock and position parameters. In addition to the time-
stamp exchange mechanism explained in [12], as mentioned above, AoA using the
MUSIC algorithm and DNN-based NLoS identification are the prerequisites for
the DePF algorithm. The former increases position estimation accuracy, while the
latter prevents the PGM from diverging.

4.1.1.6.2 NLoS identification, AoA, and CIR

The capability to estimate CIR is highly ubiquitous among APs. Therefore, relying
on the CIR to develop a localization algorithm appears to be a realistic approach.
The AP-UE CIR is a rich source of information about the condition of the com-
munication link, e.g., whether the channel is LoS or NLoS, and the location of the
UE. More precisely, the former is crucial to know when estimating the latter, as is
the accuracy of the distance or time, and AoA measurements significantly decline
if conducted under NLoS conditions.

Figure 4.16 shows the architecture of the DNN deployed for NLoS identifi-
cation. We have utilized such a network in [18] to identify the link condition in
indoor environments. The input layer has one channel fed with N samples, i.e.,
the magnitude of the CIR. The number of hidden layers and neurons in each hid-
den layer is set to lH and nH , respectively. The rationale to rely on when selecting
these numbers is that, according to [19], any classifier function can be realized by
two hidden layers, i.e., currently there is no theoretical reason to use more than
two. However, the lack of evidence does not imply that the DNNs with more hid-
den layers do not improve the classification accuracy. It rather suggests that the
number of required hidden layers does not follow a well-established logic and is
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Figure 4.16. The DNN employed for NLoS identification. It has lH = 2 hidden layers with

nH neurons and two output neurons [16].

mainly determined by a trial-and-error process. Therefore, for the algorithm pro-
posed in this work, we empirically determine the number of hidden layers that
delivers the best performance. Furthermore, as a rule of thumb, the number of
neurons is suggested to be between the number of inputs and that of the out-
puts to prevent under/overfitting. Let the output probability vector of the DNN
be [1 − p̂nlos, p̂nlos], where p̂nlos denotes the probability of the CIR being corre-
sponded to an NLoS link. For the NLoS identifier, we seek to train the DNN
such that the output probability vector is as close as possible to the [1,0]/[0,1]
for the LoS/NLoS CIRs. In other words, from the optimization point of view, we
aim to design a loss function whose output is small when the DNN returns the
correct vector and is large otherwise. It turns out that the function that possesses
the above-mentioned property is the logarithmic function [20]. The loss function
is known in the literature as the binary cross-entropy loss function. The goal of
training is then to adjust the weights of the neurons such that the binary cross-
entropy loss function is minimized. Finally, when the trained DNN is employed
in the context of joint synchronization and localization algorithm, the decision
on the link condition is fed into the algorithm using a binary parameter, which
is set to one when p̂i

nlos > 0.5 and zero otherwise. The CIR fed into the DNN
to identify the link condition can be treated as an input signal to the state-of-
the-art AoA algorithms such as MUSIC or Estimation of Signal Parameters via
Rational Invariance Techniques (ESPRIT) to obtain the AoA. We do not men-
tion the details of these algorithms here, as rich literature on these algorithms is
available online. In what follows, we elaborate on how PGM filters fuse the above-
mentioned pieces of information to reach an estimation of clock and position
parameters.

4.1.1.6.3 Particle Gaussian mixture filter

The data obtained from the synchronization signals, i.e., time-stamps, the channel
condition obtained by means of DNN, and the AoA estimated using the CIR can
be fused using PGM filters to estimate the location and clock parameters of an UE.



Providing Extremely Accurate Sensing 139

The idea underpinning PGM filters is to approximate the posterior PDF by the
sum of weighted Gaussian density functions (GDFs) [15] as shown in Figure 4.17.

Figure 4.17. An example distribution of the clock and position parameters. θi denotes the

clock parameters and dij represents the position parameters [16].

Considering the time-stamp mechanism introduced in [12], we can conclude
that the clock parameters, on the one hand, are linearly dependent on the time-
stamps and, on the other hand, do not depend on the position parameters. This
suggests that, although the likelihood of the measurements is not Gaussian dis-
tributed in general, it is indeed Gaussian across the clock parameters. By capital-
izing on the linear Gaussian substructures in the model, the state dimensions are
kept low.

Consequently, the GDFs can be employed only across the position parameters,
transforming the structure of the posterior distribution into the multiplication of
a single GDF across the clock parameters and the sum of multiple weighted GDF
across the position parameters (visualized in Figure 4.17). Such a structure not only
lays the ground for the hybrid parametric and particle-based implementation of
BRF-based joint sync&loc estimation but also dramatically reduces the computa-
tional burden.

4.1.1.6.4 Takeaways

As mentioned in the previous subsections, synchronization signals, i.e., time stamps
and CIRs can be utilized to perform precise localization. In particular, we can
employ PGM filters in a hybrid parametric and particle manner to track the clock
parameters of a UE and estimate its position. Such a technique does not require
an exchange of any localization-specific signal and relies only on the pre-existing
signal exchange mechanisms.



140 Towards Joint Communication and Sensing

4.1.1.7 MEC cloud database and server for localization and mapping

data fusion

SLAM achieves the purpose of simultaneous positioning and map construction
based on combination of self-perception LIDAR-like sensing data combined with
localization data. These data are necessarily captured by sensors and collated in a
database on which processing can be performed for the purposes of different appli-
cations, and in particular location estimation applications, an example of which
is now presented below. RSS OWC distance measurements from UEs, TDoA
mmWave distance measurements from 6G access nodes, and AoA direction mea-
surements from 6G access are recorded on MEC location database VNF and pro-
cessed by a location server VNF to produce a data fusion estimate of the location of
UEs that is stored on the Location Database VNF for access by network and user
applications. Data fusion combines estimates of position from mmWave OWC
RSS, TdoA, and AoA position measurements using the Kalman filter machine
learning algorithm to obtain a more accurate position estimate that compensates for
the different sampling times of the different distance and direction measurements.

The initial structure of the location database (LD) consists of:

1. The antenna table, shown by Figure 4.18 (Table 1 within the figure), stores all
antenna/LED emitter coordinates and, in this instance, the relevant calibra-
tion parameters required, for example, the VLC Halo-Lens Compensation
approach [21, 22]. Currently, VLP relies strongly on the assumed Lamber-
tian properties of light sources. In practise, not all lights are Lambertian. To
facilitate and benefit from the widespread deployment of VLC technology
in numerous environments, measurements from non-Lambertian sources are
analysed, and a novel calibration VLC halo-lens compensation technique was
developed that enables high-accuracy positioning in a wider setting [21, 22].
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Figure 4.18. SLAM database and server system.
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2. The measurement table, shown in Figure 4.18 (Table 2), stores all the latest
measured location parameters obtained by the RAN. Here, we illustrate the
OWC-RSS, sub-6GHz-TdoA, mmWave AoA, and eventual THz (LIDAR)
and camera components. Each dataset (row) pertains to a singular UE with
an appointed ID and timestamp of the measurement acquisition instant.

3. The estimates table, shown in Figure 4.18 (Table 3), is where the processed
position estimates are stored. For data fusion applied later in the location
server (LS), the states to be stored in the estimates table must be consistent
with the states of the target applied to the location server. This enables the
previous UE state estimates to be used within the Kalman filter as priory data.
Asynchronous sampling of range-based measurements is known to have neg-
ative impacts on localization performance. Various asynchronous sampling
localization techniques (ASLT) exist to mitigate these effects. The exact suit-
ability of such solutions is not evident, due to their additional processes,
subsequent complexity, and increased costs. Extensive simulations were con-
ducted to demonstrate the effectiveness of ASLT under variable sampling
latencies, sensor measurement noise, and target trajectories. These draw
attention to the computational trade-off and lead to the development of a
novel solution achieving optimal localization performance with a significant
energy reduction of over 50% [22].

4.2 Enhancing Connectivity

4.2.1 Positioning and Position-aided Communication in
Distributed Access Architectures

Envisioned interactive applications foresee that physical and virtual worlds will
get blended, as introduced in Chapter 2. This requires for wireless connectiv-
ity support providing “real-time” and “real-space” functionality; the differences
should be unnoticeable to the human and the potential machines and applications.
Distributed access architectures are key candidates to provide this. For example,
RadioWeaves technology is being developed to that end, presenting a platform of
interconnected communication and computation resources [9].

Position information in these networks can play a double role:

1. It is directly required to enable novel applications in professional and care
environments, entertainment, including gaming, and personal and home
spaces. Clear examples include tracking and location-based services, as well
as robotic applications in industrial environments and extended reality (XR)
applications. The analysis of diverse use cases indicates that an accuracy of
1–0.1 m is required for many applications [23].
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2. Position information can support wireless communication and power trans-
fer functionality. For the latter, location information enables beamforming
solutions, which can greatly benefit the efficiency of the transfer [24]. Fur-
thermore, in the pursuit of ultra-reliable communication, position informa-
tion can be exploited to anticipate bad connections and support “break before
make” decisions.

Different device classes [23] have been categorized for nodes that will need to
be positioned in the same environment. The selection of position-related measure-
ments will strongly depend on the capabilities of these devices. In particular, the
positioning of low-power devices without any battery or with only limited energy
storage relies on wireless charging, which poses stringent limits.

Distributed architectures hosting a very large number of antennas offer hyper-
diversity that can be exploited well to extract both accurate and precise posi-
tion information. Accuracy is most often related when specifying requirements
and algorithmic progress are reported. However, precision, which is a measure
for variations on the accuracy and also quantifies bad outliers, is also an essen-
tial performance measure, in particular when reliability is important. A dis-
tributed deployment is of particular interest in this regard, as it can support the
“zero-outage.”

The distributed architectures also enable location-aware proactive redundancy
for guaranteed ultrafast exchange of critical data. Cell-free access is being deployed
to simultaneously sustain links to multiple arrays [25]. It is expected that distributed
compute-connectivity infrastructures will be an essential part of the anticipated
heterogeneous 6G networks, e.g., in the context of Industry 4.0 and in smart home
and care environments [23]. A sudden bad connection to one array will always
be covered in advance by another array without a latency penalty. The locations
of devices were tracked, and information was used to provide ultra-robustness on
critical links. Learning of the environment will support an optimal allocation of
array resources to prevent retransmissions and link outages.

Adequate positioning techniques that can offer both good accuracy and good
precision in distributed architecture open an opportunity to address the require-
ments of many novel applications mentioned as drivers for 6G [23]. Techniques
leveraging on distributed resources will extract information from both LoS links
and multipath reflections. Therefore, it is essential to characterize and model the
propagation environment in distributed architectures hosting a very large num-
ber of antennas. Novel experimental campaign-based channel modelling work is
being conducted. Algorithmic development exploits the ultra-wide aperture and
near-field properties (in the sense of being within the Rayleigh distance) of the
signals. Furthermore, the hypothesis that location and environmental awareness
allow for a large-scale predictability of the channel state information and thus an
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optimization of the efficient exploitation of the available hyper-diversity is con-
firmed in the first instance in the context of initial access [24].

4.2.2 Sub-6GHz, mmWave, and sub-THz RT Model and its
Verification from Measurements and Applications Within
Digital Twin of Factory for 6G

4.2.2.1 Construction of digital network twins in factory environments

for access optimizations

6G envisions the integration of novel spectrum bands to support the development
of ubiquitous smart wireless communications in industrial scenarios. Future indus-
trial tasks and services rely on the simultaneous utilization of sub-6 GHz, mm-
waves, sub-THz, and OWC [26]. The free blocks of spectrum available at THz and
OWC enable the implementation of high-data-rate wireless links with enhanced
capacity, latency, and with an unprecedented level of accuracy and resolution in
sensing applications. Therefore, reliable channel models are of exceptional impor-
tance for the design, performance evaluation, standardization, and deployment of
future 6G networks.

However, the development and parametrization of a single model covering such
a wide spectrum of frequency bands and applications is challenging in multiple
aspects. Localization and imaging applications require a precise correspondence
between the geometrical properties of the propagated paths and the locations of
users and scatterers. Moreover, testing heterogeneous localization methods, based
on the combination of methods in different bands, requires models with consis-
tency not only in the spatial domain, but also in the frequency domain: the scat-
terers must be in the same position for the different simulated bands [27, 28].
Therefore, models with deterministic components, such as RT, are more appropri-
ate for these applications, since they allow simultaneous simulations at different
frequencies with a precise geometrical representation of the environment in the
propagation parameters of the paths. Nonetheless, the comparability of the results
with reality depends on the complexity of the RT map/model. Thus, obtaining an
accurate RT model with a high level of detail and a large number of objects is of
crucial importance.

Therefore, a precise RT model was obtained from point cloud data from
extensive 3D laser scans in an arbitrary industrial scenario, in which multi-
band RF measurements were also conducted simultaneously for propagation
characterization [29] and calibration and verification of the model at sub-6 GHz
and mmWave [30]. In addition, simultaneous sub-6 GHz, mmWave, sub-THz, and
OWC measurements will be conducted for verification purposes in the future. The
ultimate goal of this model is to perform realistic analysis on different algorithms
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for sensing, localization, multi-band, and sensor-aided beamforming based on the
different properties of this digital twin of the environment [31].

4.2.2.2 Channel modelling for heterogeneous networks and joint

communications and sensing applications

From point cloud to RT simulations

The methodology to generate the RT model is summarized in Figure 4.19.
Two different scanners were used according to the size of the object/environ-

ment: the Leica BLK 360 for the macro scenario and the hand-held scanner Artec
Leo for the machines and other details. The macro scenario was scanned in multiple
positions, as shown in Figure 4.20, and the data were later combined using special
tags that were placed in the environment.

The CAD model was obtained by reconstructing the surfaces out of the points.
Once all the points from the different scans are merged, the surfaces are recon-
structed with basic shapes out of polygons that can be interpreted by the RT
tool. Figure 4.21 shows the level of detail on the CAD model. Finally, material-
dependent electromagnetic properties are assigned to each surface to have an accu-
rate calculation of the RF components at different frequencies with the RT tool.

Model validation with RF measurements

Simultaneously with the point-cloud scans, ultrawideband multiband RF measure-
ments at sub-6 GHz, 30 GHz, and 60 GHz were conducted in the same area. These
measurements have been used, as shown in Figure 4.22(a)–(c), to validate the RT
model in the time-delay and angular domains. In the latter case, (c) shows the
measured power at the different scanning angles (with 30◦ half power bandwidth
(HPBW) horn antennas) at the TX side and the direction of the simulated paths,

Figure 4.19. Processing methodology from point-cloud scans to RT models and simula-

tions.
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Figure 4.20. Point-cloud scanning positions.

Figure 4.21. Picture of one of the corridors in the scenario and CAD model after surface

reconstruction.

showing a high correlation between the density of the simulated path and the mea-
sured power.

After the RT model was validated, the simulations can be used to assist the
interpretation of the measurement results by identifying scatterers and propagation
mechanisms, as shown Figure 4.22(d).

A digital twin is a digital representation of a real object or process. In this case,
the digital twin corresponds to the physical environment of a particular industrial
scenario of interest. This model is used with RT to obtain different CIRs or RF
parameters such as received power, delay spread, etc. that can be used in dif-
ferent tasks such as facilitating localization or the beam-steering process at high
frequencies.

4.2.2.3 Applications of digital twins

However, one of the key requirements for digital twin components is their real-time
representation or an acceptable update rate capability in order to tackle changes in
high-dynamic environments in a factory.
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(a) (b)

(c) (d)

Figure 4.22. Power delay profiles of different RX positions over a line from (a) RF mea-

surements at 6.75 GHz and (b) RT simulations. (c) Measured power azimuth/elevation

profile and direction of the simulated paths in the RT model. (d) Identification of scatter-

ers and propagation mechanisms.

An example of the latter case is that, given the location of the UE, RT can be used
to determine the visibility condition or to estimate the pointing direction from the
BS of a beam-former at mmWave or sub-THz, minimizing the training overhead.

4.2.3 Enhanced Connectivity with Channel Knowledge Map

Sensing to enhance communication services

A channel knowledge map (CKM) is a site-specific database containing transceiver
locations and channel-related information that can be utilized to improve envi-
ronmental awareness and improve CSI acquisitions. CKM is, therefore, critical
to achieving high capacity, ultra-low latency, and ultra-massive connectivity in
6G networks. CKM can provide vital parameters of the wireless channels with-
out requiring channel training. It is also possible to reduce training overhead in
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large MIMO systems by advancing localization and environmental awareness. The
authors in [32] examined environment-aware beamforming for RIS-aided com-
munication enabled by the CKM, which does not require online training. In the
simulation, CKM in active/passive beamforming led to significant rate improve-
ments over training-based beamforming, and it also proved to be robust against
UE location errors.

Together with CSI, dynamic blockage information from sensing services can also
be useful for enhancing the communication performance, especially at high fre-
quencies where the signal could be affected by the poor propagation environment
with high path loss. To realize context information-assisted communications, the
BS could potentially predict the position of UE and blockers with advanced sen-
sors and localization techniques, and this information could be useful for dynamic
blockage avoidance. Moreover, channel variance issues could be mitigated by using
the recently proposed concept of predictor antenna (PA) [33]. PA system refers to
a setup with two groups of antennas deploying on the top of a vehicle, where the
front antennas (called PAs) sense and report back the CSI to the BS. Then, the
receive antenna(s) (RA(s)) following behind the PAs could use the CSI from PAs
when they reached the same positions as the PAs. In this way, the quality of CSI is
improved, leading to better system performance. In [34], focusing on highway sce-
nario, the PA concept was incorporated into a large-scale cooperative PA (LSCPA)
setup with cooperative communications among BSs and utilize the information
provided by different vehicles to avoid not only temporal blockages but also the
CSI outdating. Results summarized in [32] indicate that the E2E throughput for a
given time slot of the network can be improved by 32% using context information
in the form of coarse localization and trajectory information, whereas with highly
accurate localization and trajectory information, reliable CSI can be obtained with
the PA concept, resulting in a 335% gain.

4.3 Joint Communication and Sensing

4.3.1 Introduction

JCAS is are already one of the main differentiators of the 6G vision with respect to
5G communication systems. While sensing includes positioning, it will also encom-
pass novel functionalities that are not present in 5G, which in turn may lead to
new services. Supporting these services will have architectural implications. This
section will discuss these novel types of sensing, the services they may enable, and
the implications for the 6G architecture. In addition, recent developments towards
the practical implementation of joint communication and sensing will be detailed.
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4.3.2 Sensing as a Service

The term sensing is often reduced from its broader definition (detection of events,
measuring changes in the environment of physical properties) to mean radar-like
sensing. However, sensing can also cover channel estimation, radio frequency sens-
ing, spectroscopy, weather monitoring, and any downstream processes that rely on
sensing data.

4.3.2.1 Technical concept

Radar-type sensing

Radar-type sensing can be classified into three categories: monostatic sensing,
bistatic sensing, and positioning as sensing, with illustrations shown in Figure 4.23.

Monostatic sensing is an extensively studied topic in JCAS, where the trans-
mitter and the receiver are co-located (e.g., radar, as shown in Figure 4.23(a)) and
where the transmitted signal is reflected by surrounding objects or targets and then
processed at the receiver. If the transmitter and the receiver are located at different
places, it is called bistatic sensing, as shown in Figure 4.23(b). In these two sce-
narios, the receiver can estimate the position of the incidence point that reflects
the signal (e.g., buildings, cars, bicycles, and pedestrians) and map the surround-
ing environment (mainly passive objects). In contrast, the concept of positioning
as sensing refers to estimating the position of a connected device directly (i.e., UE)
using signals from multiple anchors (shown in Figure 4.23(c)), with examples such
as the global positioning system (GPS), ultra-wideband (UWB) positioning, and
5G positioning. The mentioned scenarios can also be combined. For example, when
a UE with an unknown position is involved in bistatic sensing (e.g., one BS and
one UE instead of two BSs), this becomes a SLAM.

Sensing involves several processing steps, some of which can be optimized in a
closed-loop tracking scenario to progressively improve the sensing performance over
time: (i) signal design, (ii) signal detection and acquisition, (iii) channel parame-
ter estimation, and (iv) position estimation. The task of signal design could be

(a)Monostatic sensing (b) Bistatic sensing (c) Positioning as sensing

Figure 4.23. Illustration of three categories of sensing. (a) Sensing the environment with

a vehicular radar. (b) Sensing the environment with two BSs. (c) Positioning of a vehicle

with three BSs.
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performed in time, frequency, and space to enhance sensing performance based on
a priori knowledge of the environment obtained through position estimates in pre-
vious measurement epochs [35]. The designed signal is transmitted over the radio
channel and acquired at the receiver, which then performs synchronization, phase
noise tracking, and filtering. The sampled signal is applied to a parametric chan-
nel estimation routine, which returns estimates of ToA, AoD, AoA, and Doppler
of the LoS path and possibly MPCs [36]. The channel parameters are provided
for the localization, mapping, or tracking routine. This routine aims to solve the
inverse problem of inferring the state of the UE (i.e., location and orientation) or
the environment from the estimated channel parameters. In monostatic sensing,
the transmitted data could be known at the receiver due to being co-located on the
same hardware, which enables sensing using communication payload data. How-
ever, in bistatic sensing and positioning, pilot (reference) signals are needed, and
there is a trade-off between communication and sensing resources.

In general, the sensing estimation accuracy depends on a variety of factors, which
can be summarized as follows: (i) resolution, (ii) SNR, (iii) sensing scenario, and
(iv) model mismatch. To estimate the parameters of a signal path during the chan-
nel estimation, the path should be resolvable (separable) in at least one domain
among delay, AoD, AoA, or Doppler. However, even under sufficient resolution,
the received signal may be weak and limit the performance, which can be deter-
mined by the transmit power, path loss, the reflection coefficient of the object, etc.
In addition, the sensing scenario (deployment of transmitters and receivers, operat-
ing frequency, etc., which have implications on blocking, scattering, or molecular
absorption characteristics) and the mobility of objects and users (the coherent pro-
cessing duration of the waveforms will be limited) play a vital role. Finally, unmod-
elled effects due to radio hardware impairments or propagation effects will lead to
reduced localization and sensing performance, which can have severe impacts in
applications with stringent accuracy requirements.

Consequently, offline sensing system design (e.g., hardware selection and deploy-
ment), online optimization (e.g., signal design), and signal processing algorithms
(taking into account the model mismatch or not) constitute essential ingredients
to guarantee an acceptable level of performance for a sensing system.

Non-radar type sensing

Typical sensing methods for using communication infrastructure try to mirror
a radar. In these methods, focus is on detecting the target and estimating its
parameters such as velocity, range, etc. However, there are sensing use cases where
the focus is not on range and Doppler but on other aspects, such as sensing weather,
human activity, local environment, etc. Figure 4.24 illustrates the communication
infrastructure for non-radar type of sensing.
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Sense local presence and/or
characteris�cs of objects

Sense the local weather condi�ons

Sense the local environment

Figure 4.24. Radar and non-radar type of sensing using mobile networks.
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algorithm discussed in [37].

4.3.2.2 Use of sensing information in services

Landscape sensing and contextual sensing (incl. weather monitoring)

Landscape sensing methods identify the macro-environment around the UE, such
as forests, streets, buildings, water body, etc. It can aid in several scenarios in RAN
automation such as tailoring the signal to the UE from the BS. The landscape
sensing methods proposed in [37] detect the UE landscape using measurements
from the central London metropolitan area (refer to Figure 4.25(a)). Figure 4.25(b)
shows the classification accuracy achieved using the methods proposed in [37];
here, landscape categories such as those that denote “street,” “building,” “barren
landscapes,” and “other” categories can be applied.

Contextual sensing is another type of non-radar type of sensing that deals with
identifying the target context and aiding in the higher-level tasks. For example,
a fall detection in an assisted living scenario can trigger an emergency call to the
hospital. In [32], the authors proposed active sensing where target-UE uses its com-
munication capability to share its inertial sensor values with the edge-server in the



Joint Communication and Sensing 151

BS. Using these inertial sensor values, an AI agent on the edge server will identify
the human activity.

Sensing to optimize factory environments

The digitalization within factories is progressing, but the integration of the digital
and physical worlds still faces many challenges. Localization, sensing, and inte-
grated communication will play an important role, and next-generation mobile
communication systems can support the Industry 4.0 vision in a great manner.
Sensing the environment and creating a digital twin of objects and layouts of the
building help digitalize the factory environment. Localization of mobile units such
as AGVs or assets (respectively products) within and outside of the factory allows
for seamless tracking and analytics of business flows. Errors in production processes
can be detected early, and inefficient flows can be optimized. The evaluation of the
current location and communication requirements of mobile units is examined and
optimized bidirectionally. Mobile units can take routes that may be a little longer
but more efficient in regard to communication requirements (throughput, latency,
etc.). Next-generation mobile networks with integrated sensing capabilities will be
even more valuable if sensor fusion with existing localization and sensing technolo-
gies (e.g., camera, LIDAR, or UWB-based) is able by offering open interfaces.

4.3.2.3 Architectural implications of sensing as a service

Signal resource allocation

To implement sensing on the OFDM transceivers, the sensing resources need to
be periodically allocated, as shown in Figure 4.26. Typical sensing (radar-type) use
cases can be mapped to the requirements on the range resolution, maximum unam-
biguous range, velocity resolution, and unambiguous velocity. These requirements
put constraints on the OFDM waveform, specifically on periodicity, symbol dura-
tion, and frame time, as illustrated in Figure 4.26. In [38], the sensing overhead for
a traffic sensing use case was computed, considering a range resolution of 0.5 m,
a maximum unambiguous range of 100 m, a velocity resolution of 0.5 m/s, and
unambiguous velocity in the range of [−20 to 20] m/s, for realizing traffic sensing
use case, and showing that this will result in an overhead of 2.7% for a mmWave
deployment with numerology, centre frequency, subcarrier spacing, and bandwidth
of 28 GHz, 120 kHz, and 300 MHz, respectively.

Network, spectrum, and hardware requirements

To sense target in mono-static way, the transceiver must simultaneously transmit
and receive signals; this creates a full duplex requirement on the communication
infrastructure. Such a full-duplex-capable transceiver requires a high level of self-
interference cancellation, which is very challenging. This can be overcome by using
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Figure 4.26. Sensing overhead in OFDM frame.

bi-static or multi-static sensing; however, these methods require a high level of syn-
chronization between the co-operating BSs, which is very challenging to achieve.

Though large bandwidth and high frequency of operation are beneficial from a
sensing perspective as they can enable very high range and angle resolutions, they
come with a cost of very limited coverage and expensive hardware. In contrast,
the lower-frequency spectrum provides much wider coverage. Depending on the
accuracy and coverage requirements for the use case spectrum, these need to be
carefully chosen.

Services in the 6G ecosystem

Sensing the environment will be a completely new feature, and the capabilities are
gaining more relevance as localization becomes more accurate and reliable. Espe-
cially indoors, where no GPS is available, the next-generation mobile networks can
add high impact on certain applications. But with these developments, the service
offering from pure communication service is broadened, and the stakeholders and
users’ groups might grow. The complexity of offering multiple services will be chal-
lenging. The configuration and even the usage of these services should be flexible.
In some scenarios, all capabilities will be needed at the same time, which might even
require an integrated approach. The next-generation mobile networks should be as
flexible as possible in each phase of the lifecycle (planning, analysis, design, devel-
opment, testing, implementation, and maintenance). Especially in indoor environ-
ments, the requirements can change over time, and it might be necessary to include
new hardware, even from third-party vendors to enhance the service quality. Also,
accessing sensing data in a standardized manner at various processing stages (from
raw to finalized contextual data) is beneficial to allow an ecosystem to flourish and
enable, for example, a truly seamless sensor fusion between different sensing and
localization technologies. Privacy might become more sensitive for two reasons.
First, as localization information becomes more accurate, misusage can damage or
harm people and institutions much more severely, and secondly, sensing people
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Figure 4.27. Location-based services ecosystem from sensing perspective.

(radar-like) and detecting the presence of humans pose a new category of privacy
concerns, especially if, with pattern analysis, the identification of this detected per-
son can be deduced. If critical use cases are built on top of sensing and localization
data, the sensing data itself must be secured and verified by next-generation mobile
network mechanisms.

New services may emerge based on sensing and localization capabilities, or exist-
ing services may integrate into the next generation of mobile network capabilities. A
very straight-forward synergy between services is to enhance communication based
on the current location. The farther away a service resides in Figure 4.27 from pure
and raw sensing data, the more context information and classification of data are
required by the service.

4.3.3 Joint Communication and Sensing in Practice

When developing new technologies, there is always a big step to go from a theoret-
ical idea to showing that it works in practise. In Figure 4.28, the results from some
initial JCAS tests are shown. In this example, a bi-static setup operating at 69 GHz
is used. The signal transmitted is a 400 MHz-wide OFDM signal with 960 kHz
subcarrier spacing. In the setup, there is a reflective wall and a person (wearing a tin
foil hat to enhance reflections) that should be detected. Both the transmitter and
receiver consist of a 1 × 16-element phase array, where the transmitter uses 50 dif-
ferent beams and the receiver uses 56 different beams, both in the range ±45◦. In
the bottom left plot, the RSS is plotted as a function of the beam indices of the
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Figure 4.28. Initial demonstrations of JCAS using a bistatic setup at 69 GHz.

transmitter and receiver. At indices 0,0, the strongest response is found, and that
corresponds to the LoS channel. In addition, there are two more blobs indicated by
the red arrows, one originating from reflections at the wall and the other from the
person in the picture. In the right plot, the distance to the targets is calculated based
on the channel estimation. The distance indicated is relative to the LoS distance,
meaning that the 0 m peak is due to the LoS channel, the peak at 5 m is caused
by the wall, and the small peak at 2 m is caused by the person. For a more detailed
description of the demonstration and more pictures, see [32].

4.4 Conclusions

The global impact of the existing global positioning system (GPS) has trans-
formed the lives of many people with many new applications that use outdoor
location information, which has impacted people’s lives in many different ways,
such as: (1) find your path, (2) avoiding traffic, (3) tracking your phone or child’s
phone, (4) finding the nearest place such as restaurant, (5) finding places such as
schools & colleges, (6) track stolen phone, (7) preventing car theft, (8) tracking for
law enforcement, (9) discover unknown places, and (10) find nearby places. It is
expected that indoor and outdoor location systems with an accuracy of millimetres,
which cannot be performed by GPS due to the building obscuring the direct line of
site to GPS satellites, will similarly transform the lives of many people by inspiring
many new indoor and outdoor applications, which will have a global impact on
people’s lives in many different new ways in many different verticals. Furthermore
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the introduction 6G JCAS capabilities will allow the spatial sensing of the envi-
ronment since by measuring the delay of the return echo in the line-of-sight path
between the transmitter and object, the distance to the object can be calculated
and therefore its position and velocity. This is very useful information for not only
appraising the LoS/NLoS radio transmission in which mMIMO dart-like beams
propagate but also sensing object for collision avoidance, proximity sensing and
location from landmark sensing.
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Chapter 5

Towards Natively Intelligent Networks

By Marco Gramaglia, Xi Li, Ginés García-Aviles, et al.1

Over the past few years, network automation has become an increasingly important
topic in both research and industry. With the growing complexity of modern net-
works and the need for efficient network management, artificial intelligence-based
algorithms have gained attention as a promising solution. Standardization efforts
have also been underway to support analytics derived from network data. As we
look towards the future of mobile networks, it is expected that the integration of
network intelligence (NI) will be a crucial component of the next-generation 6th
Generation (6G) mobile network. While the foundational pillars of 6G have been
defined by recent research and standardization works (e.g., 3GPP Release 18), it
will be necessary for the upcoming waves of mobile network architecture to natively
integrate NI solutions, making lifecycle management of NI an integral part of net-
work services. This will require a novel architectural framework that supports the
integration of NI into the network services, as well as the development of novel
algorithms that can leverage NI to optimize network performance and enable new
services and applications. In this context, this chapter proposes a comprehensive
framework for the integration of NI in the 6G mobile network, which includes the
key components of NI functions, management and orchestration (MANO), and
infrastructure. We also introduce novel algorithms that can leverage NI to optimize

1. The full list of chapter authors is provided in the Contributing Authors section of the book.
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network performance and enable new services and applications. Overall, the goal is
to provide a roadmap for the integration of NI into the 6G mobile network, with
the aim of creating a more efficient, intelligent, and flexible network architecture
that can meet the demands of the next generation of mobile services.

This chapter is structured as follows: the overall set of enablers needed for the
transition towards intelligent networks is discussed in Section 5.1. Then, Sec-
tions 5.2 and 5.3 discuss the overall network intelligent architectural framework
that has to deal with the specificities of the application of NI to future 6G mobile
network. In Section 5.4, we then draw some guidelines for the design of such net-
work intelligence function (NIF) that empower the vision presented in this chap-
ter. Finally, from Section 5.5 to Section 5.12, we discuss different NI solutions that
will address from different perspectives the challenges posed by the management
and operation of a 6G network to eventually maximize the impact envisioned in
Chapter 1.

5.1 Enablers for an Intelligent Network

Top-down network architecture design process typically starts by identifying a tar-
geted service portfolio, given specific environmental conditions and business goals.
These characteristics are captured in a set of representative use cases that are then
used to derive the needed network functionality. This approach is, however, limited
in terms of how well expected advancements in the application technology (e.g.,
computing, sensing, and actuation) and how end-user needs can be envisioned.
Ideally, a network architecture would be adaptable beyond its original design goals
to meet the unforeseeable changes in the service portfolio and related business goals.
The network should hence allow its automatic reconfiguration with minimal man-
ual operations in response to new and changing demands. Self-adaption of the
network functionality is addressed by NIs that embed and extend artificial intelli-
gence/machine learning (AI/ML) functionality beyond orchestration and network
management into network functions and services. Intelligent Networks functions
reside across the common service platform, the network functions (NFs) domain,
and the management, see Figure 5.1.

It consists of AI/ML-enabled closed-loop control of NFs with the necessary sup-
porting enabler frameworks to automate and modify network operations based on
given policies and goals. The first prerequisite for NIs is a common end-to-end
(E2E) analytics framework that collects and provides accurate and timely data for
inference and training the AI/ML functionality. The E2E analytics framework is
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Figure 5.1. 6G enablers for the NIs in dark blue boxes in the context of the different 6G

architecture domains.

responsible for exchanging knowledge across various network layers and domains,
enabling AI agents and ML models training and operation. The AI-model’s training
depends on the concrete location where the model will be applied and the type of
data that is accessible to it in a given configuration. As 6G architectures may span
across a cloud continuum from the central cloud to the distributed edge and user
equipment (UE), two deployment solutions are identified: first, a fully distributed
edge-based solution, where all AI functions are instantiated at the edge nodes as
cloud native applications; and second, a hybrid solution, where computationally
expensive AI functions are trained and possibly executed in the central cloud using
wider and richer data sets than would be available in a given edge cloud. As 6G
UEs are assumed to consume intelligent services from the network, they can also
train their own AI models collaboratively in a privacy-preserving way according to
the federated learning (FL) paradigm [41]. To facilitate this, it is required to pro-
vide specific means to discover and join learning federations of UEs, allowing them
to train their own AI-models collaboratively while maintaining privacy. Trained
AI/ML models are stored and maintained in an AI repository, from which spe-
cific ones are installed into resource-controlling AI agents. AI agents are distributed
across the network to control and adjust the resources of the network, which they
are responsible for (see Figure 5.2).

Specifically, the first step is to identify the set of AI functions that are required
to support this closed-loop network automation approach, possibly allowing hier-
archies of closed loops, and considering their virtualization, packaging, and orches-
tration as in-network cloud-native functions that can be controlled and supervised
by the MANO layers. To effectively address this approach, four AI functions have
been identified as fundamental: the AI model repository function, the AI training
function, the AI monitoring function, and the AI agent. Table 5.1 provides a short
description for each of them.
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Figure 5.2. Architecture enablers for supporting AIaaS.

Table 5.1. AI functions identified as enablers for supporting AIaaS.

AI Function Description

AI model
repository
function

It is the function that provides a catalogue of the available AI/ML
trained models (including their metadata for capability
specification), which are either already deployed or ready to be
deployed within new or existing instances of AI agents. Multiple
versions of the same model can be stored in the AI model repository
function, e.g., related to subsequent training sessions over different
datasets.

AI training
function

It is the function that performs the training of AI/ML algorithms
(including any required data pre-processing) and produces
executable models that can be integrated in the AI agents. The AI
training function is triggered either autonomously by the AI
monitoring function when a performance degradation is detected,
or by the management and orchestration layer whenever a new
model has to be generated.

AI monitoring
function

It is the function that takes care to evaluate the performance of the
AI/ML models and consequently provide the trigger for training
and re-training operations in the AI training function. This
translates into evaluating the runtime accuracy of deployed models,
as well as their performance in terms of action impact. This includes
methods for identifying any potential conflict (direct or indirect) in
the model inferences.

AI agent It is the function that uses the trained AI/ML models (one or more)
to perform the inference process (including any required data
pre-processing functionality). According to the specific model(s) it
executes, the AI agent requires specific data to be ingested. The
outputs of the AI agents are then used to drive the actions and the
behaviour of other functions, including 5th Generation (5G) NFs
and application functions (AFs), as well as management and
orchestration functions.
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Figure 5.3. Network exposures for each trust level.

Collectively, the whole set of AI functions described in Table 5.1 form the AI as a
Service (AIaaS) framework whose main purpose is to offer services to be consumed
by any trusted NF, or even third-party applications that are external to the net-
work through network exposure APIs (Figure 5.3). The consumer of the AIaaS can
submit requests for inferencing decisions to AI agents for a particular action. The
elements of the proposed AIaaS framework must comply with regulatory aspects
of data governance that are accomplished by management of multiple trust levels
between network domains to ensure data privacy requirements within each secu-
rity domain. The proposed framework may be able to reduce the AI overhead, since
operation of a given AI agent in one domain can be extended to different privacy
domains, provided that the privacy requirements are addressed within each domain.

In addition, the underlying infrastructure layer needs to be adaptable to vary-
ing NF workloads, new functionality, and dynamic placement of NFs across the
multi-cloud continuum. Dynamic instantiation of the AI agents and programmable
NFs leverages AI-driven orchestration with the capability to select different process-
ing points for network functions across the multi-cloud continuum. This is done
by dynamic function placement (DFP), which introduces a two-level hierarchi-
cal orchestration solution where domain internal dynamicity is not fully exposed
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externally but still network functions can be executed in a multi-domain, multi-
cloud environment on-demand basis. A top-level orchestrator interacts with the
domain-level orchestrator and decides which candidate domains for NFs are to be
created or moved. Final deployment details and selection of the domain’s internal
processing point are left for the domain-specific orchestrator. The newly instanti-
ated or reconfigured NFs and AI agents need to discover each other, and they need
to communicate efficiently via a network service mesh (NSM).

In order to satisfy communication efficiency requirements, NSM must sup-
port the most common communication patterns like publish-subscribe and
request-response communication. Additionally, both synchronous and asyn-
chronous communication must be supported. NSM provides a registry (or simi-
lar) for (de-)registering services that are then exposed via service discovery, which
is used to find out what services are available in NSM and how.

Networking policies also play an important role in NSM, and they must be
enforced in a distributed manner, i.e., a set of networking policies distributed over
the related domains is dealt with in the same manner. Additionally, OAM and
AI-related knowledge may have different connectivity requirements between the
related domains and their internals to harmonize management operations.

NSM-managed tunnelling between domains needs to support different types of
communication patterns, and typically this is indirect communication via a com-
munication intermediary. So tunnelled data represents NF:intermediary communi-
cation and could be unidirectional or bidirectional depending on how routing is
arranged in the domains.

One important thing to consider is the support for traffic prioritization inside the
tunnel, because it might influence how inter-domain tunnelling should be config-
ured. For instance, one straightforward option would be to avoid mixing different
quality of service (QoS) classes in the same tunnel and instead have QoS class-
specific tunnels. Maintaining multiple tunnels per domain boundary should not
restrict scaling too much and technically be feasible, i.e., not so much state infor-
mation should be maintained per tunnel endpoint.

5.1.1 A Two-level DFP in Multi-domain Landscape

In this section, further details are provided on the two-level design for DFP, which
is shortly introduced in Section 5.1. Additionally, the impacts of adding multi-
domain support to orchestration and service discovery, which are closely related to
DFP, are also discussed.

The proposed design has the decision-making on two levels:

• Top-level decision-making, during which the best candidate domains are
searched for.
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• Domain-specific decision-making, where the network function deployment
will be finalized according to the domain internal resource conditions and
preferences.

The decision-making structure that follows is closely related to the logic of two-
level hierarchical orchestration, in which multi-domain scope is handled first, fol-
lowed by domain-specific scope. The same multi-level support shall be considered
in other supporting functionalities, such as monitoring and management (e.g., NF
scaling), which are part of DFP. Monitoring is naturally done within a domain,
and then the information is exposed externally. One critical requirement of the
design is the ability to expose information from domain(s). The top-level part is
dependent on the information that is exposed by individual domains. It is crucial
that the validity of the information is adequately scalable. If the exposed informa-
tion is too dynamic (“short-lived”), a distributed system may end up wasting time
and resources trying to keep dynamic information synchronized. Aside from the
information’s validity and lifetime, the amount of exposed information can also be
a limiting factor. Therefore, domains may need to pre-process the information and
expose it as information aggregates. However, in some cases, raw information might
also need to be exposed.

NF scaling is a common operation for legacy orchestration, and it is used as
an example for defining the impacts of the two-level design for decision-making
and operation execution. This is the reason why multi-domain and intra-domain
scaling should be considered separately:

• Multi-domain: scaling over multiple domains requires technical key per-
formance indicators (KPIs) (e.g., utilization metrics representing the cur-
rent resource conditions and load estimations for the near future from
each domain) to make service offering-related decisions (e.g., requesting
increased service capacity or relocating service offerings) from one domain to
another.

• Intra-domain: traditional NF scaling up/down or in/out based on the local
needs and/or external triggers such as requests from the top-level entity.

The duality of the decision-making closely corresponds to the timing aspects of
the related control loops. For instance, any control loop running on top of multi-
ple domains (top level) presumably has longer execution delays than those running
inside a domain, which is a crucial piece of information since the potential exe-
cution delay of the control loop(s) determines how fast such a system can react to
changes. This reaction sensitivity also relates to the dynamic environment in which
the control loop is operating, and the information based on which the control loop
is executed is part of this environment.
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Similarly, to the exposed domain information, it is important that the decision-
making information is not too dynamic or short-lived. This implies that longer
control loops, such as those used in multi-domain scope, are better suited for wide-
scope predictive decision-making. In addition, faster control loops, which are used
inside domains or even inside logical or physical nodes, are better for reacting to
rapid changes under dynamic conditions. In this design, the top-level domain does
predictive operations with a longer lifetime, and each underlying domain oper-
ates on that basis. Therefore, from a decision-making perspective, domains are
able to react faster to local changes and make short-term decisions and operations
until longer-term decisions are propagated from the top level. It is important to
have some form of feedback channel between the levels. For instance, domains
can communicate their internal actions and decisions back to the top level, where
the long-term solution(s) can be adjusted accordingly, i.e., predictions have to be
updated according to what has happened at the lower (domain) level. Addition-
ally, domains can have a certain degree of autonomy by having instructions and
thresholds on when to report back to the upper (top level) level. It is essential that
the used service discovery solution is efficient enough and scales well. To ensure
proper scaling, service discovery can also implement a two-step design: (i) resolve
the destination domain, and (ii) resolve the communication endpoint (NF) inside
the domain. In multi-domain environment and especially when DFP is effectively
in use, it is important that the establishment of inter-NF communication session
could be optimized. According to this optimization, service discovery can be a
domain internal thing without requiring longer loops between multiple domains,
including some centralized functionalities.

For multi-domain environments, the usage of communication intermediaries
(e.g., service communication proxy (SCP) in 5G environment) can help us in mak-
ing scalable inter-NF communication by using indirect communication, where an
intermediary hides a set of NFs and that for such NFs the service discovery results
in the communication address of the corresponding intermediary. This ensures the
scaling properties of service discovery and makes the data in (top level) service reg-
istry static since all the dynamics of NF instances are masked by communication
intermediaries. Typical legacy schema for masking NFs has been grouping them
based on NF type behind an intermediary and at the same time enable load bal-
ancing opportunity per NF type. However, in a more heterogeneous multi-domain
environment where NF instances can be found in the core, (far) edge, or even
behind the radio interface, the question of whether this is the only option arises,
implying that new schemes based on which NFs can be grouped together behind
intermediaries will likely emerge. It is well known that direct inter-NF communica-
tion, especially between domains, potentially limits how effectively load balancing
can be done for NFs.
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Context-related communication (e.g., context transfer or context sharing) could
follow the normal inter-NF communication patterns, e.g., indirect communication
via intermediary. This may be the only available option for inter-domain cases, but
for the cases where the target NF instance is in the local domain, direct NF:NF
communication might be preferred. In this way, context-related communication
does not need to share communication medium with inter-NF communication and
could receive higher priority, respectively, because NF context(s) must be in place
before any inter-NF communication would be meaningful. There are no technical
requirements to support traffic prioritization based on its type, but using separate
communication mediums could further help in isolation and ensure separate scaling
as well.

Regarding shared data between old and new NF instances, it could be categorized
as (i) generic and (ii) instance-specific. The former is functional or practical as such
between instances, but the latter has to be updated by a new instance, which receives
the data provided by a context transfer functionality.

Shared data might have different real-time (RT) requirements based on how it
is distributed and kept synchronized. For near-real-time (NRT) data, any changes
must be distributed immediately to ensure that data updates are propagated fast
enough. Respectively, for non-NRT (NNRT) data, there is no such urgency to
make distributed data changes immediately; thus, the system can collect multi-
ple updates and then distribute them as an aggregation. There are strict timing
constraints in the interaction between the DFP and the service registry that deter-
mine whether the results of the DFP operations that impact service availability
and resourcing are updated in time. It should be noted that updates with indirect
communication via an intermediary, which is not directly visible in the service reg-
istry, can potentially be faster than the updates in the domain-wide service registry
for direct communication updates. Naturally, this requires that DFPs be interfaced
for distributed operations. DFP needs to support coordinated operations across
domain borders to support such advanced use cases. Last, two topics are intro-
duced for a new type of NF instance-related operation in DFP that derives especially
from multi-domain support. Namely, they are NF relocation and NF offloading.
While these two operations and the already-mentioned NF scaling are quite self-
explanatory, it is often hard to differentiate them from each other rationally. Their
existence can be justified in a multi-domain environment for this purpose, and they
are defined as follows.

Scaling is called a “legacy” operation for NFs within this context. It is primarily
driven by NF consumer demand and refers to scaling existing NF producer(s)
capacity (up, down, in, or out) to ensure a specific NF’s “optimal” service level.
KPIs for “optimal” can be obvious in many ways. It should be noted that
multi-domain implies new requirements for NF scaling as well. For instance, how to
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support distributed multi-domain transactions for NF scaling by coupling together
domains’ atomic transactions is a valid research question.

“NF Relocation” is a permanent operation that is used to change the physi-
cal location of NF instance(s) in the network topology. As soon as relocation and
possible context transfers are done, the original instance is deleted. For exam-
ple, a management entity might ask for an optimization to request NF reloca-
tion. The need for relocation can also be derived from the 6G service model,
where it has been envisioned that end-user-specific (far) edge services that may
have strict latency requirements are required to follow the end-user in the network
topology.

NF offloading is the distribution of existing NF workloads to new network
topology locations with newly created NF instance(s). One example of an offload-
ing decision could be sudden changes in capacity offerings, i.e., load balancing.
Offloading differs from relocation in a way it does not involve the deletion of the
original NF instance(s). In other words, offloading can be considered a temporary
expansion of NF capacity for offloaded workloads, which can be withdrawn once
the offloaded tasks are finished. One typical scenario is NF offloading from the core
domain to the (far) edge domain to meet the latency requirements.

5.1.2 AI Workload Placement Perspective

This section presents an intelligent network enabler for effectively managing
and orchestrating computing resources. Computation tasks may vary, e.g., in
relation to the source of the data to be processed. One critical computation
tasks’ category is related to AI and ML workloads. Specifically, (i) balancing the
computation and communication load, (ii) moving computation, and (iii) effi-
cient placement of computation further challenges are introduced. Physical nodes
(e.g., user equipment, edge/cloud servers) that undertake the execution of AI
workloads may encounter trust level problems, traffic load-related issues, or chal-
lenges/requirements related to their energy consumption.

The availability of the data, along with potential restrictions on its sharing among
the various network segments/nodes due to privacy reasons, is one of the crucial
factors that must be taken into account. In order to provide maximum privacy,
but also network transmission-related communication overhead and, as a result
scalability, the placement of AI workloads must consider the vicinity of the data
source, e.g., in terms of network hops/available bandwidth for transferring the data,
as well as the data volume and frequency based on which this must be transmit-
ted. In addition to the aforementioned factors, one should also examine the spe-
cial features/characteristics of AI workloads, namely different input data models,
behaviour models, and knowledge sharing needs among nodes of the network, as
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well as considerations related to the trust level of the nodes that undertake compu-
tation tasks.

A management methodology focusing on AI workloads for Beyond 5G
(B5G)/6G architectures could target a three-fold strategy, i.e., to minimize the
energy consumption of the overall network towards sustainability, minimize the
processing and transmission delay in relation to the data volumes that are to be
transmitted towards the processing entities, and maximize the overall trust level of
the system by prioritizing nodes/AI agents with high trustworthiness indexes [1].

5.2 NI Native Architecture Empowered by AI

In this section, an architectural model that stems from and integrates with current
standards (e.g., O-RAN, 3GPP, and ETSI) and realizes the vision of native support
for E2E NI coordination is described. The use of NI or AI to represent AI func-
tions applied to network problems is alternated in this chapter. To achieve the spec-
ified result, the proposed architectural framework builds upon the initial guidelines
provided by [2]. This previous study covered a subset of the current requirements
from a higher-level perspective and focused on the relationship among NI degrees
of freedom, input-output relationships, and RT constraints subject to infrastruc-
ture observability and controllability. In the following, the proposed architectural
framework is discussed in detail, as depicted in Figure 5.4.
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Figure 5.4. The framework for the NI integration in the overall architecture.
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The network’s softwarization and data-driven trends have led us to decompose
the structure into four complementary layers. Along with the infrastructure layer,
the control plane, and the user plane, which are the three essential building blocks
of a software network like the 5G network, an additional layer is envisioned: the
network intelligence plane (NIP). This NIP is introduced owing to the current
trends in the industry that integrate the functions related to NI [3] in the network.

The MANO of this compound network is performed by two modules: the
MANO, as traditionally done in 5G networks, which handles the typical lifecy-
cle management of the network and network slices, and a new sibling element,
the network intelligence orchestrator (NIO), which takes care of all the operations
related to the management of the intelligence of the network. These operations
include:

• The selection of the NIFs that come together to build a network intelligence
service (NIS) to pursue one of the KPIs envisioned by 6G networks, such as
energy efficiency.

• The monitoring of such functions, including the monitoring of their KPIs
(e.g., their accuracy) and of the specific actions that may be taken to optimize
them (e.g., meta-parameter change, re-training, or model changes).

• The specific training procedures in case of learning models.
• The interaction with the MANO to handle service and resource orchestration.

For MANO, all the definitions and functional components from ETSI can be
reused, omitting these to avoid clutter. Instead, in the next sections, the internals
of the novel NI orchestration, specifying interfaces and procedures, are described.

5.2.1 Detailed Architecture

In this section, an overall representation of architectural models is provided as well
as the list of relevant definitions from standards. The newly proposed components
(e.g., NIF, NIS, and NIO) and the explanation of how they fit such existing archi-
tectural models (e.g., NIF mapping to xApp/rApp in O-RAN and NWDAF in
3GPP) are presented in the next.

5.2.2 Taxonomy

As discussed in [3], the management of NI in a softwarized network can be per-
formed in a similar manner as the management of network services is designed
for 5G networks. This allows to reuse well-known concepts, adapting them to the
context of NI. The high-level interactions are depicted in Figure 5.5, highlighting
how the interactions take place.
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Thus, analogously to the information model specified for network management
by, for instance, 3GPP, the concepts of NI Service (cf. Network Service, leveraging
a slice such as enhanced mobile broadband (eMBB) or ultra-reliable low latency
communications (URLLC)) and NI Function (like any function specified by, e.g.,
3GPP or O-RAN) are defined as follows:

NIF: Functional block within a network (slice) that implements a decision-making
functionality to be deployed in a controller, NFV orchestrator, or network function
and has well-defined interfaces and behaviour.

NIS: Composition of NIFs that has a specific target, usually related to a specific set
of targeted KPIs. Table 5.2 shows examples of NISs derived from NI functionalities
developed in [3].

There is a one-to-many relationship between NIS and NIFs, as the former could
be provided by one or more instances of the latter. Consequently, network operators
or service providers can, for example, request specific sustainability and reliability
services targeting one or more KPIs. The NI orchestration will take care of provid-
ing such a service by composing specific instances of NIFs.

NIFs themselves could be of different kinds. They could be learning models
based on, e.g., deep neural networks (DNNs) or engineered models, or they could
be built upon specific optimization algorithms such as those based on control the-
ory or mixed-integer linear programming (MILP). These NIFs have two main
interactions with the underlying layers (c-plane, u-plane, or infrastructure, proxied
by a NFV orchestrator): NIFs inject decisions and receive information about the
network slice state and the context of such a state. A NIS is hence a coordinated
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Table 5.2. Examples of NI services derived by NI functionalities [3].

NI Service KPIs NIFs

Reliable
virtualized
RAN

Reliability • Reliable distributed unit (DU)
for RAN virtualization

• Orchestration of radio and
computing resources in vRANs

Sustainable
network
operation

Virtual network function
(VNF) energy savings
Compute resource savings
OPEX savings

• Cloud acceleration for virtual-
ized RAN

• Compute aware scheduling
analytics

• AI-enhanced edge orchestra-
tion

• Data-driven resource orches-
tration

• Multi-timescale network slice
reservation

Network
capacity
management

Wireless capacity increase • Reconfigurable intelligent sur-
faces control

Edge
orchestration

OPEX savings • Network service auto-scaling
• Capacity forecasting

effort of one or more NIFs that could be arranged hierarchically. For example, a
NIS could be composed of a learning-type NIF sending decisions to an engineered
model NIF, which in turn acts on the underlying infrastructure.

In order to manage the interaction between different NIFs, a further level of
detail is needed, which decomposes each NIF into atomic elements that perform
a specific operation. That is, besides the specific requirements associated with the
algorithms, a mechanism to create a common framework to map the most common
features of NI algorithms is needed, and subsequently integrate them into the over-
all architecture, and design the necessary interfaces that algorithms use to interact
with their environment.

For the purpose of creating a common framework and integrating NI algo-
rithms into the overall architecture, a methodology that is already utilized by the
MAPE-K (Monitor-Analyse-Plan-Execute over a shared Knowledge) feedback loop
is proposed. The MAPE-K feedback loop is considered one of the most influen-
tial reference control models for autonomous and self-adaptive systems [4]. This
nomenclature adopted to label NI requirements allows classifying the algorithms
that run at NI instances in a unified manner, based on how they interact with the
other elements of the network.



NI Native Architecture Empowered by AI 173

Analyze

Monitor

Sensor
Effector

Execute

Plan
Knowledge

Network

Learning
Objec�ve 
Func�on

Digital Twin

Training 
Loop

Inference loop

Parallel branch for 
online learning

Figure 5.6. The N-MAPE-K framework.

It is worth noting that the original MAPE-K framework has limitations in
the target context of mobile network functionalities supported by NI. Therefore,
changes to the legacy MAPE-K are proposed to consider the specificities of the
network environment, as depicted in Figure 5.6. In the figure, the different train-
ing/control loops that may be implemented by a NIF are depicted: the inference
loop, the training loop, and the training loop with a branch for online learning. The
model emerging from this adaptation is coined Network MAPE-K (N-MAPE-K).
Specifically, the MAPE-K is extended along two dimensions:

• The purpose of the NIF, whether the knowledge is being trained or used in
inference for the operation of the network, follows the MLOps paradigm.

• The nature of the NIF algorithm distinguishes between online learning and
pre-trained/engineered models.

For the latter, the knowledge module shall be integrated with a training defi-
nition, containing all the attributes of the algorithm and thus specifying aspects
such as the input data shape, batches, and most importantly, the used loss function
(which could be dynamically adjusted) and the state/action representation, depend-
ing on whether the NIF algorithm belongs to the family of supervised learning or
to the one of online learning. Additionally, the effector and the sensors can also be
redirected to a digital twin element if needed by the specific NI instance, in order
to disentangle the learning-loop process from the real operation of the network.

Hence, each NIF can be further split into NIF components (NIF-C) as
follows:

• The Sensors specify all the probes that are needed to gather the input data
and the kind of input data to be gathered. In principle, the APIs are specified
at this level.

• The Monitor block specifies how the NIF interacts with the sensors.
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• The Analyse block includes any pre-processing, summary, or preparation of
the data, such as averages, autoencoders, and clustering algorithms.

• The Plan implies the specific NI algorithm that is implemented, for instance
a neural network (NN) fulfilling categorization tasks.

• The Execute part specifies how the algorithm is going to interact with the
system and how to possibly change configuration parameters.

• Finally, the Effector includes specific configuration parameters updated in the
network function, again specifying the API.

With this framework, already presented in [5], NI algorithms are represented in
a unified way and hence perform all the NI lifecycle management as discussed next.

5.3 NI Orchestrator

The structure of the proposed NIO is detailed next. The NIO is the element in
charge of managing and orchestrating the NIS, NIF, and NIF-C, the elements that
build the NI. The NIO structure is mutated from the layered structure of the ETSI
NFV MANO framework, tailoring the components to the specificities of NI.

5.3.1 NIO Internals

The network intelligence orchestration framework, depicted in Figure 5.7, is struc-
tured over three levels, as in the ETSI NFV MANO framework. In the following,
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Figure 5.7. The NI orchestration framework.
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references to lifecycle management refer to onboarding, instantiation, termination,
scaling, and state retrieval.

NIF component manager: The NIF component manager is in charge of han-
dling the lifecycle of the NIF-Cs, independently of their kind (i.e., independently
of whether they are Source/Analyse/Plan/Knowledge/Sink) and their connection
towards the infrastructure. For instance, in the case of Sources, the internet pro-
tocol (IP) addresses of the different data producers shall be provided, while in the
case of Sinks, the specific configuration of application programming interface (API)
endpoints has to be configured. This will have specific instantiations according to
where this interaction shall take place. For instance, if the NIF is executed from
the core, then Sinks and Sources shall integrate with the network registry function
(NRF) and the network exposure function (NEF), properly synchronizing with the
network data analytics function (NWDAF), whose analytics are captured as a set
of Analyse, Plan, and Knowledge boxes. Similar considerations also apply for other
network domains, such as the radio access network (RAN), where this framework
can be fully integrated into the O-RAN x-Apps ecosystem.

NIF manager: The NIF manager, instead, has a global view of the set of NIF-C that
composes every NIF: besides the lifecycle management of the NIF, this module is in
charge of monitoring the health of the intelligence functions. This includes typical
diagnostic information (e.g., constantly checking the KPIs yielded by the NIFs, like
the accuracy) if the NIF is being used in inference or it is an online learning solution,
or other metrics such as the loss and the training loops if the NIF is currently being
trained (like the one presented in Section 5.2). The NIF manager is responsible for
setting the meta-parameters of the models (through the interaction with the NIF-C
manager) and reporting the health status of the NIF to the upmost module in the
hierarchy, the Intelligent Orchestrator.

This module is in charge of the lifecycle management of the NIS, by properly
coordinating the NIFs that build each of them. This includes the possibility of
sharing NIF-C among different NIFs (e.g., two NIFs that require the same input)
and also the arbitration policies in the case of two NIFs that share the same sink,
that is, the configuration APIs.

Intelligent orchestrator: The intelligent orchestrator manages the connection
towards the network MANO to gather important information, such as the expected
network KPIs for the managed slice and service, as well as the information of the
underlying network infrastructure. The intelligent orchestrator has catalogues of
already-onboarded NIS and NIFs. In particular, NIFs may need to be (re-)trained
to cope with changing or different conditions or on a periodic basis. In this case, the
network orchestration interfaces with an external platform to build ML pipelines
and perform such operations.
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5.3.2 NI Distributed and Scalable MANO Framework for
Massive Number of Network Slices

Sustainable, scalable, and energy-efficient massive slicing MANO in 6G systems
will rely on distributed AI-native architectures, where both the analytics and the
decisions will be performed close to the monitoring points via federated and multi-
agent learning strategies. This will improve both scalability and reaction times,
paving the way for zero-touch network service management (ZSM).

For 6G evolution, the proposed distributed and scalable MANO framework
investigates zero-touch MANO in the support of network slicing at massive scales
for B5G and 6G networks focusing on MANO scalability [6]. It proposes a
novel autonomic MANO framework, heavily leveraging the distribution of oper-
ations together with state-of-the-art data-driven AI-based mechanisms. As shown
in Figure 5.8, the proposed architecture splits the centralized management system
into several management sub-systems, distributing both the intelligence as well as
the decision-making across various components. Each technological domain may
have one or several distributed management elements. Hierarchical, distributed,
scalable, and AI-based management of a massive number of network slices across
domains towards zero-touch management is achieved by distributing the manage-
ment functions over all entities in charge of the life cycle management (LCM) and
runtime management of network slices. This ensures the delegation of service-level
management functions to be onboarded within the network slice.

The proposed distributed and scalable MANO framework has been designed
for AI-driven MANO of massive numbers of network slices. It supports operations
of fault management, self-healing, self-configuration, performance optimization

End.to.End Network Slice

AI-enabled
Closed Loop

Decentralized Element 
(Local Scope)

Decentralized Element 
(Local Scope)

Decentralized Element 
(Local Scope)

Decentralized
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Centralized Element 
(Global Scope)

MS AE

DE ACT

RAN Domain Edge Domain Core Network Domain Cloud Domain

Slice Specific Components

Figure 5.8. Proposed distributed and scalable MANO concept for 6G evolution – a high

level outline.
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(including energy-saving), and security operations. The proposed framework
follows the so-called MAPE paradigm and is in line with key ETSI ZSM and ENI
requirements and, hence, placed within the architecture introduced in Section 5.2.
The AI-driven, multiple MAPE loops are used for level-specific, control loop-based
optimization. Distributed closed control loops assist the LCM entities with state-
of-the-art AI-based and data-driven mechanisms.

The proposed distributed and scalable MANO framework is based on four key
component types: the monitoring system (MS), analytics engines (AE), decision
engines (DE), and actuator (ACT) that present different parts of a control loop
pipeline instantiation that can be used according to the target scope of analysis
and decision with the goal of minimizing the raw data exchange to allow a fast
decision analysis and decision. Each such loop is implemented using a pipeline
composed of MS, AE, DE, and ACT. Typically, AEs and DEs are AI-driven. These
four components present different levels of instantiation that can be used according
to the target scope of analysis and decision, where the aim is to minimize the raw
data exchange and allow a fast local analysis and decision. Their descriptions are as
follows.

The MS is an entity responsible for gathering a set of different metrics from the
systems that the DE is controlling. The MS can be common for multiple control
loops.

• An AE performs time-series predictions as well as feature space regressions,
clustering, and classification to extract insights from the measurements col-
lected by the MS.

• A DE decides the LCM actions that need to be applied to face the issues
detected by the AE. It may also control the MS measurement granularity or
the AE prediction parameters.

• The ACT converts high-level (intent) reconfiguration commands obtained
from the DE sublayer into a set of atomic reconfiguration commands. Hence,
DEs do not have to deal with details of reconfiguration.

5.3.2.1 Distributed and scalable MANO architecture

For 6G evolution, the proposed distributed and scalable MANO architecture, its
corresponding components, and interfaces are shown in Figure 5.9.

• Business layer: The layer consists of the business entities that operate the
framework, provide slice management services to slice tenants, or own a slice
(slice tenants).

• MANO layer: The layer consists of the core functions of the framework
responsible for MANO of slices, slice LCM, and exposure of management
interfaces to specific business entities.
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Figure 5.9. Architecture, components and interfaces of the proposed architecture dis-

tributed, and scalable MANO framework for 6G evolution.

• Infrastructure layer: This layer consists of the infrastructure, infrastructure
providers, and functions enabling communication with the MANO layer and
enabling optimization of the usage of infrastructural resources.

In the following, detailed descriptions are provided for each static and dynamic
component of the framework belonging to the management and orchestration and
infrastructure layers, with a focus on lifecycle management. The description of
business entities and their interactions is presented from a high-level perspective.
The components of management and orchestration and infrastructure layers are as
follows:

• The MANO portal is used by slice tenants, slice management providers, and
infrastructure providers to request operations regarding slice LCM, i.e., slice
deployment, slice modification, and slice termination [6]. It also exposes the
capabilities offered by the proposed distributed and scalable MANO frame-
work (available slice templates, etc.) and partakes in negotiations related to
the business dimension of the contract. The portal is also used to pass all the
accounting and billing-related information.

Inter-Domain Manager and Orchestrator (IDMO) is equivalent to the 3GPP
network slice management function (NSMF) [7] and exposes the northbound
API (NBI) for the OSS/BSS or consumer service management function (CSMF).
IDMO oversees the LCM of E2E network slices. It has full-scope slice MANO
decision capabilities and takes global actions for network-wide, cross-slice, and
cross-domain optimizations. The tenant or the slice owner interacts with the
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OSS/BSS or CSMF to define the network slice to deploy using an already-generated
blueprint to generate a network slice template (NST) that includes attributes and
meta-data on the network slice (e.g., the start date and end date, slice owner, type
of slice, etc.) and information on each sub-slice composing the network slice. For
instance, in the case of computing resource (i.e., cloud or edge) domain, the NST
may include information such as the number of CPUs, memory, and virtualization
technology (i.e., virtual machine (VM) or containers) to be used. For the RAN
domain, resources may be related to the functional split type [8], the MAC sched-
uler algorithm, the number of radio resource blocks (RB), and others. Finally, for
the transport domain, resources may include the type of link (bandwidth, latency),
number of virtual local area networks (VLANs), front-haul link capacity, virtual pri-
vate network (VPN) links, and QoS. Each technological domain’s needed resources
are enclosed in the NST in the form of a technological domain-specific descriptor.
For instance, for the NFVI domain, the resources are described using a network
service descriptor (NSD) that includes the VNF(s) list and their descriptors.

Domain manager and orchestrator (DMO) is responsible for the orchestration
and management of each of the slice orchestration domain (SOD) slices. Each tech-
nological domain is managed and orchestrated by its own entity, DMO, which is
equivalent in 3GPP to the network sub-slice management function (NSSMF) [7].
Depending on the technological domain, a NSSMF may correspond to NFVO for
cloud/edge, RANO for RAN, and software defined networking (SDN) controller
for the case of the transport network.

Domain shared functions (DSFs) are a set of shared functions (VNFs) that can
be implemented as physical network function (PNF)/VNF or CNF and can be
reused by SFLs of multiple slices. The approach provides a reduced footprint of the
deployed slice.

The inter-domain slice manager (IDSM) is a part of the slice template (a set
of VNFs), and in some cases, it can be generated automatically by the IDMO
(if IDMO is responsible for slice template split between multiple SODs). When
IDSM is in use, it provides the slice tenant with a management interface. The
IDSM is also responsible for the calculation of slice-related KPIs.

In the proposed distributed and scalable MANO framework slice structure, two
separate layers can be distinguished – the slice management part called the slice
management layer (SML) and the slice main part called the slice functional layer
(SFL). The SML is an implementation of the ISM concept, having in mind the AI-
based MAPE management. The SML is, therefore, split into MS sublayer (MS-S),
analytic engines sublayer (AE-S), DE sublayer (DE-S), and actuating functions sub-
layer (ACT-S). The SFL contains a set of virtual functions that form the network
slice to be deployed. The SFL part is composed of virtual functions that are dedi-
cated solely to a slice (they are included in the slice template).
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The infrastructure domain manager (IDM) provides the overall management
of the infrastructure. Its interface to DMO allows for the allocation of resources
(NFVI agent), the exchange of information related to the energy consumption
of resources, and the exchange of the information related to the cost of resources
that can be used by IDMO for resource brokering. The framework enables pro-
grammable infrastructure management. The DMO orchestrator can dynamically
deploy management functions that cooperate with IDM to achieve infrastructure
management. The IDM has an interface to the infrastructure provider, who can
use the MANO portal asking for the deployment of additional infrastructure man-
agement functions, called IOMFs (see below). The functions are orchestrated in a
similar way to slices, and LCM requests are sent by the infrastructure provider to
the MANO Portal.

The infrastructure orchestrated management functions (IOMF) are specific
functions that support infrastructure management. They can be orchestrated by
the IDMO upon request of an infrastructure provider via the MANO portal.

Option A in Figure 5.9 concerns the deployment of a self-managed multi-
domain slice. Such a type of slice requires a special component that is responsible
for E2E slice management; it is worth noting that this component is implemented
as a part of the E2E-slice template, not as a part of DMO. Option B shows the
deployment of slices that use the PaaS approach, i.e., shared functions that imple-
ment the management as a service (MaaS) paradigm. Another set of shared func-
tions, DSF (see further), is in this option exploited by the functional part of the
slice. Option C shows infrastructure management-oriented and orchestrated DMO
functions that are created in a similar way to slices, on the request of the infrastruc-
ture provider. The components that are deployed within each option are described
in detail in the forthcoming sections. More details on the overall concept can be
found in [9] and [6].

5.3.2.2 Monitoring system of distributed and scalable MANO

framework for 6G networks

The MS of the distributed and scalable MANO framework (MANO-MS) imple-
ments the crucial concept of observing the network within the proposed archi-
tecture and gathering vital information that will feed the NI agents operating the
network. In particular, MANO-MS is a distributed MS, developed within a con-
tainer infrastructure system that relies on Kubernetes. Figure 5.10 illustrates the
architecture of MANO-MS, with the central component being the sampling loop,
implemented using sampling functions. The manager component is responsible
for the life-cycle management of the sampling functions and provides access to the
gathered telemetry data via q and db interfaces. The communication between these
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Figure 5.10. MANO-MS: Monitoring system of the proposed distributed and scalable

MANO framework.

components is facilitated by the service bus of MANO-MS, which is implemented
through Apache Kafka.

The platform is controlled through the m interface, as depicted in Figure 5.10.
During deployment, the bus topics are configured, and the user then requests a sam-
pling loop by submitting a configuration file. After validation, the manager gener-
ates the corresponding deployment instructions, which are passed on to Kubernetes
(K8s) for deployment. The deployed sampling function, implemented as a CNF,
enters the operational stage, and periodically samples the telemetry data as config-
ured, publishing it to the bus.

The MANO-MS platform is versatile and capable of monitoring a wide range
of telemetry data, as long as an embedded element monitoring is available (e.g.,
metrics from different network components as depicted in Figure 5.11).

5.3.3 Enabling SDN Control with NI

In previous sections, it has become clearer that NI can be provided at multiple
network domains and through multiple orchestration layers. In this section, an
architecture for enabling an SDN controller with intelligence is provided, as are
several use cases.

Artificial intelligence, and more specifically machine learning, has been demon-
strated as a feasible tool to support network traffic analysis in multiple scenarios. To
this end, the introduction of ML in transport networks has been previously studied
[10], but typically is focused on non-RT scenarios and with the usage of dedicated
tools.
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Figure 5.11. Multi-domain slice for 5G end-to-end monitoring.

Network programmability has been brought to transport network due to the
introduction of SDN, which proposes the decoupling of control and data planes
of underlying network equipment. To this end, it offers improved network pro-
grammability of the equipment and introduces the concept of SDN controller.
The SDN controller is responsible for the control and management of the network
equipment, allowing a logically centralized control and management.

TeraFlow project has proposed a new transport SDN architecture that enables
an open environment for network applications and devices using full standard
interfaces with container-based services, which are deployed as micro-services and
managed on elastic infrastructure through agile DevOps processes and continuous
delivery workflows [11].

Figure 5.12 shows the architecture for TeraFlowSDN (TFS), which is a cloud-
native SDN controller composed of multiple container-based services using novel
virtualization techniques, which are deployed as micro-services and managed on
elastic infrastructure through agile DevOps processes and continuous delivery
workflows. These micro-services structure an application as a collection of intercon-
nected and related services using a common integration fabric. In a micro-services
architecture, services are simple and detailed, and the protocols are lightweight.
This architecture eases the introduction of novel services within the SDN controller
that are able to provide NI. In this section, two functionalities are noted.

Figure 5.13 shows the first proposed functionality, which relates to traffic fore-
casting. SDN controller is able to monitor current network status and obtain times-
tamped traffic matrices on top of a pan-European core network (using Geant as
an example [12]). Then, a traffic forecasting application (forecaster) can introduce
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Figure 5.12. Enabling NI in the cloud-native SDN controller.

Figure 5.13. Traffic forecasting with SDN controller. Source of sample network: [12].

ML-based algorithms to predict the network status in the future. This information
can be provided to the OSS/BSS in order to trigger necessary link updates, as well as
provided back to the SDN controller in order to limit resources allocated to specific
network links.

Forecaster is a novel TFS component that is able to perform proactive SDN
traffic prediction (i.e., forecasts) by means of ML algorithms. For example, it is
able to collect RT KPIs, such as link occupancy, and use ML algorithms to forecast
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where and when a problem (e.g., unavailable link resource) is likely to occur so as
to reroute traffic before it happens.

The interfaces provided by the Forecaster component allow to do a complete
network forecast by introducing a topology identifier, or obtain specific forecast of
a link, by introducing a link identifier. A forecast is a data structure that contains an
array of timestamped predictions for a specified period of time for a specific link.
Another provided interface allows to check if a new requested connectivity service
will have resources available in the future. To this end, a link resource availability
threshold is configured, and the forecast component provides a ForecastPrediction
with the decision.

Multiple traffic forecasting libraries can be introduced in order to provide the
component with multiple engines. One of the aforementioned possibilities is the
Prophet library, which already includes a seasonal model for data forecasts. Another
possibility could be the introduction of AutoML. AutoML does not require train-
ing, and thus, no previous modelling of the data is required.

Another features that TeraFlowSDN includes is the introduction of NI to face
different threats on different planes. Management and control planes expose capac-
ities that could be impacted by multiple vector attacks: from insiders (e.g., unau-
thorized configurations), to exposed interfaces (northbound, southbound, or east-
west bound), to SDN applications. At the data plane, the TeraFlowSDN controller
is exposed to both classical and advanced network attacks (e.g., DDoS, malware,
traffic manipulation, physical-layer intrusions, etc.).

Moreover, the inclusion of ML components as applications of the SDN con-
troller also adds a new threat surface that can be utilized by the so-called adversarial
techniques that try to fool ML components by introducing small perturbations in
the input that cannot be perceived by humans.

Both the massive amounts of information flowing through the network infras-
tructure and the very short latencies in threat detection impose limitations on cur-
rent intrusion detection systems that perform ML-based network management. To
cope with this problem, TeraFlowSDN includes a two-layer ML-based architecture
with a central ML engine and ML-based threat detectors placed at the edge nodes.

The use of this advanced distributed architecture, supported by Google Remote
Procedure Call Protocol (gRPC) telemetry data and network flows, will help to
detect and mitigate the above-mentioned threats. In some specific data plane
attacks, it is necessary to deploy distributed detection engines at the edge, with
specific inference ML models that should be developed, to solve the attacks close
to the origin.

The use of a simulated environment based on real NFV/SDN telecom infras-
tructures allows to generate traffic, train models, and deliver accurate inference ML
engines to the edge and to the Cybersecurity net application for early mitigation.
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To ensure the resilience of TeraFlowSDN ML models against adversarial attacks,
multiple libraries have been included for designing defences in ML-based compo-
nents and testing them against sophisticated adversarial attacks.

Finally, TeraFlowSDN includes un-, semi-, and supervised learning approaches
for multi-layer network security monitoring, with additional embedded intelli-
gence, using standard interfaces, containerization, and load balancing, while paving
the way towards carrier-grade deployment of ML-based security monitoring [13].

5.4 Design Guidelines for NIFs

Artificial intelligent systems are irreversibly set on the evolutionary path of every
future vertical as well as of every object and service we humans will interact with in
the near future. This trend is motivated by the need to support elastic and demand-
ing real-world use cases such as automated and cooperative mobility, e-health, gam-
ing, entertainment, etc.

In this scenario, it is acknowledged that the telecom operators will have the
opportunity to fill a central role in providing innovative solutions for application
and service developers who need to combine the advanced capabilities of B5G
and 6G networks with the fluid cloud-based application development processes
emerged in the last decade (such as platform as a service (PaaS), continuous inte-
gration/continuous delivery (CI/CD) pipelines, and micro-service/serverless-based
designs). A significant example of such an ecosystem are AI-enabled applications,
which have become a major innovative force in almost any vertical and are being
foreseen as one of the pillars that will boost the fourth industrial revolution. While
great progress has been made during the last few years with respect to the accu-
racy and performance of AI-enabled applications, their integration into potentially
autonomous decision-making systems or even critical applications requires E2E
quality assurance, ubiquitous availability, and low latency. In the following, the
reference model for NIFs is specified, as well as the implementation of some NI
functions.

5.4.1 Reference Model for NIFs

The orchestration of such a new generation of AI-enabled application requires the
introduction of new abstractions into the network service orchestration domain.
Here, a novel concept of NIFs is introduced to refer to the AI-enabled E2E appli-
cation sub-components that can be deployed across edge-enabled B5G and 6G net-
works. A new generation of AI-enabled applications will be obtained through the
chaining of various NIFs across the various levels of the edge architecture. This will
trigger the need for novel network automation platforms supporting all aspects of
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network and service management, including the deployment and scaling of NIFs
over a distributed facility as well as the various ancillary tasks that are to be per-
formed to deploy such application, e.g., the creation of a new network slice.

To achieve this breakthrough, innovation is needed in two different areas: (i) the
reference models for NIFs and (ii) the E2E orchestration of NIFs.

Reference models for NIFs: There is a need to define a reference model for NIFs,
capable of capturing and representing the heterogeneity of NIFs at different levels of
the technology stack. This can be developed as a network of interconnected modu-
lar ontologies, implemented in standard knowledge representation languages (e.g.,
OWL), following well-known state-of-the-art ontology engineering methodologies.
Special attention needs to be put into describing NIFs not only from a functionality
point of view, as available in other catalogues, but also considering other capabil-
ities (e.g., computation, communication, storage, and hardware acceleration) that
complement those of the NIFs, as well as any other aspects related to constraints
necessary to support their dynamic orchestration. Similarly, the reference model
shall also offer capabilities to describe methods and approaches to support the pro-
visioning of the AI-enabled applications.

Building applications by chaining NIFs calls for the definition of a reference
model for NIFs capable of capturing and representing the wide diversity of NIFs
that will be deployed in B5G and 6G networks. This model is necessary to pro-
vide a common packaging for AI functions and a virtual marketplace for stan-
dardized AI components. There are several approaches in the literature to model
artefacts (including datasets, pieces of software, algorithms, models, computational
resources, etc.) to facilitate their understanding and reuse, as well as their potential
chaining in complex applications. A relevant example is the workflow infrastruc-
ture conservation using semantics ontology network [15], focused on documenting
computational scientific infrastructures, describing their relevant capabilities, and
how they can be deployed, with four different ontologies: software stack, hardware
specs, scientific virtual appliances, and workflow execution requirements. Other
similar works in this direction are the software ontology (SWO) [16], a model for
describing the software involved in the storage and management of data, with a
strong focus on the biomedical domain or OntoSoft-VFF (ontology for software
version, function and functionality) [17], focused on the description of the func-
tionality and evolution through time of any software used to create workflow com-
ponents. In addition to this, the state-of-the-art provides general-purpose meta-
data profiles and vocabularies that have been used for cataloguing different types
of assets/entities: Dublin Core for all types of digital objects, DCAT and DCAT-
AP for open government datasets, as well as its extensions, the DataCite metadata
schema, and the research object model for scientific workflows.
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E2E orchestration of NIFs: Deploying large-scale AI-enabled applications calls
for the provisioning of resources across multiple administrative and technological
domains. Therefore, it is of paramount importance to partition applications com-
posed of multiple NIFs across multiple domains according to the requirements
of each NIF. The proposed approach aims to cover more extreme provisioning
scenarios in terms of hardware and software resources by starting from “de facto”
standards for the orchestration of cloud and edge services, such as Docker and
Kubernetes, and their emergent variants (e.g., FaaS). Acknowledging the hetero-
geneity and complexity of the currently available edge computing platforms, espe-
cially when it is as broad as the one foreseen in B5G and 6G networks, research
innovative solutions for the E2E orchestration of the AI-enabled applications is
needed. This goal can be achieved by leveraging novel network automation plat-
form, in which monitoring solutions tackling the specific requirements of opti-
mized hardware, edge devices, communication infrastructures, and cloud services
will be taken into account. The monitoring subsystem will collect raw information
to obtain the QoS indicators that provide insights regarding the correct behaviour of
multiple NIFs orchestrated and linked to create complex AI-enabled applications.
The quality indicators will cover traditional metrics for IT systems (e.g., perfor-
mance) but also specific items to assess that NIFs operate according to their initial
design. At the same time, the collected metrics and the quality indicators will ensure
the capacity to oversee the operation of orchestrated NIFs and even to integrate
AI-based functionalities to detect abnormal situations or to implement predictive
maintenance.

While the NIFs paradigm opens the door for a number of opportunities for the
customers, it also poses numerous challenges for the infrastructure providers includ-
ing the need for supporting properties such as QoS, scaling, and fault-tolerance for
the AI-enabled applications. This problem is exacerbated by the need for supporting
stringent QoS requirements such as ultra-low latency and high data rate of novel
applications and services envisioned in B5G and 6G networks. The AI-enabled
applications force service orchestrating mechanisms to take into account additional
factors, apart from the code and data locality, in order to satisfy diverse latency and
data rate requirements by making appropriate placement decisions at MEC servers,
which are expected to play a pivotal role in curtailing the round-trip delay of the
applications. Extensive work on orchestration has been done in the past years by
the service community and by the network community. An extensive survey on an
E2E MANO in multi-technology and multi-operator 5G networks can be found
in [18]. A study on multi-domain network and service orchestration is conducted
in [19] highlighting its challenges in data-centre networks as well as in cellular
networks.
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5.4.2 Customized AI Techniques that Empower Practical NI

6G network will need to rely on customized instances on AI, which natively embody
the NI (in the NIP). In the following, two exemplary solutions are discussed.

5.4.2.1 Avoiding the loss-metric mismatch in NI

Loss functions drive the training process of supervised machine learning models. In
the vast majority of cases, loss functions are designed to be generic enough to work
well in a wide range of scenarios. In regression problems, including forecasting
tasks, mean absolute error (MAE), mean square error (MSE), and mean squared
logarithmic error (MSLE) are common choices for expressing the loss.

However, in many practical cases in network management, such traditional losses
do not characterize well the target performance metric of forecasting tasks. For
instance, in anticipatory resource allocation problems encountered across mobile
network infrastructure domains, the goal is to anticipate a capacity that is sufficient
to accommodate the future traffic demand. Indeed, under-provisioning of capac-
ity leads to the disruption of the offered service and violations of the service-level
agreements (SLAs) with the service providers, while overprovisioning causes a more
affordable squandering of resources. There, it is critical that the predictor learn to
forecast a minimum quantity that is always above the demand.

Using a traditional loss function to perform forecasts in cases such as those out-
lined above results in a so-called loss-metric mismatch, where the regression objec-
tive, represented by the loss to be minimized, does not correspond to the optimiza-
tion of the actual performance metric (Figure 5.14). As a result, the AI model that
implements the regression model does not learn predictions that are aligned with
the expected network management objective.

Thus, the NI native architecture defined above shall support the use of customized
loss functions that are carefully developed based on expert system knowledge, i.e., a deep
understanding of the network engineering or management task at hand, as well as
of the variables that affect it and how they do so. This illustrates how the tailored
design of loss functions for NI shall occur.

In the left plot (a), a pure traffic predictor is trained using a legacy loss, e.g., MAE
or MSE for regression. The resulting forecast cannot be used as is, but serves as an
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Figure 5.14. Different approaches for solving the loss-metric mismatch.
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input to the actual decision block, which is manually designed by human experts
to output the anticipatory MANO actions so that the target network performance
objective is met. Yet, the decision block is agnostic of the inherent accuracy of the
predictor and just trusts the forecast it receives. In the right plot (b), the novel
approach proposed here is outlined: expert knowledge is used to directly design a
dedicated loss that encodes the relationship between the prediction and the per-
formance objective. As a result, the predictor is trained to produce forecasts that
optimize the performance and can be directly used to drive the MANO actions.
Importantly, the action decision is now aware of the unavoidable prediction error
(e.g., lower accuracy in predicting small traffic volumes) and automatically compen-
sates for it (e.g., by taking more conservative actions to accommodate small-traffic
future demands).

5.4.2.2 Loss meta-learning for NI

The performance metric to be optimized by anticipatory MANO actions is not
always known a priori by the network operator. This is the case, for instance, when
the performance must be measured at the application layer (i.e., in the service
provider domain) or when it concerns end user satisfaction (e.g., if it relates to
mean opinion scores or quality of experience). In these situations, designing tai-
lored loss functions is not possible, since the human expert (e.g., network manager
or system engineer) does not know the exact relationship between the forecast and
target performance.

6G networks shall leverage on innovative guidelines to deal with NI design in the
complex situations described above. Specifically, instead of imposing a predefined
expression of the loss function used to train the predictor, a design of forecasting mod-
els is proposed that is free to meta-learn the loss function that best suits the network man-
agement objective at hand. In practise, this is realized by combining a loss-learning
block with the actual predictor, as shown in Figure 5.15. This block is responsible
for learning the loss function, or, equivalently, capturing the relationship between
the forecast produced by the predictor and the target management objective. Once
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Figure 5.15. Loss meta-learning for NI.
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ready, the loss-learning block can operate as a tailored loss function: it receives the
output of the predictor and determines its quality for the precise management task.
Therefore, it can be employed to train the predictor so as to steer the optimization
of its parameters towards minimizing the actual MANO objective. The full design
of the proposed framework is specified in [20].

5.4.3 Sustainable Decentralized AI Solutions

Sustainable decentralized AI-native architectures involve using energy-aware
AI techniques for designing and optimizing 6G network slicing MANO in
a sustainable and scalable way. The invoked architecture enables the next
innovations:

• A FL-based AE is considered to reduce the amount of raw data exchange
between local AEs and E2E AEs, making data analysis and prediction more
energy-efficient. This technique avoids transferring the local dataset to a
remote server, which leads to a high communication overhead and higher
energy consumption.

• Decentralized deep reinforcement learning (D-DRL) techniques are consid-
ered in the DEs, such as multi-agent DRL (MA-DRL) and federated DRL
(F-DRL). Such type of decentralized AI techniques can be utilized in the
DEs in several ways: (1) To perform cross-domain joint VNF placement and
energy control. The energy cost could be added in the denominator of the
DE multi-objective reward function along with latency, while the throughput
can be maximized by plugging it in the numerator with the costs. The multi-
objective weights are fine-tuned according to operator/tenant priorities that
depend on the slice type and business strategy. (2) Traffic-aware local decision
agents dynamically placed in the network. These federated decision entities
tailor their resource allocation policy according to the long-term dynamics of
the underlying traffic, defining specialized clusters that enable faster training
and communication overhead reduction.

5.4.4 Implementation of Intelligent Distribution from the
Computation Perspective

From a computational point of view, the network can be seen as an entity consisting
of a large number of computing nodes interconnected via communication links.
The nodes are not homogeneous but range anything from high-performance data
centres and edge servers down to user equipment and miniature IoT computing
devices. Some of them have a more complicated internal architectural structure,
featuring multiple processor cores, CPUs, processor cards, and clusters of them with
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internal communication channels, as well as memory and input/output devices.
Also, communication links are typically heterogeneous. In addition, neither the
computational workload of the network nor its hardware components are constant
but alter more or less frequently all the time, depending on the prevailing user
data traffic distributions and acts of service providers. Let us call computation here
parallel if it happens simultaneously in multiple units within a node and distributed
if multiple nodes are involved.

In order to get the best performance out of the network, the computation needs
to occupy intra-node units and be distributed among the network nodes so that the
overall computing capacity would be maximized and the resource usage (e.g., time,
energy, design effort, etc.) and cost would be minimized while ultimately support-
ing the designated use cases. A typical network node alone has more than a thousand
design parameters, not to mention the plurality of nodes and fitting the subsets of
the computation into them. It is therefore evident that determining the optimal
distribution is a demanding multi-target Nondeterministic Polynomial (NP) com-
plete problem, which cannot be solved with the current technology. The current 5G
systems approach distribution by relying on simple offloading functionality from
UE to the network, virtual machines allowing flexible allocation of resources in
the cloud, containers reducing the state of computation, multicore CPUs allowing
(constrained) parallel processing, and a programming paradigm relying mostly on
independent sequential components and asynchronous execution of threads.

To boost the more macroscopic 6G network-level architectural design decisions,
the hidden capability of low-level architectural techniques would be worth consid-
ering. For more flexible and efficient placement of computation, an architecture
utilizing the following techniques to overcome the limitations of 5G network and
processing solutions could be potentially applied (see Figure 5.16).

Figure 5.16. Intelligent computation distribution with low-level architectural techniques.
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To support parallel and distributed execution, a programmer and the system
need to divide the computation and related communication into parts (threads,
processes, components, and subservices) that execute in parallel or concurrently in
multiple execution units and communicate with each other. The number of com-
putational (software) parts often exceeds the number of (hardware) execution units,
introducing the need for multitasking, i.e., sharing units between the parts. In order
to avoid efficiency issues, multitasking requires (i) swift context switching between
the parts targeted to the execution unit. Context switches can be made faster, e.g.,
via multithreading [21] that uses on-chip resources to retain multiple contexts and
allows for instant switching between them. If computational parts of a single service
or task are executed in multiple execution units, there is a need to perform intercom-
munication between these units that can form (ii) specific patterns of computation
and communication. Execution of these patterns can be accelerated by techniques
such as multicasting and multioperations [22]. Multioperations are primitives of
parallel computation where threads perform reductions, e.g., additions, on values
provided by multiple threads into a single value in a constant number of steps.
Often, in the case of non-uniformly distributed computing tasks, there is a need
for (iii) balancing the computation and communication load between the execu-
tion units in order to manage hot spots and overcome the capacity limits of a single
unit. Techniques including work sharing and work stealing between the nodes, e.g.,
edge servers, close to each other can be considered requiring (iv) moving computa-
tion between the execution units. Since current techniques using virtual machines
and containers require moving a substantial amount of data from the source unit
to the target unit as well as interrupting the execution, saving the state, and restor-
ing it after the movement, techniques such as grouping a number of neighbouring
nodes into a distributed computer would be useful to reduce the need for data
block movements. Since the delay caused by moving computation is proportional
to the amount of data moved, (v) reducing the state of computation can increase the
performance. This is possible, e.g., by grouping homogeneous computations into
flexible vector-like entities with one control flow but multiple data flows, such as
thick control flows [23]. If there exist dependencies between the parallel parts, one
needs to perform synchronizations to obtain the correct results. This is expensive in
current multicore CPUs. A possible way to support (vi) cost-efficient synchroniza-
tions is to use the wave synchronization mechanism overlapping synchronizations
with computations.

Distribution of computation can be investigated from the perspective of usabil-
ity or programmability, which is now receiving more attention as a KPI for emerg-
ing 6G systems. Methods of (vii) easy programmability for parallel functionali-
ties within the nodes include, e.g., shared memory emulation [24, 25], support-
ing unified and synchronous memory access with strict memory consistency and
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eliminating many complications of current multicore CPU programming. Finally,
the algorithms for (viii) efficient placement of computation contribute to efficient
computation distribution, which makes the right data to be in the right place at
the right time with minimal cost. Up to the node level, the placement of func-
tionality and data could be done explicitly by the programming or with the help
of simple hardware mechanisms, such as symmetric multiprocessing. If the node
is a high-capacity data centre, more complex techniques are needed for optimum
allocation of computational resources due to limitations on the scalability of the
legacy techniques and the communication bandwidth between nodes.

To avoid excessive synchronization and communication delays, only nearly inde-
pendent components should be distributed to separate nodes. A good strategy could
be based on simple greedy algorithms placing the computation into a node with the
lowest workload within the region of neighbouring nodes or more complex ML-
based solutions. In this case, although computation and data placement throughout
the entire network would not be feasible, the hierarchical placement for a certain
range of networks (e.g., regions of edge servers, subnetworks of a certain size) would
be possible in a given environment (i.e., energy limit, the number of users, existence
of physical defects, and traffic congestion).

5.5 A Multi Agent Reinforcement Learning Framework

This section provides an overview of the integration of RL, a subset of machine
learning, into radio networks. The advancements in device and communication
protocols in 6G have enabled greater automation in managing the Core-RAN-Edge
network component. The objective of RL is to maximize long-term performance
by automating a complex and dynamic system. This involves multiple network
segments with different scales and characteristics, including the nature of the con-
troller, decision-making periods, and centralized or decentralized nature. As a result,
the MA-DRL [26] scheme may be utilized to support the learning and deployment
of RL-based agents in managing 6G systems.

5.5.1 Design Concepts of the MA-DRL Scheme

Reinforcement learning (RL) is one of the main machine learning paradigms
(Figure 5.17). An RL agent is an actor in a dynamic system/environment (for
instance, the RAN in 6G); it can interact with and alter the system and eventu-
ally learn through interaction data with the system. Once trained, the RL agent
continuously acts with the objective of maximizing a long-term performance. RL
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Figure 5.17. The reinforcement learning interaction loop.

is researched in many domains such as games (board games and video games),
robotics, telecommunications, etc.

RL models the system as a Markov decision process (MDP). The configuration
of the system is represented as a state in a state space S. The set of decision/actions
the agent can take in the environment is A. A transition model, Pa(s), describes the
effect of the agent’s action a ∈ A on the environmental state s ∈ S. A reward signal,
Ra(s), represents the positive or negative feedback the agent receives after it takes
an action a in a state s. In order to be applied to 6G, the system of application will
need to be described as a MDP by defining the set of S, A, P, and R.

RL is composed of various families of approaches that take into account various
characteristics of the problem.

• Multi-agent RL (MA-RL) deals with systems where multiple actors simul-
taneously compete or cooperate to solve a task. The multi-agent setting is
motivated by problems where the real world imposes some communication
or sensory constraints that force the agents to act in a decentralized way once
deployed in the world.

• Specific RL methods deal with systems where the state is only partially observ-
able. In a 6G system, some components might need to take decision without
having a full and complete information about the system.

• Off-policy methods can learn an RL agent while executing the decisions of
another fixed, predefined agent (that may not be RL related). This is of inter-
est if one wants to learn about RL agents without having them interact in a
hazardous way with a sensitive system while learning.

Traditional RL algorithms apply to small and discrete problems but do not scale
when the number of observations or actions increases. The combination of RL and
deep learning has somewhat reduced this issue. DNNs are a powerful and flexible
tool to learn different levels of abstraction from data. The ability of DNNs to deal
with high-dimensional data is game-changing to scale RL to more complex and
eventually real-world problems.



A Multi Agent Reinforcement Learning Framework 195

5.5.2 The MA-DRL Scheme

This section outlines the functional implementation of the MA-DRL scheme in a
6G system. The proposed logical architecture, as already discussed above, divides
the system functions into multiple major logical elements, including the cognitive
plane, the monitoring plane, and the control plane [26].

The monitoring plane collects and monitors functional and performance param-
eters, including KPIs concerned. In this monitoring plane, there are two RL com-
ponents: the RL reward monitor and the resource analytics. The RL reward moni-
tor translates the feedback from the 6G system into a reward understandable by
the RL scheme. The resource analytics is a component that analyses the feed-
back from the 6G system and is responsible for detecting special events such as
non-stationarities.

Based on the inputs from the monitoring plane, the cognitive plane analyses the
system and makes decisions to offer intelligent operational strategies such as opti-
mizing resource allocation and deployment inputs to the relevant RL-driven mod-
ules such as RAN slicing, cell-free (CF) scheduling and beam steering. Most of
the RL elements are therefore located in that cognitive plane. The RL simulator
implements the training environment (mimicking the 6G system). The RL agent
training host performs the RL training. The RL agent designer is a database of trained
agents and training configurations. Finally, the RL engine manages the three previ-
ous blocks.

The cognitive plane outputs its intelligent decisions to other planes for actions to
be applied. The control plane is called on demand to enforce RT actions decided by
the cognitive plane via the RL policy adapter. The RL adapter is in charge of trans-
lating the MDP actions into proper control actions specific to the RL application.

For reference, the components of the MA-DRL scheme within the proposed
logical architecture are reported in Figure 5.18.

On-line versus off-line learning

This section presents a comparison between the offline and online training work-
flows. The offline workflow involves agent training on a simulated environment,
whereas the online workflow involves the agent directly training in the actual infras-
tructure.

The online and offline deployments emphasize some challenges of the applica-
tion of RL to 6G systems, such as:

• RT control: the agent must compute its action at the required control
frequency.

• Safety: the agent’s actions must not be harmful to the overall system. In the
online deployment, the agent should be able to perform safe exploration.
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Figure 5.18. Overview of the MA-DRL scheme components.

• Robustness: the MA-DRL agents should be robust to inputs with small devi-
ations (e.g., noisy sensors) to their training data.

• Dynamic environment: the agent should adapt to inputs whose dynamics
may vary over time (see non-stationarity).

Non-stationarity, trust, and domain of validity

In addition to the above discussion, the building of a tool to instill confidence in the
deployed RL agent is explored. This is accomplished by equipping the MA-DRL
scheme with monitoring functions.

The validity of the trained policy deployed in the 6G system needs to be assessed
by defining system-level policy evaluation rules, which will trigger alerts to the RL
engine. The resource analytics component should implement these rules. If the
rules exploit KPIs collected from the monitoring plane, the interface between the
resource analytics component and the relevant monitoring components needs to be
implemented. In some cases, the reward used during training can provide valuable
information during exploitation that could be used to raise alerts or for monitoring
purposes. Therefore, the reward computation from the monitoring plane needs to
be implemented in the RL reward monitor component.

Finally, the handling of these alerts by the RL engine and RL agent designer
will be defined. A simple approach could involve the agent designer randomly
selecting trained agents until one is found that no longer triggers alerts. A more
advanced approach would entail identifying a matching agent trained in a similar
environment configuration based on the KPIs reported by the alerts. In this case, the
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relevant KPIs and potentially threshold/tolerance values for configuration matching
need to be specified.

5.5.3 MA-DRL for Joint Slicing Scheduling

This section provides an illustrative example of how the MA-DRL scheme can
be utilized in an RL application by demonstrating how a joint-slicing scheduler
problem can be formulated as an RL problem and incorporated into the MA-DRL
scheme (Table 5.3).

Table 5.3. System components of the MA-DRL scheme.

Components Specifications

MDP The state space consists of three stats at each UE, namely: WBCQI,
Queue Length, and Delay of the First Packet.
The action space is the number of physical RBGs assigned to each
UE, constrained by the total number of physical RBGs.
The reward is a weighted sum of Throughput, Latency, and Packet Loss
with the weights subjected to further sensitivity analysis.

Policy
Adapter

• Translating between JSONs on the system side from-and-to the
tensors on the agent side of the gym interface.

• Time synchronization so that the corresponding <States,
Actions, Rewards> are not messed up.

Reward
Monitor

Need for tools to analyse the distribution of rewards over time under
different weights for sensitivity analysis.

Training Host Use vanilla policy gradients with pure MLPs for policy representation.
All training is done offline.

Simulator The simulator consists of:
• OpenAI’s gym interface sitting between the DRL agent and the

RabbitMQ message queue.
• The OAI’s system with FlexRIC wrapping OAI’s 5GNR sitting

behind RabbitMQ
• A telnet that programs OAI’s 5G-L2SIM to replay the provided

CQIs and traffics trace as UEs to the OAI’s 5GNR base station.
The four components (DRL agent, gym interface, RabbitMQ, and
FlexRIC) are interacting as described in the “training scheme” section.

Interfaces
The gym interface will provide callable Python functions (e.g.,
.step()) on the agent side to enable the use of standard DRL
implementations.
The gym interface and the OAI’s system will communicate through
the RabbitMQ message queue.
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This use case addresses connectivity in factories in the context, where more
machines with diverse operational modes will be integrated together, making QoS-
guaranteed wireless connectivity desirable. To this end, they address the challenge
of supporting multiple connectivity “slices” with diverse requirements and ask how
to do it optimally.

This RL application is tailored towards a deployment in a Bosch factory where
the technical requirements of the two slices are diverse: the PLC offloading and
video processing offloading:

• Slice PLC: Delay requirement is tight while data rate is normal.
• Slice video processing: Delay is not as tight but uplink data rate is high.

In the formalization, an RL problem will be solved for different slicing configu-
rations, and the best configuration will be then selected. The specific components
of the system in the following table.

5.6 AI-Driven Air Interface Design

AI-driven air interface design is a novel methodology for designing RANs, and it is
envisioned to be one of the enabling technologies of the 6G intelligent networks.
It relies on artificial intelligence techniques to learn single functionality or multi-
ple functionalities in a transmitter or receiver of a radio communication link from
training data. This chapter provides sample AI-driven air interface designs target-
ing hardware impairment compensation or mitigation, spectral efficiency enhance-
ment, channel estimation, and radio resource allocation. The section is organized as
follows: sub-section 5.6.1 presents an AI-driven receiver method for radio frequency
(RF) hardware impairment compensation; sub-section 5.6.2 presents a fully learned
receiver; sub-section 5.6.3 is about AI-native air interface design with constellation
shaping to mitigate hardware impairments; sub-section 5.6.4 addresses AI-native
channel estimation; sub-section 5.6.5 presents AI-driven channel estimation for
reconfigurable intelligent surface (RIS)-enabled networks; and sub-section 5.6.6
presents AI-driven resource allocation methods in cell-free MIMO networks.

5.6.1 AI-driven Receiver Methods for RF Hardware Impairment
Compensation

Data traffic over cellular communication networks has an increasing trend, which
imposes requirements on the 6G radio cellular networks to support it even
higher than their 5G counterparts. However, developing techniques to fulfil these
requirements in the presence of limitations in RF hardware is challenging. Signal
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transmission is subject to distortions due to RF hardware impairments which have
an even higher impact in high-throughput scenarios. For example, the wideband
transmission is severely impacted by power amplifier (PA) non-linearity; high-band
transmission (e.g., sub-THz communication) is degraded by oscillator phase noise;
and high-throughput transmissions are limited by the quantization noise of digital-
to-analogue converters (DACs). Therefore, it is required to develop techniques to
compensate the impact of RF hardware impairments and enable high-throughput
communication under extreme conditions.

Several solutions have been investigated to reduce the impact of hardware
impairments, e.g., improved oscillator circuit design to reduce the phase noise
which increases overall hardware cost and adjusting the operating point of the PA
by applying power backoff which reduces the energy efficiency of the transmitter
and reduces coverage. In addition, there have been techniques to linearize the trans-
mitter, e.g., by performing digital pre-distortion (DPD). These techniques usually
require an estimate of PA characteristics based on a feedback loop using a sampling
receiver circuit at the transmitter side to measure the PA’s output and down con-
vert it to a baseband signal for signal processing to estimate PA’s characteristics. The
DPD performs pre-distortion of the signal based on the estimated PA’s character-
istics so that the overall RF-chain resembles approximately linear characteristics.
The DPD processing is overall complex and energy consuming task, especially for
wide-band signal transmissions.

Artificial intelligence techniques enable a new design paradigm, where instead
of mitigating RF hardware impairments or trying to linearize the transmitter, a
receiver can be trained to learn signal detection in the presence of RF hardware
impairments. An AI-empowered receiver based on artificial neural networks (ANN)
is proposed in [27]. The radio transceiver architecture with AI-empowered receiver
is outlined in Figure 5.19. The AI-empowered receiver learns the optimized demap-
per to compute soft bits as input to the soft decoder (low-density parity-check
(LDPC)) in the presence of RF hardware impairments (e.g., phase noise or PA non-
linearity). The demapper can be implemented using a fully connected NN with real

Figure 5.19. The radio transceiver architecture with AI-empowered receiver.
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Figure 5.20. Performance of the AI-empowered receiver.

and imaginary parts of the equalized received signal and signal-to-noise ratio (SNR)
estimate as inputs and the log likelihood ratio (LLR) values corresponding to the
transmitted information bits as outputs.

The simulation results for the block error rate (BLER) performance of the AI-
empowered receiver with a demapper composed of NN with five hidden layers
each with 64 neurons are shown in Figure 5.20. For 64QAM-modulated signals
with modulation and coding scheme (MCS) index 19, the AI-empowered receiver
achieves roughly 1 dB performance gain compared to the legacy receiver method at
10% BLER operating point. For 256QAM-modulated signals, even for the low-
est defined code rate in the standard (MCS index 20), the legacy receiver can-
not successfully detect the signals and fails to reach 10% BLER. However, the
AI-empowered receiver provides satisfactory results without any visible error-floor.
This confirms that AI-empowered receiver can enable using higher-order modu-
lations while providing signal reception with desired reliability, hence they can be
used in high-throughput scenarios where higher-order modulations are desired.

The achievable throughput for the AI-empowered receiver and the legacy
receiver with link adaptation at the transmitter is shown in Figure 5.21. The legacy
receiver in the presence of linear PA provides an upper bound on throughput. In the
presence of PA non-linearity, the legacy receiver achieves lower throughput com-
pared to the upper bound, and the performance gap becomes larger at high SNR.
The AI-empowered receiver achieves higher throughput compared with legacy
receiver. The performance gain is larger at higher SNR values, and the achieved
throughput saturates at the same level as the one for the upper bound on through-
put. Hence, the AI-empowered receiver can partially compensate the impact of
distortions due to PA non-linearity of a transmitter and can increase throughput
and/or extend the coverage of a communication link.

The AI-empowered receiver can be used to relax the requirements on inband
distortions (e.g., the requirements on maximum error vector magnitude, EVM)
and the linearization methods to be performed at the transmitter side, e.g., DPD.
The receiver method can be used in uplink communication of a cellular network,
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Figure 5.21. Achievable throughput with adaptive modulation and coding and for

AI-empowered receiver.

which is usually coverage limited, and performing linearization techniques (e.g.,
DPD) at the UE is challenging, and it is desired to increase the energy efficiency of
the UE to increase battery lifetime. Alternatively, the proposed method can be used
in a downlink scenario to increase throughput and/or extend the coverage area of
the base station (BS), enhancing the energy efficiency of BSs.

5.6.2 DeepRx: A Fully Learned Air Interface Receiver

A key component of the air interface is the receiver. Traditionally, the receiver
has many processing blocks, including raw channel estimation from the refer-
ence signals, smoothing and interpolation, equalization, demapping, and decoding.
The traditional receiver therefore splits the processing of the channel estimate (via
known and received reference signals) from the processing of the rest of the signal
and only combines them in the equalization step. This means that the receiver’s
performance is limited by the accuracy of the channel estimation, which is inher-
ently limited, e.g., for high mobility UEs. This limitation can be circumvented
by training the receiver algorithm from the antenna signal to the uncoded bits,
as demonstrated in the DeepRx receiver shown in Figure 5.22. By also using the
unknown received data, such an ML receiver learns an algorithm that can track the
changes in the channel response in time and frequency, even in the case of sparse
reference signals, leading to improved performance, as shown in Figure 5.23.

A similar DeepRx-type receiver can also be extended to support MIMO detec-
tion. Conventional MIMO detection algorithms contain an equalization block that
relies on input-input multiplications. In order to train a NN to replace such algo-
rithms efficiently, it is necessary to equip the NNs with the ability to represent
input-input multiplications. Otherwise, the NN must learn to approximate them,
which can be inefficient. The DeepRx MIMO [29] has different ways to represent
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Figure 5.23. DeepRx SIMO reaches linear minimum mean square error (LMMSE) with

known channel performance, even for highly mobile UEs of 0–130 km/h as in these

figures.
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Figure 5.24. DeepRx can be extended to MIMO by adding the capability of input-input

multiplication to the neural network, which allows more efficient learned equalization.

the multiplications. One example is shown in Figure 5.24, where the network learns
which inputs should be conjugate multiplied and which should be multiplied. The
performance results of such a DeepRx MIMO network are shown in Figure 5.25.

DeepRx shows that it is possible to learn state-of-the-art receiver algorithms
based on data. Since the learned method relies on very few assumptions on the
actual waveforms, it is possible to utilize this kind of receiver for other types of
waveforms, e.g., ones that utilize novel constellation shapes.
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Figure 5.25. DeepRx MIMO can surpass the LMMSE receiver in TDL-E channels and reach

near LMMSE with known channel performance.

5.6.3 AI-native Air Interface Design with Constellation Shaping
and Hardware Impairment Mitigation

One step towards a truly AI-native air interface is to allow ML to design certain
aspects of the physical layer. In practise, this means that the chosen properties of the
air interface will be natively tailored for ML-based processing, e.g., on the receiver
side. Ideally, this will result in enhanced spectral efficiency as the air interface is
optimized with the help of ML.

In this approach to air interface design, ML is employed to learn the constel-
lation shape and a transformation function for the time-domain waveform. These
elements are learned in conjunction with an ML-based receiver, which has a similar
architecture to DeepRx [30]. The benefits of such an approach are twofold. First,
as opposed to 5G and earlier network generations, where the receiver must be pro-
vided so-called demodulation reference signals (DMRSs) for channel estimation
and consecutive equalization, the proposed AI-based approach with learned con-
stellation shape can operate without any pilots. This naturally removes the overhead
they incur, as all the resource elements (REs) can be used to carry useful data. Sec-
ond, the learned transformation of the time-domain waveform makes the whole
system more resilient against PA-induced nonlinear distortion. Namely, using such
a transformation, the power of out-of-band emissions can be reduced, while at the
same time facilitating more accurate detection at the receiver side.

Figure 5.26 illustrates the overall approach on a conceptual level. In this example,
an otherwise conventional orthogonal frequency-division multiplexing (OFDM)
transmitter is assumed, with the exception that the bits are mapped to symbols
using the learned constellation. In addition, as mentioned above, a convolutional
neural network (CNN) is added to the transmitter’s inverse fast Fourier transform
(IFFT) output in order to ensure resilience against PA-induced nonlinearities.

The complete transmission link is trained E2E, which can be done with super-
vised learning. This requires a differentiable model between the bit source and
the receiver output, including the transmitter, multipath channel, and the receiver.
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Figure 5.27. (a) An example of a learned constellation shape, and (b) the corresponding

BER under a nonlinear PA.

Moreover, to ensure that a generic scheme is learned, the training is done using sev-
eral randomized PA responses. Binary cross entropy between the transmitted bits
and the detected bit estimates is used as the primary training loss function, which
is equivalent to maximizing the throughput between the transmitter and receiver.
In addition, the out-of-band emissions at the PA output are also added to the loss
term, which incentivizes the transmitter to produce a waveform with as little emis-
sions as possible. With this, the transmitter and receiver are incorporated into a
single E2E model and can thereby learn jointly the constellation shape, transmis-
sion scheme for minimizing out-of-band emissions, and the required receiver-side
processing for detecting the modulated bits.

Figure 5.27 shows an example of a learned constellation for a multipath scenario,
as well as the achieved uncoded bit error rate (BER). The training is carried out
with the TensorFlow library, where the full link is implemented as an E2E model.
This also includes the channel model, which is based on precomputed channel
coefficients generated under an urban micro (UMi) simulation scenario. In these
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results, the transmitter PA is operating near saturation. The proposed ML-based
solution is compared to two baselines:

• A practical receiver, which estimates the channel from pilots using least
squares and interpolates it linearly over the whole slot (extrapolation of the
channel estimate beyond the last pilot symbols is done with the nearest neigh-
bour rule). The symbol estimates are obtained with LMMSE equalization,
after which the soft bits are calculated using the log maximum A-posteriori
(log-MAP) rule.

• A genie-aided receiver, which has perfect channel knowledge and performs
LMMSE equalization followed by log-MAP demapping.

Both benchmarks utilize a conventional quadrature amplitude modulation
(QAM)-OFDM waveform with two OFDM symbols per slot (14 OFDM symbols)
dedicated to pilot transmissions. It is evident from Figure 5.27(b) that the learned
pilotless scheme is superior to the benchmark schemes in terms of the achievable
spectral efficiency, as it achieves a lower BER with less overhead. The pilotless oper-
ation is made possible by the learned asymmetric constellation shape, shown in Fig-
ure 5.27(a), which the receiver can use for blind detection of transmitted symbols.
The lower BER of the learned scheme is mostly due to the nonlinear distortion
within the RX signal, which the baseline schemes are not capable of suppressing.

To investigate the impact of PA-induced nonlinearities, Figure 5.28(a) shows
first the BER of the different schemes under a fixed SNR for varying PA input
backoff values. It is evident that the learned system with the TXCNN achieves the
lowest BER when the backoff is small (this is the most nonlinear operating point
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Figure 5.28. (a) BER of the different schemes with respect to the PA input backoff when

the SNR is fixed at 24 dB, and (b) ACLR of the different schemes with respect to the PA

input backoff. Note that here the PA backoff is defined with respect to unit variance, i.e.,

it represents the power of the PA input signal (not to be confused with PA backoff with

respect to 1 dB compression point).
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of the PA). However, when the nonlinearities are less severe, the benefit of the
CNN diminishes, as expected. Figure 5.28(b) shows the adjacent channel leakage
ratio (ACLR) of the learned waveform, compared to a conventional QAM OFDM
waveform, measured at the PA output. Here, ACLR is defined as the ratio of the
power of the in-band desired signal to the power of the out-of-band emissions.
The effect of the TX CNN is again clear, as it achieves a clearly superior ACLR
compared to the other schemes.

Altogether, these findings demonstrate the potential of an AI-native air inter-
face in reducing BER, improving the spectral efficiency and reducing the signalling
overhead over the current systems. Moreover, the benefits of ML-based processing
when dealing with hardware impairments are also evident. The proposed approach
facilitates more accurate detection of distorted signals while reducing the out-of-
band emissions.

5.6.4 AI-driven Channel Estimation

Channel estimation (ChE) is among the first functions of a radio receiver that has
been enhanced by AI/data-driven methods [57]. The ChE problem has been tar-
geted by many tools stemming from AI.

For ChE problem, the minimum mean squared (MMSE) estimator is optimal
in the Neyman-Pearson-Lemma sense. However, in practise, MMSE is not utilized
widely, due to the following reasons: the first one is computational complexity. The
MMSE requires inversion of the covariance matrix of the first input, which can
grow with o(nˆ3). The second reason is the run-time sample complexity, i.e., the
number of samples required to construct an accurate sample covariance matrix. For
ChE, the processing delay that’s required to accumulate pilots to build an accurate
sample covariance matrix is not tolerated. Thus, an NN inspired by the mathemat-
ical representation of the MMSE estimator is proposed [57–59]. This NN consists
of two layers that represent the MMSE estimator and a multiplication layer that
passes the input to the estimator.

The proposed NN architecture is shallow and therefore more manageable for
mathematical analysis, although it may not scale well with input size. If this NN
architecture implicitly implements the MMSE, the well-known covariance matrix
decomposition can be utilized, in which the large covariance matrix is represented
in terms of Kronecker product smaller matrices. To handle data with spatial (ver-
tical and horizontal), temporal, and frequency dimensions, the large input covari-
ance matrix is decomposed into four smaller matrices. This enables the use of the
same NN architecture on these four slices of data. At each stage, a slice of the
4-dimensional input vector is fed to an NN tailored for that slice of data. This has
been portrayed well in Figure 5.29.
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Figure 5.29. Data slices in the frequency and spatial directions of vertical and horizontal.

Figure 5.30. The neural network architecture consists of multiple smaller neural networks

with reshaping operations in between. This design allows for processing large input vec-

tor size, without the need to large NNs.

The overall NN structure is depicted in Figure 5.30. For each of the NNs, the
input data have to be reshaped to fit the NN. This reshaping acts as an additional
re-shuffling, which further helps the generalization of the learned weights.

The performance of this NN is compared to that of the optimal MMSE solu-
tion. In Figure 5.31, the coloured graphs are the result of turbo-AI. The 3D turbo-
AI illustrates three stages of turbo-AI, namely frequency, horizontal, and vertical,
while the 4D turbo-AI benefits from all the dimensional processing. This further
shows the trade-off for computational complexity versus performance in terms of
normalized mean squared error (NMSE).
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Figure 5.31. Comparison of the proposed ChE schemes, turbo-AI, with the statistically

optimal solution MMSE-based estimator. The MMSE estimator for the above results

included a 6144 × 6144 matrix inversion operation.

5.6.5 AI-based Sparse Channel Estimation for RIS-aided
Communications Networks

A reconfigurable intelligent surface is composed of a large number of passive ele-
ments, each of which can reflect back incoming signals while incurring a phase shift.
The wireless propagation environment can be reconfigured based on this property
of RISs, and the phases of individual elements can be configured to optimize a
certain objective function that corresponds to some aspect of system performance.
However, most optimization solutions need channel state information to be known
at the entity controlling the RIS (the assumption is that the RIS is controlled by
the BS, where BS estimates the channel, calculates optimal phase shifts, and sends
control signals to the RIS to configure the phase shifts). However, channel esti-
mation is difficult as RIS consists of a large number of passive elements, which
requires measurements at the BS with long pilot sequences due to large dimen-
sionality. Also, it is necessary to estimate both the direct channel and the reflected
channel through RIS.

The channel estimation for the reflected channel through the RIS requires the
design of phase configuration of the RIS elements. It has been studied in [31], and
an optimal codebook is proposed based on a minimum variance unbiased estima-
tor. The dimensionality of the parameter space can be reduced by considering the
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Figure 5.32. NN architecture for AoA prediction.

angular domain sparsity of the mmWave channels, resulting in improved accuracy
with reduced pilot overhead. In [32], a sparse representation of the concatenated
BS-RIS-user channel is derived, where channel estimation is converted into a sparse
signal recovery problem. A double-structured orthogonal matching pursuit (DS-
OMP)-based cascaded channel estimation scheme is proposed in [33], based on the
double-structured sparsity of the angular cascaded channels. In this work, a channel
estimation method based on the sparse representation of the channel is proposed,
and angular parameters are estimated using a NN. The NN-based solution is a one
pass method compared to iterative traditional sparse estimation techniques, while
results show better accuracy compared to [31].

The uplink channel estimation of an RIS-assisted mmWave system is consid-
ered, where the direct link is assumed to be non-line-of-sight (NLoS) and the RIS
has line-of-sight paths with both the user and BS. A compact representation for the
RIS channel is derived, where the angle of arrivals (AoAs) is discretized. First, the
case where AoAs lie exactly on the discrete grid (on-grid) is considered, and a sparse
estimation method is proposed based on OMP. Also, the results are compared with
NN-based predictions. Then, the case where AoAs can take any discrete value devi-
ating from the discrete grid (off-grid) is considered, where the residual error from
on-grid points is expressed separately. The NN architecture shown in Figure 5.32
is used for the prediction of AoAs, which consists of several NNs. The top NN is
used to predict the on-grid AoA points, and the residual error is calculated by the
NNs shown in the bottom. This work has been published in [34].
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Figure 5.33. Comparison of performance of proposed methods with LS estimation for

both direct and reflected channels, in the off-grid case.

Numerical simulations are performed to evaluate the results, and channel estima-
tion error is considered as the KPI. Comparison of the performance of the proposed
methods is shown in Figure 5.33, where the NMSE of direct channel and cas-
caded channel through RIS are considered separately. The performance of the NN
is compared with least squares estimation and sparse estimation algorithms with and
without perfect AoAs. Results show that NN outperforms all the other methods;
however, a saturation effect is seen with increased transmit power due to leakage
from grid imperfections.

5.6.6 AI-based Radio Resource Allocation for Cell-free Massive
MIMO Networks

Proper radio resource management (RRM) is of much importance in improving
the system performance in communication networks. However, the classical opti-
mization or heuristic-based resource allocation algorithms have several challenges,
such as high computational complexity, suboptimal solutions in complex and non-
convex problems, lack of flexibility and parameter sensitivity, and inaccuracy of
the model-based resource allocation methods [37]. Novel communication archi-
tectures such as cell-free massive MIMO networks and high-frequency communi-
cation systems have an increased system complexity due to the large number of
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antenna elements in the transceivers and the increased AP deployment density for
a high-frequency radio access technology. RRM becomes more challenging in such
systems due to the increased system complexity and high dimensionality of the
resource allocation problems. In recent literature, the learning capability of ML
algorithms is exploited to overcome the above challenges associated with conven-
tional approaches in complex communication systems [36–40]. Most of the exist-
ing studies focus on a supervised learning approach where a model is trained to
learn the mapping between the inputs (user locations or channel statistics) and the
optimal outputs (power allocations) obtained by an optimization algorithm.

On the other hand, an unsupervised learning-based resource allocation approach
does not require the optimal resource allocations to be known during model train-
ing as in supervised learning; hence, it alleviates the need of generating a large
dataset with thousands of samples by solving the computationally complex opti-
mization problem [38]. Thus, it makes the data preparation and model training
simpler, more practical, and more flexible since the deep learning model can be eas-
ily retrained in a changing environment over time. An unsupervised learning-based
resource allocation scheme for a cell-free massive MIMO network is proposed here
to learn the resource allocations in a data-driven manner with lower computational
complexity than an optimization-based algorithm. Specifically, joint optimization
of user power allocations and fronthaul capacity allocations (between CSI and data)
to maximize the network sum throughput in an uplink of a limited-fronthaul cell-
free massive MIMO network is considered. A DNN is directly trained using a cus-
tom loss function to optimize the sum throughput objective instead of training
with labelled data. The large-scale channel coefficients between the users and the
access points are used as the DNN input.

The loss function for model training is defined as the negative value of the sum
rate, which is a function of large-scale channel coefficients and the trainable param-
eters θ of the DNN. It is differentiable with respect to the trainable parameter set θ

which allows training the model via mini-batch gradient descent method. In each
iteration of the training, a set of channel realizations is generated from its distribu-
tion, and the average loss is calculated over the mini-batch. During training, the
model learns parameters θ to minimize the loss that maximizes the sum rate and
outputs the power allocations and fronthaul capacity allocations. Furthermore, the
DNN could be used in two modes: (1) offline training mode, where the model is
trained offline for a large dataset with different channel instances; and (2) online
training mode, where the offline trained model is retrained in each channel instance,
allowing further customization and fine-tuning of model parameters based on large-
scale channel inputs in each channel realization, to further optimize the sum rate
performance.
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As seen from Figures 5.34 and 5.35, numerical simulations have shown the pro-
posed ML approach to learn resource allocation vectors, resulting in similar sum
throughput performance compared to optimization-based baseline while having
lower computational complexity. The time complexity of the DNN does not dras-
tically scale with the number of users and APs, as the optimization-based algorithm
does. While the time complexity of the optimization-based algorithm exponen-
tially scales when the number of APs or users is increasing, the time complexity of
the DNN only increases slightly when the system parameters are scaled. In con-
trast to the iterative algorithms used in the optimization-based approach, the ML
approach only requires one-shot output calculation, which only involves matrix
multiplication and addition operations to produce the DNN outputs; hence, it has
a significantly reduced time complexity of the DNN.

5.7 Statistical Federated Learning for Resource
Provisioning

A paramount feature of 6G systems is its massive and highly heterogeneous net-
work slicing, which enables tenants to not only target specific industries, but also
bring digitalization to end users through the expected widespread adoption of
novel, advanced, and diverse digital services (e.g., holographic communications,
next-generation extended/virtual reality applications, tactile internet, industry 5.0).
This fact will require 6G networks to manage a large number of slices, which could
potentially span multiple technology domains, such as the RAN, edge, cloud, and
core. This fact poses a major challenge to traditional centralized MANO meth-
ods, which are vulnerable to single points of failure and require extensive mon-
itoring. This results in a large communications overhead and delayed, heuristic-
based decisions, leading to increased energy costs and reduced scalability and sus-
tainability for the network. To address this issue, sustainable and scalable 6G net-
work slicing must rely on distributed AI architectures, where local computation
tasks are performed closer to the monitoring points, reducing energy costs and
exchanging only some local updates (e.g., the model weights or compressed/pre-
processed data) or compressed statistics through federated and multi-agent learning
strategies.

5.7.1 AI for SLA Management in RAN

AI techniques will be a crucial factor in the automation of resource allocation for
dynamic network slicing and its associated SLA. In order to reach both scalabil-
ity and sustainability in network slicing, AI-enhanced analytic algorithms must
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be brought closer to the distributed monitoring points throughout the network.
This approach significantly reduces the raw data exchange, allowing only certain
AI model parameters to be transmitted for coordination or collaboration purposes.
In such a scenario, FL-based analysis is an attractive solution that enables: (i) local
learning at each network element, whether virtual or physical, by exchanging only
the weights of its model with the aggregation server; and (ii) addressing the absence
or inadequate distribution of local datasets by capitalizing on the knowledge of
other elements participating in the FL task. The challenge in this case is twofold:
first, to ensure that the outputs of the models learned offline conform to a prede-
termined statistical distribution, such as the slice-level SLAs, when deployed in a
testing scenario; and second, to ensure that these models converge when faced with
non-independent and identically distributed datasets in live network environments.

This section presents a new decentralized management and analytics framework
designed to handle a massive number of dynamic slices in Beyond5G and 6G sce-
narios, enhancing scalability, sustainability, and responsiveness of self-management
and self-configuration of network slices for ZSM. The framework aligns with both
ZSM [42] and enhanced network management interface (ENI) objectives [43].
Additionally, the framework is implemented in three technological domains: cloud,
edge, and RAN [44].

5.7.2 Statistical FL-based Policy for RAN

To demonstrate the scalability and ZTM capabilities of the aforementioned archi-
tecture, consider the deployment solution illustrated in Figure 5.36. It shows a dis-
aggregated RAN architecture with a central unit (CU)-distributed unit (DU) func-
tional split, in which each transmission/reception point (TRP) is co-located with its
DU, which is connected to the corresponding CU using a fronthaul link. Each CU
runs a VNF at the edge on top of commodity hardware and includes a co-located
MS and an AI-enhanced AE, which are instantiated per slice. For each central unit i
and slice j, the MS (i, j) performs the data collection to build a local (small) dataset
D_(i,j) of size Di,j, consisting of a set of input features vector metrics x_(i,j)ˆ((n))
(e.g., over-the-top traffic patterns, average channel quality indicator (CQI), aver-
age number of active users, etc.) and the corresponding outputs y_(i,j)ˆ((n)) (e.g.,
physical resource blocks (PRBs) occupancy, CPU load, etc.). These local datasets
are generally insufficient to train precise analytical models. As a result, local AEs par-
ticipate in a FL task, where an E2E slice-level AE acts as an aggregation server. Note
that TRPs are often deployed in areas with varying traffic patterns, both spatially
and temporally, which are strongly affected by the user distribution and depend on
the context in which the TRPs are deployed (e.g., residential areas, commercial dis-
tricts, and entertaining events such as concerts or football matches). Furthermore,
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Figure 5.36. Cross-domain statistical FL-based with decentralized MS/AE.

the radio performance indicators are associated with time-dependent channel con-
ditions. As a result of these aforementioned aspects, the local mini-data datasets are
inherently non-independent and identically distributed.

The benefits of the proposed management framework can be demonstrated
through a use case of slice-level resource prediction with SLA constraints [45]. The
main objective is to respect the SLA violation rate for each slice while minimiz-
ing the total communication management overhead. A typical SLA is established
between the tenant of slice j and the infrastructure provider, to ensure that the
utilization of slice resources (e.g., CPU load or number of occupied PRBs) does
not exceed the range [αj, βj] with a probability given by a specified upper-bound
threshold δj. These SLAs can be defined in terms of percentiles and the empirical
cumulative density function (ECDF) constraints and solved via a proxy-Lagrangian
and two-player game [45]. In practise, the infrastructure provider and the tenant of
slice j may agree that the Q-th percentile of utilization a specific resource must be
lower than some given agreed bound to ensure isolation, where the Q-th percentile
refers to the value below which Q% of the samples of this resource are distributed.

In order to prevent the exchange of raw monitoring data with the cloud domain,
each AE performs SLA-constrained resource prediction locally. This involves learn-
ing an AI-based resource provisioning model, under long-term SLA constraints,
considering space-time-varying input features such as slice traffic and radio condi-
tions, which depend on the CU locations at the RAN and slice type. Given that
the local MS datasets are not exhaustive, the local AEs participate in a FL task to
enhance their predictions, acting as local clients. Only the j-th slice model weights
and SLA violation rates achieved by the local models are communicated to the E2E
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Figure 5.37. FL-based decentralized AEs for slice n.

slice-level AE, located at the cloud, which plays the role a FL aggregator. At each FL
round, the E2E AE averages the received model weights and broadcasts the result to
the local AEs that update their corresponding local resource provisioning models.
The whole process is illustrated in Figure 5.37.

The algorithmic statistical FL (StFL) architecture and algorithmic framework for
decentralized resource allocation have been presented in [46] and [45], respectively.
As shown therein, the StFL solution enables SLA enforcement, while significantly
reducing the overall network overhead, when compared to the centralized coun-
terpart or with FedAvg algorithm [46]. Furthermore, as analysed in [44], the StFL
algorithm achieves more than ×10 times energy efficiency, paving the way for 6G
sustainable massive slicing networks. To further reduce the communications over-
head, minimize the computation and management of data, and ensure scalability
under massive slicing, a subset of the active AEs can be selected in each FL round.
Towards this goal, a stochastic policy has been proposed in [47] and [48] to select
a subset of m clients out of the total set of K (where m < K) local AEs to take part
in the FL optimization, based on their received SLA metrics. This approach uses
these metrics to compute the violation rate probability distribution over the local
AEs based on a softmin activation layer, and a stochastic policy is considered to ran-
domly select the clients in the next round of the FL training based on the violation
rate distribution. As a result, AE that reach lower SLA violation rates can partici-
pate in the FL round with a higher probability. In practise, the whole process can be
summarized as follows: during each FL round t, the E2E DE selects stochastically
m local AEs to participate in the FL task, based on the violation rate probability
distribution, which is obtained using the softmin activation layer. Then, the E2E
DE provides feedback in the form of an activation bit to inform the participating
AEs. In this scenario, only the AEs selected would participate in the training pro-
cess and transmit their weights to the FL aggregator that will average them. Finally,
the resulting global model is broadcast to all the local AEs involved in the training.
This procedure is repeated until convergence.
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5.8 Network Slicing-Driven by Deep Reinforcement
Learning

Network slicing enables multiple virtual networks to be instantiated and cus-
tomized to meet heterogeneous use-case requirements over 5G and beyond net-
work deployments. However, most of the solutions available today face scalabil-
ity issues when considering many slices, due to centralized controllers requiring a
holistic view of the resource availability and consumption over different networking
domains. To address this challenge, a hierarchical architecture is designed to manage
network slice resources in a federated manner [49]. Motivated by the advancement
in DRL schemes and the open RAN paradigm, a set of traffic-aware local decision
agents (DAs) is proposed to be dynamically placed in the RAN. These federated
decision entities tailor their resource allocation policy according to the long-term
dynamics of the underlying traffic, defining specialized clusters that enable faster
training and communication overhead reduction.

Emerging use cases such as vehicle-to-everything (V2X) communication, the
Internet of Things (IoT), and augmented/virtual reality (AR/VR) are some of the
examples of 5G/6G use cases that need to co-exist on a shared physical infrastruc-
ture. However, the diverse demands for bandwidth, latency, and reliability increase
the need for effective orchestration solutions to manage these services effectively
and efficiently. Network slicing holds great potential as a solution to this challeng-
ing scenario. Network slicing creates an all-encompassing environment to underpin
a plethora of network services by running fully or partly isolated logical networks,
namely slices, on the same physical infrastructure. The zero-touch network is con-
ceived as a next generation of network management that leverages the principles of
NFV and SDN to be the cornerstone for supporting fully automated operations
and on-demand configuration without the need for fixed contractual agreements
and manual intervention. To handle these radical changes, the ZSM framework ref-
erence architecture has been designed by the ETSI [50]. It is designed to support
fully automated network and service management. The architecture supports a set
of architectural design principles, including:

• Modularity aspects for creating self-contained and loosely coupled services to
prevent monoliths and tight coupling.

• Extensibility enables the network to extend new services and service
capabilities.

• Scalability fulfils increasing or decreasing demands to deploy managed enti-
ties, and modules can be independently scaled.

• Resilience aspects cope with the degradation of the infrastructure and other
management services as well as simplicity makes minimal complexity while
still meeting the functional and non-functional requirements.
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The modular characteristic is paired with intent-based interfaces, closed-loop
operations, and AI/ML techniques to empower the full automation of the man-
agement operations. One of the essential building blocks in the ZSM is intelligent
decision-making elements.

The fluctuating nature of traffic demand dramatically complicates the process of
resource planning and allocation, particularly in the RAN domain. Resource allo-
cation decisions, such as bandwidth allocation, must consider the added variability
of the wireless channel and mobile users. Traditional RAN slicing solutions envi-
sion a centralized controller with a comprehensive, RT view of the network and
its resources. However, this approach needs to work on scalability issues in actual
implementations due to the large volume of monitoring information that must
be exchanged and the high number of BSs. As a result, it becomes challenging to
implement optimal resource allocation strategies in a timely and efficient manner.

Despite the innovative approach, it is still necessary to determine an effective
way of managing slicing scenarios with many vertical services. In this regard, a
hierarchical architecture is proposed for network slice resource orchestration. The
framework considers the variable distribution of mobile traffic demands and sets
up a network of local decision agents as virtual software instances within the NRT
RAN intelligent controller (RIC). These DAs can access local RAN monitoring
information and extract local knowledge without relying on a centralized entity for
decision-making.

The framework utilizes a dynamic agent selection mechanism based on local
traffic conditions similarity, allowing for more efficient information exchange and
collaboration among local DAs. The benefits of this approach include: (i) resource
allocation at the edge of the network, leading to more timely and accurate infor-
mation; (ii) reduced control information that needs to cross the network to reach
the central controller, reducing overhead towards the core network; and (iii) pro-
visioning of FL schemes that enhance the capabilities of DAs. DAs will not only
learn from a local observation space but also from information from other RAN
nodes, thus improving the generalization of the learning process. The main inno-
vation of this approach is based on utilizing the distributed RAN information to
create a new type of specialized agents that work together in homogeneous clusters
through a federation layer. This results in a scalable and stable decision-making
process under rapidly changing traffic conditions. The proposed framework is also
compatible with O-RAN.

5.8.1 Framework Overview

This solution is based on the slicing concept in mobile networks, where multi-
ple network tenants share a portion, namely slice, of the common mobile network
infrastructure. Each slice has dedicated networking resources to meet its service level
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agreement (SLA). The focus is on the RAN domain, where the SLAs are expressed
in terms of maximum slice throughput and transmission latency. The term trans-
mission latency refers to the average time that traffic belonging to a slice must wait
within the BS transmission buffers before being processed due to inter-slice schedul-
ing procedures.

The mobile network infrastructure consists of a set of BSs with slices deployed
on them. Each BS has a capacity expressed regarding PRBs of fixed bandwidth.
The available PRBs must be divided among the slices according to their RT traffic
demand and SLA requirements. It is assumed that each network slice has prede-
fined latency and throughput requirements as part of the SLA between the network
operator and the slice owner. The focus is on the RAN domain, and the latency is
considered as the queuing delay experienced by traffic while passing through the
scheduling processes of each BS. The system operates in time slots, which represent
a decision interval. The PRB allocation decisions can only be made at the begin-
ning of each decision interval, with an interval determined by the infrastructure
provider ranging from a few seconds to several minutes.

The allocation of radio resources to end users is considered a two-step process,
assuming the existence of a preliminary admission and control mechanism. First,
once network slices are admitted into the system, the infrastructure provider sched-
ules the allocation of radio resource slots for each tenant. Then, based on the slice’s
resource availability, each tenant may enforce its own scheduling solutions for its
end users, depending on their use case or business requirements.

An F-DRL-based architecture is leveraged to handle the RAN slicing scenario.
This architecture involves the local DAs operating as software instances within each
BS, as depicted in Figure 5.38. The agents are responsible for enforcing slice PRB
allocation decisions based on the local monitoring information received from the
network MS. However, the distributed nature of RAN deployments and the vary-
ing spatiotemporal behaviour of mobile traffic traces make it challenging for an
agent trained on complex and multi-variate monitoring metrics. To address the
aforementioned challenges, an FL layer has been introduced to enable inter-agent
communication and expedite the learning process through knowledge sharing.

The quest for intelligent and optimal control in massive telecommunication
environments has aroused intensive research on the applications of DRL methods.
The DRL can provide a promising technique to be incorporated into network slic-
ing and solve the control and optimization issues. DRL combines RL and DNN to
extract knowledge based on experience gained by interacting with the environment
(network slicing). To solve slice issues such as admission control, congestion con-
trol, energy efficiency, resource management, service creation, dynamic network
configuration, anomaly and fault detection, security, and reliability, the agent of
network slicing should update the Q-function for optimal actions. Deep Q-learning
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Figure 5.38. Generic federated DRL architecture for RAN slicing [49].

benefits from a NN to approximate the Q-value function. The state can be consid-
ered as input, and the Q-value of all possible actions is generated as the output. An
agent (NN) in DRL generates the dataset on-the-fly, continuously interacts with a
network, and is well-suited to problems with numerous possible states with high
dimensions. This model-free method stores the experiences of each interaction with
the environment in a replay buffer, which enables the network parameters to be
updated without any prior knowledge of the environment’s statistics. Figure 5.39
illustrates the local double DQN (DDQN) agent workflow.

5.8.2 Federated DRL for RAN Slicing

FL enables the training of machine learning models across decentralized entities
that only have limited data access. Unlike multi-agent RL, which requires a cen-
tralized data source for all agents to observe, select actions, and receive rewards, FL
allows for a collaborative learning process by aggregating multiple model updates.
It results in a shared prediction model that is more refined, improves the learning
rate, protects privacy, and offers better generalization. In the F-DRL-based frame-
work, each agent trains a local DDQN model and shares its experience in the form
of hyperparameters with other entities in the same federation layer. This iterative
process leads to a global updated model that is stored in a cloud platform or an
edge platform for faster feedback. To enhance efficiency and minimize communi-
cation overhead, the federation layer collects and shares the local models only every
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T decision interval, referred to as a “federation episode.” Different strategies can be
applied to derive the global federated model.

Mobile traffic demands follow repetitive patterns linked to human activities and
have a spatiotemporal nature. Characterizing these patterns can lead to improved
network utilization forecasting and more effective resource allocation planning.
However, more than simply relying on the geographical locations and proximity
of BSs is needed to accurately understand traffic demands, as land usage may vary
even within BS in the same area. It presents a challenge in this framework, as not
all federated agents should exchange information, and it should not be limited to
just nearby entities. To address this issue, a clustering algorithm is proposed that
utilizes network monitoring traces and their similarity to guide the formation of
DA subsets.

5.9 Analytics Engine and Interpretable Anomaly
Detection

Network slicing will remain a fundamental concept in 6G networks, with an even
more increased scale. While slicing increases the flexibility of the system in order
to support different types of deployments and services, it also increases the com-
plexity of the management solutions manyfold. Current standardization directions
have focused on centralized management of such virtualized systems, such a solu-
tion is becoming extremely complex and hard to scale to the number of slices that
are envisioned. Rather than a centralized solution, as it is considered by both ETSI
NFV [51] and 3GPP management architectures [52], a solution based on the three
decentralized components, namely MS, AE, and DE, offers many advantages, as
described in the first section. These components are deployed on the different
entities taking part in the management process, i.e., MANO, OSS/BSS, NSMF,
and the in-slice management plane, distributing the management functions among
these entities, in order to ensure a scalable management system.

The AE is designed to analyse the status of network slices using telemetry
data collected by the MS, predict slice KPIs, and detect anomalies in KPI trends.
The AE operates per slice, supporting the distributed architecture defined above.
Its outputs, i.e., predictions of slice KPIs or anomaly results, are then reported to
DE as key indicators to learn from and infer actionable decisions to maintain and
optimize the slice performance as defined in SLAs. AE exploits the proposed dis-
tributed and scalable MANO architecture in Figure 5.40 to push the analysis close
to the data collection MS in each domain (i.e., RAN, edge, and cloud), minimizing
the need to transfer raw slice performance and configuration data across the dif-
ferent network domains and slices. The E2E slice KPIs to be predicted by the AE
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Figure 5.40. Proposed graph-based interpretable anomaly detection (G5IAD)

framework.

have been defined in line with standards specifications [53] and reflect the slice per-
formance, including, for example, uplink/downlink throughput for network slice
instance (NSI), average E2E uplink/downlink delay, virtualized resource utiliza-
tion per NSI, etc. Compared to KPI prediction, focus is placed on considering the
unique characteristics of 5G and 6G systems when implementing KPI prediction
for a slice level AI engine, as opposed to previous systems.

5.9.1 Fault Management Probabilistic Model

Multivariate time-series analysis is an important model that simultaneously analyses
multiple measurements to study the behaviour of time-dependent data, and fore-
casts future values depending on the history of variations in the data. Figure 5.40
illustrates the AE workflow, which incorporates the input data points from MS
and is further trained using graph theory to produce the slice KPI predictions and
perform fault detection on predictions. In the following, the AE and design of an
interpretation framework are introduced, as shown in Figure 5.40.

Graph neural networks model the relationship between a set of objects (nodes or
vertices V) and their connections/interrelationships (given by a set of edges E link-
ing the respective nodes/vertices) in non-Euclidean space (data points, which may
or may not have the same underlying domain, i.e., same graph structure defined
by an adjacency matrix). A combination of graph CNN and recurrent connec-
tions is proposed, which uses multiple time series as input to the network. This
approach helps in capturing both the spatial and temporal relationships among
the network attributes in a slice. The work in this proposed framework adopts
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the hybrid graph theory and recurrent neural network-based architecture to learn
meaningful network information in an unsupervised manner. To discover hidden
associations among network nodes (representing the input features), a graph learn-
ing layer computes the graph adjacency matrix, which is later used as an input to
all graph convolution modules. The graph learning layer learns a graph adjacency
matrix that captures the hidden relationships among the multitude of network
slice KPIs. This is then fed into the gated recurrent units to capture the temporal
dependencies. The advantages of both of these methods are drawn upon to model
both temporal and intra-feature dependencies.

The model receives time series input slice KPIs as input, along with time
sequences of slice KPI values for the KPI to be predicted (or analysed for anomalies).
The sequences for the input model, as shown in Figure 5.40, are passed through
the recurrent neural network GRU layers, while the correlation matrices are pro-
cessed by graph convolutional networks (GCN). Here, the initial node features
(time series data points) are provided as an input to the GCN, and then, the node
embeddings are computed by applying the series of convolutional modules. The
proposed method utilizes historical time series data as input and employs a graph
CNN to capture the topological structure of the network, thereby obtaining rela-
tional dependencies. Then, the time series data with relational dependencies are
input into gated recurrent units to capture the temporal features. The final results
are obtained through a fully connected layer, which predicts the slice KPIs.

Recurrent neural networks and hidden Markov model are used to estimate the
probability of a sequence (e.g., sliceLatency KPI) occurring using these probability
distributions. Note that p(xi|x1: i−1) is the probability of the integer xi occurring
after the sequence x1: i−1. A language model for sequences specifies a probability
distribution for the next in a sequence, given the set of previous sequences. Using a
training set of well-known normal sequences, the probabilistic NN is then trained
to generate this probability distribution, as shown in Figure 5.41. Given a set of

ht ht+1 ht+n-1

P(x1) P(x2)| x1 P(x3)| x1:2 P(xn)| x1:n-1
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Figure 5.41. Probabilistic classifier for predicting anomalous sequences.
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normal sequences, the anomaly detection algorithm evaluates the test instances
as anomalous or normal. As the algorithm implemented is cost efficient (reduced
training and testing times), it consumes much less computational resources in com-
parison to the traditional DNN algorithms.

5.9.2 Interpretation Framework

Most DNNs are “black box” that cannot provide easily interpretable insights
into the relationship between input and output. Particularly when there is high-
dimensional data and multiple layers in the NN, there is a need for a method (post-
hoc, after training) that can be used to provide the interpretability of models on the
datasets where the ground truth of interpretation results is not available. To over-
come this, a relatively new technique in machine learning, known as a supports the
interpretation of the NN, or any complex machine learning model, by determining
how input features contribute to the value of output features. The SHAP frame-
work unifies methods such as LIME and DeepLIFT [54] under the class of additive
feature attribution methods. Reference [55] demonstrates the game theory-based
SHAP framework, and the authors in [56] explained how Shapley values could be
used for explaining the anomalies detected by a trained NN-based model.

An interpretation framework is provided to enable better insight and automation
for the AE, as it is based on deep learning. The DE can use this information to make
appropriate decisions on the next steps to take, such as reconfiguring the slice based
on the features that have the most impact on the KPI that needs to be brought back
into an acceptable range.

The deep explainer SHAP function takes as input the model, an instance of
anomalous input x, and a set of background instances. For a particular feature x’i,
it calculates a set of SHAP values that measure the importance of each of the fea-
tures x1, x2, …, xn in predicting x’i. This local interpretability can be represented
graphically by using force plots, decision plots which enable us to pinpoint the
SHAP value of features with respect to each other. In the anomalies interpretation
procedure, the anomalous sequences are first filtered based on the probability score.
Then, for each anomalous row, the top features with the lowest probability score
are selected. For each feature in the list of top features, the model weights are
set, and the Deep SHAP explainer is used to calculate the SHapley values. The
deep explainer SHapley function outputs allFeatures, shapValue, and inputValue
for anomalous KPI sequences. The shapValue corresponds to the impact of each
feature on all other features in the input. The features are sorted based on the shap-
Value in descending order. Then, the positive shapValue features and their corre-
sponding inputValue are stored as effect (featureEffect) and value (featureValue),
respectively.
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5.10 Summary and Outlook

The integration of NI into the network architecture will enable the realization of
the 6G vision, which aims to provide unprecedented connectivity, capacity, and low
latency. To achieve this goal, standardization work has been performed to support
analytics coming from network data, and a plethora of artificial intelligence-based
algorithms have been proposed. However, there is still a need for a novel archi-
tectural framework to integrate NI into major network architectures and enable
specific AI-based enablers for the network operation towards 6G. In this chapter,
a common architectural framework for the native integration of NI has been pro-
posed towards the fully automated and scalable operation of 6G networks.

This novel NI framework includes an NI stratum that embraces different parts of
the network architecture, from access to core, from infrastructure to management,
and ensures that AI algorithms are handled with specific criteria related to data
acquisition, policy enforcement, and decision making.

Also, several algorithms have been discussed in this chapter, highlighting the
capabilities of such an approach based on AI. Once accomplished, AI and 6G net-
works will be integrated together as a single technology to meet the 6G vision.
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Chapter 6

Towards Sustainable Networks

By Agapi Mesodiakaki, Arifur Rahman, et al.1

6.1 Introduction

Today’s society faces major challenges such as the pandemic and global warming
that need to be addressed while creating innovation-led opportunities for eco-
nomic prosperity and job creation in a circular, green, and digital economy. Sus-
tainability is a holistic concept covering environmental, social, and economic aspects
while being a key element for circular economies and thoroughly developed into
the globally implemented United Nations (UN) Sustainable Development Goals
(SDGs) [1].

For the 6G vision, the fundamental network design paradigm must be extended
from established performance-oriented to performance- and value-oriented param-
eters. This leads to a new class of evaluation criteria, defined as key-value indica-
tors (KVIs) [2], e.g., sustainability, inclusiveness, and trustworthiness, as detailed in
Section 2.1. Sustainability, which is the main focus of this chapter, is explicitly

1. The full list of chapter authors is provided in the Contributing Authors section of the book.

233

http://dx.doi.org/10.1561/9781638282396.ch6


234 Towards Sustainable Networks

considered from two perspectives: (i) 6G itself needs to be sustainable and mapped
to network energy efficiency as well as material efficiency (circularity) and environ-
mental footprint (Sustainable 6G) and (ii) 6G as an enabler for sustainable growth in
other markets and value chains, e.g., by promoting smart transportation, manufac-
turing, and agriculture. For instance, connected vehicles such as driverless electric
ones enabled by 6G can not only promote clean energy but also reduce emissions
by optimizing traffic flow (6G for Sustainability).

It is also worth noticing that the proposed categorization is in accordance with
the International Telecommunication Union (ITU), which organizes the Informa-
tion and Communications Technology (ICT) sustainability into three orders of
effects: (i) first-order effects that denote the life cycle impacts of goods, networks,
and services (i.e., its footprint), (ii) second-order effects that denote the impacts in
other sectors due to the use of ICT, and (iii) other (higher-order) effects that denote
higher order effects such as those associated with behavioural changes [3]. In the
proposed categorization, the first-order effects of 6G are mapped to Sustainable 6G,
while 6G for sustainability corresponds to the second- and, to some extent, higher-
order effects.

Unlike technical capabilities (targeted in previous chapters), quantifying societal
values such as sustainability is challenging, as it may depend on factors like back-
ground, culture, and even ideology of individuals as well as operating locations,
regulatory environment, and stakeholder structures. Although the UN SDGs are
considered the most comprehensive approach to determining sustainability as a
whole, it is commonly agreed that these goals and indicators have to be customized
to the sector in focus. For the ICT sector, ITU, Global Enabling Sustainability Ini-
tiative (GeSI), and Science-Based Targets initiative (SBTi) have jointly developed
directions to reduce the ICT environmental footprint by 45% between 2015 and
2030 to decarbonize in line with the 1.5◦C limit of the Paris Agreement [4].

To achieve this goal, it is of high importance to note that globally, the energy
consumption from using devices represents more than 40% of the ICT power con-
sumption while networks and data centres shared the remaining consumption roughly
equally between them [3]. From a carbon emission and life cycle perspective, devices
again dominate and represent more than half of the overall emissions, while networks
represent around 25%. Overall, the majority of networks and data centre emissions
are associated with the use stage, while devices use stage and embodied emissions
require as much attention. However, this balance looks different for other impact
categories, so it is important to consider the environmental impacts of the full life
cycle also for networks and data centres (including aspects such as lifetime, recycla-
bility, materials efficiency, etc.).

Taking into consideration the paramount importance of climate change as well
as the KVIs and the constraints mentioned above, the following sustainability key
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performance indicators (KPIs) for 6G as part of the future ICT sector are identi-
fied [5, 6]:

• Enablement effect on other sectors: enabling reductions of emissions of
more than 30% CO2eq in 6G powered sectors of society (6G for Sustainabi-
lity); the enablement effect refers to the CO2 emission reduction between a
baseline scenario and a scenario with an applied solution that reduces green-
house gases (GHG) emissions. The main challenge in this case is to define a
clear methodology for evaluating the “enablement” impact of ICT on other
sectors, with ITU working currently towards this direction [7]. Additional
challenges include that the overall effect of 6G is beyond reach as the total use
of 6G with the magnitude of unknown use cases cannot be foreseen. There-
fore, for the time being, the evaluation of 6G can only be scenario-based and
refer to specific use cases.

• Economic target: total cost of ownership (TCO) reduction by more than
30% compared to current networks (Sustainable 6G); the TCO refers to the
sum of capital expenditure (CAPEX), i.e., one-time costs, and operational
expenditure (OPEX), i.e., recurring costs. To achieve this KPI, it is of high
importance that in a typical mobile network today, CAPEX is ∼30% and
OPEX is ∼70% of the TCO over a 10-year period, with the radio access
network (RAN) being the biggest cost component in both CAPEX (∼50%)
and OPEX (∼65%) [8], then followed by transport, core network, energy,
and other network costs (e.g., people, network management and mainte-
nance, etc.). A breakdown of RAN CAPEX shows that the largest cost com-
ponents are site construction, spectrum, and equipment, while a breakdown
of RAN OPEX shows that the largest contributors are power consumption,
site rentals, and operations.

• Enhance energy efficiency: reducing energy consumption per bit in net-
works by more than 90% (Sustainable 6G); energy efficiency can be expressed as
the ratio between the energy consumed per hour measured (in watt/hour) and the
data volumes (in bytes) sent during the same time period. The latter definition
is in accordance with the European Telecommunications Standards Institute
(ETSI)’s assessment [9], which suggests the use of MWh/Tb. Alternative def-
initions refer to the amount of bits successfully sent over the network divided
by the total energy consumed or equivalently to the total network through-
put divided by the total power consumption, measured in bps/W or equivalently
bits/joule.

To complement the 6G sustainability targets, it is fundamental to jointly
take into account all the sustainability aspects of networking, including hard-
ware, planning, deployment, operations, and the entire equipment life cycle.
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The heterogeneity of resources and services, comprising communication, com-
puting, control, sensing, and so on, naturally calls for an ever-deeper end-to-end
(E2E) cross-layer design and optimization, taking into consideration the entire 6G
network (core, transport/aggregation, access, and user equipment/devices) during
its entire life cycle with the parallel need of energy efficiency being an integrated
network design criterion.

6.2 Technology Enablers for Network Sustainability

To achieve the aforementioned sustainability targets, 6G networks will employ
a number of key sustainability enablers, presented in this chapter, which can be
divided into four categories based on the way they achieve sustainability: (i) the
enablers at the deployment level, presented in Section 6.2.1, that include archi-
tectural innovations (disaggregated and virtualized RAN) or hardware innova-
tions (energy-neutral devices), (ii) the enablers at the management/orchestration
level (of algorithmic nature) that target at network operation efficiency maximiza-
tion (sustainable resource allocation), presented in Section 6.2.2, (iii) the ones at
service/application layer (application-aware networks), presented in Section 6.2.3,
and (iv) the cross-layer sustainability enablers (sustainable radio-aware digital twin),
presented in Section 6.2.4, that include innovations in two or more layers,
respectively.

6.2.1 Sustainability Enablers at the Deployment Level

Sustainability enablers at the deployment level include novel technologies that have
been designed in a sustainable way, such as, for instance, the use of highly effi-
cient electronic components. The latter may refer to all the electronic layers that
impact global consumption including the baseband unit (computation part) as
well as the radio unit (radio frequency (RF) amplifying part). The computation
part is mainly dependent on Moore’s law and microchips integration, while the
RF amplifying part is driven by power amplifiers technology improvements and
materials, e.g., gallium instead of silicon for its good performance at high fre-
quencies. Additional sustainability enablers at the deployment level that are high-
lighted in this section include, e.g., a novel disaggregated and virtualized RAN
(vRAN) architecture enabling elastic edge computing. Other promising sustain-
ability enablers at the deployment level include wireless power transfer (WPT) and
energy harvesting, targeting at energy-neutral devices with advanced characteristics,
i.e., devices that are powered through WPT or energy harvesting, being detailed in
Section 6.2.1.2.
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6.2.1.1 Sustainable virtual elastic edge computing architecture

The 5G service-based architecture (SBA) has adopted edge computing as a key
paradigm and has defined the necessary interfaces (e.g., Mp2 reference point) and
enabling technologies (e.g., traffic steering at edge sites through the User Plane
Function, UPF) that allow edge deployments to be fully integrated with the 5G
Core. Moreover, via the EDGEAPP initiative [10], a new application architecture
for verticals was defined, allowing over-the-top (OTT) applications to be deployed
at local area data networks (LADNs) at the network edge.

Building on the work of the [11] for the 5G Non-StandAlone (NSA) mode
and the aforementioned edge computing enablers, future 6G networks intend to
leverage an existing Multi-access Edge Computing (MEC) platform (e.g., Star-
lingX) that participates in ETSI’s plug tests and being fully integrated with the 5G
network functions virtualization infrastructure (NFVI) [12] by supporting coordi-
nated resource allocation for MEC applications and 5G network functions.

This is accomplished by coordinating two different management and orches-
tration sub-systems (i.e., the NFV orchestrator (NFVO) and MEC orchestrator,
or MEO) which interact through the Mm1 reference point, defined as part of the
ETSI MEC specifications [13].

While 5G early-stage approaches adopted a common virtual machine (VM)-
based technology stack for MEC and NFV, 5G/B5G approaches focus on Cloud-
Native technologies (i.e., Docker Containers, Kubernetes Virtual Infrastructure
Managers (VIMs), and the Helm Container Management Framework) which
are widely regarded as the future of vertical application development [14] with
enhanced flexibility and increased application performance.

While support for Kubernetes VIMs is gradually emerging in MEC platforms
(e.g., in StarlingX) and is discussed in [15], there is currently a gap in supporting
disaggregated Cloud-Native apps. To fill this gap, extensions to the MEO are pro-
posed to support the disaggregation of application functions, which will be defined
as collections of helm charts, both horizontally (i.e., across edge sites) and vertically
(i.e., from the cell site towards the core cloud).

The proposed sustainable virtual elastic edge computing architecture shown
in Figure 6.1 will consider the deployment of the vRAN components either at
the “bare metal” of the MEC hosts’ NFVIs or within virtual network functions
(VNFs), as proposed in [15], to offer compatibility with the network slice as a ser-
vice (NSaaS) sub-system. Moreover, future 6G networks focus on extending the
Mobile Edge (ME) platform at the host level, to allow MEC apps to be accessed
by any user equipment (UE), irrespective of physical location. This will be accom-
plished through the interaction of the ME platform with the UPF deployed at
the radio edge node, via the Mp2 reference point. The radio edge UPF (right side
of Figure 6.1) will act as a branching point, steering user plane flows towards the
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Figure 6.1. Overview of the sustainable virtual elastic edge computing architecture [17].

targeted MEC host, where they are served by the corresponding MEC application.
For example, the user plane flows that correspond to ultra-reliable low latency com-
munications (URLLC) traffic will be generally terminated at the same radio edge
node (and served by its local MEC host), with near-zero latency [16]. The place-
ment of these application functions to any edge data centre (i.e., the radio, regional,
and cloud edges) where they can be accessed by any UE will allow the optimized dis-
tribution of latency budgets. Moreover, dynamic virtual network embedding algo-
rithms (left side of Figure 6.1) will be explored for 6G networks, to determine the
optimal disaggregation of application functions at any edge data centre, consider-
ing compute, networking, storage, and latency constraints as defined by the MEC
application manifests. Hence, increased resource utilization via inter-data centre
load balancing can be achieved. Therefore, a MEC platform is instantiated based
on ETSI MEC functionalities implementing the required extensions in line with
the vision of [16] of a virtual elastic infrastructure.

The virtual elastic edge computing architecture, depicted in Figure 6.1, leverages
the computational resources of the different domains (cloud, regional, and edge)
and enables sustainability at the deployment level by means of involving:

(i) distributed analytic engines (at the left side of Figure 6.1) at all tiers of the
edge computing architecture,

(ii) decision engines at the two core-tier orchestration subsystems (i.e., the NFVO,
which manages E2E slices via the NSaaS module, and the Mobile Edge Appli-
cation Orchestrator (MEAO)), and

(iii) UPF traffic steering mechanisms to monitor the status of the MEC hosts’
resources.

The decision engine decides the proactive or reactive allocation of the elas-
tic edge computing architecture and networking resources to serve the respective
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demands. The decision engine of the elastic edge computing architecture can inte-
grate the resource allocation algorithms discussed in Section 6.2.2 to enable sustain-
able deployment by implementing the decide part of the envisioned closed-loop
control based on the principles of observe, decide, and act.

In the context of involving analytic engines and decision engines, the Radio Edge
UPF may act as a branching point, steering user-plane flows towards the targeted
MEC host, where they are served by the corresponding MEC application. Thus,
user plane flows from URLLC traffic will be generally terminated at the Radio Edge
node (and served by its local MEC host), with near-zero latency [16]. The UPF traf-
fic steering mechanisms as shown in Figure 6.1 explore the status of neighbouring
MEC hosts resources, which may also be determined not only by end-user work-
loads and traffic demands but also by RAN workloads (e.g., in charge of running
the distributed unit and centralized unit).

Consequently, the virtual elastic edge computing architecture enables sustain-
ability at the deployment level while considering the aspects of optimal disaggregation
of application functions, considering compute, networking, storage, and latency con-
straints as defined by MEC application manifest deployed at the cloud, regional,
and edge of the networks.

The architecture shown in Figure 6.1 leverages the subset of ETSI MEC/NFV
blocks that are most relevant to enable the sustainable virtual elastic edge comput-
ing infrastructure [18]. The selected blocks from [18] are illustrated in Figure 6.2,
where the blue and red blocks (i.e., the VIM, MEC platform, MEC platform
manager, MEC Orchestrator, NFV orchestrator, and MEC Apps) refer to the
MEC and NFV architectures, respectively. The VIM comprises the functionali-
ties that are used to control and manage the interaction of a VNF/Cloud-native
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Figure 6.2. Elastic MEC framework to enable sustainable virtual elastic edge computing

architecture [17].
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network function (CNF) with computing, storage, and network resources under
its authority, as well as their virtualization [19]. The MEC platform will offer an
environment where the MEC applications can discover, advertise, consume, and
offer MEC services, receive traffic rules from the MEC platform manager and appli-
cations, provide instructions to the data plane, and receive DNS records from the
MEC platform manager, respectively. The MEC Platform Manager (MEPM) is
responsible for managing the life cycle of MEC applications, including the report-
ing of events to the MEAO, and for managing service authorizations, traffic rules,
and DNS configuration [18]. The MEO is responsible for maintaining a global
view of the resources, the applications, and the users and for triggering the instan-
tiation/termination of applications. However, when deploying MEC in the NFV
environment, MEC applications appear as VNFs/CNFs towards the ETSI NFV
MANO components. The MEC applications run as virtualized applications, such
as a virtual machine (VM) or a containerized application, on top of the virtualiza-
tion infrastructure provided by the MEC host and can interact with the MEC plat-
form to consume and provide MEC services [19]. MEC applications are packaged
by application developers (or in some cases also by MEC operators). The impact of
sustainability of the virtual elastic edge computing architecture is further boosted
by leveraging sustainable resource allocation algorithms (as the ones presented in
Section 6.2.2) as part of the decision engine while collecting the analytics from the
architecture.

6.2.1.2 Energy-neutral devices

Apart from the sustainable architectural design, described in Section 6.2.1.1, tech-
nology enablers at the deployment level include the design of sustainable devices.
In this context, energy-neutral devices are studied in this section, detailing also
how they can have a positive impact on the sustainability of wireless networks.
An energy-neutral device is defined as “a passive or active device with a guaranteed
continuity of use through a Wireless Power Transfer (WPT) or energy harvesting link
that offers sufficient energy. In other words, the device experiences no net negative effect
on its potential energy resources from its harvesting (Ein) and consumption operations
(Econs)” [20].

Energy-neutral devices can play an important role in the sustainable realization
of the 6G trend and vision of a massive Internet of Things (IoT) deployment includ-
ing many low-power connected devices. Given that massive IoT-enabled applica-
tions have often been considered in view of the “5G/6G for sustainability” context,
it is anticipated that environmental and mobility challenges could benefit from
wireless sensors of such types in the future.

However, the deployment of massive IoT could come with an undesired impact,
namely, the ecological footprint of batteries required to operate the IoT nodes.
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Hence, specific attention is needed to reduce battery usage, which typically contains
toxic materials.

Consequently, in order to perform a fair analysis regarding energy, a life cycle
assessment (LCA) regarding also the batteries themselves is required. In general,
LCA covers the entire life cycle of the studied system (from raw materials extraction to
end-of-life treatment) and can deliver results for multiple environmental impact indica-
tors (e.g., climate change, abiotic resource depletion, and water consumption). Although
LCA has been standardized for ICT by the ITU [3], application of such standards
already during technology development is challenging as the basis for any LCA is
the use of resources and release of emissions.

The awareness that LCA is essential has grown over the past years, and studies on
different batteries’ modes and usages have been published [21–23]. The main find-
ings in terms of battery efficiency are summarized in Table 6.1, providing both the
energy storage capacity of the batteries, typically expressed in Wh, and their cumu-
lative energy demand (CED, in joule), a term widely used in LCA to consider the direct
and indirect energy use (e.g., indirect energy may account for the energy required to gen-
erate materials used in the product) over a product’s entire life cycle. The ratio between
these two parameters gives an indication of the efficiency of the energy ‘invested’ in a
battery versus what it delivers. For further studies that have performed LCA for IoT
devices as a whole, the reader may be redirected to [24].

Interactive applications have been identified in different domains that could ben-
efit substantially from the interaction with energy-neutral devices [26], which are
expected to be more efficient compared to battery usage (presented in Table 6.1),
while having a much longer lifespan, with toxicity and waste generation being
greatly reduced. It is also anticipated that distributed large antenna infrastructures,
such as the RadioWeaves technology under development [25], have the potential to
power sufficiently devices that need to perform only simple operations and within
the coverage range so as to enable energy-neutral operation [26].

Table 6.1. Reported LCA for the impact of batteries [25]. The cumulative energy

Demand (CED) and energy storage capacity Ec are used to compare the energy effi-

ciency Ec/CED, of battery usage of non-energy-neutral devices.

Year Ref. Type Ec CED Ec/CED

2015 [21]a Lithium-ion Manganese
Oxide battery (LMO)

1 Wh 0.85 MJ eq 4.2 × 10−3

2016 [22]b Alkaline 1.68 Wh 0.7 MJ eq 8.6 × 10−3

2017 [23]c Li-ion 1 Wh 328 Wh 3.0 × 10−3

aParameters used in the table were taken from plotted data of the environmental impact comparison for solid
state and laminated cells; bparameters used in the table come from the analysis for a AAA battery collected with
a car; ccontrary to the others, these batteries are rechargeable. Only one charge cycle is considered here. Multiple
charge cycles reduce the CED.
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In this context, the deployment of distributed large antenna array systems opens
interesting opportunities for interaction with energy-neutral devices:

(a) The massive number of antenna elements makes it possible to increase the
efficiency of the wireless power transfer significantly through a (very) large
antenna array gain. As further commented below, when operating in a near
field, energy can be focused in a spot.

(b) The distributed deployment of the antenna array systems increases the prob-
ability for energy-neutral devices to be in the proximity of one or more con-
tact service points (CSPs) [27], with charging capabilities. It is evident from
the basic Friis radio equation that proximity is a major benefit for wireless
power transfer. Indeed, while RF-based wireless power transfer constitutes
an attractive solution for remote applications, the efficiency of the transfer is
typically very low and limits the use cases for which it can bring an adequate
charging solution [28].

When considering sub-10 GHz frequencies, massive-element arrays are phys-
ically large, and the energy-neutral devices to be powered are in many use cases
located in the array near field. This opens the possibility to focus power on a focal
point rather than a beam. This enables efficient WPT and moreover avoids high
radiation levels at unintended locations.

A typical simulation result is shown in Figure 6.3 for a room environment served
by a RadioWeaves infrastructure operating at 2.4 GHz [25]. The multiple-input
single-output (MISO) path loss (PL) was evaluated on a cutting plane (at z = 1 m,
perpendicular to the centre of the RadioWeaves panel) through the simulated room,

Figure 6.3. Illustration of the spot focusing of distributed beamforming towards the

energy-neutral device.
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for a carrier frequency fc = 2.4 GHz with perfectly known channel state informa-
tion (CSI). The results demonstrate the spot-focusing effect towards the energy-
neutral device.

To analyse the transfer mechanisms in the near field, it is not possible to rely on
relatively simple planar wavefront assumptions, yet spherical wavefronts should be
computed. A simulation environment has been prepared to investigate specific geo-
metric settings and to analyse the link budgets and architecture requirements for
energy-neutral devices in realistic scenarios. This framework is also used to develop
and evaluate signalling schemes and signal processing algorithms for interacting
with energy-neutral devices. Moreover, adequate channel models are being devel-
oped for the distributed large array topologies, which will be essential in the assess-
ment of performance and efficiency of further technological developments.

Another challenge in interacting with energy-neutral devices relies on the initial
access, as explained in [25]: how to power up a battery-less device while no infor-
mation is available yet on its channel state information, and hence no array gain can
be leveraged yet. Indeed, the energy-focusing solutions rely on CSI. Solutions for
initial access under development can, e.g., make use of a site-specific model of the
propagation environment to realize robust beam sweeping towards potential device
locations [29]. In addition, special attention is given to ensure that the proposed
solutions can operate within the regulatory constraints.

Finally, although the system design study for energy-neutral devices is in progress
together with the development of signalling and signal processing, additional results
can be found in [30] and [31].

6.2.2 Sustainability Enablers at Network/Management Level

The combination of different sustainability enablers can result in even higher gains.
For instance, the disaggregated and virtualized RAN of Section 6.2.1.1 (enabler
at the deployment level) can result in significant network energy efficiency gains if
accompanied by energy-efficient E2E network, compute, and storage resource allo-
cation (enabler at the management/orchestration level).

This is due to the fact that connect-compute-control services entail in general
periodic exchange (transmission) and processing of a large amount of capillary data
that are continuously collected by heterogeneous devices, to perform complex (col-
laborative) tasks and/or enable edge intelligence operations. As computing tasks
become more complex, it becomes infeasible to run them locally on the device.
At the same time, distant central clouds, although extremely powerful, typically
entail long delays to be reached. To this end, MEC represents a promising solu-
tion, by bringing a secure information technology environment [32], with storage
and computing resources, close to the end service consumers.
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While this is clearly beneficial from several perspectives, it also comes with non-
negligible challenges, among which one can identify: (i) a massive deployment of
computing and storage units, which are resource- and energy-hungry, and (ii) the
explosion of data traffic (including the uplink) due to continuous exchange of sen-
sors/devices’ data [33]. While the former could contribute to increasing the energy
consumption of wireless networks, the latter contributes to increased communica-
tion energy consumption and resource utilization.

Furthermore, electromagnetic field (EMF) exposure, although not considered
an issue [34], should be monitored due to the ever-stricter recommendations/
impositions by regulation bodies and state laws [35].

Deployment strategies, resource management, and orchestration can help miti-
gate such effects. Hence, in Sections 6.2.2.1–6.2.2.4, the focus is on radio and com-
pute resource orchestration for computation offloading services, with the follow-
ing KPIs and KVIs taken into account: (i) data offloading rate (data offloaded per
unit time), (ii) E2E delay (including communication and computation), (iii) com-
munication and computation power consumption, and (iv) EMF exposure [36].
To this end, a holistic view of the system is proposed, in order to dynamically and
jointly orchestrate and manage heterogeneous resources to optimize offloading per-
formance.

In particular, this section focuses on the sustainability enablers at the net-
work/management level, highlighting different multi-objective resource allocation tech-
niques, while explaining how they can promote sustainability. In all selected algo-
rithms, a novel architecture, as depicted in Figure 6.4 (in accordance with the virtual
elastic architecture of Figure 6.1), is assumed, which consists of a set of computing
resources operating in the three layers of the proposed network architecture (e.g.,
radio-edge or MEC, regional-edge or fog, and cloud, see also Figure 6.5).

2ndAggregation
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1st Aggregation
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: Fiber link

: X-haul wireless link

: Access link

: Switch

: Middleboxes
(VNF- implemented)

: gNB/ Small Cell:

: User Equipment

: MEC resources

: Fog resources

: Cloud resources

Figure 6.4. Setup overview (in accordance with Figure 6.1) [37].
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Figure 6.5. The multi-layered computing infrastructure under study.

The edge resources can provide rapid storage and processing of data, extending
cloud resources to the network periphery. The edge ranges from the on-device and
on-premises edge, to the “far edge” (i.e., within a range of a hundred kilometre from
users and premises) and the “near edge” (typically some hundreds of kilometres
from the users) and to regional data centres, which together with the traditional
cloud resources form an edge-cloud continuum. These computing resources are
interconnected with a variety of networking mediums (wired and wireless) and
technologies. Subsequently, the following four problems are studied:

(i) cost-efficient computational resource allocation (Section 6.2.2.1),
(ii) cost-efficient joint communication, compute, and storage resource alloca-

tion (Section 6.2.2.2),
(iii) energy-efficient joint communication, compute and storage resource allo-

cation in virtual elastic infrastructures (Section 6.2.2.3), and
(iv) EMF-aware joint communication and compute resource allocation

(Section 6.2.2.4).

Additional sustainability enablers at network/management level may include:

• the efficient selection of bandwidth and signal characteristics; the signal
properties such as frequency carriers, aggregation capabilities, bandwidth
specification, as well as the physical layer features of the signal (e.g., mod-
ulation and coding schemes, the waveform type, and precoding) should be
efficiently managed to improve the spectral efficiency, thus leading to sustain-
able solutions,
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• the introduction and optimization of sleeping periods for sustainable network
management; apart from the main improvements achieved by the orthogonal
frequency division multiplexing (OFDM) structure which allows for rapid
sleep modes (discontinuous transmission, DTX and reception, DRX), the
multiple-input multiple-output (MIMO) configuration now allows to switch
off part of the antenna transceivers depending on the traffic demand. How-
ever, new technics as lean carrier and deep sleep modes are also needed that
will not sacrifice the quality of service (QoS) or user experience, and

• leveraging artificial intelligence (AI) (being discussed in detail in Chapter 5)
for sustainable network management/orchestration; for instance, employing
AI to optimize sleeping periods of RF modules and adapt the needed resources
to the user demand. AI could also be used to detect energy consumption
anomalies and over-dimensioned sites that could be reengineered to adapt the
network resources to the targeted QoS. Finally, AI-empowered receivers could
perform signal detection in the presence of power amplifier non-linearities,
hence, enabling the operation of the power amplifier with lower back-off,
leading to higher energy efficiency, and consequently, sustainability.

6.2.2.1 Cost-efficient computational resource allocation in virtual

elastic infrastructures

In such multi-layered computing infrastructures, as the ones under study that tar-
get at a diverse set of objectives (e.g., minimization of the cost and average latency
per slice), the amount of the required computations grows exponentially with the
number of agents (i.e., the number of computing nodes). For this reason, in this
section, novel rollout and multi-agent reinforcement learning (MARL) algorithms
are proposed for the infrastructure shown in Figure 6.5 in which the decision at
each stage is made by executing a local rollout algorithm for each agent that uses
a base policy, together with coordinating information from other agents. In this
way, the local computation required by each agent is independent of the number
of agents, while the amount of the total computation grows linearly with the num-
ber of agents. In general, the provided computing capacity increases when moving
from the edge to the cloud; however, at the same time, performance limitations in
terms of processing latency and available bandwidth also appear. The workloads of
the multi-layered infrastructure can be executed in the form of either single tasks or
a set of tasks, where each task’s computational workload can be infinitely decom-
posed for execution to the available resources. These workloads can be baseband
processing workloads that correspond to distributed unit and centralized unit work-
loads or generic application workloads. The main parameter of interest is the total
execution time of each task or set of tasks, along with the efficient utilization of
resources, serving the tasks’ time (e.g., deadline) constraints. Tasks are assigned,
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respectively: ephemeral and low-latency required computations on the edge, while
complex computations are assigned at the cloud. Based on the above, the proposed
methodology, namely, virtual-elastic resource allocation, allocates tasks to the avail-
able resource, deciding the decomposition into smaller subtasks in a way so as to
serve the task time requirements. Two “extreme scenarios” can be considered:

• A highly time-critical application: in this case, the application’s workload is
executed at the edge. This, of course, may not be feasible due to the limited
capacity of the edge resources and as a result, horizontal and vertical disaggre-
gation will be necessary, where part of the application’s workload is assigned
to edge resources in the same layer or in higher-layer resources.

• A non-time-critical application: in this case, the workload can be executed at
the central cloud or in any other resource that is available.

A multi-agent rollout algorithm has been developed for the virtual-elastic
resource allocation problem, where computing slices are decided to serve appli-
cation workload demands, as depicted in Figure 6.6. These slices correspond to
reservations in multiple resources and in multiple layers. This methodology is one
of the most reliable reinforcement learning (RL) methods, and it is based on the
idea of policy iteration, i.e., starting from some policy and generating an improved
policy from the set of feasible solutions. The simulation parameters to evaluate the
performance of the proposed algorithm are listed in Table 6.2.

Figure 6.6. Number of allocated slices at the different computing layers for the proposed

methodology when the objective is the minimization of the cost (left bar) and the mini-

mization of the average latency per slice (right bar) for various number of slice requests.
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Table 6.2. Simulation parameters.

Layer
Number
of Nodes

Number
of Cores
Per Node

Latency from Data
Generation to the Layer

Latency Unit (l.u.)

Cost Per
Layer Cost
Unit (c.u.)

Radio edge 9 40 [0,2] 1.96

Regional edge 3 300 [3,5] 1.44

Cloud 2 1000 [6,10] 1

Several simulation experiments of the mentioned multi-agent rollout mecha-
nism have been performed, in which a varying number of slice requests (bag of
tasks) [200–1200] need to be served by the proposed multi-layered computing
infrastructure shown in Figure 6.5. As the capacity of edge resources is limited
and increases for higher layers, it is assumed that the cost of utilizing a resource
decreases by 40% from the edge to the cloud (1 c.u. for cloud resources). As shown
in Figure 6.6, when the objective is the minimization of the cost (left bar), more
slices are served in the cloud. Also, the utilization of cloud resources increases with
the increase in the served slice requests, taking advantage of the wide availabil-
ity of cloud resources compared to the resources in other layers. The lower cost
of using cloud resources increases further their utilization. For this reason, the
utilization of the regional edge resources is lower and increases significantly when
the optimization criterion is the minimization of the average latency per slice. In
this case, radio edge and regional edge resources are highly utilized, showcasing
their ability to efficiently serve time-critical workloads.

Hence, when the main optimization criterion is the cost, cloud resources are the
most adequate ones to serve demanding applications with relaxed latency require-
ments. On the other hand, radio and regional edge resources can be effectively
combined to serve the time-critical baseband processing requirements for which
the latency constraints are strict.

In Figure 6.7, the effect of the different optimization criteria is examined in the
form of experienced latency. When the only optimization criterion is the processing
cost, the demands whose latency constraint is strict are allocated at the lower layers
of the infrastructure and at the higher layers when the latency constraint is more
relaxed. Hence, there are not any significant variations in the experienced latency as
the number of slice requests that are served increases. On the other hand, when the
main optimization objective is the minimization of latency, the experienced latency
per slice increases with the increase in the number of slices that are served because
the resources of the lower layers, which are limited, are fully utilized and demands
are served by higher layer resources (regional edge and cloud resources).
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Figure 6.7. Average slice latency when the objective is the minimization of the cost and

the minimization of the average latency per slice, for various number of slice requests.

6.2.2.2 Cost-efficient joint network, compute, and storage resource

allocation in virtual elastic infrastructures

This section focuses on the development and evaluation of near-real-time dynamic
network slicing reconfiguration mechanisms by considering both the fixed and
wireless parts of the network. The approach considered is based on the develop-
ment of novel network slicing algorithms by decomposing a global team objective
into many sub-objectives.

Due to the three-tier nature of the network architecture considered (with core,
regional edge, and radio edge tiers [17]), different agents can be considered at each
tier, where the high-level multi-agent reinforcement learning will be considered in
the NFVO. Therefore, the challenge is to decompose the global team objective into
many sub-objectives, targeting to optimize network parameters (e.g., maximize the
spectral efficiency).

To this end, selecting a latent variable (a series of primitive actions with a cumula-
tive reward) is targeted by each agent, with each agent selecting assignments inde-
pendently. Each assignment is a policy conditioned by the latent variable for an
extended duration, generating a behaviour of which the latent variable is decid-
able. Thus, a specific set of latent variables can be defined, each one correspond-
ing to a slice type, e.g., considering five types for the further enhanced mobile
broadband (FeMBB), ultra-massive machine-type communications (umMTC),
extremely ultra-reliable and low-latency communications (eURLLC), long-distance
and high-mobility communications (LDHMC), and extremely low-power commu-
nications (ELPC), respectively, in accordance with Section 2.1.

Based on the above-mentioned analysis, the following parameters are defined: N:
the number of agents (n ∈ [N]), a: a joint action, and µ: a joint high-level policy
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that learns to select slices to optimize an extrinsic team reward function that maps
global state and joint action to a scalar reward. All agents have the same observation
space and action space, while all agents take individual actions based on individ-
ual observations. In parallel, a low-level multi-agent RL can be considered at the
regional edge (e.g., at the near-real-time RAN Intelligent Controller, RIC). These
agents receive the chosen slice type from a high-level agent. Further definitions
include the following: π: a joint low-level policy: learns to choose primitive actions
(choice of remote units (RUs) to cluster and choice of physical resource block (PRB)
resources to assign) to produce useful and decodable behaviour (trajectory) by opti-
mizing a low-level reward function. D = {(z, τ)}: data set of slice-trajectory pairs:
each pair consists of the slice type chosen by a high-level policy and the correspond-
ing trajectory (peak data rate, mobility, transmission power, latency, and whatever
defines the slice types) generated by the low-level policy. Also, a slice decoder is
considered, which calculates the probability of realization of the slice type given
the trajectory produced by an agent in the low-level policy.

Thereby, a reward system of this two-level hierarchical approach is defined, where
each agent considers:

• at a high-level policy, an extrinsic system reward, to conduct centralized train-
ing of high-level policies for cooperation and

• at a low-level policy, a combination of an intrinsic reward and an extrinsic system
reward, to conduct decentralized training of low-level policies with indepen-
dent RL.

To this end, five agents are considered that correspond to the five types of slices,
i.e., FeMBB, umMTC, eURLLC, LDHMC, and ELPC. Each agent tries to find
the proper slice type according to the request. The main objective of the developed
solution is to maximize the use of available resources, which results in the maxi-
mization of the network capacity and sustainability aspects, e.g., energy efficiency.
Figure 6.8 presents the reward of the multi-agent set. The reward system presents
both agent rewards and the total reward. The general goal for the mixing network
is to maximize the number of assigned resources. Therefore, the ascending plot
shows the assigned resources, and therefore the network capacity is increased. The
variation in the plot is due to the fact that, in this simulation, if the requests repeat
asking for the same slice type which can be unavailable after a while, agents will
receive their rewards for not assigning the wrong slice type, but the total reward
may decrease as there are free resources.

It should be noted that the reward is considered to guarantee that trajectories
are useful for the overall performance, while the intrinsic reward is considered to
promote the association of latent variables with predictable behaviour. In other
words, the intrinsic reward encourages the generation of distinguishable behaviour
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Figure 6.8. Reward of the multi-agent set.

for different slices (only by doing so can the low-level policy produce sufficiently
distinct “classes” in the dataset for the decoder to achieve high prediction perfor-
mance).

The aforementioned approach offers a hierarchical decomposition in two key
dimensions over agents, and across time, which is able to simultaneously address
the difficulty of learning cooperation at the noisy low-level actions in stochastic
environments, as well as the difficulty of long-term credit assignment due to highly
delayed rewards. Hierarchical approaches may also reduce the computational com-
plexity to address the exponential increase in sample complexity with a number of
agents.

6.2.2.3 Energy-efficient joint network, compute, and storage

resource allocation

Extending the multi-objective problem description presented in Section 6.2.2.2, to
further optimize service deployment and operation in terms of sustainability, the
E2E path of the traffic should be jointly optimized with the network, compute, and
storage resource allocation. To that end, each service request corresponds to a service
function chain (SFC) consisting of an ordered set of VNFs that should be efficiently
deployed in the computational nodes of the network, ensuring that the VNFs are
deployed in the exact order specified by the SFC and the capacity constraints of
the nodes and involved links are not violated [38]. In addition, these VNFs can
be also deployed in different forms, i.e., in VMs, containers, or unikernels, and
different network locations, i.e., in MEC units for reduced latency, in data centres
for reduced cost or in intermediate locations, as shown in Figure 6.4.

Hence, as already mentioned in previous sections, there is a trade-off between
delay and cost that requires further study. On the one hand, MEC nodes (followed



252 Towards Sustainable Networks

by regional fog nodes) are closer to the UE and thus their selection should be prior-
itized over cloud data centres for delay-intolerant services, while at the same time,
their limited resources in addition to the need for a compact size (due to their loca-
tion very close or onto the antenna) make them expensive (high CAPEX) and also
increase their OPEX. On the contrary, data centres are mainly located in distant
locations, with very low rental prices and abundant available space, which enable
deployments consisting of hundreds (or more) of server racks, thus leading to inex-
pensive abundant computational resources. However, their long distance from city
centres constraints their use mainly to delay-tolerant services only.

The 6G transport network interconnecting the computation and communica-
tion nodes will consist of front/mid/backhaul (X-haul) links of different technolo-
gies and capabilities (i.e., both fibre and wireless links), calling for joint considera-
tion of the access network and transport in the modelling process, i.e., optimization
of both user association and traffic routing problems. For wireless X-haul links, an
attractive solution lies in the use of millimetre-wave (mmWave) frequencies, due to
their wide spectrum bands and high antenna gains compensating for the increased
path loss in these bands [39]. In the access network, a combination of gNodeBs
(gNBs) and a dense overlay of small cells (SCs) employing 5G-New Radio (5G-
NR) frequencies, including mmWave, is expected.

In this context, resource allocation becomes challenging due to the high network
and resource heterogeneity, resulting in a large number of strongly coupled decision
variables. Hence, efficient resource allocation strategies should:

(i) jointly consider all different types of resources, i.e., communication, com-
putational and storage, and technologies, e.g., 5G-NR, mmWave, fibre, as
well as their constraints,

(ii) take into account the E2E network path from the traffic’s source to the
destined UE to guarantee E2E optimality,

(iii) induce low computational complexity to enable near real-time decisions,
while meeting the E2E delay target, and

(iv) achieve high energy efficiency.

Developing energy-efficient solutions serves a twofold goal: reducing the
OPEX of the involved stakeholders (e.g., mobile network operators, infrastructure
providers, etc.) and leading to environmentally friendly solutions by limiting the
associated carbon footprint. In this context, energy-efficient online resource alloca-
tion solutions are needed to jointly solve the user association, traffic routing, and
VNF placement problems while ensuring SFC chaining and guaranteeing the QoS
of the service requests in 6G networks.

Therefore, in the following, a Heuristic for Energy-efficient VNF placement,
traffic Routing, and user assOciation (HERO) is proposed aiming at maximizing
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Figure 6.9. Flowchart of the proposed energy-efficient VNF placement, traffic routing,

and user association algorithm (HERO) [40].

the network energy efficiency while ensuring low UE blocking probability. HERO
consists of two steps, as shown in Figure 6.9. In the first step, the traffic path is
selected (i.e., user association and routing are performed), while in the second one,
VNF placement takes place, ensuring correct VNF ordering.

Initially, to ensure a high UE acceptance ratio, the UEs are sorted based on
their service demands, giving priority to the UEs with the most delay-intolerant
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services. For UEs with the same delay requirements, priority is given to the UEs
with higher rate demands. Then, for each UE, a weighted graph is constructed from
the service traffic source to the UE with all feasible links and their respective power
consumption acting as weights. HERO calculates the k shortest-weighted paths and
starts with the first, as long as it satisfies the delay and link capacity constraints,
taking into account the decisions for the already examined users. Otherwise, the
next path is selected until either a path that satisfies all constraints is found or there
are no other paths. In the latter case, the UE is blocked and HERO proceeds with
the next as long as there is one.

After a valid path is found for the current UE, HERO proceeds to the second
stage, where the UE VNFs are placed. To that end, for each VNF, following the
order of the UE SFC, a list is constructed with all the available computational nodes
based on a parameter denoted by H, which is equal to the sum of the normalized
node centrality (closeness), the normalized node computational capabilities (cy),
and the node central processing unit (CPU) utilization. The latter is equal to (a) 1
when the studied VNF can be placed in the examined node without initiating a
new VNF instance, (b) 0.1 when there is enough computational capacity to host
the studied VNF in the examined node, but a new VNF instance is required, and
(c) 0 otherwise. Subsequently, the node with the highest H for the selected VNF is
selected, as long as it has sufficient computational resources to host it. Otherwise,
the node with the next highest H is selected, until either the VNF is placed or there
is no other node to examine in the selected path. In the latter case, the algorithm
returns to stage 1 and the next path out of the k calculated is examined. The process
is repeated for the new path until either all VNFs of the UE are placed or there is
no other path to study and the UE is blocked. In case all UE VNFs are placed, the
network conditions are updated, and the algorithm proceeds to the next UE. The
aforementioned steps are repeated until all UEs are examined.

Subsequently, the performance of HERO is compared with the optimal solu-
tion (a detailed analysis of the employed model can be found in [39]), and two
state-of-the-art solutions, i.e., Holu and BCSP, are both proposed in [41]. These
approaches first place the VNFs and then decide upon the traffic routing. In partic-
ular, Holu places the VNFs on the computational node with the highest closeness
centrality and CPU utilization, and then it chooses the traffic route with the low-
est power consumption that satisfies the E2E latency requirement of the service
request, whereas the BCSP places the VNFs on the computational node with the
highest betweenness centrality and selects the least delay route that satisfies the E2E
latency requirement of the service request.

Provided that the state-of-the-art algorithms do not account for user association,
the default selection criterion is applied in both, i.e., the users connect to the BS
that provides the highest signal-to-interference-plus-noise ratio (SINR).
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(a) (b)

Figure 6.10. Normalized energy efficiency (bits/joule, linear scale) and execution time

(s, logarithmic scale) of all studied algorithms with reference to the optimal solution for

different traffic load conditions [40].

In Figure 6.10, the normalized (in comparison with the optimal solution) energy
efficiency (in bits/Joule) and computational time (in logarithmic scale), respectively,
are depicted for all studied algorithms versus different numbers of UEs. As can be
seen, HERO provides a very good trade-off between energy efficiency and complex-
ity compared to the other approaches, achieving up to 78% of the Optimal value,
with up to 742 times lower complexity. It is worth noting that all algorithms have
a 100% user acceptance ratio in all cases, except for BCSP which is a little lower
for high-load traffic. This is due to the fact that, in BCSP, the CPU utilization
of the computing nodes is not taken into account, resulting in less efficient VNF
placement which, under higher traffic load, can lead to few UEs being blocked.

Compared to Holu and BCSP, HERO achieves up to 60% and 86% higher
energy efficiency, respectively, while keeping the complexity low, as shown in
Figure 6.10. This is due to the fact that HERO additionally considers user associa-
tion as part of the optimization problem leading to higher flexibility at the expense
of a little higher complexity. On the other hand, in both Holu and BCSP, the serv-
ing BSs are already decided (based on the best SINR criterion) and then the optimal
VNF placement and traffic routing from the UE traffic source to its serving BS are
performed.

It can also be observed that the power consumption of the optimal and HERO
are scaling better than the state-of-the-art with increasing load (HERO still achieves
68% of the optimal energy efficiency value when N = 40).

As a final remark, the performance gains of the proposed algorithms justify the
motivation of this work that user association, VNF placement, and traffic routing
should be jointly considered to guarantee true optimal E2E network performance.
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6.2.2.4 Energy and EMF-aware joint network and

compute resource allocation

This section focuses on a typical computation offloading setting, as depicted in
Figure 6.11, where, for the sake of simplicity, one device (e.g., a robotic arm) con-
tinuously generating data at a given rate is considered. According to the architecture
presented in Figure 6.4, the investigated scenario relates to the interaction between
end users (UE) and a gNB with MEC resources, i.e., the access network links,
involving the elements located on the left-hand side of the figure. A more com-
plex multi-user scenario, with a more detailed technical presentation, can be found
in [36]. In case of (communication and computation) power and/or EMF expo-
sure requirements, a device may be forced to proactively drop some of the incoming
data traffic, in order to match the real capacity of the system, under finite E2E delay
constraints. It is possible to model this through the tandem queueing system (with
communication and computation buffer) qualitatively illustrated in Figure 6.11,
with a fictitious control valve, used to dynamically limit the arrivals.

The idea is to proactively drop offloading requests, in order to ensure that the
accepted offloading traffic is served within a finite E2E delay (i.e., the tandem
queueing system is stationary stable). A joint optimization problem is cast to max-
imize the overall data offloading rate of the system (i.e., ratio of accepted arrivals),
under constraints on (i) long-term device power consumption, (ii) long-term com-
puting power consumption, (iii) EMF exposure in predefined zones in space, with
a long-term average measure, as typically recommended by international regulation
bodies [42], and (iv) E2E delay constraints.

The optimization variables generally involve wireless (bandwidth, transmit
power, radio scheduling, etc.), and computing resources (CPU scheduling, work-
load placement, etc.). A possible solution, based on stochastic optimization, can be
found in [36], with theoretical analysis inspired by [43, 44], and [45].

In Figure 6.12, a first set of results is shown, representing four metrics (normal-
ized to their maximum value – except for the delay), all as functions of the arrivals

Figure 6.11. Network setting with tandem communication and computation queues.
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Figure 6.12. Trade-off involving communication, computation power, EMF exposure, data

delivery ratio, and E2E delay.

delivery ratio (i.e., the ratio of accepted arrivals into the system, served within finite
E2E delay – which is 100% in case of zero proactive drops): (i) the average device
transmit power (Figure 6.12(a)), (ii) the average computing power (Figure 6.12(b)),
(iii) the average EMF exposure (Figure 6.12(c)), and (iv) the average service E2E
delay (Figure 6.12(d)).

Results are shown for different values of computing load (CPU cycles to be per-
formed per offloaded bit). First, it can be noticed how, obviously, a higher delivery
ratio costs higher power consumption for all network entities, as well as higher
EMF exposure. Moreover, for almost all settings, the delivery ratio reaches reach
100% (left-hand points of the plot), with all entities working below their maxi-
mum power. This suggests that the connect-compute network capacity is able to
afford the injected traffic arrival rate. However, for ω = 150 CPU cycles/bit, the
delivery ratio decreases, and, at the same time, the computing power reaches its
maximum, meaning that the computing capacity is saturated by such computa-
tional load. This also reflects on the average E2E delay (Figure 6.12(d)), as the
arrival rate is close to the maximum service rate and becomes even more obvious
for ω = 200 CPU cycles/bit, due to the higher computational load. Also, for
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Figure 6.13. Network KPIs/KVIs versus normalized computing power.

ω = 200 CPU cycles/bit, the delivery ratio drops down to 70%. On the other
hand, the device’s average transmitting power never exceeds 2%, suggesting that
network arrivals are limited by the computing capacity. The latter is an example of a
connect-compute wireless network setting, whose capacity is limited by computing
capabilities.

Building on the previous results, different regions can be explored, namely, com-
munication and computation capacity limited ones, from a sustainability perspec-
tive, by explicitly imposing network power consumption constraints, in order to
attain the best offloading performance in terms of delivery ratio, while guaran-
teeing predefined network footprint bounds (such as energy and EMF exposure).
The latter, under the same joint communication–computation resource allocation
framework.

To this end, Figure 6.13(a) depicts the different KPIs/KVIs as functions of
the normalized computing power, set as a threshold and controlled through the
stochastic optimization-based algorithm, with a predefined E2E delay requirement
of 60 ms in this simulation. First, in the case of full computing power, it can be
noticed that, in the proposed setting, the system is not able to accommodate all
requests (delivery ratio under 100% in all cases), while the device normalized trans-
mit power is always below 40%. Again, this suggests that the system is limited by
the computing capacity.

Therefore, as a final example, it is worth considering a communication capacity-
limited example. As such, it is enough to take the last example, in the case of
100% computing power consumption, and set, as a requirement, a normalized
average transmit power below, e.g., 15%. The result is shown in Figure 6.13(b).
It can be remarked how the method is able to guarantee the predefined con-
straint (see the horizontal black dashed line). However, with respect to the pre-
vious example with 100% normalized computing power availability, the deliv-
ery ratio decreases, suggesting that the system has passed from a computing to a
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communication-limited condition. The latter observation is furtherly validated by
the drop in needed computing capacity, due to the fact that the computing rate is
relieved by the limiting communication resources.

This section has introduced the concept of bottleneck identification in connect-
compute networks, in relation to different sustainability-oriented constraints
(involving energy and EMF exposure), with performance indicators including data
offloading rate and E2E delay. The idea is to let the network autonomously identify
the bottleneck and proactively drop offloading requests to guarantee energy (entail-
ing communication and computing), EMF exposure, and E2E delay requirements.
Future direction towards fully Connect-Compute-Control Co-design (CoCo-
CoCo) will finally assess the performance of special purpose functionalities in next-
generation wireless systems (6G). In particular, no evaluation of the impact of
proactive dropping (e.g., packet loss rate) is presented in this section.

6.2.3 Sustainability Enablers at the Service/Application Layer

Traditionally, networks are regarded as a bit pipe for applications, sufficient in terms
of QoS. This means that the stochastic behaviour of networks is not part of the
application design and conversely, the application does not interplay with short-
term network behaviour. However, the sustainability of the whole system can also
be achieved by developing a joint understanding of the overall goal across network
and application layers.

This section highlights how application-aware networks can reduce energy as
well as network resource consumption to contribute to higher sustainability. This
may be achieved as the network can understand the meaning of the data to be
transmitted (semantic communication) and is subsequently able to optimize the
network behaviour thereupon.

6.2.3.1 Sustainable application-aware networks

The joint modelling of control and (possibly fault-prone) communication pro-
vides crucial insight for a codesign that targets to ensure dependable application
behaviour and at the same time reduce wireless network resource consumption for
better sustainability. It is well-known that operating a closed control loop requires
timely data, otherwise the control loop might become unstable. However, as con-
trol applications are also oversampled for better smoothness [46], a few packet losses
can typically be tolerated as long as not too many occur. A classical design method-
ology would attempt to reduce the overall packet loss rate of the system, which
significantly increases the energy for every single transmission. However, the actual
goal is to guarantee a given data timeliness (“freshness”), which enables to spend
less energy in cases where the most recent transmission was successful and to only
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Figure 6.14. Negatively correlating packet losses (y-axis) has a significant impact on con-

trol performance. Green area = stable and red area = unstable.

gradually increase the transmission energy upon an increasing number of consecu-
tive packet losses. What constitutes “loosing too many” may be investigated through
a Markov jump linear system (MJLS) modelling approach and will be outlined in
the following.

MJLS theory enables deriving stability boundaries for linear-time-variant (LTV)
control systems that can be described as a set of switching linear-time-invariant
(LTI) control systems as long as the switching behaviour can be modelled through
a Markov Chain, i.e., the probability of being in a state at time t = t0 + 1 only
depends upon the state at time t = t0 (and not any t < t0) [47].

With a system model consisting of four different operating modes (uplink and
downlink; only uplink; only downlink; and none), the Markov chain defines the
temporal packet loss dependencies. A temporal packet loss correlation coefficient
−1 ≤ ρ ≤ 1 may be defined, ranging from fully negative correlation (−1: a
second packet loss cannot occur after a loss) to fully positive correlation (1: upon
first packet loss, all packets until a maximum boundary K will also be lost).

As expected, the results show that a negative packet loss correlation is highly
beneficial for closed-loop control applications, as demonstrated here for an example
AGV use case (compare Figure 6.14). A negative temporal packet loss correlation
leads to short packet loss sequences and therefore stabilizes the control application.
In this context, the “meaning” of a packet equals the time that has passed since
the last successful transmission, which not only constitutes a simplification over
more sophisticated modelling approaches but also greatly reduces complexity and
enables more general insights. Here, a more sustainable operating point would be
to allow for energy-efficient, resource-efficient best-effort transmissions if the time
since the last successful transmission is low and to increase the packet success prob-
ability (decrease energy efficiency) as the time since the last successful transmission
increases, and therefore, packets’ importance increases.

It was previously shown that negatively correlating packet losses has a beneficial
impact on control stability. On the network side, this can be achieved by spending
increasingly more resources, depending on the number of packets that have been
recently lost. In the following, a multi-connectivity network scenario is targeted.
The Markov model in Figure 6.15 is used to describe the state of the current service:
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Figure 6.16. State-aware resource allocation allows increasing the mean time to failure

by orders of magnitude while preserving low resource and energy consumption.

a service is considered in state sk with k ∈ {0, . . . , K }, where k denotes the num-
ber of consecutive packet losses that occurred immediately before entering sk. For
instance, in s2, the last two transmissions failed. Consequently, when a transmis-
sion succeeds (green transitions), the state s0 is entered. Whenever a packet is lost
(red transitions) with transition probability p̃k, the state index is incremented by
one. The rightmost state sd denotes the failure state and refers to K +1 consecutive
packet losses. All other states are considered up.

This model allows determining the probability of entering the down state sd sub-
ject to changing the state-specific transition probabilities that may be influenced by
increasing the number of parallel links, increasing transmission power, and so on.
Figure 6.16 shows how the mean time to failure (MTTF), i.e., the mean time until
sd is reached, can be shaped by assigning resources according to the time that has
passed since the last successful transmission. ploss constitutes the per-link packet loss
probability. The plots for the traditional network design (red) show that if the appli-
cation may tolerate an increasing number of consecutive losses (increasing K ), the
gain in terms of MTTF is only marginal. On the other hand, if the resources may
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be increased in a state-aware fashion, the MTTF increase is tremendous (green lines
compared to red lines), all while not spending additional resources. For example, if
three consecutively lost packets can be tolerated (but not four, see solid lines), the
MTTF can be increased from ∼30 min to >10 years (1,000,000x improvement)
when assuming a best-effort packet loss rate ploss = 10%.

6.2.4 Cross-layer Sustainability Enablers

Supplementing the novel sustainability enablers of previous sections, this section
focuses on cross-layer sustainability enablers, highlighting the 6G key technology of
digital twining and how this can lead to sustainable networks. Further sustainability
gains can be achieved by the combination of the aforementioned techniques with
renewable sources of energy, targeting at environment-friendly network solutions.

6.2.4.1 Sustainable radio-aware digital twin

Digital Twins are an up-to-date digital/virtual representation of a physical asset or pro-
cess that can simulate or predict the status of the process. They are expected to optimize
operations and enable higher levels of productivity and efficiency which in turn
makes the operation more sustainable.

A controlled environment is considered, such as a fully automated factory with
few or no humans on the factory floor, and where positions of the terminals and
access points are known and/or can be controlled. In this scenario, a digital twin
of the radio propagation environment is targeted, which is a radio-aware digital
twin. Given the locations of the access points and positions/trajectories of the ter-
minals, the radio-aware digital twin can predict link conditions through ray tracing
or machine learning models for pro-active, anticipatory, intent-based resource allo-
cation, and beam management to improve network capacity and reliability. This
framework can also be utilized to optimize the energy efficiency of the network
through trajectory and network planning.

Therefore, in the following, a radio-aware trajectory optimization strategy of an
automatic guided vehicle (AGV)/unmanned aerial vehicle (UAV) is described for
a mission (for instance, video surveillance) under certain constraints, which may
include:

• a time constraint within which the AGV/UAV must reach the destination
• a data rate constraint that may have to be satisfied at every point along the

trajectory with high reliability (e.g., for control traffic).

Under these constraints, minimization of the total energy consumed by the
AGV/UAV is targeted to improve sustainability.

In this regard, the shortest path between the start and destination points is
selected as the baseline. This solution provides the lowest flight time and also
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Figure 6.17. Radio environment map showing the path loss with a resolution of 5 m × 5 m.

consumes the lowest energy as the overall energy consumption is dominated by
flight. However, this solution may violate the minimum data rate required for com-
mand and control and hence may be infeasible for practical use.

To solve this optimization problem, a radio-aware digital twin is adopted to
generate a radio-environment map (REM) which contains estimates of the path
loss as well as the interference, as shown in Figure 6.17. The REM in Figure 6.17
is the path loss as seen by a UAV flying at a height of 50 m over a 2 sq. km area
(although the rest of the section focuses on UAVs, the idea can be also applied
to AGVs). Such a REM can be obtained with ray tracing or training a machine-
learning model with previously collected data. In addition, the energy consumption
can be modelled accurately based on the size of the UAV and the payload carried. It
is also straightforward to include the energy required for hovering, turning, taking
off, and landing, as well as flying at a certain speed. The model also factors in wind
relative to the UAV’s direction.

Figure 6.18 shows the flight time and data rate for three different algorithms:
the optimal solution, a greedy solution, and the shortest path. As mentioned before,
the shortest path has the shortest flight time and the lowest energy consumption
as the energy consumption is almost directly proportional to and dominated by
the flight time. However, the shortest path also has the lowest aggregate data rate
and may be infeasible as it may not satisfy the minimum throughput required for
command and control traffic.
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Figure 6.18. Flight time and aggregate data rate for the optimal, greedy, and shortest

UAV trajectory.

A simple alternative is a greedy algorithm where the UAV trajectory and speed
in the next instant are solely based on a weighted combination of the currently
observed path loss (as a proxy for data rate) and energy consumption. While the
greedy algorithm offers a much higher data rate than the shortest path, the flight
time is shown to be considerably higher, which implies a higher energy consump-
tion.

Finally, the optimal algorithm, which uses dynamic programming to optimize a
weighted sum of the path loss and energy consumption, can be seen to offer the
highest aggregate data rate but at a much lower flight time when compared with the
greedy path, resulting in energy savings of about 25% with respect to the greedy
algorithm. In a practical deployment, where it would be necessary to minimize
the overall energy consumption to meet sustainability targets, weighting the energy
consumption higher than the data rate would result in higher energy savings at the
cost of lower throughput.

Note that the proposed algorithm that can optimize the flight time and minimize
power consumption is possible only with a REM that is provided by a radio-aware
digital twin.

6.3 Summary and Outlook

This chapter presented the European view on the key sustainability enablers of 6G
networks. Sustainability was captured from two perspectives: (i) Sustainable 6G,
referring to the need for 6G itself to be sustainable and mapped to network energy
efficiency as well as material efficiency (circularity) and environmental footprint,
and (ii) 6G for Sustainability, referring to 6G as an enabler for sustainable growth
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in other markets and value chains. Three main targeted KPIs were identified, and a
number of key sustainability enablers were detailed in order to meet them. The sus-
tainability enablers were divided into four categories based on the way they achieve
sustainability: (i) the enablers at the deployment level that include architectural
innovations (disaggregated and virtualized RAN) or hardware innovations (energy-
neutral devices); (ii) the enablers at the management/orchestration level (of algorith-
mic nature) that target at network operation efficiency maximization (sustainable
resource allocation); (iii) the ones at the service/application layer (application-aware
networks); and (iv) the cross-layer sustainability enablers (sustainable radio-aware
digital twin) that include innovations in two or more layers, respectively. Although
this chapter focuses on the sustainability enablers that target at solving specific
problems, it is worth noting that there are many other problems closely coupled
to sustainability that require attention, such as the network operation under a lim-
ited energy/power budget (e.g., in battery-powered devices) and consequently the
optimal power allocation in such a setup. Furthermore, given that the efficient net-
work operation is closely related to its energy efficiency, key enabling technologies
presented in other chapters, such as AI, detailed in Chapter 5, are expected to play
a key role, as discussed in Section 6.2.2, while allowing many more devices to con-
nect to the network than it is possible today. All in all, it can be concluded that
“sustainability is about to be a core building block of 6G and 6G a core building block
of sustainability.”

References

[1] United Nation (UN), “Sustainable Development Goals,” 2023. Accessed:
April 6, 2023. [Online]. Available: https://sdgs.un.org/goals.

[2] Hexa-X, “D1.2 – Expanded 6G vision, use cases and societal values – includ-
ing aspects of sustainability, security and spectrum,” 2021. Accessed: April 6,
2023. [Online]. Available: https://ec.europa.eu/research/participants/docum
ents/downloadPublic?documentIds=080166e5dc8b611b&appId=PPGMS.

[3] Methodology for environmental life cycle assessments of information and communi-
cation technology goods, networks and services, ITU-T Recommendation L.1410
(12/14), 2014.

[4] GSMA, “ICT Industry Agrees Landmark Science-Based Pathway to Reach
Net Zero Emissions”, Feb. 2020.

[5] Hexa-X, “D1.3 – Targets and requirements for 6G – initial E2E architecture”,
2022. Accessed: April 6, 2023. [Online]. Available: https://ec.europa.eu/res
earch/participants/documents/downloadPublic?documentIds=080166e5e90
431aa&appId=PPGMS.

https://sdgs.un.org/goals
https://ec.europa.eu/research/participants/documents/downloadPublic?documentIds=080166e5dc8b611b&appId=PPGMS
https://ec.europa.eu/research/participants/documents/downloadPublic?documentIds=080166e5dc8b611b&appId=PPGMS
https://ec.europa.eu/research/participants/documents/downloadPublic?documentIds=080166e5e90431aa&appId=PPGMS
https://ec.europa.eu/research/participants/documents/downloadPublic?documentIds=080166e5e90431aa&appId=PPGMS
https://ec.europa.eu/research/participants/documents/downloadPublic?documentIds=080166e5e90431aa&appId=PPGMS


266 Towards Sustainable Networks

[6] 5GPPP Architecture WG, “The 6G Architecture Landscape European
Perspective”, White paper, Feb. 2023.

[7] Enabling the Net Zero transition: Assessing how the use of information and
communication technology solutions impact greenhouse gas emissions of other
sectors, ITU-T Recommendation L.1480, Dec 2022. Accessed: April 6, 2023.
[Online]. Available: https://www.itu.int/rec/T-REC-L.1480-202212-I.

[8] Z. Ghadialy, “Understanding the TCO of a Mobile Network,” The 3G4G
Blog, 2020. Accessed: April 6, 2023. [Online]. Available: https://blog.3g4g.
co.uk/2020/10/understanding-tco-of -mobile-network.html.

[9] Environmental Engineering (EE); Assessment of mobile network energy efficiency,
ETSI, ES 203 228 v1.3.1, Oct. 2020.

[10] Study on application architecture for enabling Edge Applications, 3rd generation
partnership project (3GPP), Technical Report (TR) 23.758, v17.0.0, Dec.
2019.

[11] 5G-CITY project, 2020. Accessed: April 6, 2023. [Online]. Available: https:
//cordis.europa.eu/project/id/761508.

[12] ETSI White paper “MEC in 5G networks”, Jun. 2018, Accessed: April 6,
2023. [Online]. Available: https://www.etsi.org/images/files/ETSIWhitePape
rs/etsi_wp28_mec_in_5G_FINAL.pdf .

[13] Mobile Edge Computing (MEC); Deployment of Mobile Edge Computing in an
NFV environment, ETSI MEC 017, v1.1.1, Feb. 2018.

[14] 5G-PPP Software Networking Working Group, “Cloud native and 5G verti-
cals’ services,” Feb 2020. Accessed: April 6, 2023. [Online]. Available: https:
//5g-ppp.eu/wp-content/uploads/2020/02/5G-PPP-SN-WG-5G-and-Clo
ud-Native.pdf .

[15] Network Functions Virtualisation (NFV) Release 3; Architecture; Report on the
Enhancements of the NFV architecture towards “Cloud-native” and “PaaS”,
ETSI, NFV-IFA 029, v.3.3.1, Nov. 2019. Accessed: April 6, 2023. [Online].
Available: https://www.etsi.org/deliver/etsi_gr/NFV-IFA/001_099/029/03.
03.01_60/.

[16] J. S. Vardakas, K. Ramantas, E. Datsika, M. Payaró, S. Pollin, E. Vino-
gradov, M. Varvarigos, P. Kokkinos, R. González-Sánchez, J. J. V. Olmos,
I. Chochliouros, P. Chanclou, P. Samarati, A. Flizikowski, M. A. Rahman,
and C. Verikoukis, “Towards Machine-Learning-Based 5G and Beyond Intel-
ligent Networks: The MARSAL Project Vision,” In 2021 IEEE International
Mediterranean Conference on Communications and Networking (MeditCom),
pp. 488–493, 2021, doi: 10.1109/MeditCom49071.2021.9647671.

[17] MARSAL, “D4.2 Initial report on elastic MEC platform design and data-
driven orchestration and automation,” 2022. Accessed: April 6, 2023.

https://www.itu.int/rec/T-REC-L.1480-202212-I
https://blog.3g4g.co.uk/2020/10/understanding-tco-of-mobile-network.html
https://blog.3g4g.co.uk/2020/10/understanding-tco-of-mobile-network.html
https://cordis.europa.eu/project/id/761508
https://cordis.europa.eu/project/id/761508
https://www.etsi.org/images/files/ETSIWhitePapers/etsi_wp28_mec_in_5G_FINAL.pdf
https://www.etsi.org/images/files/ETSIWhitePapers/etsi_wp28_mec_in_5G_FINAL.pdf
https://5g-ppp.eu/wp-content/uploads/2020/02/5G-PPP-SN-WG-5G-and-Cloud-Native.pdf
https://5g-ppp.eu/wp-content/uploads/2020/02/5G-PPP-SN-WG-5G-and-Cloud-Native.pdf
https://5g-ppp.eu/wp-content/uploads/2020/02/5G-PPP-SN-WG-5G-and-Cloud-Native.pdf
https://www.etsi.org/deliver/etsi_gr/NFV-IFA/001_099/029/03.03.01_60/
https://www.etsi.org/deliver/etsi_gr/NFV-IFA/001_099/029/03.03.01_60/
https://doi.org/10.1109/MeditCom49071.2021.9647671


References 267

[Online]. Available: https://ec.europa.eu/research/participants/documen
ts/downloadPublic?documentIds=080166e5ee3d850d&appId=PPGMS.

[18] Multi-access Edge Computing (MEC); Framework and Reference Architecture,
ETSI Industry Specification Group (ISG) Multi-access Edge Computing
(MEC). ETSI GS MEC 003 V3.1.1, Mar. 2022. Accessed: April 6, 2023.
[Online]. Available: https://www.etsi.org/deliver/etsi_gs/MEC/001_099/003
/03.01.01_60/.

[19] Network Functions Virtualisation (NFV); Architectural Framework, ETSI GS
NFV 002 V1.2.1, 2014. Accessed: April 6, 2023. [Online]. Available: https:
//www.etsi.org/deliver/etsi_gs/nfv/001_099/002/01.02.01_60/.

[20] B. Cox, C. Buyle, D. Delabie, L. De Strycker, and L. Van der Perre, “Position-
ing Energy-Neutral Devices: Technological Status and Hybrid RF-Acoustic
Experiments,” In Future Internet, vol. 14, no. 5, pp. 156, 2022. Accessed:
April 6, 2023. [Online]. Available: https://doi.org/10.3390/fi14050156.

[21] C. M. Lastoskie and Q. Dai, “Comparative life cycle assessment of lami-
nated and vacuum vapor-deposited thin film solid-state batteries,” In Journal
of Cleaner Production, vol. 91, no. 15, pp. 158–169, Mar. 2015.

[22] G. Dolci, C. Tua, M. Grosso, and L. Rigamonti, “Life cycle assessment of con-
sumption choices: a comparison between disposable and rechargeable house-
hold batteries,” In The International Journal of Life Cycle Assessment, vol. 21,
no. 12, pp. 1691–1705, Dec. 2016.

[23] J. F. Peters, M. Baumann, B. Zimmermann, J. Braun, and M. Weil, “The
environmental impact of Li-Ion batteries and the role of key parameters –
A review,” In Renewable and Sustainable Energy Reviews, vol. 67, pp. 491–506,
Jan. 2017.

[24] T. Pirson and D. Bol, “Assessing the embodied carbon footprint of IoT edge
devices with a bottom-up life-cycle approach,” In Journal of Cleaner Produc-
tion, vol. 322, no. 1, pp. 128966. Accessed: April 6, 2023. [Online]. Available:
https://doi.org/10.1016/j.jclepro.2021.128966.

[25] REINDEER “D2.1 Initial assessment of architectures and hardware resources
for a RadioWeaves infrastructure”, Jan 2022. Accessed: April 6, 2023.
[Online]. Available: https://ec.europa.eu/research/participants/documen
ts/downloadPublic?documentIds=080166e5e7bcf eeb&appId=PPGMS, doi:
https://doi.org/10.5281/zenodo.5938909.

[26] REINDEER, “D1.1 Use case-driven specifications and technical requirements
and initial channel model”, Jan 2022. Accessed: April 6, 2023. [Online].
Available: https://ec.europa.eu/research/participants/documents/dow
nloadPublic?documentIds=080166e5e2ac056c&appId=PPGMS. doi:
https://doi.org/10.5281/zenodo.5561844.

https://ec.europa.eu/research/participants/documents/downloadPublic?documentIds=080166e5ee3d850d&appId=PPGMS
https://ec.europa.eu/research/participants/documents/downloadPublic?documentIds=080166e5ee3d850d&appId=PPGMS
https://www.etsi.org/deliver/etsi_gs/MEC/001_099/003/03.01.01_60/
https://www.etsi.org/deliver/etsi_gs/MEC/001_099/003/03.01.01_60/
https://www.etsi.org/deliver/etsi_gs/nfv/001_099/002/01.02.01_60/
https://www.etsi.org/deliver/etsi_gs/nfv/001_099/002/01.02.01_60/
https://doi.org/10.3390/fi14050156
https://doi.org/10.1016/j.jclepro.2021.128966
https://ec.europa.eu/research/participants/documents/downloadPublic?documentIds=080166e5e7bcfeeb&appId=PPGMS
https://ec.europa.eu/research/participants/documents/downloadPublic?documentIds=080166e5e7bcfeeb&appId=PPGMS
https://doi.org/10.5281/zenodo.5938909
https://ec.europa.eu/research/participants/documents/downloadPublic?documentIds=080166e5e2ac056c&appId=PPGMS
https://ec.europa.eu/research/participants/documents/downloadPublic?documentIds=080166e5e2ac056c&appId=PPGMS
https://doi.org/10.5281/zenodo.5561844


268 Towards Sustainable Networks

[27] G. Callebaut, W. Tärneberg, L. Van der Perre, and E. Fitzgerald, “Dynamic
Federations for 6G Cell-Free Networking: Concepts and Terminology,” 2022
IEEE 23rd International Workshop on Signal Processing Advances in Wireless
Communication (SPAWC), Oulu, Finland, pp. 1–5, 2022. doi: https://doi.or
g/10.1109/SPAWC51304.2022.9833918.

[28] J. Van Mulders, D. Delabie, C. Lecluyse, C. Buyle, G. Callebaut, L. Van
der Perre, and L. De Strycker, “Wireless Power Transfer: Systems, Circuits,
Standards, and Use Cases,” In Sensors, vol. 22, no. 15, pp. 5573, 2022. doi:
10.3390/s22155573. PMID: 35898075; PMCID: PMC9371050.

[29] B. J. B. Deutschmann, T. Wilding, E.G. Larsson, and K. Witrisal, “Location-
based Initial Access for Wireless Power Transfer with Physically Large Arrays,”
In 2022 IEEE International Conference on Communications Workshops (ICC
Workshops), 16–20 May, 2022.

[30] REINDEER “D4.1 System design study for energy-neutral devices interacting
with the RadioWeaves infrastructure”, Oct. 2022, to appear online at: https:
//cordis.europa.eu/project/id/101013425/results.

[31] REINDEER “D3.2 Methods for Communication and Initial Access with
RadioWeaves”, Oct. 2022, to appear online at: https://cordis.europa.eu/p
roject/id/101013425/results.

[32] S. Kekki, W. Featherstone, Y. Fang, P. Kuure, A. Li, A. Ranjan, D. Purkayastha,
F. Jiangping, D. Frydman, G. Verin, K.-W. Wen, K. Kim, R. Arora, A.
Odgers, L. M. Contreras, and S. Scarpina, “MEC in 5G networks,” The Euro-
pean Telecommunications Standards Institute (ETSI), Tech. Rep. ETSI White
Paper No. 28, 2018.

[33] J. Oueis and E. Calvanese Strinati, “Uplink traffic in future mobile networks:
Pulling the alarm,” In International Conference on Cognitive Radio Oriented
Wireless Networks, pp. 583–593, 2016.

[34] L. Chiaraviglio, S. Rossetti, S. Saida, S. Bartoletti, and N. Blefari-Melazzi,
“Pencil Beamforming Increases Human Exposure to ElectroMagnetic Fields:
True or False?,” In IEEE Access, vol. 9, pp. 25158–25171, 2021, doi: https:
//doi.org/10.1109/ACCESS.2021.3057237.

[35] J. Galán-Jiménez and L. Chiaraviglio, “Measuring the impact of ICNIRP vs.
stricter-than-ICNIRP exposure limits on QoS and EMF from cellular net-
works,” In Computer Networks, vol. 187, no. 14, pp. 107824, 2021. Accessed:
April 6, 2023. [Online]. Available: https://doi.org/10.1016/j.comnet.2021.
107824.

[36] M. Merluzzi, S. Bories, and E. C. Strinati, “Energy-Efficient Dynamic Edge
Computing with Electromagnetic Field Exposure Constraints,” In 2022
Joint European Conference on Networks and Communications & 6G Summit

https://doi.org/10.1109/SPAWC51304.2022.9833918
https://doi.org/10.1109/SPAWC51304.2022.9833918
https://doi.org/10.3390/s22155573
https://cordis.europa.eu/project/id/101013425/results
https://cordis.europa.eu/project/id/101013425/results
https://cordis.europa.eu/project/id/101013425/results
https://cordis.europa.eu/project/id/101013425/results
https://doi.org/10.1109/ACCESS.2021.3057237
https://doi.org/10.1109/ACCESS.2021.3057237
https://doi.org/10.1016/j.comnet.2021.107824
https://doi.org/10.1016/j.comnet.2021.107824


References 269

(EuCNC/6G Summit), pp. 202–207, 2022, doi: https://doi.org/10.1109/Eu
CNC/6GSummit54941.2022.9815625.

[37] 5G-COMPLETE, “D2.3 Final report on 5G-COMPLETE network architec-
ture and interfaces”, Jul. 2022. Accessed: April 6, 2023. [Online]. Available:
https://doi.org/10.13140/RG.2.2.35846.45128.

[38] L. Liu, S. Gou, G. Liu, and Y. Yang, “Joint Dynamical VNF Placement and
SFC Routing in NFV-Enabled SDNs,” In IEEE Transactions on Network and
Service Management, vol. 18, no. 4, pp. 4263–4276, Dec. 2021.

[39] M. Gatzianas, A. Mesodiakaki, G. Kalfas, and N. Pleros, “Energy-efficient
Joint Computational and Network Resource Planning in Beyond 5G Net-
works,” In 2021 IEEE Global Communications Conference (GLOBECOM),
pp. 1–6, Dec. 2021.

[40] M. Gatzianas, A. Mesodiakaki, G. Kalfas, N. Pleros, F. Moscatelli,G. Landi,
N. Ciulli, and L. Lossi, “Offline Joint Network and Computational Resource
Allocation for Energy-Efficient 5G and beyond Networks”, In Appl. Sci.
vol. 11, no. 22, pp. 10547, 2021. Accessed: April 6, 2023. [Online]. Avail-
able: https://doi.org/10.3390/app112210547.

[41] A. Varasteh, B. Madiwalar, A. Van Bemten, W. Kellerer, and C. Mas-Machuca,
“Holu: Power-aware and delay-constrained VNF placement and chaining,”
In IEEE Transactions on Network and Service Management, vol. 18, no. 2,
pp. 1524–1539, 2021.

[42] International Commission on Non-Ionizing Radiation Protection (ICNIRP),
“ICNIRP guidelines for limiting exposure to electromagnetic fields
(100 kHz – 300 GHz),” 2020. Accessed: March: 31, 2023. [Online].
Available: https://www.icnirp.org/cms/upload/publications/ICNIRPrfg
dl2020.pdf .

[43] M. J. Neely, E. Modiano, and C.-P. Li, “Fairness and optimal stochastic con-
trol for heterogeneous networks,” In IEEE/ACM Transactions on Networking,
vol. 16, no. 2, pp. 396–409, 2008.

[44] S. Lakshminarayana and T. Q. Quek, “Throughput maximization with chan-
nel acquisition in energy harvesting systems,” In 2014 IEEE Int. Conf. on Com-
munications (ICC), pp. 2430–2435, 2014.

[45] M. J. Neely, Stochastic Network Optimization with Application to Communica-
tion and Queueing Systems. Morgan & Claypool Publishers, 2010.

[46] G. F. Franklin, M. L. Workman, and D. Powell, Digital Control of Dynamic
Systems, 3rd ed. Boston, MA, USA: Addison-Wesley Longman Publishing Co.,
Inc., 1997.

[47] O. L. V. Costa, M. D. Fragoso, and R. P. Marques, Discrete-Time Markov Jump
Linear Systems. London: Springer-Verlag, 2005. doi: https://doi.org/10.1007/
b138575.

https://doi.org/10.1109/EuCNC/6GSummit54941.2022.9815625
https://doi.org/10.1109/EuCNC/6GSummit54941.2022.9815625
https://doi.org/10.13140/RG.2.2.35846.45128
https://doi.org/10.3390/app112210547
https://www.icnirp.org/cms/upload/publications/ICNIRPrfgdl2020.pdf
https://www.icnirp.org/cms/upload/publications/ICNIRPrfgdl2020.pdf
https://doi.org/10.1007/b138575
https://doi.org/10.1007/b138575


DOI: 10.1561/9781638282396.ch7

Chapter 7

Towards Continuously
Programmable Networks

By Dimitris Tsolkas, et al.1

7.1 Introduction

While programmability has been a feature of network devices for a long time,
the past decade has seen significant enhancement of programming capability for
network functions and nodes, spearheaded by the ongoing trend towards soft-
warization and cloudification. In his context, new design principles and technology
enablers are introduced (Section 7.2) which reside2 at: (i) service/application pro-
visioning level, (ii) network and resource management level, as well as (iii) network
deployment and connectivity level.

At the service/application provisioning level, the exposure of Application Pro-
gramming Interfaces (APIs) from the network core and edge creates new oppor-
tunities to third parties for interaction with the network [1]. The work of 3rd
Generation Partnership Project (3GPP) SA6 towards vertical application enablers

1. The full list of chapter authors is provided in the Contributing Authors section of the book.

2. The categorization used here is from a programmability and enabler point of view and is not strictly mapped
to the Chapter 2 architectural structure.
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(VAEs) is a representative paradigm in this field. At the network and resource man-
agement level, there are disruptive changes at all the domains of the service pro-
visioning chain. Key enablers can be considered the adoption of the cloud-native
approach from the communication service providers (CSPs), as well as the recent
work from Open RAN Alliance (ORAN) towards vendor-agnostic management
of radio access components. Finally, at the network deployment and connectivity
level (including edge compute capabilities exposed to third parties), the deploy-
ment of private networks is well specified already, while the concepts of the Cell-
Free paradigm and the provisioning of a connectivity mesh topology to end devices
are expected to support the vision of a truly flexible access network.

In this context, disruptive architectural and service concepts emerge, anticipating
multi-connectivity structures (multiple coordinated point-to-point connections),
potentially including edge compute and third-party service function chains. In
addition, service abstractions, programmability features, and new application with
capabilities to interact and negotiate with the network, are being developed accord-
ingly. The notion of third party is re-contextualised, including two main views:
(i) one is within the 6th Generation (6G) system (platform), for network applica-
tions that are developed by third parties and (ii) the other is on top of the 6G system
(platform), for services provided from third parties through the system (platform)
and might be specific to a vertical.

Due to the above-mentioned multilevel evolution, a total transformation of the
conventional mobile networks is expected towards operating as open service provi-
sioning platforms. The cornerstone of this transformation is the definition of com-
mon interfaces and reference points that enable interaction by third parties with
the network functions and nodes at any of the above-mentioned levels and for all
the communication planes (control, management, and data plane).

The realization of such interaction is facilitated through various types of
interaction-enabling frameworks (representative frameworks can be found in Sec-
tions 7.3, 7.4, 7.5, and 7.6) that on their southbound can securely consume native
APIs and access network nodes (e.g., switches, gNBs, and NFs of network core) to
on-board new applications or enforcing new policies, while on their northbound
they can expose (e.g., vertical-oriented) services to support any kind of network-
aware application and services (see Figure 7.1). Those frameworks shall take advan-
tage of programming languages, such as the protocol-independent packet proces-
sors – P4 [2] (further explained in Section 7.5), as well as common data models,
such as the OPC UA3 information models which refer to vertical-specific compan-
ion specifications for the industrial/manufacturing nodes.

3. https://opcfoundation.org/developer-tools/specif ications-opc-ua-information-models

https://opcfoundation.org/developer-tools/specifications-opc-ua-information-models
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Technology enablers for exposing to third par�es network resources and services

Programmability Frameworks

Network deployment and 
connec�vity level

� 5G NPN deployment
� Cell-free and mesh connec�vity
� Mul�-RAT support

Network and resource 
management level

� Cloud-na�ve and Microservice principles
� Access network management (Open RAN)
� TSN switches and Packet processing (P4)

Service and applica�on 
Provisioning level

� Network core exposure
� Ver�cal Applica�on Enablers
� Network analy�cs (NWDAF)

Na�ve interac�on with the network 
(Third party applica�ons onboarding, Network management policy enforcement, network func�ons monitoring etc.)

Ver�cal-oriented interac�on with the network 
(Logical networks control, common API managers, IaaS pla�orms, engines for intent-based networking etc.)

Figure 7.1. Enabling interaction of verticals with the underlay network.

Overall, the implementation of frameworks that exploit common/standardized
languages, APIs, and data models provides the means for the enforcement of pro-
grammability in the next-generation networks, a concept that incorporates the
capability of a device or a network to accept a new set of instructions that may alter
the device or network behaviour [3]. A representative example of the programma-
bility potential is the concept of intent-based network (IBN) which has emerged
to introduce a layer of artificial intelligence (AI) in the 6G networks. It promises to
solve problems of traditional networks in terms of efficiency, flexibility, and secu-
rity [4, 5]. This technology has revolutionized the way that interaction is performed
with systems by starting to communicate through intents. This paradigm is further
studied in Section 7.7.

From the business perspective, the above-mentioned programmability frame-
works create a new potential around the development of the so-called network
applications. Network applications (or Network Apps) are third-party applica-
tions that interact (through standardized APIs) with the network to provide
network- or vertical-oriented services. Network applications provide network- or
vertical- oriented services, meaning that they can assist/enhance either the net-
work operation/management4 or the vertical application.5 As third-party apps, the
Network Apps should interact with network functions/nodes though open and

4. For instance, in the EVOLVED-5G project, a related contribution to 3GPP SA6 work has emerged
(3GPP/TSG SA2/eNA_Ph2 Rel.17: Contribution “Support of DN performance analytics by NWDAF” –
S2-2101388) under the scope of extending the NWDAF analytics APIs so that network applications can
retrieve data from vertical apps, and the NWDAF build performance analytics and predictions by using
inputs from network applications.

5. The ICT-41 projects (5GPPP, phase 3, part 6 projects), work towards providing network applications that
fulfil needs and requests from various vertical industries, e.g., automotive (5GIANA, 5GASP), Industry
4.0/manufacturing (5GINDUCE, EVOLVED5G, 5GERA), transport & logistics (VITAL5G, 5GERA),
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standardized interfaces/APIs that can reside at any plane (user, control, manage-
ment) or any domain (core, radio, transport). To support the Network Apps life-
cycle, experimentation facilities emerge, which share common principles and func-
tionalities as summarized in Section 7.8 (for more information, see [14]).

7.2 Technology Enablers for Network Programmability

Towards the 6G era, a continuous evolution of mobile systems is foreseen, by the
introduction of new design principles and technology enablers. Considering net-
work programmability, those enablers, could reside at: the service/application pro-
visioning level, the network and resource management level, as well as the network
deployment and connectivity level.

7.2.1 Enablers at Deployment and Connectivity Level

At the deployment level, programmability can be facilitated by the introduction
of on-demand deployment capabilities as well as through extensibility at the access
and transport domain. On the one hand, the concept of on-demand deployment
refers to the effort towards creating the technologies and the business potential for
establishing mobile networks in a similar way that local area networks are currently
deployed. This refers to the concept of 5th Generation (5G) private networks [4].
On the other hand, extendible deployment refers to the interfacing capabilities that
mobile networks provide for engaging other network technologies at the transport
and access domain, such as the N3WIF – Non-3GPP Interworking Function or the
Time-Sensitive Networking (TSN) gateway. All these concepts transform the mono-
lithic communication infrastructure of a mobile network (conventionally dedicated to
only mobile network customers) to a platform that can engage different access and trans-
port technologies (i.e., support different types of devices and protocols) and can be fully
accessible by the vertical provider when it comes to private and ad hoc developments.

7.2.1.1 Non-public networks

Already, 5G has brought the concept of the so-called 5G non-public networks (5G
NPN) [4]. 5G NPN refers to a 5G system deployment that is dedicated to provid-
ing 5G network services for private use (i.e., to a specific organization, e.g., inside
a factory). Such a network is deployed on the organization’s premises, for instance,
inside a factory. The introduction of such networks is beneficial for the verticals for
a series of reasons, but, mainly due to the potential to isolate from other (public)

media (5GMediaHub), public protection and disaster relief (5G-EPICENTRE, 5GERA, 5GGASP), health-
care (5GERA).
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networks and the capability to provide to the vertical users administrative and man-
agement services on the mobile network. This isolation is desirable for reasons such
as performance, security, and privacy. For those reasons, the actual implementation
and utilization of NPN are expected to be part of 6G networks as well. Already there
are a few deployment options for the 5G NPN that can be primarily clustered into
two groups.

• Standalone non-public network: an isolated network operated by an NPN
operator. The NPN operator can be either the vertical itself, by using locally
available 5G spectrum, or by an operator (that potentially deploys also the
NPN at vertical’s premises), by using licensed 5G frequencies. The key aspect
in this category is that deployments do not rely on network functions pro-
vided by a public network.

• Public network integrated NPN: a non-public network deployed with the
support of a public network. The above-mentioned support can include dif-
ferent levels of interaction with the public network at any domain of the
service provisioning chain (RAN, edge, or core). The key enabler for this
deployment is the concept of network slicing.

7.2.1.2 Non-3GPP interworking function

From the previous generation of mobile networks, has emerged the potential to
unify heterogeneous access networks to mobile cellular technologies (e.g., [6]). 5G
materializes this potential, by exploiting the concepts of untrusted non-3GPP access
(introduced in Release 15), and trusted non-3GPP access (introduced in Release
16 [7]). This is realized by the addition of non-3GPP access network and wireline
access support via the Non-3GPP Interworking Function (N3IWF) component,
i.e., the same 5G core network (CN) is used to provide services to a wide range
of wireless and wireline access technologies, enabling integration and convergence
between new and legacy networks. The way that this concept will be exploited in 6G
networks is to be defined; however, the combination of multiple access technologies
under a common control and management system is a key feature that has not yet
revealed its full potential.

7.2.1.3 Support of time-sensitive networking

Today, the vast majority of communication technologies used in manufacturing
are various Ethernet-based technologies (e.g., Sercos®, PROFINET®, and Ether-
CAT®) [8] and field buses (e.g., PROFIBUS®, CAN®, etc.).6 To overcome this

6. “Industrial communication technology handbook,” 2nd edition, Richard Zurawski, CRC Press, August
2014.
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heterogeneity, the objective of the IEEE TSN task group7 is to provide deter-
ministic services through IEEE 802 networks, i.e., guaranteed packet transport
with bounded latency, low packet delay variation, and low packet loss. There have
been defined several standards covering aspects, such as synchronization, stream
reservation, pre-emption, scheduling, and Frame Replication and Elimination for
Reliability. Thus, TSN is an important functionality of industrial communication
networks. Such industrial communication networks are usually IEEE 802.1-based
networks with Ethernet links (non-3GPP networks). The IEC/IEEE 60802 pro-
file8 specifies the application of TSN for industrial automation and describes what
a mobile network (5G or beyond 5G) needs to support. The challenge in future
networks is the proper integration of mobile and TSN networks as it requires the
acquisition of service requirements that are not yet in the scope of the current 5G
QoS framework. This is also related to the capability to achieve end-to-end URLL
(ultra-reliable and low latency) communications.

7.2.2 Enablers at the Management Level

At the management level, programmability can be materialized by the cloud toolbox
(which has recently supported the network slicing concept) as well as by the design
of a flexible and scalable interface with the access and transport domains of the
network.

The first concept is based on the way that has been followed for the design of the
service-based architecture (SBA) [9]. 3GPP defines the SBA as a set of functional
components, known as interconnected network functions (NFs), where each one
can use standardized interfaces, or service-based interfaces, to access and consume
services of other NFs through an API-based internal communication. Towards 6G,
the software industry investigates the capability to improve the modularity of ser-
vices that are offered through the current SBA. In this context, a service can be
broken down into fundamental service components, allowing third-party devel-
opers to mix and match components from different vendors into a single service
chain.

For the second concept, programmability in the radio access domain is stud-
ied by the O-RAN Alliance, through the so-called functional split concept where
the functionality of the RAN is softwarized and migrated to enable monitoring
and automation services. In a similar way, for the transport domain, programming

7. Avnu Alliance® White Paper, “Industrial Wireless Time-Sensitive Networking: RFC on the Path Forward,”
Jan 2018.

8. IEC/IEEE 60802 TSN Profile for Industrial Automation, IEC CD/IEEE 802.1 TSN TG ballot.



276 Towards Continuously Programmable Networks

languages like protocol-independent packet processors – P4 [2] can be exploited
for end-to-end forwarding management and performance monitoring.

With the above-mentioned concepts, the management capabilities at the service
provisioning chain are expanded due to the usage of the cloud toolbox, while a use case-
specific parading is born where third-party solutions can provide network automation
and control solutions on top of flexible access and transport features (e.g., O-RAN and
P4-programmability).

7.2.2.1 Cloud-based services

The softwarization/cloudification of the NF (i.e., their implementation as virtual
network functions (VNFs) or containerized network functions (CNFs)) is an evo-
lution that brought cloud-based management services to the telecommunication
sector. Indeed, extensive capabilities and tools primarily designed for cloud-native
applications are provided based on the following aspects:

• Realization of Core NFs as Micro-Services: The realization of the 5GC NFs
as micro-services (on containerization engines) provides capabilities, such
as agile 5GC creation and flexible deployment, while it enables automated
and lightweight lifecycle management. The main benefits are (i) the state-
less implementation of the NF that facilitates the on-the-fly migration of the
5GC functions in different domains (e.g., to the edge) and (ii) the highly
efficient sharing of the infrastructure resources. The cost for those benefits
is the complexity of network-based chaining of the containers, as well as the
additional computation cost required for the APIs to expose and consume
processes.

• Adoption of Agile software development methods: This is a requirement of
the new era in service provisioning, where the services should be able to con-
tinuously and easily update with improvements that reflect changing market
demand. Such an approach is the DevOps methodology that integrates soft-
ware development and IT operations.

In the same context, network slicing has emerged as a cutting-edge technology
that allows for the creation of multiple virtual networks on top of shared physical
infrastructure, allowing operators to provide portions of their networks that meet
the needs of various vertical industries. A network slice is a collection of multiple
sub-slices from various domains, such as the Core Datacentre, the transport net-
work, and one or more edge locations. A key tool for the realization of network
slices is the exploitation of ETSI VNF principles and existing frameworks, such as
the Open-Source MANO9 (an ETSI-hosted project to develop an Open Source

9. https://osm.etsi.org/

https://osm.etsi.org/
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NFV Management and Orchestration software stack aligned with ETSI NFV).
By providing specialized virtualized network slices for each vertical, network slicing
will play a crucial role in addressing a variety of vertical applications. This is because
new interactions and uses are anticipated to be brought about by the future ecosys-
tem of smart connectivity. Section 7.3 provides a related solution, specified to the
management of interconnected network slices though a logical network-as-a-service
(LNaaS) approach.

Already network slicing tools have been released, such as the Katana Slice Man-
ager10 and the Open Slice framework.11 In general, a network slice manager gets
network slice template (NEST) for generating network slices through the north
bound interface and offers the API for controlling and monitoring them. From
Release 16 and onwards, 3GPP is working on providing higher flexibility and better
modularization of the 5G System for the easier definition of different network slices
and to enable better re-use of the defined services. Towards the enhanced service-
based architecture (eSBA), as defined in Release 16, a service communication proxy
(SCP) is introduced that can have a role in service selection, load balancing, and
other common functions. This is an effort that supports the transformation of 5GC
architecture to be as much compatible with cloud native as possible.

7.2.2.2 Procedure-based service structure – organic architecture

All the telecommunication network architectures were based on the concept of net-
work functions as representing the basic functional element of a telecom network
defined and standardized by its input interfaces, output interfaces, transfer func-
tion, and subscriber state. Ultimately, a network function is a system by itself that
functions independently of other network functions which enables their parallel
development and testing in isolation preparing them for system interoperability
tests.

However, the complete independence of the network functions as part of the
same subscriber connectivity service has significant limitations, which increase the
complexity of the overall system, as illustrated in Figure 7.2:

• Maintaining a logically independent state in each of the network functions is
creating an information multiplication as well as it requires many messages to
be exchanged between the components, especially the acknowledgment that a
specific step of a procedure was executed correctly. The additional steps create
additional synchronization and scheduling functionality in the components
themselves as well as prolong the end-to-end procedure duration.

10. https://github.com/medianetlab/katana-slice_manager

11. https://openslice.readthedocs.io/en/stable/

https://github.com/medianetlab/katana-slice_manager
https://openslice.readthedocs.io/en/stable/
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Figure 7.2. Network function concept elements.

• The state and the transfer functions are directly bound to each other. No mat-
ter if the subscriber state is grouped in a separate Unstructured Data Storage
Function as in the 5G core network, it still must be fetched for at the begin-
ning of the execution of each procedure step, modified, and pushed back at
the end. These steps are executed in each of the network functions which
receive the messages during the procedures inducing an additional execution
delay.

• For the system to easily interoperate, the input interfaces must be clearly
defined. This complete definition is also defining which type of messages can
be received and processed. When aiming to introduce a new network func-
tion into the system, it must either use the existing input interfaces, thus the
existing limited exposed functionality, or would require the modification of
the other network functions. Considering that the 5G core network already
has a very high split of functionality, when aiming to introduce a new service,
represented by one or more new network functions, many interfaces would
need to be modified. Due to this large entanglement, the system behaves
highly monolithically in regard to adding new functionality.

However, as the core network functionality is expected to remain software only,
the current network function concept does not have to be maintained. Instead,
other concepts from Information Technologies (IT), specifically from web services
can be adopted for a more flexible [10], reliable [11], and less complex network
system [12]. Instead of splitting the functionality into network functions to describe
different functionality in the core network, the network is split directly into services,
as illustrated in Figure 7.3.

First, the core network is seen as a single large web service able to offer multiple
services directly to subscribers. The user equipment (UE) is communicating with
a single front-end component. The front end has very similar functionality to the
proxy-call state control function (P-CSCF) in the IP multimedia system (IMS).

Instead of splitting the processing of the workers based on network functions,
a new split is considered based on the procedure that has to be executed by the
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Figure 7.3. Services concept adapted for organic core networks.

system. Depending on the type of request transmitted by the subscriber, the front
end will send the requests to a specific worker which will execute all the steps of a
specific procedure. After receiving a request, the worker is fetching the subscriber
state from the data base. Using the request and the subscriber state information, the
worker will process all the steps of the request and generate new state information
to be pushed to the database and the response to be transmitted to the subscriber.

Adapted to the current 5G network functionality, the concept will translate into
the following functional split, illustrated in Figure 7.4.

Front end – a network component that receives all the requests from the UE.
A security association is created with the FE during the initial authentication and
authorization. This secure session is used to exchange all the messages of the UE.
For this, a connection state is maintained with the UE. However, this state is inde-
pendent of the connectivity service state as provided by the packet core. It represents
only the secure association with the core network and not the subscriber connec-
tivity session. And this could be skipped, although not recommended, if secure
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Figure 7.4. Organic core networks concept applied to 5G networks.

communication of the UE is not a requirement. The front-end role is like the
access and mobility function (AMF) role in the 5G architecture in receiving the
non-access stratum (NAS) messages of the UE. Also, it schedules the messages to
specific workers, like the AMF for session management.

Workers – the workers are stateless components that execute the specific procedures
of the core network and respond to the specific services. As a minimal example, the
following basic services are considered:

• Access control, authentication, and authorization – this worker is executing
the registration procedures with all their steps being equivalent to the 5G core
AMF and authentication service function (AUSF) and to the 4G mobility
management entity (MME).

• Connectivity management (idle mode) – a single service handling all the
functionality related to the entering idle mode state, the subscriber-related
tracking, service activations, and paging.

• Mobility management – facilitates the UE handover procedures similarly to
the 5G NG Application Protocol (NGAP) UE. Compared to the 5G system,
it is in charge of the execution of the handover procedures as well as the
execution of the resource reservations during handovers, previously executed
by the session management function (SMF).
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• Session management – enables the resource reservations for the UE including
dedicated resources. This worker is equivalent to the SMF main functionality.

Subscriber state – the subscriber state includes all the information that the core net-
work maintains for a subscriber. With all the information maintained in the same
place, there is no need for additional procedures of synchronizing state. This would
significantly reduce the number of messages required for the communication.

7.2.2.3 Flexible and scalable management of access network

The potential to spit the radio access domain has emerged as an effort to softwarize
as much as possible from the access functionality. This allows for (i) hosting cen-
trally management functionality, a choice that can lead to an optimal (at the system
level and not as conventionally at the base station level) management of multiple
radio access nodes, (ii) supporting the networks slicing concept to the far edge of the
service provisioning chain (access part of the network), and (iii) enable RAN man-
agement applications based on automatic control loops. Such an approach requires
vendor-agnostic interoperability among different components, such as the central
units, the distributed units, and the radio heads. In this direction, common inter-
faces are developed and open challenges are addressed by the O-RAN Alliance.

O-RAN Alliance was founded as a group of vendors, operators, and academic
contributors towards producing standards to allow an inter-operable Open RAN
deployment. It was formed by a merger between two different organizations, the C-
RAN Alliance and XRAN forum. Three main control loops are defined in O-RAN
architecture, as presented in [13]. They run in parallel and they interact with each
other depending on the use case.

• Non-real-time RIC control loops have a timing of 1 second or more. rApps
are used in this control loop as an independent software plug-in to provide
extra functionality.

• Near-real-time RIC control loops have executing time between 10 ms and
1 second. xApps are used in this control loop to provide extra functionality.

• O-DU Control loops have a timing of less than 10 ms, but it should be noted
that it is still not standardized as of yet by O-RAN, and the main focus is on
the first two control loops.

Section 7.4 provides a representative solution for hardware and software pro-
grammability at the RAN domain, based on FlexRIC [14], which is in line in line
with the reference O-RAN RIC approach, and provides better performance com-
pared to the O-RAN’s reference implementation.
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Figure 7.5. Reference architecture supporting closed-loop control with E2E

programmability.

7.2.2.4 Flexible and scalable management of transport network

In an IP-based transport network, programmability could be applicable at the con-
trol and management planes, as well as at the data plane. For example, the func-
tion running on a programmable device can be changed from performing IPv4
routing to any other function simply by loading a new NF programme on the
programmable networking device. This enables agile updating of functionalities
executed on the UE and network side when programmability on these two ends is
enabled.

Network deployments supporting closed-loop control with E2E programmabil-
ity [15] can enable more effective resource management and operational robust-
ness. P4-based E2E network programmability addresses packet forwarding policies
as well as fine-grained telemetry. Fine-grained telemetry is supported by altering
packets to contain information about the packet provenance (e.g., the path they
took, the rules they followed, the delays they encountered, etc.). In network deploy-
ments supporting closed-loop control with E2E programmability, it is feasible to
identify mistakes and make necessary repairs within milliseconds by keeping an eye
on the network state and validating against packet telemetry.

A reference network architecture supporting closed-loop control with E2E pro-
grammability and fine-grained telemetry [15] is illustrated in Figure 7.5.

The elements of the architecture shown in Figure 7.5 and described in [15] are
as follows:

• The data plane is made up of programmable switches and/or SmartNICss,
which are usually realized using FPGA providing packet processing at line rate
while being able to instantly update the forwarding behaviour in response to
changes in the local state.
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• The switch and host operating system includes the supporting IP network
routing protocols (such as Open Shortest Path First (OSPF), P4 Runtime,
and others), the associated algorithms, and the aggregation of measurement
information received from the data plane.

• The SDN controller executes complex algorithms that would be challenging
to represent as distributed computations while maintaining a network-wide
perspective of the current topology and operational conditions.

The 5G System (5GS) of today already enables a number of closed-loop con-
trol use cases in the data plane. The above-mentioned fine-grained telemetry and
UP programmability could further boost the effectiveness and performance of the
network. These use cases are of interest:

• Traffic load-balancing control when multi-access protocol data unit (PDU)
sessions are used supporting different access networks, including untrusted
and trusted non-3GPP access networks, wireline 5G access networks, and
so on.

• Traffic load-balancing control when redundant UP paths with dual connec-
tivity (DC) are used.

• Traffic load-balancing control when the redundant transmission on N3/N9
interfaces is used.

• Control of ultra-reliable low-latency communication (URLLC) services.
• Decision for relocation of the UPF when acting as the PDU Session Anchor.

We believe that 6G will require full E2E programmability of the data plane with
all the involved user plane nodes and the UE (controlled via NAS protocol). Cur-
rently, there are various technologies and programming abstractions that allow P4
E2E programming networks and end-hosts as explained in Section 7.5. Comple-
mentary to this, the open-source initiative by ETSI to further develop and evolve
the TeraFlow SDN controller is presented in Section 7.3.

7.2.3 Enablers at the Service/Application Level

The openness at the service/application level is reflected in the wide adoption of
APIs-based interaction in the telecommunication sector. Already, during the last
decades, the use of APIs has served as a bridge between mobile operators and start-
ups in emerging markets.12 Operators have begun to consider whether to open
their APIs, starting form APIs related to mobile messaging, operator billing, and
so on. Irrefutably, this openness creates a powerful cycle of innovation as start-
ups/third parties can combine several APIs to create new services. For example, a

12. https://www.gsma.com/mobilefordevelopment/wp-content/uploads/2016/07/GSMA_Mobile-operators-s
tart-ups-in-emerging-markets.pdf

https://www.gsma.com/mobilefordevelopment/wp-content/uploads/2016/07/GSMA_Mobile-operators-start-ups-in-emerging-markets.pdf
https://www.gsma.com/mobilefordevelopment/wp-content/uploads/2016/07/GSMA_Mobile-operators-start-ups-in-emerging-markets.pdf
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start-up can offer SMS-based localized content to its users depending on their city
or area and then charge them by deducting the amount from their mobile airtime.
In the same direction, the TM Forum’s 60+ REST-based Open APIs are developed
collaboratively by TM Forum members working on the Open API project [16].

Overall, the availability/exposure of APIs from the network is the major enabler for
network programmability, since it is a key necessity for any other technology enabler at
management and connectivity layer described in previous sections.

At the network core domain, the network exposure function (NEF) of the SBA,
exposes capabilities, provided by the other 5GC NFs, to external systems, i.e., NEF
offers the appropriate APIs for the usage of SBIs from externals. More precisely,
NEF enables external applications to communicate with the 5G core’s SBA via APIs
(i.e., Secure provision of information from an external application to the 3GPP net-
work). Practically, it adapts and transforms telecom network interfaces to RESTful
APIs. Considering the SBA, the main consumer of NEF APIs is the Application
Function (AF). AF may or may not reside in the domain of the infrastructure
owner (operator’s domain), and its main functionality includes the provision of
Packet-Flow Descriptors (PFDs) to NEF, and the consumption of RESTful APIs
to utilize services and capabilities securely exposed by NEF. This openness of the
5GC provides third-party innovators (vertical industries) with the required toolset
to (i) control the service deployment process, (ii) monitor the performance of their
services, and (iii) feed 5GC NFs NF with information from the application layer.

The same scope of 5G-core openness to third parties is also served by the APIs
that are developed on top of NEF, namely, the VAEs [17], the service enabler
architecture layer (SEAL) services, as well as edge services through the multi-
access edge computing (MEC) APIs. Verticals and operators can develop their own
APIs and expose them securely by utilizing the 3GPP Common API Framework
(CAPIF) [18].

Section 7.6 provides a representative development where an API programmabil-
ity framework for interaction with the network core is provided as an open-source
project.

7.3 Programmability Through ETSI TeraFlow SDN

This section includes anticipated service capabilities and concepts enabled by inter-
connected public and private networks in the context of 6G networks and slicing.
The Logical Networks as a Service (LNaaS) concept and service model will become
far more extensive, flexible, and pervasive as compared with 5G. While 5G is basi-
cally offering advanced connectivity service with the support of QoS from the
UE/device to a data network (identified by a data network name), with 6G, it is
expected that a richer topology of connectivity can be supported, controlled and managed
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as a service, as an effort to support good or better customer/user experience, while achiev-
ing improved overall resource utilization and network performance. We consider even
connections from/to multiple UEs/devices to/from multiple data network gateways
and/or edge compute nodes/facilities. Complementary to the UE/device connec-
tion services, a mesh connectivity is expected among the edge compute facilities (cf.
edge continuum) to support distributed application functions and services to the
UEs/devices.

To support and complement this edge- and device-oriented connectivity, com-
plementary connectivity capabilities are needed that will manage to reach remote
end-points or vertical enterprise sites, in order to enable roaming services or third-
party application services not located on the edge. For instance, there can be reached
end-points located in the local operator network, or in a medium or long distance
away across public interconnected networks. The above-mentioned enhanced con-
nectivity can be based on basic Internet access services, or specialized connectivity
services, whether enabled by a multi-mode extended Internet or some dedicated
single or multi-stakeholder network complementing the current Internet.

We anticipate that the above will build from and extend the LNaaS concepts
and offerings of 4G (based on the access point name, APN) and 5G (data net-
work name, DNN, extending APN-based capabilities into a 5G slicing context)
towards 6G, where the logical networks can be dedicated for an online application
provider, a vertical enterprise customer (VEC) or established along with specific
specialized application services offered by a CSP. Those logical networks should
consider and enable a broad variety of advanced 5G and emerging 6G use cases,
including integrated connectivity and compute service models and wireless end-
points, where combined wireless communication and sensing is part of the 6G
landscape, as presented in [19].

7.3.1 Transport Network Slice as a Service

Considering the LNaaS context, in the TeraFlow project,13 logical networks are
oriented towards VEC or OAP and they are supported and enabled by the concept
of transport network slice as a service (TNSaaS). The TNSaaS concept must cater
to elements and capabilities such as:

• Managed specialized connectivity services on-demand, with richer topologies
and flexibility to accommodate the 6G-driven edge-cloud continuum.

• Supporting interconnection between private and public networks in various
contexts and scenarios.

13. https://www.teraflow-h2020.eu/

https://www.teraflow-h2020.eu/
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• The UEs/devices can be attached to public networks, fully private networks,
or private networks based on slicing in public networks; also, extending
L2/L3 VPNs, in combination with the above.

• Including a variety of business model enablers to support existing and future
business models.

• Supporting a variety of tenant networks, considering multi-stakeholder part-
nering, and security support.

All the above are enabled through further standardization and open-source ini-
tiatives, having as cornerstone SDN control and management, namely, the ETSI
TeraFlow SDN (TFS) [20] controller, as described below. We consider the concept
below as representing a baseline from which additional requirements driven by 6G
can emerge while identifying gaps in today’s standards and open-source initiatives.

ETSI TeraFlow SDN controller

TFS controller and the service concepts and information models developed in
the Teraflow project are targeted to enable and facilitate logical network as a
service to (vertical) enterprise customers as well as operator internal and inter-NSP
connectivity and networking (cf. TNSaaS). TFS is constructed as an open-source
software project within the ETSI community and is developed under an Apache2
license.

Figure 7.6 outlines the architecture and functional components of the TFS con-
troller that will facilitate the deployment and operation of TNSaaS for Beyond 5G
(B5G) 6G slices.

Several data models for services and devices were required to facilitate the request
and tear-down of end-to-end slices for future applications and services. Also, indus-
try standards and specifications are considered in the definition of the architec-
ture of the TFS controller, crating in that way the potential for tangible impact
in standardization and open-source communities. Figure 7.7 depicts related stan-
dard defining organizations (SDOs) and open-source software communities. It also
highlights potential overlap among them.

Ongoing work is analysing and proposing service concepts and enablers to align
ongoing work in different standardization camps, leveraging the core TeraFlow con-
cept of transport network slice as a service, and developing the enabling functional
components, APIs, and data models.

The TeraFlow SDO development activity is a parallel effort managed by technol-
ogy experts from the project team. This activity has specific contributions in mind
and participation in supporting TFS Controller development goals and interop-
erability plans; this SDO effort is categorized below with the technical area and
objectives summarized:
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Open SourceStandards

Figure 7.7. SDOs and open-source software communities related to the TFS controller.

• TFS service and slicing models: This IETF-based activity develops
industry-recognized service models that will allow for end-to-end layer-3 and
layer-2 network services to be requested. Additionally, the IETF has devel-
oped a network slicing framework. It establishes the general principles of net-
work slicing in the IETF context and how it relates to non-IETF transport
networks such as 3GPP network slices. TeraFlow project partners are authors
of crucial service models [21], the project leads the editing and development
of the IETF network slicing framework document [22].

• 3GPP Network Slices

◦ Network operator internal slice to enable 5G operator services.
◦ 5G slice is offered as a service.

• Open networking foundation (ONF): With a key objective of developing
a cloud-native and scalable SDN controller (TFS), standardization efforts
related to the development of data models and interfaces enable a hierarchy of
controllers. In this sense, the ONF Open Transport Configuration and Con-
trol (OTCC) project aims to promote common configuration and control
interfaces for transport networks in SDN. One of the project work items is
the specification of the transport application programming interfaces (TAPI)
data models, publishing open standard interfaces, whose main application
domain is the controllers north bound interfaces. Lately, TeraFlow commu-
nity has participated in the development of the TAPI Reference Implemen-
tation Agreement.

• Telecom infra project: The Open Optical and Packet Transport (OOPT)
project of TIP works on the definition of open technologies, architectures,
and interfaces in transport networks. Telefonica and SIAE are key members
of TIP and active contributors in multiple OOPT subgroups.

• Distributed ledger technologies: The ETSI ISG PDL (Industry Specifi-
cation Group Permissioned Distributed Ledger) facilitates the utilization of
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blockchain technologies for the creation of open and trustworthy ecosystems
of industrial digital solutions. TeraFlow project partners lead several activities
in this ISG.

These open standards will need further development for B5G, 6G, and beyond.
In addition, as new use cases, requirements, and emerging applications and ser-

vices are identified, new slice models and techniques must be considered. Initial
considerations are provided in the fourth version of the 5GPPP White Paper on
the 5G and beyond architecture.14

As 6G research continues, several emerging applications and services have been
identified. These new types of network applications include:

– Tactile Internet of senses.
– Embedded intelligence and connected machines.
– Cognitive networks.
– Device and network twinning.

Investigation and discussion have already started, impacting how logical network
slices are requested, designed, and deployed to support the previously mentioned
6G applications and services. There will be specific standards and open-source soft-
ware required that would provide building blocks, including:

– Highly distributed Cloud-native infrastructure and orchestration, supporting
massive scale rapid turn-up of container-based virtual functions.

– Location awareness and trust zones, as users and applications are attached to
multiple network locations.

– Green and sustainable network technologies, especially the increased use of
photonic systems (using up to 70% less power than electron-based commu-
nication).

Entirely new routing and addressing architectures may also be required to meet
the demand of emerging 6G applications and services. For example, within the
TeraFlow project, a study has been initiated on a new proposal called semantic
routing and addressing [23], where packet forwarding and path selection decisions
are based on contextual information carried in the packet header.

7.4 Programmability Through O-RAN-Compliant SDK

Software- and/or hardware-based solutions operating in the RAN, edge, transport,
and core segments of E2E 5G/6G infrastructure provide programmable data path

14. https://5g-ppp.eu/wp-content/uploads/2021/11/Architecture-WP-V4.0-final.pdf

https://5g-ppp.eu/wp-content/uploads/2021/11/Architecture-WP-V4.0-final.pdf
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Figure 7.8. E2E programmable data path and data path network slicing.

and advanced network slicing capabilities, which allow user-definable flexible clas-
sification and prioritization of the traffic in complex networking environments fea-
turing 5G/6G encapsulation overlays and industrial protocols such as EtherCAT
and so on due to vertical business use cases and guarantee the QoS of the priori-
tized traffic accordingly. In this context, software solutions based on Flexible RAN
Intelligent Controller (FlexRIC), Traffic Control (TC), Open vSwitch (OVS), and
so on can offer cost-efficient programmable data path capabilities in the kernel of
the system, while Smart Network Interface Cards (SmartNICs) such as NetFPGA
and Netronome can provide performance boost benefiting from hardware accel-
eration. Furthermore, software- and hardware-based solutions can be exploited in
a hybrid manner wherever appropriate along the E2E path. Figure 7.8 shows an
architectural view of an E2E programmable data path and corresponding data path
network slicing in 5G and beyond networks for Industry 4.0 and other use cases.

In this architecture, FlexRIC, TC, OVS, and SmartNICs operating in the data
plane achieve E2E network slicing by leveraging the programmability of these data
path components.

FlexRIC [24] represents a software-defined RAN controller, built through a
server library, controller-internal Applications, and optionally a communication
interface, all offered by the FlexRIC SDK. The FlexRIC SDK consists of server and
agent libraries that are used to build controller-internal applications, which, on the
one hand, help specialize the RAN controller towards specific use cases and, on the
other hand, enable external applications (xApps) to conveniently control different
RAN functions. In the case of network slicing, the fast control loop of FlexRIC can
enable reinforcement learning-based xApps to correctly follow their Markov deci-
sion process modelling of the RAN slice scheduling problem, as if they are running
in a “zero delay state-to-action” simulation. Furthermore, FlexRIC convenient scal-
ability in supporting multiple xApps of different languages also allows developers to
conduct complex orchestration of multiple components, such as machine learning
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operations. Together, developers can expect to have their simulation-trained xApps
ready for production. Overall, the controller-internal applications allow modularly
building specialized RAN controllers for specific use cases, and optionally, they can expose
information to external applications (xApps) via a northbound communication inter-
face to allow the xApps to control the RAN in line with the reference O-RAN RIC
approach.

TC, OVS, and SmartNICs represent controllers for the non-RAN segments
(edge, transport, and core networks). TC [25] is a Linux user-space utility pro-
gramme for configuring the Linux kernel packet scheduler. The scheduler with
advanced queuing disciplines and dedicated filtering expressions (covering 6G net-
work traffic) can optimize and guarantee performance, reduce latency, and increase
usable bandwidth for services with specific network requirements. TC is recom-
mended in systems that are not equipped with higher-performance programmable
data-plane network devices such as those based on SmartNICs or kernel bypass
techniques, or in those scenarios where the link (L2) and network (L3) layers of
a resource are required to work together. OVS [26] is a software switch in virtu-
alized network environments, and it can be extended to allow 5G/6G-compatible
data path network slicing with customized network slicing extension profiles and
network slicing extension features. Experimental results show that this approach
is able to provide connectivity for up to 1 million IoT devices in mMTC traf-
fic, achieve over 19 Gbps bandwidth in congested eMBB scenarios, or ensure
delays in the order of µs for critical-missions communications, providing high reli-
ability in all tested scenarios (0% packet loss ratio). As to SmartNIC-based con-
trollers, NetFPGA [27] and Netronome [28] are promising platforms, among oth-
ers. For instance, NetFPGA can be explored to achieve a data path network slicing
enabler based on the SimpleSumeSwitch model and by leveraging the P4-NetFPGA
project. Performance enhancements can be expected in certain use cases thanks to
hardware-based acceleration, as reported in [29].

In the control plane, the Slice Controller Agent coordinates the various data plane
controllers in collaboration with the network slice management plane (not shown in
the figure), and it is network topology aware with the help of the Topology Inventory
Agent to initiate and control the network segment specific controllers. More details
of controller-specific implementation architectures can be found in [30].

7.5 P4-Based Framework for E2E Programmability

7.5.1 Network Programmability with P4

We choose the P4 language [2] as an example of programming abstraction to show
the benefits that can be achieved when programmability is employed in networks.
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The P4 language is one initiative to abstract the packet processing pipeline of net-
work devices and flexibly define its behaviour. P4 is platform-independent, mean-
ing that it can be used to programme various classes of packet processors such
as software switches, SmartNICs (NIC stands for network interface card), field-
programmable gate arrays (FPGAs), and application-specific integrated circuits
(ASICs). These different classes of packet processors can be used to build the infras-
tructure of the next cellular generation clouds.

7.5.1.1 Performance-aware management of programmable networks

When using programmable networking devices, it is important to understand
their forwarding performance and to guarantee certain performance levels. This
is achievable when utilizing models that can predict the packet forwarding latency
when running any P4 programme on arbitrary P4 devices as it has been proposed
in [31]. This model is based on an extensive measurement campaign that identifies
the base processing delay of different P4 devices, in addition to the marginal delay
of executing atomic P4 operations on these devices. First, performance profiles for
different types of packet processors are created using the collected measurement
results. Then, any given P4 programme is decomposed to its atomic operations
whose processing latency is already quantified and recorded in the pre-developed
performance profiles. For example, in the case of IPv4 Forwarding NF, these atomic
operations are extracting and manipulating Ethernet and IPv4 headers. Finally, the
performance model estimates the packet forwarding latency when running arbi-
trary NFs on any P4 device as the sum of the base processing delay of that device
and the marginal latency cost of executing the NF’s constituent atomic P4 con-
structs. The model showed sub-microsecond prediction accuracy when tested for
different NFs and P4 devices. To optimize the management of programmable net-
works, the optimal placement of NF workloads on heterogeneous programmable
substrates should be investigated. We propose in [32] a mathematical formula-
tion for an optimization problem that aims to optimally place different NFs into
P4-based cloud environments. The network orchestrator can use the performance
model described above in [31] to perform the placement in a performance-aware
manner. This allows for achieving the highest levels of performance when managing
these programmable networks and meeting QoS requirements. The problem for-
mulation takes into account various capabilities and characteristics of the hosting
P4 device. These device characteristics include the supported P4 architecture, sup-
ported extern functions (i.e., non-native P4 functions such as cryptography), basic
processing latency, marginal latency for executing atomic P4 constructs, latency for
executing P4 extern functions, throughput capacity, processing resources availabil-
ity, and cost.
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In addition, the problem formulation considers the NF workload’s requirements
in terms of desired throughput, desired P4 architecture, desired P4 extern functions,
and constituent P4 constructs.

For a given NF workload, the objective function is to find the optimal set of
P4 devices and the optimal embedding of NFs into these devices while minimizing
both the total forwarding latency in the system and the capital cost for building
the system. The performance model described before (as that in [31]) is used to
calculate a priori the delay that results from different placement options as shown
in the following equation:

1
f
d = δBP

d +

∑
c∈Cf

δc
d +

∑
e∈Ef

δe
d

where 1
f
d is the forwarding latency when running NF f on P4 device d. It is equal

to the sum of three components: (i) the base processing latency on P4 device d,
denoted as δBP

d ; (ii) the sum of the marginal latency when running the atomic P4
constructs c ∈ Cf that constitute NF f on P4 device d denoted by δc

d ; and (iii) the
sum of the latency of extern functions e ∈ Ef required by NF f denoted by δe

d .
Several constraints should be satisfied. These include the following: (i) an NF

should be placed on a P4 device only if the device supports a compatible P4 archi-
tecture and includes all the extern functions required by the NF; (ii) the sum of
throughput required by different NFs to be placed on a device shall not surpass
the limited throughput of that device; (iii) the processing resources capacity of a
P4 device shall not be surpassed; and (iv) some NFs like the IPv4 forwarding NF
must be placed on every used device to guarantee proper packet forwarding between
devices, and so on.

To evaluate the proposed workflow, the target use case includes a combination
of different types of P4 devices to build a programmable substrate for a cloud envi-
ronment. These devices belong to different classes of processing platforms such as
CPU, FPGA, NPU (network processing unit), and ASIC. The capabilities and per-
formance of these devices are already studied in the literature, and a summary of
these findings can be found in [32]. Figure 7.9 depicts a web chart that summarizes
the comparative advantages of different P4 device types based on different criteria.
A set of common NFs such as IPv4 forwarding load balancer, and so on are selected
as the workload to be handled by the network. More details about the evaluation
in terms of the requirements of the used NFs and the capabilities of the selected P4
devices can be found in [32].

Four scenarios are defined and evaluated wherein the weights of the two
selected objective functions vary (i.e., the forwarding delay in the system and
the cost of building the system). Scenario 1 (S1) targets achieving the best
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performance without worrying about costs, while Scenario 2 (S2) targets finding
the cheapest solution where best-effort performance is sufficient. Scenario 3 (S3)
targets achieving a balanced solution in terms of the best performance and mini-
mum costs. Finally, Scenario 4 (S4) targets achieving the best performance under
the limited budget of $100k.

The placement results for Scenarios 1, 2, and 3 are trivial where the optimal
solution included an increasing number of a homogeneous set of devices as the
workload increases. The ASIC devices with the highest performance were selected
in S1, while the CPU-based devices were selected in S2 as they are the cheapest
solution. In S3, the NPU-based devices were selected since they achieve the best
trade-off between cost and performance.

The placement results of S4, wherein a cost limit of $100k is defined, are more
interesting to analyse. Figure 7.10 depicts the results corresponding to this scenario
showing the number of instances of each device type required for an increasing
number of NFs to be placed. When the workload is low, a single ASIC device is
sufficient to handle the load while providing the best performance. When up to
22 NFs must be placed, another ASIC device is needed to handle the load since
the first device’s processing resources are exhausted. As the load increases further,
no more ASIC devices could be utilized since the remaining budget only allows for
the second-best performing device, which is in this case FPGA-based. At this stage,
up to four FPGA devices are required to process the increased load until reaching
a total of 90 NFs. Afterward, one of the two ASIC devices is discarded to afford to
employ a bigger number of cheaper FPGA devices to handle the increased work-
load. When the number of NFs to be deployed reaches 174, the second ASIC device
is also sacrificed and replaced with additional FPGAs whose number increases to
20 FPGAs when the number of NFs workload reaches 200. After this point, the
optimal solution tends to further sacrifice performance through replacing FPGA
devices with the next best performant device, i.e., NPUs, to enable handling the
increased number of NFs within the available budget.

Figure 7.9. Comparative advantage of P4 device types.
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Figure 7.10. Used P4 devices in Scenario 4.

Figure 7.11. Total forwarding delay in the system.

The delay and cost functions of the optimal solution are depicted in Figures 7.11
and 7.12, respectively, for various scenarios as a function of the number of NFs to
be placed. Following the defined objective, the overall delay in S1 is minimal, while
the overall cost in S2 is the lowest. The results for S3 reveal the trade-off between
the two objective functions, where the overall delay and cost of the system are both
minimized. The results of S4 show that the delay in the system is as low as that of
S1 (when only the delay is minimized) until the limit on the budget is reached after
22 NFs. After this point, the system’s delay begins to increase diverging from the
delay in S1, while the cost stays always below the limited budget of $100k.

In summary, utilizing precise performance models for programmable network
devices and intelligently managing these devices enables the creation of flexible
networks without sacrificing performance. Additionally, proper consideration of
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Figure 7.12. Total cost of the system.

the network substrate’s capabilities and costs enables cost-effective infrastructure
planning to reduce the system’s total cost of ownership.

7.5.2 Extensions Towards UE Programmability

The standardization process in 3GPP time and time has proven its paramount value
for numerous successful generations of cellular networks. There are, however, some
hiccups: the process is time-consuming; some features are niche and do not interest
all members; it takes years for a feature to be introduced and there is no guarantee
it will be implemented. To some extent, this could become a barrier to innova-
tion, especially when considering aspects, such as network flexibility for different
deployments and use cases. For 6G, the UE programmability concept aims to sig-
nificantly decrease the time to innovation for features having an impact on the air
interface protocols. The concept refers to defining API(s) for the UE associated
with actions/routines/sub-routines that can be exposed to a programmer entity so
that a programmer entity is able to modify/add one or multiple behaviour(s) at the
UE associated to the air interface protocols. A high-level signalling diagram and
architecture are shown in Figure 7.13.

As a result, with a reduced amount of 3GPP standardization, the programmer
entity should be able to define new behaviours/features for the programmed UE,
such as a new message received or transmitted, new information elements and
associated interpretation, new reports, new trigger for that message or report, and
new/additional triggers for existing messages.

At a high level, some initial components are essential to enable UE programma-
bility. Those components can be considered high-level solutions that are needed
initially to realize the concept. Here, three of those are provided, which are API



P4-Based Framework for E2E Programmability 297

Figure 7.13. To the left, high-level architecture of a programmable UE, to the right,

signalling diagram for programmability.

exposure towards the network, initial access mechanism for programmable UEs,
and software version management.

The API exposure mechanism is needed so that the programmer entity knows
the specific capabilities of programmable UEs in order to utilize their capability.
Hence, there needs to be a signalling procedure to convey the programmable capa-
bilities and their specifics to the programmer entity. Such capability exposure can
be initiated at specific events such as UE registering with the network or can be on-
demand using dedicated signalling towards specific UEs. The capabilities regarding
programmability can be standardized to include specific APIs and UEs can indi-
cate which subset of standardized APIs are supported. Therefore, the programmer
entity receiving the capability can design suitable SW for specific UEs based on
available APIs.

Upon initial access, programmable UEs may have an SW version for a specific
behaviour that is different from the one on the network side. Hence, the UE may
not be able to connect to the network because of SW incompatibility. A bootstrap-
ping broadcast channel can potentially solve this problem by providing informa-
tion on the current version of the SW on the network side and how to acquire
it. A programmable UE upon initial access first checks the bootstrap channel to
acquire information on the active SWs and how to acquire them. Based on such
information, the UE can download the proper SW version and hence connect to
the network.

Finally, SW management mechanisms are needed because for specific behaviour
implemented by an SW, there could be various versions corresponding to new
updates or different interests of operators/vendors. Hence, an SW management
solution is required to enable synchronized operation of the UE and network with
respect to SW versions. Such a solution will serve to store and manage multiple SW
versions including adding, removing, and updating SW. Moreover, the solution will
allow to select a specific SW version to be initialized upon request from the network.
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However, there are many challenges to overcome for the successful adoption of the
concept which faces manifold open research questions.

One aspect is to ensure that the programmability solution does not disrupt
3GPP. As mentioned before, the 3GPP way of working is vital to the success of
cellular network evolution and is trusted by every player in the ecosystem. The
concept must be developed in harmony with the 3GPP and complement it rather
than disrupting an already successful framework. This can be achieved by defining
an overall framework for UE programmability by defining a bare minimum for the
concept in 3GPP, such as methods of downloading a software and defining and
exposing APIs.

Another challenge is that there are potentially many flavours of programmability,
each with advantages and disadvantages. Each flavour balances a trade-off between
its capability and pragmatism. At one extreme edge, one can envision a down-
loadable UE stack paradigm potentially offering full programmability. However,
developing this approach from concept to reality will face many difficulties ranging
from technical issues, split of responsibilities and concerns among different enti-
ties/vendors, trust and privacy issues, and acceptance from 3GPP. On the other
hand, the programmability could be introduced in a limited way by allowing
only specific features, e.g., radio resource management measurement, to be pro-
grammed. Such an approach will be more acceptable from the point of pragma-
tism at the risk of being very limited and potentially leading to the introduction of
multiple APIs per protocol stack.

Another challenge is related to a typical UE hardware. The UE hardware typi-
cally has a small footprint and is packed with optimized codes to achieve extreme
efficiency in contrast to more flexible hardware such as a VM. Thus, any framework
should make an extra effort to accommodate this constraint.

Privacy and security aspects should be considered fundamental parts of the con-
cept. A security/privacy functionality needs to ensure that UE always receives a safe
programme, the received programme does not introduce security concerns, the pri-
vacy of the UE is never compromised, and UE is implemented with a mechanism
to ensure trusted computing.

Another challenge is considering the mobility aspects. The programmability
framework should not restrict the UE from moving freely in the network. When
a new behaviour is programmed to the UE, e.g., by an SW patch, then the frame-
work should ensure that the UE is not interrupted when moving to another part of
the network because either that specific SW is not available or have non-compatible
versions. This also raises the multivendor issues and the need to properly handle
trustworthiness aspects when it comes to code exposure.

Beyond the high-level solutions presented here, enabling the realization of the
concept in a general framework, the next step is to develop a concrete architecture
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for the UE programmability and specific use cases that it can realize for a pro-
grammable configuration of the air interface. The introduction of conditional
handover [33] in NR enables the UE to participate in the decision to reconfigure the
air interface and this facilitates to pursue a programmable reconfiguration use case.

7.6 Programmability Through the 3GPP API Framework

API-based interaction of third parties with the network is needed for the sup-
port of openness at deployment, management, and application levels. In this con-
text, the development of a Common API framework (CAPIF) has been coined
in 3GPP as an effort to avoid duplication and inconsistency between the vari-
ous existing API specifications. As such, 3GPP CAPIF includes, under a common
architecture, aspects that are applicable to any service APIs at the northbound of a
mobile network. More precisely, CAPIF is a complete 3GPP API framework that
covers functionality related to on-board and off-board API invokers, register and
release APIs that need to be exposed, discovering APIs by third entities, as well as
authorization and authentication. From the market perspective, the need for such a
management framework has well recognized, while the CAPIF implementations15

and products are still under development. For instance, proprietary solutions have
emerged, such as the Red Hat API management.16 It is based on the 3scale enter-
prise API management product of the company, and it provides authentication,
governance, security, analytics, automated documentation, developer portals, and
monetization for API services.

The 3GPP CAPIF functional architecture is covered in 3GPP TS 23.222
[18, 34] “Functional architecture and information flows to support Common API
Framework for 3GPP Northbound APIs” (since Release 15). Based on the archi-
tecture and the procedures defined in these reports, additional information and
requirements are considered, regarding CAPIF security features and security mech-
anisms, as presented in 3GPP TS 33.122 [35]. The specification of the CAPIF APIs
that are needed for realizing the CAPIF functionality is part of 3GPP TS 29.222
[36]. Actually, within this technical specification, the interacting protocol for the
CAPIF Northbound APIs is described.

CAPIF functionality is considered a cornerstone in the realization of mobile
network openness, since it allows secure exposure of core network APIs to third-
party domains, and also, enables third parties to define and expose their own APIs.

15. https://github.com/EVOLVED-5G/CAPIF_API_Services

16. https://www.redhat.com/en/blog/api-management-3scale-service-provider-use-case

https://github.com/EVOLVED-5G/CAPIF_API_Services
https://www.redhat.com/en/blog/api-management-3scale-service-provider-use-case
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Figure 7.14. CAPIF in the context of 3GPP SA6 activities.

Indeed, CAPIF has become already a fundamental feature for the 3GPP SA6, tar-
geting the interaction of Verticals with the 5G system. In this context, 3GPP intro-
duced the concept of VAEs, enabling the efficient use and deployment of vertical
apps over 3GPP systems. The specifications and the architecture are based on the
notion of the VAE layer that interfaces with one or more Vertical apps. VAEs com-
municate via network-based interfaces that are well-defined and version-controlled.
The focus of VAEs is to provide key capabilities, such as message distribution, ser-
vice continuity, application resource management, dynamic group management,
and vertical app server APIs over the 3GPP system capabilities. The importance
of realizing CAPIF is reflected in the fact that CAPIF compliance is required
(Figure 7.14) in (i) the development of VAEs for various vertical industries (V2X,
Factories of the Future, etc.), (ii) the realization of the service enabled architecture
layer (SEAL), as well as (iii) the implementation of the service side of edge com-
puting services.

7.6.1 CAPIF Services and Implementation

CAPIF architecture is presented in 3GPP TS 23.222 [18] and includes three main
entities, namely, the API invoker, the CAPIF core function, and the API provider.

The API invoker is typically provided by a third-party application that supports
capabilities, such as supporting the authentication by providing the API invoker
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identity and other information required for authentication of the API invoker and
discovering service API information.

The CAPIF core function is the main entity of the CAPIF and it consists of
engines that among other capabilities authenticate the API invoker based on iden-
tity and/or other information, authorize API invokers prior to accessing service
APIs, on-board/off-board API invokers, monitor service API invocations, and store
policy configurations related to CAPIF and service APIs.

The API provider is an entity that provides API exposing, publishing, and man-
agement functions.

• The API exposing function (AEF) is the provider of the service APIs and is also
the service communication entry point of the service API to the API invokers.

• The API publishing function (APF) enables the API provider to publish the
service API information in order to enable the discovery of service APIs by
the API invoker.

• The API management function (AMF) enables the API provider to perform
administration of the service APIs.

Based on the three fundamental entities that CAPIF architecture has defined, a
set of reference points (interfaces), with associated management APIs, for enabling
the interaction between API Invokers and AEFs, are specified as well.

To facilitate any further contribution in the area, the currently available open-
source implementation of CAPIF17 (as it is being developed in the EVOLVED-5G
project by Telefonica and Fogus innovation and services18) [36] follows the princi-
ples of microservice programming, and it is released together with a set of evaluation
tests. The major aspects of this implementation are further described below.

Based on the CAPIF architecture, the core part of CAPIF is the CAPIF Core
Function (CCF). To implement the API services of the CCF, the first thing needed
is the CAPIF API definitions/signatures. Those have been specified in 3GPP TS
29.222 [37], and 3GPP has published the related YAML files19 as well. The follow-
ing services have been defined for the CCF:

• Discover Service: API to ask CCF the list of APIs published and available in
CAPIF.

• Publish Service: API to publish API information from APF/AEFs.

17. https://github.com/EVOLVED-5G/CAPIF_API_Services

18. https://fogus.gr/

19. https://forge.3gpp.org/rep/all/5G_APIs
https://github.com/jdegre/5GC_APIs

https://github.com/EVOLVED-5G/CAPIF_API_Services
https://fogus.gr/
https://forge.3gpp.org/rep/all/5G_APIs
https://github.com/jdegre/5GC_APIs
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• Events: API to manage Event subscriptions that enable event notification
from CCF.

• API Invoker Management: API to enable the onboarding of API Invokers
into CCF.

• Security: API to enable setting security profiles and retrieve security Tokens.
• Access Control Policy: API to manage access control rules in CCF.
• Logging API Invocation: API to add logs on API consumption.
• Auditing: API to query and retrieve service API invocation logs stored on the

CAPIF core function.
• AEF Authentication: API for AEF security management.
• API Provider Management: API for API provider domain functions

management.
• Routing Information: API to provide API routing information.

The YAML files of those services can be used by a Swagger editor to inspect all
information elements in JSON. Each of these YAML files defines one or more APIs
and the supported methods to use them (POST, GET, DELETE, and PUT). With
the YAML files of the services described above, it is possible to generate automatic
code that implements HTTP/HTTPS Endpoints that act as Servers that accept
HTTP requests.

To build the CAPIF core function, several software tools have been used to
develop, implement, build, and test the CAPIF API services.

• OpenAPI Generator20: This software programme allows the generation of
API clients SDKs (Software Development Kit tools) or API servers given an
OpenAPI specification. Moreover, it is possible to generate code in more than
20 different programming languages.

• MongoDB: Mongo is a non-SQL and open-source database tool used to
provide storage to different CAPIF core functionalities.

• Nginx: Nginx is an open-source web serving technology that is used as a
reverse proxy to forward requests to the different CAPIF modules.

• Flask: Flask is a micro-service web framework written in python used to build
CAPIF. The main advantage of this framework is its modularity. This feature
allows us to run different CAPIF services and mix them directly with other
services as database with relative ease.

• Robot framework: Robot is a generic test automation framework used for
acceptance testing and acceptance test-driven development.

20. https://github.com/OpenAPITools/openapi-generator

https://github.com/OpenAPITools/openapi-generator
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Figure 7.15. Open-source implementation of the 3GPP CCF (Release 3.0 features).

• Docker: Docker is an open-source containerization tool for building, run-
ning, and managing containers, where software is deployed. We use Docker to
build each service of the CAPIF. In this way, each CAPIF service development
is kept isolated from other services. This design pattern is known as a micro-
services-oriented architecture and is widely used in software development due
to its innumerable advantages like better fault isolation and improved scala-
bility, among others.

In order to guarantee the integrity of our implementation, an automated test
suite is used, covering the core functionality of each CAPIF API service. Robot
framework is the testing tool that ensures the quality and robustness of developed
code. Moreover, it is defined as a test strategy to improve the code quality. This test
strategy is composed of two steps:

• Test plan document elaboration: In this step, test plans are described,
including various behaviour scenarios (considering both success and failure
cases). The test plan structure includes clarifications on the pre-conditions,
the action that takes place, and the post-conditions (response/result
expected). The horizon of the test plans that can be defined, moves beyond
the request–respond information that is available in the related 3GPP speci-
fications, in a sense that behavioural scenarios beyond the basic functionality
are defined to stress test the implementation integrity.

• Test implementation and execution: This step continues after finishing the
elaboration of the test plan documentation. Each test suite is implemented
and included in an automation pipeline that checks the status of the code
after every deployment in the platform.
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7.6.2 NEF as API Exposing Function

One first example of the exposing function is hiding all the underlying topology
of the core network and playing the role of API provider, as defined in the CAPIF
architecture. In future systems, this role can be played by other functions that refer
to core, transport, or radio domain, and expose APIs for interaction from control,
data, or management plane. With no loss of generality, here further analysis is pro-
vided for the case of network exposing function (NEF). NEF comprises several
services that can be described as monitoring services, policy and charging services,
application provisioning services, analytics services, Industry 4.0/IoT (Internet of
Things) specific services, and security services.

The exploitation of the NEF capabilities from industry has begun already; how-
ever, before taking full advantage of NEF-based network exposure, many challenges
are to be addressed. Indeed, topics regarding the exposure capabilities of the net-
work are still to be considered in 3GPP Release 18, while telecommunication ven-
dors are working to adapt the SBA and implement the already specified exposure
functionalities.

To enable interaction with the core network, the implementation of NEF
functionality as an open tool is a prerequisite since currently there are no open
commercial solutions implementing the entire SBA and the southbound interfaces
that NEF requires in order to expose the standardized APIs. Nevertheless, a NEF
Simulator [38] has been developed by NCSR “Demokritos” aiming at surpassing
this challenge by creating simulated and emulated events. The architecture of the
Simulator21 is decomposed into three distinguishing parts depicted in Figure 7.16.

The main features of the NEF architecture are described below:

• Exposure layer (NEF APIs): The principal idea of the simulator is the provi-
sion of the APIs that 5GC’s exposure function (i.e., NEF) defines. Therefore,
the available APIs have been placed in the 5G Exposure layer. Currently, the
available APIs include monitoring events (i.e., location) and session establish-
ment with QoS. As the work progresses, new APIs will be gradually added to
the simulator and the existing ones will be enhanced.

• Simulation environment: As mentioned above, currently, communication
with the southbound interface (i.e., 5GC) is a demanding task. However, the
simulator can tackle this challenge by creating simulated events. To achieve
this, it provides an interactive geolocated environment where users can create
different network scenarios. These scenarios are designed to simulate the basic
aspects of a 5G network, required for testing the available service APIs. For

21. https://github.com/medianetlab/NEF_emulator

https://github.com/medianetlab/NEF_emulator
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example, in order to retrieve the location (i.e., cell level accuracy) of the UEs
through the Monitoring Event API that NEF exposes, the simulator allows for
the implementation of a scenario where UEs are moving through 5G cells.
Developers are able to alter data, allowing them to define and run specific
scenarios according to their needs.

• Common management layer: The simulator also provides common man-
agement functions such as token-based user authentication/authorization.
Initially, to gain access to the simulator, there is a need for the user to cre-
ate an account. After the creation of the account, an authorization step based
on OAuth2.0 takes place, in order to make use of the available Northbound
APIs or the Simulation Environment. Each application developer has a regis-
tered account/profile within the simulator that is considered an isolated envi-
ronment; thus, NEF Simulator can store different scenarios configured by
multiple users.

7.7 Programmability Enables the Network App
Ecosystem

From the business perspective, programmability enables a new business potential
around the development of the so-called network applications. The major challenge
for the Network Apps ecosystem lies in the need for continuous development, test,
and evaluation of vertical-specific network-enabled applications, on top of realistic
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configurable infrastructures, prior to their commercial deployment in the mobile
networks (operators’ infrastructures).

As a response to this challenge, a facility that could support in long term the ver-
tical application development and provisioning over mobile networks is required.
The facility should take advantage of programmability frameworks and support the
entire lifecycle of the Network Apps (Figure 7.17). In the lifetime of a Network App,
three main processes can be defined, namely: (i) the Network App Development
process, where the actual code production is performed; (ii) the Network App
Testing process, where testing at various levels and for different targets is performed
(including verification tests, validation tests, and certification tests); and (iii) Net-
work App Publication process, where the process of uploading/storing a Network
App to a marketplace is performed.

From a business perspective, the facility that supports those processes is meant to
serve as a collaborative platform for the infrastructure owners and the vertical indus-
tries, and thus, it should engage the creation of a vertical-specific market, analogous
to the currently available ones for mobile apps (e.g., Play Store and AppStore). Next,
the architectural components/environments of such a facility are provided.

7.7.1 Architectural Components of the Facility

7.7.1.1 Development environment

For the facility that will support the Network App lifecycle, the adoption of a
CI/CD approach enabled by DevOps software development methodology (soft-
ware development – Dev and information-technology operations – Ops) is a
key approach. Already, OSM and ONAP have implemented aspects of DevOps
workflows to support their respective deployments. Also, there are several related
tools that can enable automated lifecycle management for the Network App devel-
opment process.

Open Development and Experimentation Facilities

Technology enablers for exposing to third parties network resources and services

Programmability Frameworks

Network Applications
Network App
Marketplaces

Native interaction with the network
(Third party applications onboarding, Network management policy enforcement, network functions monitoring etc.)

Vertical-oriented interaction with the network
(Logical networks control, common API managers, IaaS platforms, engines for intent-based networking etc.)

Development platforms
(CI/CD, SDKs)

Test automation and end-to-end
validation frameworksPu
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Figure 7.17. Open facility for Network App lifecycle support on top of programmability

frameworks.
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7.7.1.2 Validation environment

The main role of the validation environment is to provide capabilities for running
automated tests under well-defined configuration/parametrization of the facility.
Four main features are considered.

• Onboarding controller: The developments are imported into third-party
servers that are part of the open experimentation facility in order to be val-
idated and tested; thus, capabilities for controlling the onboarding process
are added to the platform. To make this procedure dynamic, a set of virtual
infrastructure managers and orchestrators at the facility is required.

• Test execution manager: It is responsible for configuring and scheduling the
facility based on the target validation tests. This is performed by using the
information available from the facility in conjunction with a test descriptor.
The test descriptor is a structured form of information needed for conduct-
ing a test. Already, there is comprehensive work on that direction from EC
Horizon 2020 5GPPP projects,22 and 5GPPP has published a comprehensive
white paper on that [39].

• Test automation tool: It is responsible for applying the commands from the
test execution manager to the facility and to host agents or plugins required
for executing a test. This is an important part of the framework since it allows
the verticals to reuse a pool of tests and related plugins on demand. Thus, the
design of the test and the implementation of the related agents are decoupled
from the vertical service development process.

• Results analysis and visualization: Vertical to network-level measurement
campaigns are considered in the proposed framework. The measurements can
be collected from exposure APIs and directly from agents. The diversity of the
available data and their volume can enable analytics. The visualization of the
results is also provided, for real-time network resource monitoring and, also,
for dashboarding of post-processed data.

7.7.1.3 Certification environment

As the technology evolution moves network functions to the software layer and
through virtualization allows open and dynamic composition of network services
extending capabilities to the business through the Network Apps concept, the
established certification practice in the mobile network business needs to extend
beyond the current practice and include supplementary software specification con-
formance and quality assessments. Network Apps, as primarily third-party soft-
ware interworking with the network, shall need certification in accordance with

22. https://5g-ppp.eu/5g-ppp-phase-3-1-projects/

https://5g-ppp.eu/5g-ppp-phase-3-1-projects/
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Figure 7.18. Network App exposed as TMF product offering in a marketplace.

the equipment paradigm. In that sense, the certification environment refers to the
programming environment that provides all the tools and processed required for
certifying Network Apps. The certification process includes testing against stan-
dards and regulations, so as to guarantee that a Network App functions properly
under any scenario and data load. In contrast to the verification and validation pro-
cesses where the testing is application- or scenario-oriented where the focus is on
the efficiency of the Network App functionality, the certification process focuses
on the correctness of the interfacing, based on the related specifications, so as to
maximize the interoperability of the Network App.

7.7.1.4 Publication environment – marketplace

From the business perspective, the Network App ecosystem requires a collabora-
tive platform for the infrastructure owners and the vertical industries, and as such,
it engages the creation of a vertical-specific market, analogous to the currently
available ones for mobile apps (e.g., Play Store and AppStore). Thus, the devel-
opments (Network Apps) become available to any interested party either for pur-
chase/utilization and/or for reuse/enhance towards a new development. The role of
that collaborative platform can be played by a Network App publication environ-
ment, with functionality analogous to a mobile app marketplace. Already, related
5GPPP projects develop such marketplaces, for instance, the EVOLVED-5G mar-
ket place23; however, the usage of existing (of more general purpose) platforms
(AWS marketplace, Google, etc.) as a basis is not excluded as long as the related
Network App certification is guaranteed.

Another approach from the 5GASP project proposes to use the TMF’s Prod-
uct resource model24 for publishing Network Apps to a Marketplace and therefore

23. https://github.com/EVOLVED-5G/marketplace

24. TMF620 – Product Catalog Management API REST Specification.

https://github.com/EVOLVED-5G/marketplace
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making it publicly available after the DevOps experimentation and certification
readiness lifecycle is successfully completed. This approach not only incorporates
adequate resources to describe a Network App offering but also ensures interoper-
ability among other industry implementations. Taking into consideration the var-
ious properties of the aforementioned model, the highlighted ones (Figure 7.18)
will be leveraged to describe a Marketplace asset. Briefly, a Marketplace asset might
contain an attachment (e.g., logo, images, certification links, or files), topological
information about the offered deployment, pricing, asset’s specific characteristics,
service level agreement (SLA) reference, and lastly, a reference to the actual services
ordered and employed, i.e., hosting network slice, Network App, and test descrip-
tor. Notable mention should be made of the latter entity, namely, Service Candi-
date Ref of the Product Offering resource model. This entity associates the product
offering with the Network Apps Service Specifications constituting the onboarding
and deployment model.

To end up, utilizing TMF’s product aims at:

• Consistency between the ordering and deployment model.
• Introduction of business aspects, such as pricing, product options, and market

segment.
• Imposing an abstraction layer between customers and service providers.
• Effortlessly interacting with other production systems.

7.8 Programmability Enables Intent-Based Networking

An intent is an expression of the desired state that you want to be realized and
can be considered [6, 40] as portable and abstract. Portable, in the sense that it
can be moved between the different controller and network implementations and
remain valid; and abstract since it must not contain any details of a specific net-
work. The advantage of an Intent is flexibility, as it allows users to express policies
using concepts and terminology that are familiar to the user without having spe-
cific knowledge in the field. There are several applications where intents can be
applied, including service model and orchestration ([41–44]), network orchestra-
tion ([45, 46]), monitoring and resource exposure ([47, 48]), and intent deploy-
ment and configuration [49].

To make possible the implementation of intents, without compromising the sys-
tem, it is necessary to study the life cycle of an intent from its creation to its installa-
tion (see Section 7.8.1). On top of the principles that are defined from the lifecycle
of the intents, programmable frameworks and middleware can be created to enable
the development of related (IBN-based) Network Apps (see Section 7.8.2).
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7.8.1 State Machine for IBN-enabled Industrial Networks

A reference state machine for IBN-enabled Industrial networks is depicted in
Figure 7.19. This state machine is divided into six sections. After the user requests
in the first phase, the validation phase verifies that the request contains all the nec-
essary information to implement the desired action. If the user has forgotten to
mention necessary information for the request to be implemented or if the infor-
mation, what he has provided, is wrong, this phase assigns an invalid status, which
will require user interaction. On the other hand, if the user provides all the neces-
sary information for the request to proceed, it assigns a valid status and continues
to the next phase.

The conflict phase is the second checkpoint of this state machine. Here, the
already validated attempts are subject to a comparison with the requests already
implemented and stored in the database to conclude conflicts. If the request is
redundant, or if the new request consists of information contrary to that already
implemented, the conflict phase assigns a conflict state which will be resolved with
the help of the user. If the information does not conflict, the compilation section
is enabled.

When the request reaches the compilation phase, the system tries to convert
into rules the policies that the user wants to implement, i.e., the system converts
the high-level language, from the intent, into a language that can be interpreted
by the controller so that it is then possible to install them. Sometimes, the desired
information may not be supported by the controller, or the desired operations may
not be operational, and in this case, the compilation phase gives a compilation error
that can be solved with the help of the user. If the rules to be installed are retrieved,
the installation phase is enabled.

Once the rules are obtained, the next step is to install them on the controller. If
the objectives are supported by the controller and installed, the monitoring phase is
enabled. If the goals are not achievable because they may be offline or non-existent,
the user is alerted that the requested application was not installed.

In the final phase, monitoring consists of a cycle that constantly checks if the
existing requests in the database are being fulfilled or if any violation has occurred.
If any non-compliance occurs, the system, through intelligent algorithms, tries to
identify how to solve the problem without human intervention automatically. To
make this possible, the area of ML enters this phase, whereby capturing data from
the network, the system tries to identify patterns in order to validate existing policies
and intervene if necessary. If the intelligent algorithms do not identify a solution
that corrects the problem, the user is alerted.

This cycle of intents installation avoids problems of redundancy and inconsis-
tency in the infrastructure, allowing the user to orchestrate networks by expressing
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only what they want to happen, without having to worry about how it will be
implemented.

Perhaps the most important application of intent-based networking in 5G indus-
try use is automation [50], automation that is readily derived from IBN has helped
to overcome the traditional massive device-to-device connection, thus ensuring
great efficiency, turnaround, and scalability. With the use of a well-designed artifi-
cial model, operators are not only able to automate several processes but also provide
service-level assurances.

7.8.2 Middleware for Intent-based Networking

Adopting the concept of intent-based networking, an “intent engine” is envisioned,
which acts as an OSS/BSS leveraging AI/ML algorithms to automate the network
application lifecycle management depending on the end users’ intent, providing it
to a middleware, which allows the intent engine to control the full operation of
network services and network slices under its control.

The domain layer generates IBN policy based on specific domain knowledge
pre-stored in a semantic model and an information model. The policy will be used
by the infrastructure enablement layer to manage virtual resources.

A predefined sequence may not be compatible with the workflow of an
autonomous operation. Semantic models and intent-based networking is supposed
to improve service time. During the verification process, the amount of time taken
to launch network service under three typical scenarios will be tested to verify the
improvement of the domain knowledge on the phase.

The intent-based networking predicts the need for robots and specifies pol-
icy towards OSM and RAN controllers to deliver management, topology, place-
ment, and resource optimization within 5G Cloud environments. An automation
mechanism to align 5G orchestrators such as performance management, VNFs
placement, life cycle management, and event monitoring will be implemented to
reflect the intents in the optimized way. By identifying intentions and parameters
autonomously specifically for the vertical domain of autonomous robots, they auto-
mate the 5G testing process accordingly.

OSM uses information model management procedure, resource, and topol-
ogy. The current models do not understand the vertical users’ logic behind the
behaviours. A semantic model can then be used to fill the gap in between. It con-
tains QoE models and a cookbook:

QoE models are application-specific models for translating user requirements
into KPIs of QoS. The models will be derived from relevant use case patterns per
application. It is essential for OSM to understand the workflow, workloads, and
topology and enables the middleware to optimize service provisions for individual
applications.
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The cookbook contains many recipes as templates. They are prepared for vertical
with multiple concurrent applications. A semantic model will create a type system
to describe possible building blocks (such as a “Compute” node type, a “Network”
node type, or a generic “Database” node type) of applications. They will be used
in the model for constructing a behaviour template together with QoE models.
The type system will then be used to define service templates (robot service, edge
service, Cloud service, and collective service) which consist of lifecycle operations
and behaviours of orchestration engines.

Combining QoE models and Template, user intents will be applied to derive
the order of component instantiation, manage lifecycle operations, and instantiate
single components at runtime with strong interpretability and interoperability.

The intent-based networking is realized by middleware with

• Semantic interpretation engine.
• Lifecycle management engine.
• Performance management engine.
• Fault management engine.
• Package management engine.
• Security manager.

An IB policy generator is the centre of the middleware, and it derives the context
of the requests and then translates the request into policy through corresponding
engines. The intent-based networking is supported by pre-defined receipts from the
semantic database, and ML toolboxes help the engine to derive the current states of
the system using events gathered. Fault, package, lifecycle, and performance man-
agement engine helps the orchestrator to define management procedures. Their
policies are also specified as receipts within the rich domain model. The focus is on
translating behaviours derived by the semantic interpretation engine to procedures
within the information model, which is subsequently understandable by OSM and
RAN Controller.

7.8.2.1 Enabling network applications for robot autonomy

In order to achieve robot autonomy, many advancements are needed beyond just
another provider-centric 5G architecture or framework solely to improve quality of
service (QoS). The ambition must be on the user-centric paradigm of integrating
vertical knowledge into the existing 5G solutions. Under the umbrella, the software
architecture proposed focuses on bridging OSM and ROS/network applications
development.

The architecture is divided into four spiral layers as shown in Figure 7.20.

• The domain layer generates IBN policy from specific domain knowledge pre-
stored in semantic models and information models.
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• The infrastructure enablement layer contains ETSI OSM and RAN con-
troller to control the core network and RAN.

• The infrastructure resource layer is closely linked to the 5G testbeds, it pro-
vides physical resources and enables network services to be deployed on
Robots, Edge, and Cloud.

• The application layer delivers the network application using VNFs and
KNFs. The network application is deployed to enable the ROS network for
fundamental robot capabilities such as perception and user interaction. It also
enables the Cloud-native service provision together with the network services.

The four layers are interconnected in a spiral shape and linked closely to
the ongoing development of 5G testbeds, open-source MANO (OSM), robot
operating systems (ROS), and domain-driven design. It reflects the multidisci-
plinary nature of the project development. The architecture enables patterns to be
tangible in their specific sub-domains for further verification. The innovation leads
to an automated and interpretable mechanism for deriving the placement of net-
work functions, order of component instantiation, and effective lifecycle manage-
ment. This is essential for application-driven approaches towards automatic con-
figuration on testbeds using ML and AI and for enhanced robot autonomy in the
vertical sectors.

A middleware layer of ROS-based network applications will implement com-
mon robot functions that can be invoked by the respective over-the-top (OTT)
robotic applications. In this case, network applications are defined as disaggregated
application enablement services, which can span across technology domains (i.e.,
Core and Edge).

The network applications will be implemented as VNF chains within network
slice subnet instances (NSSIs), as per ETSI NFV EVE012 specifications. Thus,
individual VNF instances can be optimally placed depending on resource availabil-
ity, and a number of various constraints (e.g., maximum delay, maximum through-
put, etc.) network applications that will implement common robotic operations
such as mapping can then be shared between several robotics applications.

Thus, OTT service creation entails the instantiation of a network slice instance
(NSI), which shares the network slice sub-slice instance (NSSI) resources already
reserved by one or more network applications (e.g., in terms of processing power,
storage, etc.), thus avoiding the costly resource reservation and VNF instantiation
step and significantly reducing service creation time. Furthermore, the network
applications will deliver open, standards-compliant Northbound APIs for robotics
vertical applications that facilitate rapid prototyping.

The workflow that exploits NFV/SDN infrastructures for enhanced autonomy
requires computing and storage to be shifted dynamically and repeatedly among
robots, edges, and the central cloud. Partial information will be replicated among
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network services (NSs) deployed in different locations. To tailor NSs, different
configurations of VNFs and KNFs are required to achieve 5G network services.
Additionally, due to limited resources, robots and edges would prefer fine-grained
network functions to preserve their efficiency.

A library of generic vertical services is the centre of the reference Network Appli-
cations. They are linked to ROS simulation environments, dense learning, and
model-based RL learning toolbox and optimized by specific deployment require-
ments of robots alone, edge along, Cloud along, or collective. The network func-
tions of the generic library will be implemented using KNFs and VNFs and con-
trolled by VCA of OSM under the orchestrator to the VNFs network. Network slic-
ing of the testbeds will be customized and integrated for deploying the KNFs and
VNFs in “terminal,” “edge,” and “remote” environments optimized deployment.
The topology, placement, and life cycle management of the network functions in
the reference network application will be derived based on general patterns of the
5G enhanced autonomy. To realize the Cloud-native design, generic vertical services
will be implemented using Micro-services. The service definition can be obtained
using the reference catalogue service. The service can be ordered and replicated
using the reference order service. Internally, data consistency is ensured by CQRS
and ES. Authentication is traced in the reference identity service. Overall security
is controlled by the security manager (which is also part of generic vertical service).
A UI can be provided for high-level monitoring of the system status and result
analysis.

As an example, a new open-source library can be implemented to realize dis-
tributed map services within “terminal,” “edge,” and “remote” environments for a
shared environment representation. Topology, placement, and the life cycle man-
agement of the networked mapping functions will be implemented in the refer-
ence network application to realize the collective intelligence required by enhanced
autonomy.

Finally, the reference network application demonstrates the standardization of
APIs on testing facilities. The applications within the library of generic vertical ser-
vices can be developed using ROS directly. Low-level events obtained from testbeds
will be propagated on the event bus and translated by a semantic interpretation
engine for high-level meanings. This capability ensures interpretability. Third-party
vertical developers can reuse VNFs and KNFs of the generic vertical services which
have validated their compatibility from the testbeds. Therefore, the experimental
facilities are exposed to the developer. They can be expanded for use case-specific
functions such as 5G enhanced perception, detection, and planning in vertical sec-
tors such as PPDR and healthcare, transport, and industrial 4.0. A key innovation,
namely, Cloud-native applications for NSs and standard APIs can be realized by
reference network applications and ROS.
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7.9 Conclusions

The next generation of mobile networks will take full advantage of the convergence
between the IT and telecom sectors. Through this convergence, 5G has already
transformed the mobile network infrastructure to a flexible service provisioning
platform, and 6G is expected to provide mobile networks as fully programmable
platforms, with native cloud capabilities at any network domain and communi-
cation plane. This chapter describes current technology enablers that contribute
towards a fully programmable mobile network, by clustering them to those at the
deployment and connectivity level, at the network and resource management level,
and at the service and application provisioning level. To exploit those enablers,
ongoing research and standardization work is being conducted, with the main tar-
get being the provisioning of programmability frameworks, i.e., frameworks, that
abstract the network underlay infrastructure and its capabilities so that they are
dynamically controlled and configurable. Some indicative approaches are described
in this chapter, including the deployment of common API managers, the exploita-
tion of P4-programmable switches, the usage of open interfaces of O-RAN, and
the design of SDKs for providing network slices as a service. The potential of pro-
grammable networks is high and yet to be investigated in detail. However, as it
has been indicated already, concepts such as intent-based networking take advan-
tage of network programmability features. Overall, new business models emerge
since, through programmability, third parties can develop and integrate their solu-
tions (e.g., their network applications) into the underlay connectivity and compute
infrastructure.
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Chapter 8

Secure, Privacy-Preserving,
and Trustworthy Networks

By Alexandros Kostopoulos, et al.1

The ability to support data-intensive applications that require the analysis of data
under the control of different parties is a priority for 5th Generation/Beyond 5th
Generation (5G/B5G) mobile networks [1]. Several scenarios may be considered,
typically characterized by a diversity of data sources stored on different nodes, pos-
sibly under the control of different parties. Data analysis may then require data
exchanges and cooperation between these different parties.

A concern related to the storage and collaborative processing of data is the lack
of control over the computation and hence the uncertainty about the correctness
of the result. This is a well-known problem, and the research and industrial com-
munities have devoted many efforts to the development of techniques to assess
the integrity of the result of computations outsourced to external parties (e.g., [2]
and [3]). However, the problem of how to use such techniques and of assessing
their effectiveness in different application scenarios still needs to be further inves-
tigated [4].

6th Generation (6G) telecommunication networks need to have a fast and effi-
cient way of exchanging information and resources among different parties, with
minimum risk of failure, to enhance the Quality of Service (QoS) they provide
towards a new level of Quality of Experience (QoE) for the users. The research

1. The full list of chapter authors is provided in the Contributing Authors section of the book.
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attention has turned towards a new approach to the decentralized framework. Such
a framework is the blockchain platform, which can be used in several domains (e.g.,
network slicing, industrial Internet of Things (IoT) networks, etc.).

Another similar research issue is the protection of the users against malware
and other network attacks. While various security measures have been designed
to protect the availability, privacy, and integrity of user data in 6G networks from
malicious and unauthorized accesses, most of them are not effective against a few
specific threats that abuse trust [5]. Therefore, a third-party entity/platform could
be adopted to enable “Trust as a Service” (TaaS). Moreover, the use of Machine
Learning/Artifical Intelligence (ML/AI) will also impact the delivered trustwor-
thiness as it has the potential of providing intelligence for threat detection and
mitigation.

Section 2.3 presents the overall architecture, visualizing the applicable security
and privacy components in all areas, intending to provide a holistic 6G security
architecture, comprising today’s well-proven security mechanisms. In this chapter,
we investigate aspects related to network privacy and security for information shar-
ing among different tenants and cloud-stored data, as well as end users’ network
security. Moreover, we present the application of blockchain-based platforms for
network slicing by using smart contracts, as well as for industrial IoT networks.
Finally, we focus on trusted execution, Trust as a Service (TaaS), as well as trust-
worthy ML/AI.

8.1 Network Privacy and Security

This section investigates network privacy and security aspects at different levels.
First, we focus on security and privacy for information sharing among tenants. As a
next step, we consider security and privacy for cloud-stored data. Finally, we explore
aspects related to end users’ network security.

8.1.1 Security and Privacy for Information Sharing Among
Tenants

The number of AI applications that are used in production real-world environments
has rocketed in the past years, following the amazing advances obtained in differ-
ent areas. These ML-based applications range from the personalization of services
or the improved healthcare offered to final users to the automatic management of
networks by telecom operators in the new 6G architecture. However, these applica-
tions rely on input data coming from possibly heterogeneous sources (either human
or other machines) and spread through platforms owned by different actors which



324 Secure, Privacy-Preserving, and Trustworthy Networks

may not be fully trusted. Clearly, this poses different privacy and confidentiality
issues.

The study of the privacy implications for individuals has attracted the focus of
different research communities in the past decades, proposing different solutions
to allow data sharing without identifying specific users [6–8]. However, all these
solutions are designed to keep the dataset in a human-readable format, without
thinking about the implications of the modifications on downstream ML tasks.
Other solutions, such as the differential privacy [9] paradigm, can ensure the privacy
of ML tasks with strong theoretical guarantees, but they are difficult to apply in
practice, mostly when sharing the entire datasets is required to complete a task.
Moreover, they are created to avoid the identification of a single user, but they may
not apply when the data are generated by machines. As an example, if different
network tenants want to share data of their resource consumption to jointly train
a better orchestration algorithm, the aforementioned solutions would disclose the
dataset as it is (as most performance reads are similar or equal) disclosing that way
the original values that may include business confidential data.

An interesting research domain focuses on the development of data transforma-
tion methods, that is, methods that are designed to improve the accuracy of a down-
stream ML task, without the requirement of keeping the data in a human-readable
format. While this kind of transformation prevents human analysis, it could be
applied in an industrial environment such as an automated 6G network, where the
data collection, transformation, analysis, and action are all done in an automatic
fashion, typically without human intervention. There are several methods designed
to protect the raw data, allowing the sharing of training data among different actors
without the privacy risks associated (i.e., the Privacy Preserving Data Publishing,
PPDP [10]). Thus, these technologies open the possibility of novel applications
only possible before among trusted parties in (complex) federated learning scenar-
ios. For example, they allow different tenants in a network to share data with the
operator to improve the whole network’s performance.

In a typical scenario where the main goal is to ensure secure information sharing,
the user (or data owner) applies a transformation to the raw data. Then, the trans-
formed data can be shared with other actors that may use it to train an ML model
(possibly by adding the transformed data to other transformed data she owns). In
the optimal scenario, the accuracy of the ML model would remain similar to the
accuracy obtained using the raw data. Moreover, the transformed data should not
allow the reconstruction of the raw data, and ideally, should not allow the recipient
of the data to infer any exact information from the original data.

However, all these solutions impose some limitations on the scenario as they
either (i) bound the kinds of attacks to a subset or (ii) impose an a priori knowl-
edge on the kind of machine learning task that will be performed. While these
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assumptions are valid in several scenarios, there are others in which they could
be a cap that is not acceptable for the workflow in the process. For instance, if
the ML task is not known or it changes over time, the ML algorithm cannot
be made resilient to privacy attacks, and limiting them to a small subset may be
too restrictive. This is the usual case for many network applications which may
expose data to third parties without knowing the final task that is going to be
performed.

8.1.2 Security and Privacy for Cloud-stored Data

5G and beyond networks are a key enabler of today’s digital society, supporting
new and better applications in a variety of sectors because of the availability of a
powerful hyper-connected infrastructure offering unprecedented network capacity
and speed. Distributed sensors, mobile and pervasive devices, and cloud/edge/fog
computational and storage nodes can be involved in providing advanced services
and applications [11]. At the centre of such novel applications are data, gathered,
generated, shared, processed, and communicated among the different components
of the infrastructure at an incredible pace. Such data can be private, sensitive, or
company confidential. At the same time, different components of the infrastruc-
ture might be under different administrative domains and subject to different trust
assumptions.

The full realization of the power brought by the hyper-connected infrastruc-
ture can happen only with the availability of solutions to ensure proper protection
(confidentiality and integrity) of the data across their whole life cycle in the infras-
tructure. Many aspects have been investigated, though many are the problems still
open.

With respect to confidentiality, attention has first been devoted to data in stor-
age (to maintain data private to the storage provider itself ). Data can be pro-
tected through an encryption layer that is applied before storing them at a storage
provider. As encryption affects the possibility of performing computations over the
data, researchers have investigated different techniques for effectively and efficiently
supporting computations over encrypted data (e.g., indexes [12], data fragmenta-
tion [13], property-preserving encryption [14], searchable encryption [15], and
trusted hardware [16]). While promising, such solutions still present open prob-
lems, such as the possible information leakage caused by indexes or by the encryp-
tion supporting queries [17]. The availability of high-performance networks can
help in the development of efficient data anonymization solutions for the massive
amount of data through the distribution of data anonymization tasks to different
nodes in the network [18, 19]. A challenge here is how to perform data fragmen-
tation and distribution among different nodes in the network, each then operating
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with partial knowledge of the data collection, while ensuring the utility of the over-
all anonymization result.

More and more emerging scenarios also require different parties to cooperate
for sharing data and to perform distributed computations. This distribution and
sharing process should, however, take into consideration the fact that different par-
ties may be subject to different access restrictions. The relevance of this problem
is confirmed by the existence of several existing approaches that address the prob-
lem of protecting data confidentiality in distributed computations (e.g., [20–23]).
None of these proposals consider the possibility of protecting data with encryption,
which has been introduced in [24]. A challenge here is how to find an allocation
of the different operations of a distributed computation to subjects to minimize a
parameter of interest (e.g., cost or performance) [25].

With respect to integrity, some approaches have investigated the problem of pro-
viding guarantees that data are correctly stored at the storage provider (e.g., digital
signatures, provable data possession, and proof of retrievability [26]). The problem
becomes more complicated when different nodes of the network infrastructure are
used for performing computations, and integrity then needs to be guaranteed on
such computations, meaning that it is necessary to verify whether the result of a
computation is: correct (i.e., computed on genuine data), complete (i.e., computed
over the whole data collection), and fresh (i.e., computed on the most recent version
of the data). Existing solutions addressing this issue can be classified as determin-
istic or probabilistic [27]. Deterministic techniques are based on the definition of
authenticated data structures that provide integrity of the stored data and full com-
pleteness guarantees but only for the queries operating on the attribute on which
the structures have been defined. On the contrary, probabilistic techniques provide
integrity assurance for any query result, at the price of offering only a probabilistic
guarantee.

Interesting aspects that still need to be investigated are related to the definition
of probabilistic solutions for assessing the integrity of computations distributed to
different nodes in the system. In particular, the definition of a model capturing the
main characteristics of probabilistic techniques (e.g., pre-computed and replicated
tasks) so as to enable their controlled generation and injection in such a way that
provides the best effectiveness in achieving integrity guarantees is still missing.

8.1.3 End Users’ Network Security

In the past years, we have witnessed a continuous digitalization of all aspects of
society, ranging from the development of e-governance solutions to the step increase
in remote working and even the starting of an envisioned metaverse. However, as
in many other aspects of real life, criminal organizations may try to take control
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of them. So, these advances came together with an increase in the number and
sophistication of cyberattacks [28].

While the most complex attacks are targeted at governments or companies, they
typically start with the infection of one of the end users’ computers. Diverse solu-
tions exist to prevent these attacks, ranging from simple antivirus based on malware
signatures to complex endpoint detection and response (EDR) systems [29]. How-
ever, all of them depend on the action of the final user.

The protection of the users against malware and other attacks from the network
is possible by monitoring the network traffic. A detection engine using ML can
identify harmful sessions allowing the end of the connection before the malware is
downloaded. This is due to the way malware distribution and malware command
and control are done by using redirection chains. Malware is a common term used
to describe malicious software (e.g., spyware, ransomware, viruses, and worms), for
example, an infection scenario can be described where it is used to enrol an infected
system in a botnet and then perform an attack. The attack can be divided into two
different phases:

• Delivery phase: the malware is delivered to the infected system. It is an
opportunistic phase where a large mass of systems is targeted.

• Botnet creation and attack: the botnet is created, and bots connect to the
botnet and are used to perform an attack (i.e., distributed denial of service
(DDoS), intelligence gathering, and intrusion). This is usually a targeted
phase that targets specific users/services.

• Delivery phase:

1. Users perform regular web activities, such as browsing, using apps, and
so on.

2. A destination website, app, or service may have a vulnerability that
could be exploited (e.g., a 0-day vulnerability).

3. A Botnet owner compromises the website, e.g., using an injected mali-
cious advertise or a malicious link.

4. A user visiting the compromised website is redirected into a malware
delivery chain. Each site of the chain can be a known malicious website,
an unknown one, or also a legit but compromised site.

5. The user accesses the last website of the chain, which is a malware deliv-
ery website usually employing drive-by download vulnerabilities.

6. Malware is downloaded into the user’s machine.

Note that the delivery chain is very dynamic, with domain names changing often
(domain-flux), and the delivery websites usually apply cloaking techniques that
make them difficult to discover.
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The corresponding steps for botnet creation and attack are the following:

1. The botnet owner registers DNS records to enable the discovery of the Com-
mand and Control (C&C) server.

2. The infected machine discovers the location of the C&C server.
3. The C&C server is contacted by the infected host, which is added to the

botnet.
4. An attacker rents the botnet to perform an attack.
5. Attack instructions are delivered to the botnet.
6. Attack is started by botnet hosts.
7. Note that the C&C server address/domain changes often (domain-flux).
8. The network is used in both phases of the attack, and attack traces are visible

in the network traces.

For instance, patterns of a sequence of visited network destinations can be used
to block the malware delivery phase by recognizing a redirection chain, as depicted
in Figure 8.1. Such chains are characterized by a landing web page that is legit,
e.g., a compromised benign web page or a page hosting a third-party advertise-
ment, which then initiates a series of automatic redirections towards a malware
distribution website that usually exploits some vulnerabilities to implement drive-
by downloads. As such, the sequence of network destinations may once more help
in identifying such distribution chains.

The set of network entities contained in the traffic may provide relevant infor-
mation to discover and identify the host that is already part of a botnet. In fact,
recent work showed that botnets’ hosts have a noisy network behaviour. For exam-
ple, they assess connectivity, retrieve date information, and perform scanning to
detect the Command & Control channel. Such activities generate a number of
network flows towards different destinations. Such communication patterns may
contain important information to detect botnets. For example, dynamic analysis
tools run malware to analyse their network behaviour and generate signatures that
may help identify them.

Moreover, network traffic generated when a website is visited contains the finger-
prints of the website itself. Indeed, modern websites include a number of external

a b c v

a b c v

A redirection chain generates a
sequence of network destinations in

the network trace/logs

Figure 8.1. Example of redirection chain in malware distribution.
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resources, hosted at domain names that may be different from the main website’s
domain. The nature of the different domains (e.g., news, e-commerce, advertise-
ment, CDN, etc.) and the number of such domains contacted by a website can
provide insightful information about the nature of the web page itself. In fact, even
if a malicious website could change often the domain name or IP address, the exter-
nal resources present on the web page are more unlikely to have changed.

This type of monitoring system (as most security solutions) requires the collec-
tion of data from the users that could be considered personal information (i.e., the
browsing history of users) that could be protected by the GDPR. This situation
could be especially worrisome in a work environment where users may be reluctant
to have their browsing history recorded by the employer, denying that way the con-
sent. However, the own GDPR allows the collection of data in these circumstances
without the need for consent, as the security of the final user and the system is of
vital interest to the own data subject.

8.2 Security and Privacy for Blockchain-Based Platforms

8.2.1 Blockchain-based Smart Contracts for Network Slicing

Traditional networks have a one-size-fits-all approach that needs to be adapted for
6G networks. The traditional rigid design can no longer be used in an environment
with different requirements and diverse applications. The traditional monolithic
approach gave way to an approach that is more flexible and adjustable, with the
network providers using the virtualization of logical networks towards sharing their
infrastructures. These logical networks are called network slices.

Network virtualization is not a new concept but only lately has the technol-
ogy allowed for the deployment of network slices in the real world. Network
slicing assumes virtualization and automated orchestration and management to
provide [30]:

• QoE;
• Shorter time to market and to customer;
• Simpler resource management;
• Increased automation;
• Flexibility and agility;
• Reduced risks.

As a result of the deployment of network slices, a new market has emerged where
MNO, InP, and MVNO carry out frequent transactions and exchange resources.
In other words, the creation of network slices has created the need for a network
broker to handle, timely execute and automate these transactions.



330 Secure, Privacy-Preserving, and Trustworthy Networks

For decades, trusted entities were handling information exchange, money, and
other asset transfers. While this was the preferred method of operation all these
years, the process is time- and power-consuming. At the same time, the required
trust in the central entity provides a single point of failure. Thus, 6G telecommuni-
cation networks need to enable information and resource exchanging in an efficient
way.

Naturally, the attention has turned towards a new approach to the decentralized
framework. Such a framework is the blockchain platform. The blockchain platform
has a strong potential in 6G systems. Blockchain is a technology designed to store
data as records, which are securely linked together using cryptographic methods,
and which cannot be removed without invalidating the whole chain. It is a special
type of a distributed ledger, which is regarded as a replicated, shared, and synchro-
nized data storage where the participating nodes in a peer-to-peer network need
to reach a consensus on writing the next transaction onto the ledger, i.e., agreeing
upon which update is permitted, and in what order updates are done. In this way,
no central trusted-by-everyone authority is needed for the data storage.

There is a plethora of application opportunities for exploiting blockchains in 6G
infrastructure itself for performance gains or enabling new services such as [31]:

• Decentralized network management structures;
• Pricing, charging, and billing of network services;
• Authentication, authorization, and accounting ;
• Service level agreement management;
• Spectrum sharing ;
• Extreme edge.

One such application offered by the blockchain platform is network slicing
through smart contracts. The blockchain can enable secure and automated broker-
age of network slicing while providing [32]:

• Significant savings in the operational cost;
• Speed up the slice negotiation process and reduce the cost of slicing agreement;
• Increased efficiency of operation for each network slice;
• Increase the security of the network slice transactions.

Smart contracts can be used through a blockchain platform to negotiate the
resources of a network and allocate them to the MVNO as needed in a timely and
efficient manner. The decentralized identity of a blockchain platform removes the
need for a central entity and the single point of failure of the network. Trust among
the users is guaranteed through the consensus protocol, which dictates the decision
mechanism of the system and prevents a single node to control the majority of the
blockchain platform.
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Figure 8.2. An example of a blockchain’s ledger.

Furthermore, the blockchain platform allows for transparency among the users
as each of them has a copy of the ledger, and it protects the privacy of its users
through encryption keys and cryptographic security measures. In a centralized
framework, there is the need for third parties to oversee any negotiation process
among the central body and the tenants of the network, which is no longer nec-
essary in the blockchain platform, mainly due to the chronological, time-stamped,
and immutable smart contracts. Smart contracts can be programmed once and used
as templates and reused repeatedly, reducing the need for a continuous overseeing
entity. This transparency and immutability limit the risk of a malicious node attack-
ing the system.

An example of a blockchain ledger is presented in Figure 8.2. As shown, each
block is added after the previous block in chronological order. Each block contains
a unique Hash number that identifies this block, as well as the Hash key of the pre-
vious block. Hash is a short data digest generated from the data of the block, which
varies as the data of the block changes [33]. Thus, tampering with any information
in a block breaks the hash pointers, ensuring the security and immutability of the
platform.

Further to the hash keys, the block can contain other information, including
but not limited to a timestamp and information for the transaction the block was
initially created for. Additionally, the block includes the private keys and certificates
of the endorsing and evoking peers to ensure the legitimacy of the transaction.

The focus of this work was on using a blockchain platform as a Network Slicing
Broker (NSB), with the blockchain platform of choice being the Hyperledger Fabric.
The main process to verify and implement a transaction in the Hyperledger network
is described below.
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Initially, the network will select a leader among the participating organizations, a
leader that changes to ensure trust and security in the network. When the network
has elected a leader, the process to validate a transaction and adding it to the ledger
is divided into four steps as follows:

(a) The leader sends a transaction request to all the nodes in the form of a smart
contract.

(b) The nodes, which at this point are called endorsing peers, collect the request,
simulate its execution state, sign it, and send it back to the leader.

(c) The leader collects all the endorsements from the peers and validates their
authentication keys and signatures. If all information matches, it sends the
endorsement peers’ suggestion with the original transaction proposal to the
ordering service of the network. The ordering service is the final decision-
making system of the network, part of the consensus protocol.

(d) Upon receiving the transaction request, the endorsement peers’ suggestion,
and their authorization key, the ordering service puts the transaction into
voting. If the transaction is approved, a block is created and added to the
ledger before the transaction is executed. If the transaction is not approved
by the majority, a block is still created and added to the ledger, but the
transaction is not executed. At this point, the transaction is committed, and
its results cannot be altered. The ordering service will inform the whole
network of the transaction.

In the example above, the transaction can be any request originating from a peer
to the leader. It can be a matter of reading the information in the ledger for audit
purposes or a new request for borrowing or lending network resources. Either will
be treated in the same way, with the difference that the first request will not change
the status of the network, whereas the second will alter it. Such type of transaction
can take just a few milliseconds to be completed in an optimized system. Thousands
or even more transactions per second can take place, allowing this way almost real-
time negotiation and allocation of network resources limited only by the speed of
the action system.

8.2.2 Blockchain for Industrial IoT Networks

In the factory IoT setting that forms the basis of industrial 5G/6G use cases mul-
tiple communication interactions are assumed, often in an ad-hoc way. Increas-
ingly closer collaboration between the factory operator and devices and vehicles
introduced into the factory by multiple external suppliers requires establishing
secure communication channels between these different actors on the factory floor.
Depending on the application, a breach in an industrial IoT environment could
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result in risks ranging from leakage of important business information to exposures
of production processes or damage to the industrial controls. One building block
to address this issue is mutual device identification and authentication. Blockchain-
based solutions can be used for implementing the Verifiable Credentials model spec-
ified by W3C [34] and mapping it to the factory IoT setting.

Blockchain implementations vary regarding multiple properties. The most dis-
tinguishing ones are a blockchain’s visibility (public/private) and accessibility (per-
missioned/permissionless). For the multi-company verifiable credentials’ scenario,
a private permissioned blockchain will be implemented.

Verifiable credentials (VCs) are the digitally signed, cryptographically secure rep-
resentation of physical world credentials, such as a driver’s license, a birth certificate,
or an inventory number. A credential has the following properties:

• It identifies the subject of the credential (i.e., photo, name, and identification
number).

• It relates it to the issuing authority (i.e., government, agency, etc.).
• It is of a specific type (i.e., English passport, German driving license, and

health insurance card).
• It proves the assertion of specific properties by the issuing authority about the

subject.
• It informs about constraints on the credential (i.e., expiration date and terms

of use).

VCs add digital signatures to identity information, making them more tamper-
evident and more trustworthy than their physical counterparts. The rationale to use
this concept for the IoT device identification lies in the cryptographically signed
attestation of the device’s origin and “factory compatibility.”

The core roles in a VC ecosystem are (see also Figure 8.3):

• Holder: This role possesses one or more verifiable credentials. It receives them
by the issuer role, and it presents verifiable representations, or proofs, to the
verifier role.

• Issuer: This role asserts claims about one or more subjects, creating a VC
from the claim, and transfers the credential to a holder.

• Subject: This is the role about which claims are made. Most of the time,
a holder is identical to a subject, but sometimes they differ, e.g., a parent
(holder) holding the VC of a child (subject), or a human holding the VC of
its pet.

• Verifier: This role processes VCs to verify some property about a subject.
• Verifiable Data Registry: This role mediates the creation and verification

of identities, keys, VC schemas and definitions, revocation registries, public
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Figure 8.3. Roles that interact in a verifiable credential ecosystem.

keys of issuers, and so on. The verifiable data registry might be implemented
as a distributed ledger (see above).

In the mutual device identification use case, the secure identification of auto-
mated guided vehicles (AGVs) passing the factory entrance can be modelled: An
identification verification device at the factory entrance checks all incoming AGVs
whether they belong to a company being part of the campus consortium that is
allowed to be part of the factory’s ecosystem. A further check could be the compat-
ibility of the AGV with the factory (e.g., its type and measures).

This scenario can be mapped to the VC roles mentioned above:

• The AGV itself is both the VC holder and the subject. It holds VCs about the
company that owns it and about its type and measures. In this use case, there
is no need to differentiate holder and subject, because an AGV’s resources
should be sufficient to fulfil the requirements of the holder role.

• All companies provide their own issuing “authority,” that supplies all their
devices with the above-mentioned properties in the form of verifiable cre-
dentials. It thus serves as the issuer role which puts certain information on
the data registry, such as its own identifier and verification keys, the creden-
tial definition, and revocation information.

• At the factory entrance, a verification device serves as the verifier role which
checks the credentials (or proofs thereof ) the AGVs provide. It makes use
of the information on the data registry that is necessary for the verification
process.

• A blockchain is used as the verifiable data registry to store the credential
schema, as well as publicly visible necessary information by the issuers.
Blockchain is well suited for this purpose: The system does not have to rely
on a single trusted-by-everyone authority but stores the information in a
distributed, cryptographically secure way, thus increasing both integrity and
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availability. Furthermore, due to the blockchain’s construction, once infor-
mation is stored on it, it cannot be disputed to have been put there.

For human-centred applications, there are already implementations of this con-
cept available, such as Sovrin [35] and IDunion [36] which are based on projects
driven by the Hyperledger Foundation [37]. There is also some research focused
on IoT scenarios [38, 39], which needs to be considered.

8.3 Trusted Execution

The 6G trust coverage must encompass hardware-based trust anchors and built-
in security that work with the cloud and accelerator-based architectures expected
in the 2030s. In the highly decentralized, open, and virtualized telecom architec-
tures of the future, 6G must also utilize a secure and tamper-resistant hardware
component, known as the “root of trust,” to guarantee the security of data and
code in untrusted environments. The 6G era is expected to see an increase in non-
public networks and specialized sub-networks, many of which may be operated on-
premises or dedicated cloud stacks outside of the trusted wide area network. Hard-
ware technologies like trust anchors and execution environments will improve from
the current Trusted Platform Module (TPM) developed by the Trusted Computing
Group (TCG) and also incorporate Secure Boot, Trusted Execution Environments
(TEE) [40], and Enclaving [41]. With 6G, further advancements in TPM and TEE
are anticipated, along with new and hybrid processing units, hardware acceleration,
and an accompanying acceleration abstraction layer [42].

8.3.1 Workload Isolation

Edge computing brings memory and computing power closer to the location where
it is needed. In edge computing systems, computation is rather offloaded to nearby
resources than to the cloud, due to latency reasons. However, the performance
demand in the edge grows steadily, which makes nearby resources insufficient for
many applications. Additionally, the number of parallel tasks at the edge increases,
based on trends such as ML, IoT, and AI. This introduces a trade-off between
the performance of the cloud and the communication latency at the edge. Fur-
thermore, the need to be energy efficient in a mobile environment is high. The
edge computing paradigm, nowadays, employs single-tenant tasks, scheduled in
resource-constrained devices, needing specialized Operating Systems (OSes) to host
these tasks.

To be able to move to a multi-tenancy execution model at the edge, the sys-
tem must ensure non-interference and controlled data access among different and
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possibly concurrently running applications. To this end, virtualization plays a sig-
nificant role in adding secure multi-tenancy execution at the edge. Adding another
layer of abstraction facilitates unified execution frameworks but complicates the
execution stack and consumes resources for ensuring correct management, isola-
tion, and resource sharing among tenant workloads.

To alleviate the significant overhead of adding a full virtualization stack (hypervi-
sor and VMs) at the edge, the research community has proposed the use of container
technology. However, this execution model increases the attack surface, as it exposes
the full OS and runtime layer to any malicious or compromised application run-
ning in a container. Related works and critical security advisories [43] have pointed
out that containers are far too insecure for multi-tenancy. Recent works [44] have
introduced a new type of resource virtualization, bringing the benefits of isolation
and secure execution, without the burden of a full virtualization stack to support
generic OSes.

Attack Scenarios: A software supply chain attack [45] occurs when malicious code
is purposefully added to a component that is sent to target users. The code may
be introduced to the component in several different ways, such as via compromise
of the source code repository, theft of signing keys, or penetration of distribution
sites and channels. As a part of an authorized and normal distribution channel,
customers unknowingly acquire and deploy these compromised components onto
their systems and networks. Advanced malicious code typically does not disrupt
normal operations and may not activate for several days or weeks, thereby remaining
hidden from typical application and software testing practices.

For instance, a telecommunications company buys core network systems man-
agement software from a trusted provider; however, unbeknownst to the trusted
provider, one of the components it uses in the product has been compromised and
now contains malicious code. This is a threat that results from inheriting risk deci-
sions made by a supplier within the supply chain that impacts the end user of the
final product or service. The deeper into the supply chain it occurs, the more dif-
ficult it is to identify in advance. This inserted vulnerability may be used by the
malicious actor as a part of a larger attack chain that uses the malicious code to
gain access within the core network of the telecom and pivot towards other attack
vectors.

Additionally, unauthorized access to software or network components provides
a malicious actor with the opportunity to modify configurations to reduce secu-
rity controls, install malware on the system, or identify weaknesses in the prod-
uct. These vulnerabilities could be exploited for increased persistent and privileged
access within a system or network. Malicious actors may also embed code in SDN
controller applications to constrict bandwidth and negatively affect operations.
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For instance, a potential attack vector stems from “persistent threats,” where
malware is inserted into a system in a way that the platform always boots in a
compromised state, even after legitimate software is re-installed. To combat this
attack, system vendors are turning to two technologies: Secure Boot and Measured
Boot, to provide assurance that when a platform boots, it is running code that has
not been compromised.

8.3.2 Systems Software Stack

This subsection first focuses on the reduction of the attack surface by minimizing
the exposure of privileged operations. This part addresses attack vectors related
to the exploitation of bugs in software, as well as component misconfiguration.
Then, the hardware and software mechanisms used to enable trusted execution are
described.

Reduced Attack Surface: To minimize the exposed privileged operations when
executing workloads at Edge environments, the use of a sandbox mechanism is
introduced. Specifically, the host system is protected from any workload running
on it, by (i) executing it in a contained environment and (ii) reducing the exposed
privileged operations to the absolute minimum required for the workload to run.

Recent works have introduced a new type of resource virtualization [46–50]. In
the context of serverless computing [51], a sandbox mechanism is one of the ways
to allow multi-tenancy execution, increasing the workload consolidation factor and
reducing idle resources in a cloud environment. Kata Containers [52] provide such
a sandbox mechanism, allowing an OCI-compatible container to run inside a tra-
ditional VM.

To achieve (i), sandboxing mechanisms, mainly containerization and virtualiza-
tion techniques, are used. In order to facilitate workload deployment, the container
concept is kept, but instead of running workloads as containers on the host, the
container execution is isolated using VMs. Additionally, hardware extensions are
utilized when available.

To achieve (ii), unikernels [47] are used. In the last years, a new approach in
lightweight virtualization aims to bridge the best from both containers and vir-
tual machines. Unikernels are specialized single-address space machine images con-
structed by using library operating systems. Some of their advantages include fast
boot times, low memory footprint, and increased performance while at the same
time, they provide stronger security and hardware isolation. However, unikernels
come with a lot of limitations, and running existing applications on top of them is
not straightforward. While some frameworks try to provide a POSIX-like environ-
ment, others prefer a clean state approach, requiring the complete refactoring of an
application to be able to execute on them.
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Figure 8.4. A unikernel running as a VM on HEDGE.

Virtual Machine Monitor: A minimal and simplistic virtual machine monitor
(VMM) that resides inside the Linux kernel interacting directly with KVM with-
out any intervention from the user space is introduced to facilitate sandboxing.
This VMM is called EDGE, Hypervisor for the Edge (Figure 8.4). HEDGE is
essentially a simple dispatch handler in the kernel that services the needs of a guest.
It provides an interface to the KVM API, a virtual machine execution environment
for each of the VMs spawned, generic device handling (network and block), and
a management layer to perform basic VM operations (i.e., create, destroy, dump
console, etc.).

An important aspect of HEDGE’s design is reducing the noise that VMMs
enforce to handle I/O requests. In order to achieve performance, the guest needs
to run uninterrupted as much as possible. Apart from removing the mode switch
overhead, HEDGE handles I/O requests with the minimum possible overhead.

In the context of B5G/6G deployments, specific application code can be
extracted from the relevant use cases and port it to unikernel frameworks: Unikraft
[53] and rumprun [48].

8.3.3 Hardware Trust

A mobile device is susceptible to several attacks by malicious users, physical or oth-
erwise. For instance, one could gain access to the storage backend of a mobile device
(e.g., an SD card, eMMC memory, etc.) and tweak the operating systems binary
that drives the device to relay data to a malicious third party. This type of attack
is relevant to many use cases of B5G/6G infrastructure actors and end users. To
prevent this, mechanisms such as Secure Boot and Measured Boot are introduced.

The terms Secure Boot and Measured Boot are often seen together, and they can
be complementary, but they are not at all the same. Both technologies rely on a
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“Root of Trust,” that is, some piece of code or hardware that has been hardened
well enough that it is not likely to be compromised, and either cannot be modified
at all or else cannot be modified without cryptographic credentials.

For many systems, that “Root of Trust” is provided by the Unified Extended
Firmware Interface (UEFI) BIOS – code that takes the place of the ad-hoc “legacy”
BIOS that has been in use for years. The UEFI BIOS works with platform hardware
to ensure that the flash memory that contains the BIOS cannot be modified without
cryptographic authority, thus forming the “Root of Trust.”

A UEFI BIOS depends on several elements to ensure the Root of Trust is not
compromised:

• The BIOS contains a public key that is controlled by the equipment manu-
facturer. Any authorized change to the BIOS must be signed with the corre-
sponding private key.

• The BIOS itself is required to check the validity of the signature on a proposed
update, using the public key stored in a protected part of the BIOS flash.

• The BIOS must configure processor hardware features to block any unautho-
rized writes to the flash. In an x86 design, Protected Range Registers are one
line of defence, with other mechanisms also available.

Both Secure Boot and Measured Boot start with the Root of Trust and extend
a “chain of trust,” starting in the root, through each component, to the operating
system (and in embedded systems, often to the application itself ). But once a Root
of Trust is established, Secure Boot and Measured Boot do different things.

Modern platforms of all sorts often use a multi-stage boot, where firmware in
flash launches an OS Loader (such as Grub2 or u-boot), which then loads and
launches a series of OS components.

• In a Secure Boot chain (Figure 8.5), each step in the process checks a cryp-
tographic signature on the executable of the next step before it is launched.
Thus, the BIOS will check a signature on the loader, and the loader will check
signatures on all the kernel objects that it loads. The objects in the chain are
usually signed by the software manufacturer, using private keys that match
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Figure 8.5. Secure boot execution flow.
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up with public keys already in the BIOS. If any of the software modules in
the boot chain have been hacked, then the signatures will not match, and
the device will not boot the image. Because the images must be signed by
the manufacturer, it is generally impractical to sign any files generated by the
platform user (such as config files).

• In a Measured Boot chain (Figure 8.6), we still depend on a Root of Trust as
the starting point for a chain of trust. But in this case, prior to launching the
next object, the currently running object “measures” or computes the hash of
the next object(s) in the chain and stores the hashes in a way that they can be
securely retrieved later to find out what objects were encountered. Measured
Boot does not make an implicit value judgement as to good or bad, and it
does not stop the platform from running, so Measured Boot can be much
more liberal about what it checks. This can include all kinds of platform
configuration information such as which was the boot device, what was in
the loader config file, or anything else that might be of interest.

Secure Boot: Secure Boot is relatively self-contained. If the handful of signed
objects have not been tampered with, the platform boots, and secure boot is done.
If objects have been changed so the signature is no longer valid, the platform does
not boot, and a re-installation is indicated.

Measured Boot: Measured Boot is not only more flexible but also requires an
important step. All those hashes must be stored in a way that there is very little
chance that they can be manipulated and a very high likelihood that they can be
reliably reported to a management station, using a process called attestation. As
Measured Boot does not stop the platform from booting, the host OS cannot be
relied upon to report the hashes.

In the case of Measure Boot, the Trusted Platform Module (TPM) is used to
record these hashes. The TPM is a small self-contained security processor that can
be attached to a system bus as a simple peripheral. Of the many functions a TPM
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can provide, one is the facility called Platform Configuration Registers (PCRs), used
for storing hashes.

Secure Boot and Measured Boot can both be used at the same time. Secure Boot
ensures that the system runs only authentic software, and Measured Boot gives a
much more detailed picture of how the platform is configured.

8.3.4 Confidential Computing

Security has long been one of the key goals of systems design [54]. Cryptography
has enabled the safe storage (at rest) and transmission (in flight) of important data.
However, there is still a situation, when data can be vulnerable. The applications
decrypt the data in order to save them. Therefore, the decrypted version of data is
stored in RAM, CPU caches, and registers. In recent years, there has been reported
a high number of memory scraping and CPU side-channel attacks. Under these
circumstances, the wide adoption of cloud and edge computing, where users can-
not control the underlying infrastructure, raises significant concerns regarding the
security of data in use. In that context, the user cannot trust any parts of the system
stack that cannot control such as the host operating system and the hypervisor.

Confidential computing aims to address the data in-use security concerns. Due
to the reasons explained previously, confidential computing cannot be a solution
at a software level. Accordingly, it is based on hardware extensions that modern
CPUs include and provide Trusted Execution Environments (TEEs). A TEE is an
enclave that isolates the code and the data of a workload from any other system
component.

Depending on the implementation, a TEE might use fencing and locking mech-
anisms to ensure the isolation of the trusted code. As soon as a trusted code is
loaded in a TEE, only specific cores and memory cases are used, aiming to avert
side-channel attacks. Furthermore, TEEs can also use encryption for the data that
are stored outside the TEE resources. The communication with a TEE happens
through a well-defined interface, and all I/O operations are encrypted. As a result,
TEEs manage to isolate the code and data running inside a TEE from any other
process, user, or system component. Only the trusted code is able to view or modify
the encrypted data.

The encryption and signing keys that are used from a TEE should be saved in
a hardware module. That module can be the starting point (Root of Trust) and
should be trustworthy. Except for encryption and signing keys, the RoT might
contain other root secrets and a set of functions, needed for the encryption or vali-
dation of data. The code and data (keys) of an RoT are usually stored in a read-only
memory (ROM), restricting any modifications. Trusted platform modules (TPMs)
described in previous sections are examples of RoT that can generate cryptographic
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keys and protect important information (i.e., cryptographic and signing keys, pass-
words, etc.).

Using the RoT platforms can secure the underlying firmware and extend the
trust to higher levels of the software stack. A verified firmware can verify the OS
boot loader, which can verify the operating system, which can extend the trust to
the hypervisor and/or container engine. The process of extending the trust from an
RoT to higher levels of software stack is called chain of trust (CoT).

Apart from the isolation, a TEE should be able to verify the integrity of an appli-
cation code. Even if the code inside a TEE is isolated and cannot be changed, there
is still the danger of someone tweaking that code before it is launched inside a TEE.
To be able to verify that the workload running on the hardware node is indeed the
one intended by the system, attestation is used: through attestation, the workload
tenant can verify that the workload is running on a genuine, authenticated platform
and that the initial software stack is the expected one.

The goal is to support as many TEEs as possible. Vendors provide a wide range
of security mechanisms for TEEs, from memory isolation (e.g., Intel MKTME,
Arm External Memory (DRAM) Encryption and Integrity with CCA), applica-
tion isolation (e.g., Intel SGX, Arm TrustZone, and IBM Application isolation
technology), and virtual machine isolation (e.g., Intel Trust Domain Extensions
(TDX), AMD Secure Encrypted Virtualization (SEV), or IBM Protected Execution
Facility (PEF)).

8.3.5 Orchestration

To facilitate the deployment of applications in Cloud-Edge environments, and, at
the same time, ensure string security guarantees for applications and data, existing
Trusted Execution Environments (TEE) infrastructure support and technologies
can be combined with the cloud-native word (Figure 8.7).

The key concepts to consider are the following:

• Allow cloud-native application owners to enforce application security
requirements.

• Transparent deployment of unmodified containers.
• Support multiple TEE and hardware platforms.

Container A

Container B

Workload owner only controls
the container boundaries and
communication

Orchestration actions now required across
TEE boundary
OR
Access granted into the TEE for performing
orchestration actions

Figure 8.7. Cloud-native execution environments.



Trust-as-a-Service 343

• Introduce a trust model that separates Cloud Service Providers (CSPs) from
guest applications.

• Apply least privilege principles to the platform administration capabilities
that impact delivering Confidential Computing for guest applications or data
inside the TEE.

TEEs can be used to encapsulate different levels of the architecture stack with
three key levels being node vs pod vs container. Container isolation was initially
provided with hardware virtualization solutions, such as hypervisors. Now, pod-
level support for confidential computing is addressed. Node level introduces sig-
nificant challenges around the least privilege for Kubernetes cluster administration.
With respect to the combination of pod and container level isolation, it is expected
that the challenges explored will have relevance to future understanding of the use
of TEEs at the node level.

The TEE seeks to protect the application and data from outside threats, with the
application owner having complete control of all communication across the TEE
boundary. The application is considered a single complete entity, and once supplied
with the resources it requires, the TEE protects those resources (memory and CPU)
from the infrastructure, and all communication across the TEE boundary is under
the control of the Application Owner.

However, moving to a more cloud-native approach, the application is now
considered a group of one or more containers, with shared storage and network
resources (pod). This pod is also subject to an orchestration layer that needs to
dynamically interact with the pods and containers with respect to provisioning,
deployment, networking, scaling, availability, and lifecycle management.

8.4 Trust-as-a-Service

Trust is a high-level and complex value that is based on multiple basic KPIs, which
are including but not limited to availability, reliability, security, privacy, integrity,
and authenticity. Generally, there are three kinds of trust relation in modern mobile
services:

1. A user trusts a service, sharing its confidential information with the service
provider to be able to use the service. It is worth remarking that the provided
service can be a data service (e.g., cloud storage), an intelligent application
(e.g., cloud-based speech recognition), or even the networking service itself
(e.g., radio access).

2. A service provider trusts a user. This kind of trust is not only reflected in
the service provider guaranteeing certain services to the user but also allows
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the service provider to exploit feedback data from the user to adapt/optimize
its service.

3. A user trusts another user. This kind of trust allows the trusting user not only
to exchange information with the trusted but also to exploit data shared by
the latter for its own decision-making.

Though there have been numerous advanced transmission techniques developed
to enhance the availability and reliability of user data in 6G networks from channel
fading, interference, and hostile jamming, in addition to the various measures that
are designed to protect the security, privacy, and integrity of data in from malicious
and unauthorized accesses, most of them are not effective against a few specific
threats that are initiated from inside of the system, which are commonly realized
by abusing the trust among users and services.

One typical example of trust-abusing threats is the DoS attack, which is typi-
cally accomplished by flooding the targeted service with superfluous requests. In
this scenario, the service provider’s trust in the user (or massive users in the case of
DDoS) initiating the attack is abused, leading to an exhaustion of its service capac-
ity, which damages the trust of other users in this service by means of undermining
the service availability.

Another common trust-oriented attack strategy is the phishing attack, which
commonly combines website spoofing and social engineering techniques to manip-
ulate users into sharing their confidential information. In such attacks, the user’s
inappropriate trust in another user (the sender of phishing email/message) and/or a
service (e.g., a fake cloud computing platform with a fishing log-in site) is abused,
which ultimately impairs the user’s data privacy, or in some cases also the data avail-
ability and security (when the user is manipulated to run ransomware that disables
user information, or Trojans that grant the attackers access and control to her/his
system).

In addition, there has been an emerging new threat of this type: the data-
injection attack, which usually aims at poisoning or manipulating the ML mod-
els to degrade the quality of data-based services by feeding fake data to the system.
Such attacks have been demonstrated effective against various wireless applications,
including multi-sensor localization [55] and autonomous truck platooning [57],
where the trust between different users (vehicles/sensors) is abused, as well as navi-
gation [56] and healthcare [58], where the service providers’ trust in users is abused.
A data-injection attack can be either initiated with social engineering techniques to
obtain the control of user devices, or directly committed by malicious users through
their own devices with authorized network access. In addition, even benevolent
users may unintentionally report misdirecting poor data due to device malfunc-
tions or unexpected use scenarios [58]. In all cases, destructive data can be injected
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into the system without violating data privacy or integrity but compromising the
data authenticity. Moreover, it shall be noted that as data-injection attacks do not
rely on accurate knowledge of the intelligence engine, even model-less approaches
are not immune therefrom. For example, the particle swarm optimization (PSO)
algorithm, which is a typical and widely applied approach to model-less emergent
intelligence, has been proven fragile to biased agent reports [59].

While 6G is expected to be an infrastructure for not only data traffic but also
pervasive intelligence, the intelligent services it delivers are commonly data-driven
and rely on measurements or reports as feedback from users. The quality of such
intelligent services, including not only mobile cloud services running over 6G net-
works but also the intelligent 6G networking service itself (e.g., CSI prediction,
RRM, and NFV MANO), is highly dependent on the quality of such feedback
data. Therefore, the threat of data-injection attacks will be significantly higher in
the 6G era than ever before.

To encounter trust-based attacks, a common strategy is to assess the trustwor-
thiness of every involved user and service provider, so that the malicious ones can
be distinguished from the normal ones and discriminated against. For example,
users shall be warned about phishing attacks when they try to share information
with malicious users/websites, and the CSI reports from untrustworthy user devices
shall not be taken with reliance for training the RRM algorithm of the 6G network.
Generally, there are four main categories of methods to evaluate trust in open and
dynamic multi-agent systems such as the 6G ecosystem [60], namely:

1. Direct trust evaluation models based on past local observations
2. Indirect (reputation-based) trust evaluation models based on observations

from other agents in the same environment
3. Socio-cognitive trust evaluation models based on analysis of social relation-

ships among multiple agents
4. Organizational trust evaluation models, which rely on the organizational

affiliation or certificates issued by some trusted organizations.

In the 6G environment, organizational trust evaluation is commonly available
for mobile devices, network equipment, and MNOs/MVNOs. However, it cannot
eliminate the commitment of phishing and data-injection attacks from organiza-
tionally certified devices. Threats of such kinds can only be detected via behavioural
diagnosis with direct or indirect trust evaluation models. Moreover, as it usually
takes a long observation period for one agent to accurately detect the malicious
behaviour of another agent, but only very few interactions to accomplish an effec-
tive trust-abusing attack, direct trust evaluation alone is unlikely sufficient to pro-
tect agents from such attacks in an open and dynamic environment. Therefore,
reputation-based trust evaluation becomes the most promising solution to these
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threats for 6G. A pioneering effort in [60] has demonstrated its effectiveness in
protecting the PSO algorithm from data-injection attacks.

To enable the indirect trust evaluation, the reputation score, i.e., the agent-
assessed trust value of users or services must be sufficiently spread and shared
among the agents. Therefore, a third-party entity/platform must be involved to
record, maintain, update, and distribute the reputation score. This framework, as
discussed by literature in various use scenarios [61–64], is known as “Trust as a
Service” (TaaS).

While existing works are mostly considering cloud service and IoT applications,
they generally distinguish users from service providers in an explicit manner, focus-
ing only on generating the reputation score of cloud service providers based on
user feedback and issuing references to the users. In a more generic context of 6G-
enabled services of data and intelligence, we can briefly summarize the TaaS archi-
tecture in Figure 8.8. Any involved agent, depending on the type of service and the
role it plays in that service, can be either a data/service provider or a data/service
consumer, or in some cases both. Once an E2E data link (or service session) is
established between the data/service providing and consuming agents, the reputa-
tion service module intervenes by issuing verifications to the identity and reputation
score of the provider and referring them to the consumer. Upon its own interaction
history with the provider, the consumer may be keeping a local trust record of the
provider, which is dedicated to the latter’s identity. This local record defines the
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direct trust, which is fused with the indirect trust (i.e., the reputation score) by a
trust evaluating module. In case no local trust record is available, the indirect trust
will be simply taken. Then, on the application layer, with respect to the evaluated
trust score, the data/service from the provider will be either rejected, straightfor-
wardly exploited, or selectively/partially exploited on the application layer. A quality
assessing mechanism of some kind (e.g., anomaly detection) is essential on the con-
sumer end to evaluate the quality of data/service it had obtained from the provider
regarding high-layer output (on the representation and/or application layers). The
assessment will be not only locally used by the consumer to update its own trust
record but also reported to the trust broker in the reputation service module for
further analysis and update of the reputation database.

One of the most critical challenges in the architectural design of TaaS is to allo-
cate the reputation service module, which plays the core role in the TaaS framework,
to a certain node/domain of the system. In the context of 6G mobile networks and
its ecosystem, the 6G MNO/MVNO is the most appropriate stakeholder to imple-
ment and operate the reputation service module, for a three-folded reason. First, as
the only original source of both direct and indirect trust, the quality assessment of
data and service can only be implemented at the consumer end, because it essen-
tially requires a semantic understanding of the message, to evaluate the quality of
data and service on the representation and/or application layers, so that the mali-
cious or poor data can be distinguished from the benevolent and reliable. Therefore,
the trust broker has to be globally accessible for all agents regardless of the service
domain, which can be challenging for any stakeholder but the MNO/MVNO. Sec-
ond, the MNO/MVNO can leverage the Unified Data Management (UDM), or
corresponding entity in the future 6G architecture, to conveniently implement the
identification and authentication function. Last but not least, the TaaS itself, as the
source of trust, requires the involved agents to trust the reputation data, which may
create a dilemma unless the TaaS is provided by the MNO/MVNO, which is always
trustworthy to a certain degree for all users and service providers that are connected
through the 6G network. Therefore, we see TaaS as an essential functionality of a
secure and trustworthy 6G network.

It is also worth noting that when applied solely with indirect trust evaluation, the
TaaS itself can be exposed to a specific data-injection attack, i.e., reputation spoof-
ing with a malicious fake rating. Therefore, a hybrid design that combines local
direct trust evaluation by every agent and cloud-based indirect trust evaluation shall
be necessary to enhance the robustness of TaaS against reputation spoofing. Fur-
thermore, blockchain technologies may play an important role in tracing malicious
agent evaluations in TaaS, which can be further combined with socio-cognitive
trust evaluation models to resolve coordinated data injection attacks by multiple
malicious agents.



348 Secure, Privacy-Preserving, and Trustworthy Networks

8.5 Trustworthy ML/AI

In the 6G system, the integration and adoption of ML/AI will be significant.
ML/AI-powered technology will play a pivotal role in 6G networks by automating
decision-making procedures, implementing a zero-touch approach. Thus, the net-
work and its services will be more intelligent, automated, and programmable [65].
The use of ML/AI will also impact the delivered trustworthiness as it has the poten-
tial of providing intelligence for threat detection and mitigation. On the other
hand, ML/AI itself needs to assure that it is built and operates trustworthy.

The concept of trustworthy ML/AI includes both technological and soci-
etal aspects. The key requirements of trustworthy ML/AI are, as stated in EU
Ethics guidelines for trustworthy AI [66], human agency and oversight, tech-
nical robustness and safety (including security aspects), privacy and data gov-
ernance, transparency (including explainability aspects), accountability diversity,
non-discrimination and fairness, and societal and environmental well-being.

Transparency refers to the information about the ML/AI system made avail-
able to the users interacting with the system. This encompasses the whole ML/AI
pipeline and includes decisions about the pipeline. Transparency is necessary to take
actions and apply rectifications against unwanted effects. Accountability reflects
shared responsibility and expectations when these unwanted effects occur. Explain-
ability means that functionalities behind the operations of the ML/AI system can
be representable, and the outputs can be interpretable. This is especially needed to
accomplish more reliable risk evaluations and governance.

ML/AI systems should be robust against adversarial attempts. These attempts
may target to break how the ML/AI system works, its security, or privacy. ML/AI
risks may stem from the data used to train the AI system, training process of ML/AI
models, the operational processes, and the inference phase to the ML/AI system
because of the interactions with the external users. The relevant risks should be
clearly identified, and mitigations should be planned. As the 6G systems are fore-
seen to have a distributed and multi-stakeholder nature, the potential risk activ-
ities and their governance require considerations of this nature. To leverage the
distributed nature of 6G systems, collaborative learning concepts such as feder-
ated learning and split learning are promising in addition to centralized learning
concepts. They support joint optimization and data minimization and are con-
sidered privacy-aware methods as they allow training locally on end devices with-
out requiring centralized data training. On the other hand, these methods may
introduce some challenges and new threats stemming from possible malicious end-
device activities during training to manipulate the overall training process [67].

Another requirement to achieve a trustworthy ML/AI system is safety from func-
tional, operational, and human perspectives. ML/AI systems should ensure that
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unintentional or malicious effects do not cause any harm to the functionality, oper-
ation, or human life, health, or property. The system should be designed taking the
responsible design, development, and decision practices into account. ML/AI sys-
tems should also operate to address fairness and bias concerns which refer to equality
and equity considerations.

Trustworthy AI principles have also started to be considered by standardization
and regulation bodies with supporting activities. The EU AI Act was proposed by
the European Union proposed on April 21, 2021, and is yet to be approved. The act
aims to regulate the development and use of AI in the European Union ensuring
that AI is developed and used in a responsible and ethical manner that protects
the rights and safety of individuals. Trustworthy AI principles brought another
perspective to risk management; thus, recently ISO/IEC and NIST released their
efforts to provide guidance on risk management. ISO/IEC extends the risk man-
agement framework (ISO 31000:2018) with ISO/IEC 23894:2023 [68] providing
a direction to organizations involved in the ML/AI processes including develop-
ment, production, or use of ML/AI-assisted products on how to manage risks that
are specific to ML/AI. Similar to ISO, NIST has developed a framework in col-
laboration with the private and public sectors to better understand the impact of
ML/AI and manage associated risk. The first version of the AI Risk Management
Framework (AI RMF 1.0) [69] and its companion Playbook have been released to
foster trustworthy and responsible development and use of ML/AI systems. ML/AI
risk management should be adopted by organizations and should be advocated by
the society to understand not only the challenges but also societal impacts. The
continuation of the efforts is also important to further guide the organizations on
risk evaluation and trade-offs among different characteristics of trustworthy AI like
privacy and explainability.

Security, being an important key element of trustworthy AI principles, requires
specific attention as it has a broader scope: ML/AI can be used to enhance the secu-
rity, ML/AI can be leveraged to break the security, and ML/AI can be the target
of attacks. From the standardization perspective, the ETSI Industry Specification
Group on Securing Artificial Intelligence (ISG SAI) [70] focuses on these aspects
and creates standards to improve ML/AI security. ETSI ISG SAI works under spe-
cific focus groups and released the following documents:

• Problem Statement and Mitigation Strategy Reports provide a state-of-the-
art analysis of the threat landscape and describe mitigation strategies against
those threats.

• Data Supply Chain Security focuses on the security of data pipeline, data
manipulation, and its effect on ML/AI systems.

• AI Threat Ontology defines specifics of AI threats providing a view of the
relationships between actors representing threats, threat agents, and assets.
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• The role of hardware in the security of AI describes how to secure AI
through hardware-mediated trusted execution environments and how to han-
dle attacks on specialized AI processing hardware.

• AI Computing Platform Security Framework defines the requirements of the
secure AI compute platform, its security components, and reference archi-
tecture for the platform. This secure platform aims to pave the way for an
attack-resistant AI computing platform and better protection for the valu-
able assets of stakeholders.

Trustworthy ML/AI requirements should be addressed throughout the life cycle
of design, development, deployment, and operation and should be supported with
other security, privacy, and trust foundations enabled in the 6G system. The stan-
dardization efforts and advances in ML/AI risk management and regulations should
be closely followed by 6G research activities.

8.6 Summary and Outlook

6G networks will transport critical and sensitive information, thus requiring secu-
rity mechanisms that ensure confidentiality, integrity, and availability of the data
and the networks. Superior privacy of such sensitive information that is gathered
by the network is essential to make 6G networks trustworthy. Such mechanisms,
either hardware- or software-based, can be applied at different layers (e.g., informa-
tion sharing among tenants, cloud-stored data, and end users), because of the diver-
sity of data sources stored on different nodes, under the control of different parties.
New technologies, such as AI/ML, are adopted to cover the security requirements
of the 6G architecture and the new network features and properties. Although 6G
security comprises the well-proven essential security methods present in today’s net-
works, it is crucial to think of security not only as a one-time effort to undertake
when deploying a network but as a constant process over the complete lifetime of
the network and its services.
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Chapter 9

6G Outlook and Timeline

By Mauro Boldi, Mikko Uusitalo, Patrik Rugeland, et al.1

9.1 Introduction

Research on 6th Generation (6G) has been going on for several years. A major mile-
stone after concurrent and focused research efforts was the establishment of the first
pan-European 6G Flagship EU-funded collaborative research project Hexa-X [1],
which started in January 2021 and collected industry and academia together to
create momentum and direction for 6G. The next phase of such a broad initia-
tive started in January 2023, when the second pan-European 6G Flagship project
Hexa-X-II started, and is planned to last until June 2025 [2]. Simultaneously with
Hexa-X-II, many other European Union (EU)-funded projects within the Smart
Networks and Services Joint Undertaking (SNS JU) program [3] kicked off in Jan-
uary 2023, addressing several aspects of the forthcoming 6G system. It is expected
that at the end of Hexa-X-II, the momentum on 6G actions will shift gradually
from research to pre-productization and the creation of technical specifications in
standardization bodies.

This final chapter will present the current status of 6G with reference to the
standardization and regulation framework, aiming for the adoption of the agreed
specifications worldwide around 2030.

1. The full list of chapter authors is provided in the Contributing Authors section of the book.
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9.2 The Foreseen 6G Standardization Process

The value proposition of the communication service provider (CSP) ecosystem
depends heavily on economies of scale. For networking, this is captured by the
well-known Metcalfe’s law [4] that states that the value of the telecommunica-
tions network is proportional to the square of the number of connected end users.
Standardization is a key means to maximize this value proposition by ensuring
the interoperability of various subsystems through the creation of global technical
specifications, where all ecosystem stakeholders are represented and recognize a
common added value. Global standards ensure service and vendor interoperabi-
lity by defining a set of well-defined interfaces that the system providers comply
with, and interoperation is verified by a set of tests that the vendors need to pass. In
this way, standardization creates mass-market economies of scale, without vendor
lock-in, while still enabling innovation within the system components.

De facto standards are established when a critical mass of users and providers
favour one particular solution that starts dominating the market. Quite often evo-
lution and innovation of the de facto standards technology are constrained by a
single or very few stakeholders. Formal standards are developed by Standard Devel-
opment Organizations (SDOs) through official fair procedures and membership
bylaws defining the scope, decision process, and stakeholders of the SDO. De facto
standards can become formal standards if they are adopted and approved by a for-
mal SDO. In addition to de facto and formal standards, there are also “de jure”
standards. A standard is a “de jure” standard if a legally binding regulation (e.g.,
EU regulation) makes an explicit reference to a specific standard.

In this section, we present the foreseen process of 6G standardization. Such a
process considers the allocation and use of radio spectrum for 6G, network archi-
tectures, and systems functionality as well as interfaces, services, and terminal capa-
bilities in key SDOs that have been playing a central role in defining the previ-
ous cellular network generations and are expected to continue doing so for 6G
as well.

The International Organization for Standardization (ISO) [5] and the Interna-
tional Electrotechnical Commission (IEC) [6] define global standards for electronic
equipment and products covering a wide range of application sectors. For exam-
ple, ISO has developed standards for life cycle assessment guidance and circular
economy as part of a set of actions focusing on increasing the sustainability of
future systems. IEC also defines electromagnetic compatibility (EMC) standards
that provide guidelines for communication equipment as well. The membership of
these global SDOs is for national bodies only.
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9.2.1 ITU, 3GPP, and ETSI

The International Telecommunication Union (ITU), an agency of the United
Nations, oversees telecommunication-specific standards. The members of the ITU
are national bodies as well as sector members, such as vendors, operators, and other
ICT companies. It is divided into the following sectors: the Telecommunication
Standardization Sector, (ITU-T) [7] for information and communication technolo-
gies, ITU-R [8] for radiocommunications, and ITU-D that is mandated to create
policies for developing countries [9]. ITU regularly organizes the World Radio-
communication Conferences (WRC) that review and update the Radio Regulations
covering the use of the radio-frequency spectrum as well as geostationary and non-
geostationary satellite orbits. 6G spectrum regulation is expected to be decided at
the WRC-27 in 2027. ITU-R is also responsible to specify the requirements that
define each new generation of mobile networks, e.g., IMT-Advanced for 4G [10],
and IMT-2020 for 5G [11]. Currently, a number of studies and recommendations
need to be prepared by ITU-R to justify spectrum assignments as well as to lay out
the foundation for the creation of the International Mobile Telecommunications-
2030 (IMT-2030) Standard, expected around 2030 (see Figure 9.1) that will define
6G networks, devices, and services, as well as the requirements they must fulfil.

The drafting process of IMT-2030 has several milestones. First, the IMT Vision
of IMT towards 2030 [12] and beyond is expected to be completed in 2023. Such
a document explores and documents foreseen 6G use cases, applications, capa-
bilities, and technology enablers and is complemented with feasibility studies of
spectrum characteristics of additional frequency bands suggested for 6G. Then the
vision document and related feasibility studies will be followed by the identification
and collection of technical requirements that will trigger other relevant SDOs to
define and develop fitting functional technologies, architecture, and solutions for

6G study 6G specs 6G v26G
req.6G concept

ITU Report on Future
Technology Trends

Vision of IMT towards 2030 and
beyond

Report on IMT feasibility above
100GHz

Technical performance
requirements
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Figure 9.1. Expected 6G standardization timeline – note that the timeline may vary based

on the progress in SDOs.
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the next-generation networks. The outcome of these efforts will be integrated and
documented in the IMT-2030 recommendation.

The 3rd Generation Partnership Project (3GPP) has been the main SDO for 3G,
4G, and 5G specifications and is expected to play the same role for 6G, covering
radio access, core network, UE, and service aspects. The term “partnership” in the
name of 3GPP refers to the fact that multiple regional or technology-specific SDOs,
with more than 750 companies, participate in the 3GPP work. 3GPP specifications
are grouped into a series of releases that define the features and capabilities of the
cellular system. A new release is usually specified in 15–24 months. The first release
for 6G has not yet been defined, but from ITU timelines, one can deduce that 6G
studies will start in 3GPP around 2025 under Release 20 (see Figure 9.1).

For each release, 3GPP follows a staged process that starts with overall service
descriptions from the user’s standpoint leading to requirements. This is the respon-
sibility of Services and Systems Aspects (SA) Working Group (WG) 1 – Services.
Based on the results of SA WG1, a description of service requirements of the net-
work functions and mapping to network capabilities is defined by SA WG2 – Sys-
tem Architecture and Services, which is then used to define switching and signalling
capabilities and protocols in Core Network and Terminals (CT) WGs and radio
access network (RAN) WG.

The European Telecommunications Standards Institute (ETSI) is one of the
European Standards Organizations officially mandated to support EU regulation
and policies [13]. ETSI defines ICT standards for systems, applications, and ser-
vices across multiple industry sectors. The work in ETSI is organized into Tech-
nical Committees (TC), sector-specific ETSI projects, and Industry Specification
Groups (ISGs). It is working on multiple enabler technologies essential for 6G sys-
tems. ETSI has established an ISG for terahertz communication (THZ ISG [14]),
with the target of laying out the technical foundation for THz communications
(0.1–10 THz) including RF characteristics and channel models. Other 6G rele-
vant ETSI groups are the Experiential Networked Intelligence ISG that defines a
cognitive network management architecture, the Zero-touch network and Service
Management (ZSM) group that automates network operations, and the Network
Functions Virtualization (NFV) that enables cloud orchestration of native network
functions.

9.2.2 Other Standardization Efforts

In addition to the three previously mentioned SDOs, there are a number of 6G rele-
vant industry alliances that define and develop a specific technology or systems that
will play a part in some or all 6G network deployments. O-RAN ALLIANCE [15]
is one of them and is expected to have an impact on the definitions of how the radio
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access of the 6G networks will unfold. O-RAN Alliance is an industry specification
group focusing on the next-generation RAN infrastructure. It is a community of
around 300 mobile operators, vendors, and research institutions with a mission
to develop RAN towards more intelligent, virtualized cloud-based network ele-
ments with standardized open interfaces. For 5G, O-RAN has defined among oth-
ers fronthaul solutions and AI-enabled RAN Intelligent Controller solutions (i.e.,
non-real-time and near-real-time RAN intelligent controllers). O-RAN has started
pre-standardization research activities to investigate the foreseen 6G use cases and
technologies and their impact on the RAN architecture in the Next Generation
Research Group (nGRG). This research group is expected to publish white papers
and research reports based on their studies. The group is not chartered for any
normative specification work which is left for later phases in alignment with ITU
and 3GPP schedules in O-RAN working groups that are in charge of the actual
specification work.

Next Generation Mobile Networks (NGMN) Alliance [16] is an open forum
founded by world-leading mobile network operators. NGMN has different mem-
bership categories with different roles, rights, and obligations. Operators are in the
member category, vendors and software companies are in the contributor category,
and research institutes are in the advisor category. NGMN creates deliverables that
provide guidelines to equipment developers and SDOs, proposals, and require-
ments to the industry and other SDOs [17, 19]. It is also acting as a venue for
information sharing on critical concerns and sharing experiences and lessons learnt.
NGMN has by so far started 6G considerations by publishing white papers on 6G
drivers and vision [18] and 6G use cases with their technical challenges and impli-
cations to 6G requirements [19]. Based on their previous work on 5G, we expect
that NGMN will continue to be an active player in shaping the 6G end-to-end
architecture and the ecosystem around it. Particularly, NGMN is likely to work on
6G migration matters, security and operational aspects, overall ecosystem aspects,
identification of new requirements for 6G features, and testing the network capa-
bilities.

GSM Association (GSMA) is a mobile operator-driven organization with the
goal of achieving scale and interoperability for new mobile technologies. It is per-
haps most known by the annual Mobile World Congress trade show that takes
place in Barcelona usually at the end of February or early March. GSMA develops
and publishes technical documents that have a high impact and are accepted as
standards across the communication industry. These technical documents include
among others “Definitions of generic slice templates” [20], “5GS Roaming Guide-
lines” [21], and “Requirements for Multi-SIM Devices” [22], and so on. In addition
to the technical documents, GSMA provides its members with tools, statistics, and
forecasts.
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9.3 Regulatory Trends Towards 2030 and Beyond

While the telecommunications sector has been liberalized and privatized in the
1990s, sector regulation continues to be important in conjunction with efficient
spectrum access rules, aspects of EMF, and assurance of level playing field with
platform and cloud operators beyond the telco context. Towards 2030, this trend
will continue. For example, spectrum management is at the heart of future net-
works and any wireless technology development, and governments and regulators
will have new opportunities due to a wide variety of spectrum bands with highly
distinct deployment characteristics and spectrum access models with different levels
and needs of spectrum sharing. Another rising issue is electromagnetic field (EMF)
exposure. The deployment of 5G technology has started in different areas of the
world, and in some regions, (including Europe) concerns over EMF exposure fuel
the opposition of the public to its rollout [23, 24]. The exposure to EMF is and will
be regulated, based on the guidelines from the International Commission on Non-
Ionizing Radiation Protection (ICNIRP) [25]. Since the beginning of telephony,
regulations have played an important role in shaping innovation and the operation
of the telecommunications industry, for example, setting the industry to be monop-
olies in the 1960s, liberalizing the sector with privatization in the 1990s, and setting
up new regulations for 5G local and private networks. Future networks will likely
combine a range of RAN technologies from macro cells to small cells with very
high-capacity short-range links. This calls for refining regulations to resolve incon-
sistent local approval processes and frequency band assignments to enable dense
small-cell deployments.

9.4 European 6G Research and Innovation Activities

The work on 6G networks and services has started, and multiple activities are
taking place around the world. In Europe, the 6G Smart Networks and Services
Industry Association (6G-IA) [26], in collaboration with the supporting Associa-
tions, namely, Networld Europe [27], Alliance for Internet of Things Innovation
(AIOTI) [28], CISPE.cloud [29], and NESSI [30], prepared a proposal for a Euro-
pean Partnership for Smart Networks and Services to be implemented in the context
of Horizon Europe Framework (HEU).

In November 2021, the SNS Joint Undertaking (JU) [31] was established as a
legal and funding entity to drive the 6G digital transition. The SNS JU is a public–
private partnership jointly run by the European Commission and the 6G-IA. The
initiative enables the pooling of EU’s industrial and academic/research resources in
the area of smart networks and services. In addition, it fosters alignment with EU
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Figure 9.2. SNS JU strategic objectives.

Member States for 6G Research and Innovation and deployment of advanced 5G
networks.

The SNS JU sets out an ambitious mission with an EU funding budget of
e 900 million for the period 2021–2031 (Figure 9.2):

• Foster Europe’s technology sovereignty for 6G smart networks and services
by designing and providing advanced applications and services together with
competitive 6G connectivity solutions. The research and innovation actions
are designed to consider the full value chain from end devices to service
providers and from softwarized and virtualized solutions down to innovative
hardware implementations.

• Improve the digital industry’s operation by identifying the needs of verticals
and provide them with well-needed solutions that will efficiently address their
pain points and improve their productivity. One of the main goals of the SNS
JU is to act as the catalyst for the creation of a fertile multi-domain business
ecosystem.

• Address, beyond the business and technological needs, societal needs like
key UN’s Sustainable Development Goals (SDGs) [32], the European Green
Deal [33], as well as safeguard safety and security European policies.

The SNS JU aims at mobilizing the European Stakeholders within ICT as well as
the vertical sectors and making Europe the centre of gravity for global collaboration
and consensus. The partnership is based on the 6G-IA Vision for 6G Networks and
Services [34] and follows a solid research and innovation (R&I) roadmap [35] that
is being implemented through a dedicated call for projects.

As shown in Figure 9.3, the SNS JU is covering multiple research topics across
all network domains. These topics range from typical networking research areas in
the radio access, transport, and core networks, up to areas that are applicable on an



364 6G Outlook and Timeline

F
ig

u
re

9
.3

S
N

S
J
U

in
d

ic
a
ti

v
e

R
&

I
to

p
ic

s.



References 365

end-to-end basis (e.g., security, agile deployment and management of services, new
northbound interfaces, architectural topics, and transformative technologies). One
key point for 6G networks is the current expectation that the further softwariza-
tion of the network may blur the current boundaries between the current network
domains, bringing thus significant advancements in the overall architecture.

9.5 Summary and Outlook

This chapter concludes and completes this book, presenting the current status of
6G in terms of standardization and regulation initiatives, towards issuing specifi-
cations accepted worldwide as “the new 6G system.” In doing so, this chapter has
outlined the situation as it is known at the time of writing, and as the road towards
standardization is still long, changes are of course possible.

As said, this chapter completes the book, which, in its overall layout, has reported
on the current paths towards the new 6G system, deemed to be a sustainable and
trustworthy system, with human needs at its core. The book has covered several
aspects, all being investigated in Europe and elsewhere, in order to take strategical
and technical decisions on the features of 6G, within the framework of the men-
tioned needs of sustainability and trustworthiness. After the prefaces from Euro-
pean Commission and 6G IA, a chapter has been dedicated to the overall use cases,
deemed relevant for 6G, and the visioned E2E architecture evolution towards 6G.
The following chapters have been dedicated to specific features, novel enabling
technologies, and peculiarities that this system shall present in order to correspond
to the desired performance and value indicators.
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