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Preface
 

Taking the Next Steps on the Journey to Intelligent Pervasive
 
Networked Systems
 

Given AI’s astounding progress over the past few years, it is time to posit 
the next question: How do we integrate AI into IoT devices at the edge of the 
network? 

The pre-question should, of course, be why? That is easy to answer: AIs 
are becoming pervasive, but conveying the data they need over networks 
is time-consuming, expensive, and potentially risky. Migrating them to the 
network edge mitigates those issues. 

Edge AI marks a shift from traditional cloud-centric AI models to 
decentralised computing power embedded directly into edge devices. 

Modern high-performance, low-power silicon makes the proposition to 
move these AIs into the devices themselves viable, even though we don’t 
really have too much clarity yet on how that will be done, how the devices 
will be managed, or what the consequences for our networked systems 
architectures will be. In this book, we start the process of addressing those 
uncertainties. 

In the following chapters, we start documenting the journey to address 
these questions, starting with considering the underpinnings of our current 
network technology in Chapter 1 before regarding how we can manage the 
lifecycle of AIs in IoT devices in Chapter 2. Chapters 3, 4 and 5 investigate 
how we might teach these AIs before Chapter 6 introduces how we might 
communicate with them (we can consider screens and keyboards depreciated 
in this brave new world). Chapters 7 and 8 present two example environments 
where such AIs will find application, and Chapter 9 addresses how they can 
explain their actions. 

We don’t have the answers to the big questions yet. If we did, we’d be 
off-creating VC-backed startups somewhere rather than coordinating research 
programs, but we know that we’re at the start of the next chapter of a 
fascinating journey. 

xiii 



xiv Preface 

This book provides valuable insight to researchers working with edge 
AI technologies, machine and deep learning engineers, IoT designers, and 
intelligent systems developers looking to deploy intelligent solutions at the 
edge. 



List of Figures
 

Figure 1.1 Network Topologies . . . . . . . . . . . . . . . . .  2 
Figure 1.2 BLE Mesh Layered Architecture . . . . . . . . . .  14  
Figure 1.3 Wi-Fi Mesh Layered Architecture . . . . . . . . .  17  
Figure 1.4 WirelessHART Protocol Architecture . . . . . . .  19  
Figure 1.5 WirelessHART Mesh Networking . . . . . . . . .  20  
Figure 1.6 LoRaWAN Network Architecture . . . . . . . . . .  25  
Figure 1.7 Edge AI Enabled LoRa Mesh Network . . . . . . .  27  
Figure 1.8 Conceptual Edge AI and LoRa Mesh Device Archi

tecture . . . . . . . . . . . . . . . . . . . . . . . .  29  
Figure 2.1 AI Lifecycle Stages Overview. . . . . . . . . . . .  46  
Figure 2.2 Overview of hyper-parameter training methodolo

gies [10] illustrating (a) sequential optimisation; (b) 
parallel optimisation; (c) adaptive optimisation. . . 51 

Figure 2.3 Model Training Overview illustrating (a) training 
during the development stage and (b) training dur
ing the production stage. . . . . . . . . . . . . . .  59  

Figure 3.1 Client device sends their locally trained model 
updates to server for training the federated model. . 68 

Figure 3.2 Logic diagram of (a) exact Full Adder, (b) Approx
imate full adder. . . . . . . . . . . . . . . . . . . .  81  

Figure 3.3 Precise and approximate models robustness under 
PGD attack. . . . . . . . . . . . . . . . . . . . . .  81  

Figure 4.1 Workflow to Create a Tflite Model (Int8 And 
Binary16) for Inference on Edge Boards: Google 
Coral Including the Compiled Model for the 
EdgeTPU, STM32MP1 and Jetson. . . . . . . . . .  94  

Figure 4.2 Coral Performance and Power Measurements . . . 95 
Figure 4.3 MP1 Performance and Power Measurements . . . .  96  
Figure 4.4 Jetson Performance and Power Measurements. . . . 96 
Figure 5.1 ResNet architecture [11] . . . . . . . . . . . . . .  109  
Figure 5.2 CSPNet (Identity Block - DenseNet) . . . . . . . .  111  

xv
 



xvi List of Figures 

Figure 5.3 MobileNetv2 block . . . . . . . . . . . . . . . . .  112  
Figure 5.4 MobileViT block [37]. . . . . . . . . . . . . . . .  116  
Figure 5.5 ConvNeXt Block [11] . . . . . . . . . . . . . . . .  119  
Figure 5.6 EfficientNet Scaling [12] . . . . . . . . . . . . . .  122  
Figure 6.1 Proposed Mobile Manipulator Control System . . . 144 
Figure 7.1 a) Printed Circuit Board (PCB) Assembly Process, 

and b) Typical Implementation of the SMT Pro
duction Line, where production data are taken from 
Printer, Chip Mounter and Reflow, whereas quality 
data are taken from SPI, AOI and AXI. . . . . . . .  155  

Figure 7.2 Main Inspection Machine Configurations for AOI in 
the Digital Industry . . . . . . . . . . . . . . . . .  156  

Figure 7.3 Edge AI AOI solutions from Neousys (a), Advan
tech (b), and AAEON (c) for Defect Detection (D) 
and Classification (C). The model is Pre-trained on 
the Workstation. . . . . . . . . . . . . . . . . . . .  158  

Figure 7.4 AOI Solution Consisting of an Edge Board for 
Testing and a GPU Server for Learning. . . . . . .  159  

Figure 7.5 Confusion Matrix and Precision/Recall Formulas . 160 
Figure 7.6 Repeating the AOI Check. . . . . . . . . . . . . .  164  
Figure 7.7 a) A Camera Equipped with a Testing Board Which 

Sends the Image of a PCB Slice of about 5 X 25  
cm Using a Telecentric Lens to a Testing Board, 
b) A Set of Five Cameras Equipped with Testing 
Boards. Images Are Sent to a Server to Update the 
Pre-Trained Model. The Server Periodically Sends 
the Updated Model to the Edge Testing Boards. . . 167 

Figure 7.8 An Approximate Comparison of the Purchase Costs 
of CSs and ESs Equipped with one Camera Versus 
the Low Cost 2D Saki AOI (a), and the Purchase 
Costs of CSs and ES Equipped with Five Cam
eras Seats Versus the Professional 2D/3D OMRON 
AOI (b). . . . . . . . . . . . . . . . . . . . . . . .  168  

Figure 8.1 Architecture of Edge System . . . . . . . . . . . .  178  
Figure 8.2 Possible Attacks against Edge Devices (Adapted 

From [4]) . . . . . . . . . . . . . . . . . . . . . .  180  
Figure 8.3 Correlation of requirements . . . . . . . . . . . . .  183  



List of Figures xvii 

Figure 9.1 AI Interpretability and Explainability vs Perfor
mance for Common ML Algorithms (Adapted 
from [7]) . . . . . . . . . . . . . . . . . . . . . . .  199  

Figure 9.2 Conceptual Workflow explainable and interpretable 
ML model development . . . . . . . . . . . . . . .  199  

Figure 9.3 Responsibilities Across the AI Value Chain . . . .  201  
Figure 9.4 Data and Model AI Explainability and Interpretabil

ity Classification . . . . . . . . . . . . . . . . . .  205  
Figure 9.5 AI Explainability and Interpretability Model 

Approach Classification . . . . . . . . . . . . . . .  206  
Figure 9.6 AI Explainability and Interpretability Model-

Agnostic Approach Classification . . . . . . . . . .  207  
Figure 9.7 AI Explainability and Interpretability Model-

Specific Approach Classification . . . . . . . . . .  208  
Figure 9.8 Feature- and Example-based AI Explainability and 

Interpretability Techniques . . . . . . . . . . . . .  210  



https://www.taylorandfrancis.com


List of Tables
 

Table 1.1 Frequency Band Overview . . . . . . . . . . . . . . .  24 
  
Table 1.2 Frequency Band Overview . . . . . . . . . . . . . . .  26 
  
Table 2.1 Types of Learning and corresponding tasks . . . . . .  47 
  
Table 2.2 Techniques to combat overfitting. . . . . . . . . . . .  54 
  
Table 2.3 Compression Techniques . . . . . . . . . . . . . . .  55 
  
Table 2.4 Types of Automation based on the definition by SAE
 

International [21] . . . . . . . . . . . . . . . . . . .  60 
  
Table 4.1 Neural Network Description . . . . . . . . . . . . . .  91 
  
Table 4.2 Inference Accuracy Of The Quantized Model Before
 

(QAT) and After (PTQ) Training . . . . . . . . . . .  93 
  
Table 4.3 Inference Performance and Latency Measurements for
 

Randomly Selected Images. Experiments Done on 
x86 Standalone Server, Google Coral, STM32P1 and 
NVIDIA Jetson Boards. . . . . . . . . . . . . . . . .  95 
  

Table 4.4 QKeras quantization for different precisions . . . . .  98 
  
Table 4.5 FPGA performance and resource utilization . . . . . .  100 
  
Table 4.6 Model perpormance on FPGA . . . . . . . . . . . . .  100 
  
Table 5.1 CNNs based model optimization since AlexNet . . . 112
 
Table 5.2 MCUNet memory optimization compared to MobileNet
 

and MobileNetv2 . . . . . . . . . . . . . . . . . . .  114 
  
Table 5.3 CNNs based model optimization since AlexNet . . . 115
 
Table 5.4 Optimized transformers and hybrid transformers per

formance by scale . . . . . . . . . . . . . . . . . . .  118 
  
Table 5.5 ConvNeXt compared to hybrid transformers perfor

mance by scale. . . . . . . . . . . . . . . . . . . . .  120 
  
Table 5.6 Efficient neural network architectures with neural net

work search . . . . . . . . . . . . . . . . . . . . . .  122 
  

xix
 



https://www.taylorandfrancis.com


List of Contributors
 

Adrien, Prost-Boucle, Institute of Engineering Univ. Grenoble Alpes, France 

Alberto, Faro, Deepsensing, DEEPS, Italy 

Ana, Pinzari, Institute of Engineering Univ. Grenoble Alpes, France 

Andrija, Neskovic, Universität zu Lübeck, Germany 

Angelo, Genovese, Università degli Studi di Milano, Italy 

Celine, Thermann, Universität zu Lübeck, Germany 

Christelle, Rabache, Institute of Engineering Univ. Grenoble Alpes, France 

Claudio, Cantone, High Technology Systems H.T.S. srl, Italy 

Claus, Lenz, Cognition Factory GmbH, Germany 

Cordula, Conrady, IMST GmbH, Germany 

Daniel, Hirsch, NXP Semiconductors, Germany 

Dinu, Purice, Cognition Factory GmbH, Germany 

Elhadj, Doguech, Université Polytechnique Hauts-De-France, France 

Fabio, Scotti, Università degli Studi di Milano, Italy 

Falk, Hoffmann, NXP Semiconductors, Germany 

Francesco, Barchi, Universita di Bologna, Italy 

Frédéric, Pétrot, Institute of Engineering Univ. Grenoble Alpes, France 

Gatis, Gaigals, Institute of Electronics and Computer Science, Latvia 

Hans-Erik, Sand, NXTECH AS, Norway 

Ihsen, Alouani, Université Polytechnique Hauts-De-France, France 

Iyad, Dayoub, Université Polytechnique Hauts-De-France, France 

Janis, Arents, Institute of Electronics and Computer Science, Latvia 

xxi
 



xxii List of Contributors 

Janis, Judvaitis, Institute of Electronics and Computer Science, Latvia 

Kai, vorm Walde, IMST GmbH, Germany 

Lilian, Hollard, Université de Reims Champagne-Ardenne, France 

Lucas, Mohimont, Université de Reims Champagne-Ardenne, France 

Luiz, Angelo Steffenel, Université de Reims Champagne-Ardenne, France 

Marcello, Coppola, STMicroelectronics, France 

Mladen, Berekovic, Universität zu Lübeck, Germany 

Modris, Greitans, Institute of Electronics and Computer Science, Latvia 

Oskars, Vismanis, Institute of Electronics and Computer Science, Latvia 

Ovidiu, Vermesan, SINTEF AS, Norway 

Pasquale, Coscia, Università degli Studi di Milano, Italy 

Peteris, Racinskis, Institute of Electronics and Computer Science, Latvia 

Rainer, Buchty, Universität zu Lübeck, Germany 

Roy, Bahr, SINTEF AS, Norway 

Ruggero, Donida Labati, Università degli Studi di Milano, Italy 

Saleh, Mulhem, Universität zu Lübeck, Germany 

Taha, Yassine Abidi, Université Polytechnique Hauts-De-France, France 

Thorsten, Röder, Cognition Factory GmbH, Germany 

Toms, Eduards Zinars, Institute of Electronics and Computer Science, 
Latvia 

Tore, Karlsen, ProLux AS, Norway 

Vincenzo, Piuri, Università degli Studi di Milano, Italy 



List of Abbreviations
 

AC Approximate Computing 
AES Advanced encryption standard 
AIA Artificial intelligence act 
AI Artificial intelligence 
AOI Automated Optical Inspection 
AODV Ad hoc on-demand distance vector 
ASIC Application-specific integrated circuit 
B.A.T.M.A.N.	 Better approach to mobile ad-hoc networking 

(protocol) 
BLE	 Bluetooth low energy 
BW	 Bandwidth 
CMM	 Coordinate mount metrology 
CNN	 Convolutional neural network 
CPU	 Central processing unit 
CS	 AOI Solution using cloud server receiving 

images from cameras for both learning and 
testing 

CSS	 Chirp spread spectrum 
DAG	 Directed acyclic graph 
DL	 Deep learning 
DLG	 Deep leakage from gradients 
DNN	 Deep neural network 
DnC	 Divide and conquer 
DSR	 Dynamic source routing 
ES	 AOI Solution using testing boards at the edge 

and cloud server receiving images from cameras 
for learning 

FAN Field area network 
FCT Functional test 
FEC Forward error correction 

xxiii
 



xxiv List of Abbreviations 

FL	 Federated learning 
FPGA	 Field programmable gate array 
GAM	 Generalised additive models 
GDPR	 General data protection regulation 
GPU	 Graphical processing unit 
GS	 AOI Solution using GPU workstation receiving 

images from cameras for both learning and 
testing 

GSA	 Global sensitivity analysis 
IoT	 Internet of Things 
ICT	 In circuit test 
IR	 Intermediate representation 
IS	 AOI Solution using inspecting machine close to 

the conveyor belt 
JIT	 Just in time compilation 
Lime	 Local interpretable model-agnostic explanation 
LLN	 Low-power and lossy network 
LoRaWAN	 Long-range wide area network 
LUT	 LookUp table 
M2M	 Machine-to-machine 
MAC	 Multiply accumulate; Medium/media access 

control layer 
MANET	 Mobile ad-hoc network 
MAPLE	 Model agnostic supervised local explanation 
MEMS	 Micro-electromechanical system 
ML	 Machine learning 
MLE	 Mesh link establishment 
MLP	 Multi-layer perceptron 
MPR	 Multi-point relay 
MRI	 Magnetic resonance imaging 
NLP	 Natural language processing 
OGM	 Originator message 
OLSR	 Optimised link state routing 
PCBA	 Printed circuit board assembly, sometimes 

printed circuit board assembler 
PDP	 Partial dependence plot 
PTQ	 Post-training quantization 
QAT	 Quantization aware training 
OTA	 Over-the-air 



List of Abbreviations xxv 

PHY Physical layer 
QoS Quality of service 
RNN Recursive neural network 
RPL Routing protocol for low-power and lossy 

networks 
SDLC Software development lifecycle 
SHAP Shapley additive explanation 
SIMD Single instruction multiple data 
SMT Surface mount technology 
SoC System on a chip 
SPI Solder paste inspection 
TPU Tensor processing unit 
TTL Time to live 
TVM Tensor virtual machine 
WLAN Wireless local area network 
WMN Wireless mesh network 
WSN Wireless sensor network 
XAI Explainable AI 
XLA Accelerated linear algebra 
YOLO You only look once - Object detection model 

known for its speed and accuracy. 



https://www.taylorandfrancis.com


1
 
Edge AI LoRa Mesh Technologies
 

Ovidiu Vermesan1, Kai vorm Walde2, Roy Bahr1, Cordula Conrady2, 
Janis Judvaitis3, Gatis Gaigals3, Tore Karlsen4, Marcello Coppola5, 

and Hans-Erik Sand6 

1SINTEF AS, Norway 
2IMST GmbH, Germany 
3Institute of Electronics and Computer Science, Latvia 
4ProLux AS, Norway 
5STMicroelectronics, France 
6NXTECH AS, Norway 

Abstract 

Intelligent connectivity at the edge combines wireless communication, edge 
artificial intelligence (AI), edge computing and internet of things (IoT) 
technologies to perform machine learning (ML) and deep learning (DL) 
on connected edge devices. Low latency, ultra-low-energy intelligent IoT 
devices with on-board computing, and a distributed architecture and analytics 
are essential to drive intelligent connectivity. 

Intelligent wireless mesh technologies exploit multiple interconnected 
devices, or nodes, to create a distributed network integrated with edge AI 
analytics using ML and DL algorithms. In an intelligent wireless mesh 
network (WMN), each node has embedded intelligence and can communicate 
directly with its neighbouring nodes and transfer data efficiently to other 
nodes. Compared with traditional point-to-point wireless networks, the intel
ligent wireless mesh approach offers several advantages, including increased 
coverage, redundancy, scalability and resilience. 

The convergence of multiple technologies (connectivity, edge AI, IoT, 
distributed architectures and federated learning) delivers intelligent edge 
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mesh communication systems that perform efficient connectivity by optimis
ing data rates, coverage, energy, and interference. 

This article overviews the latest advancements in edge AI long-range 
mesh technologies and applications, highlights state-of-the-art mesh com
munication requirements and implementations and identifies future research 
challenges and directions. 

Keywords: mesh communication technologies, edge artificial intelligence, 
LoRaWAN, LoRa mesh. 

1.1 Introduction 

Star, tree and mesh networks are examples of topologies used in commu
nication networks. Each is suitable for different application scenarios. An 
illustration of the different network architectures is shown in Figure 1.1. 

Star networks are simple to set up and manage because they have 
centralised control points. However, this makes them more susceptible to 
single-point failures. Mesh networks offer high redundancy and self-healing 
(e.g., recovery from a link failure), making them more reliable and fault 
tolerant at the cost of increased complexity. 

Wireless mesh technologies play an essential role in creating robust and 
flexible wireless networks that address modern connectivity challenges. 

In a star topology, all nodes are directly connected to a single central root 
node, often referred to as a hub. Direct peer-to-peer communication is not 
supported; all nodes must communicate through this central hub. 

Figure 1.1 Network Topologies 
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Networks with cluster-tree topologies are divided into so-called clusters. 
Each cluster consists of a group of nodes connected to a local central node 
referred to as the cluster head. The cluster head coordinates the communica
tion within its cluster. The tree terminology refers to the cluster heads which 
are organised in such a hierarchical structure. Communication from node to 
node may involve routing via multiple cluster heads. 

Wireless mesh technologies use multiple interconnected nodes which 
can communicate directly with their neighbours nodes. This approach offers 
several advantages, including increased coverage, redundancy, resilience, and 
scalability. 

Mesh communication technologies use distributed networking methods 
that typically create a decentralised and self-configuring network. Each 
node can also act as a repeater to extend network coverage and improve 
resilience. 

The convergence of edge computing, edge AI, federated learning and 
IoT can create multi-dimensional architectures consisting of a wide range of 
heterogeneous entities with different sensing/actuating, connectivity, process
ing, and intelligence capabilities connected with applications in a dynamic 
mesh network linked by platforms and distributed services located at the edge 
level. Some of the technologies contributing to enhancing the capabilities of 
intelligent mesh connectivity include: 

Edge AI - The deployment of AI algorithms and data processing capabilities 
directly on edge devices, rather than relying on centralised cloud servers, 
brings the following benefits: 

• Real-time decision making – By processing data locally, AI models 
can make fast decisions without the latency of sending data to remote 
servers, enabling rapid responses to critical events. 

• Data privacy and security – Edge AI reduces the need to transmit sensi
tive data to the cloud, increasing privacy and decreasing the consequence 
of data breaches. 

• Bandwidth efficiency – Edge AI can filter and prioritise data before 
transmission, reducing bandwidth demands. 

Federated Learning (also called collaborative learning) is a machine learn
ing method in which edge devices collaboratively contribute to a global model 
while keeping their data locally. Federated learning can play a significant 
role in enhancing the combination of edge AI, IoT and communication 
technologies. 
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Privacy preservation: Federated learning avoids the transmission of raw 
data to a central server. This ensures that sensitive data remain on the edge 
devices, addressing privacy concerns and complying with data protection 
regulations. 

Bandwidth efficiency: By training models locally on edge devices, fed
erated learning reduces the need to send large amounts of data to the cloud 
for model training. This optimises bandwidth usage, making it more efficient 
for IoT devices with limited communication capabilities, such as long-range 
(LoRa)-based communication devices. LoRa is a wireless spread spectrum 
modulation technique derived from the chirp spread spectrum (CSS), which 
enables long-range communication between devices with low power con
sumption. The technology was initially developed by a company called 
Cycleo SAS and later acquired by Semtech Corporation [1], a semiconductor 
company specialising in analogue and mixed signal circuits. 

Improved model performance: Federated learning allows IoT devices to 
continuously improve their local models. This can result in better model 
performance and adaptability over time, as each device benefits from the 
collective intelligence of the entire network. 

Decentralised intelligence: Federated learning distributes intelligence 
across edge devices, promoting decentralised data processing and decision-
making. This leads to increased resilience in the overall system. 

Collaboration and knowledge sharing: By collaborating on model train
ing, edge devices share knowledge and insight. This collaborative approach 
fosters rich and diverse learning experiences. 

Reducing infrastructure costs: Federated learning reduces the need for 
large-scale cloud infrastructure for centralised model training. This results in 
cost savings in respect of data transmission and cloud computing resources. 

Versatility and scalability: Federated learning can be adapted to many dif
ferent edge devices and network architectures. It can scale efficiently making 
it suitable for IoT networks with diverse deployments and configurations. 

Federated learning complements the combination of edge AI, IoT and 
LoRa by enhancing privacy, efficiency, model performance and collaboration. 
It empowers IoT networks with intelligent decision-making capabilities while 
respecting data privacy and promoting decentralised data processing. 

Internet of Things (IoT) is related to the network of interconnected devices 
and sensors that collect, exchange, and analyse data. By integrating IoT with 
edge AI and LoRa technology, it becomes a powerful enabler across various 
domains: 
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• Remote monitoring and control – IoT sensors can collect data from 
different environments, enabling remote monitoring and control of 
processes, infrastructure, and assets. 

• Predictive maintenance – IoT data, when combined with edge AI 
analytics, allows the prediction of equipment failures, optimisation of 
maintenance schedules and reductions in downtime. 

• Energy management – IoT deployments combined with edge AI enable 
efficient energy management, waste reduction and improved urban 
services in smart city applications. 

The combination of edge AI and mesh communication has several ben
efits, especially when infrastructure is impracticable or unavailable. Mesh 
networks enable flexible, reliable, and scalable networks. They are increas
ingly used in industrial IoT, energy, smart homes, agri-food and beverage, 
disaster recovery operations and smart city applications. 

This chapter is organised into the following sections. Section 1 introduces 
the research area and the state of play of technology development. Sections 
2 and 3 provide an overview of the state of the art of existing wireless 
mesh technologies and their primary functions, operating characteristics and 
actual advantages and disadvantages. Section 4 describes the LoRa wireless 
modulation technique and the long-range wide area network (LoRaWAN) 
technology, the main architectures, the architectural building blocks, and their 
characteristics. Section 5 covers enabling technologies (e.g., edge AI, edge 
computing, internet of intelligent things, artificial intelligence of things) and 
integration with LoRa mesh to enhance and optimise communication perfor
mance and mesh-based systems’ collaborative and cooperative capabilities. 
Section 6 presents potential applications for LoRa mesh connectivity, edge 
AI and IoT systems and emphasises the requirements for intelligent com
munication and convergence with other technologies. Section 7 outlines the 
conceptual edge AI LoRa mesh device architecture. Section 8 analyses the 
state of play and future research directions and highlights several challenging 
open issues for intelligent edge LoRa meshes. Finally, Section 9 summarises 
the main points for discussion. 

1.2 Overview of the State-of-the-Art Wireless Mesh 
Technologies 

Meshes are networks that create a decentralised and robust structure where 
each node can communicate directly with neighbouring nodes. 
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Nodes are interconnected and, depending on the network topology, there 
can be multiple connection pathways for each node. Connections between 
nodes may be dynamically updated and optimised through a built-in mesh 
routing table. As nodes enter and exit the network, the mesh topology 
enables the nodes to reconfigure routing paths based on the new network 
configuration. 

Mesh topology and ad-hoc routing assures stability in the face of 
changing communication conditions or node failure. 

Mesh networks use a distributed approach, where each node can act as 
a repeater to extend network coverage and improve resilience. The critical 
characteristics of mesh communication technologies include: 

• Decentralisation – mesh networks are not dependent on a single central 
point of control. Each node can communicate with its neighbour, allow
ing messages to bounce from one node to another until they reach their 
destination. 

• Self-configuration – mesh networks are capable of self-organisation. 
When nodes are added or removed the network can dynamically 
reconfigure itself to accommodate these changes. 

• Redundancy and reliability – due to their decentralised nature and self 
configuration capability, mesh network topologies are more resilient to 
node failure or network disruption. 

• Extended coverage – mesh networks can cover an extended area by 
using multiple nodes as relays. This provides an advantage in cases when 
establishing a traditional infrastructure might be challenging or costly. 

• Ad-Hoc networking – mesh communication technologies enable ad-
hoc networking, where devices can spontaneously create a network 
without relying on pre-existing infrastructure. 

• Geographical scalability – mesh networks can quickly expand their 
coverage by adding more nodes which do not need to be in direct 
communication. 

1.2.1 Mesh components and roles 

Wireless mesh networks usually consist of routers, nodes, and coordinators 
as described below: 

• Routers – these devices form the backbone of a wireless mesh network. 
They are typically more powerful than simple nodes with enhanced 
processing capabilities and are responsible for routing data within the 
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whole network. Mesh routers communicate with other routers and nodes 
in the network to forward data packets along the most efficient path to 
reach their intended destination. 

• Nodes – these are individual devices connected to the mesh network. 
They can be computers, smartphones, sensors, IoT devices, or any other 
device capable of wireless communication. Mesh nodes are typically 
senders, receivers, or relay points. Unlike traditional networks, mesh 
nodes in a wireless mesh network can communicate directly with each 
other, creating multiple data transmission paths. This decentralised com
munication architecture enhances the network’s reliability and overall 
performance. 

• Coordinators – mesh coordinators are nodes with specialised roles 
in some wireless mesh network protocols. They act as central control 
points for the entire mesh network. A coordinator is responsible for 
managing and organising the network, assigning roles to other nodes 
(such as routers or end devices), and controlling aspects of the network’s 
operation. They handle tasks like channel allocation, network formation, 
and security management. In some mesh network implementations, 
coordinators have a critical role in preserving the network’s stability 
and performance. On one hand, central coordinators can offer efficient 
control and coordination; on the other hand, they can also become a 
single point of failure, potentially disrupting the entire network and 
compromising one of the key advantages of mesh topologies. 

• Decentralised functionality – this approach eliminates the central 
mesh coordinator. Instead, the process of decision-making and control 
is distributed across multiple nodes. Nodes may possess a degree of 
autonomy, enabling them to make local decisions based on independent 
observations and interactions with neighbouring nodes. Local decisions 
collectively contribute to the overall behaviour of the network. 

1.2.2 Wireless routing concepts 

One of the key elements for wireless mesh communication, routing protocols 
are designed to enable communication and data exchange between devices in 
a wireless network. These protocols establish routes for data transmission 
and determine the best paths for information to flow from a source to a 
destination. The functions of a wireless routing protocol vary depending on 
the specific protocol used and the type of wireless network. We present a 
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general overview of the common functionalities of these wireless routing 
protocols: 

• Neighbour discovery – in wireless networks, devices must discover 
neighbours to establish direct communication links. 

• Route discovery – when a device wishes to send data to another device, 
a route discovery process is initiated. During the process, the device 
searches direct links or for potential intermediate devices (routers) that 
can relay the data towards the destination. This process can involve 
broadcasting or multicasting route request packets to nearby devices to 
find potential routes. 

• Route maintenance – once a route is established, the routing protocol 
is responsible for maintaining the health and stability of it. This includes 
monitoring the status of the intermediate devices along the path and 
detecting any changes, such as link failures or device mobility. If a route 
becomes unavailable, the routing protocol triggers a route repair process 
to find an alternative path. 

• Routing metrics – wireless routing protocols use various metrics to 
determine the quality and efficiency of potential routes. Metrics include 
signal strength, link quality, distance, and available bandwidth. The 
routing protocol uses these metrics to select the preferred routes based 
on network conditions and requirements. The current battery state of 
a node may also be a metric to implement a kind of energy-balancing 
policy. 

• Data forwarding – once a route is established, the data packets are 
forwarded from one router to the next until they reach their destination. 
Each router in the path makes a forwarding decision based on the routing 
table and the packet’s destination address. 

• Adaptation to network changes – wireless routing protocols are con
structed to adapt to changes in the network topology, such as device 
mobility, link quality fluctuations, or node failures. They continuously 
monitor the network and adjust the routing paths to ensure reliable and 
efficient data transmission. 

1.3 Routing protocols 

Some standard wireless routing protocols, include Optimised Link State 
Routing (OLSR) [29][30][31][33], Ad hoc On-Demand Distance Vector 
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(AODV) [34][35], Dynamic Source Routing (DSR) [36][37] and Routing 
Protocol for Low-Power and Lossy Networks (RPL) [38][39][40]. Each 
protocol has specific features, advantages, with use cases tailored for different 
wireless networks and applications. There follow some details about the 
algorithms and their pros and cons. 

1.3.1 Ad hoc on-demand distance vector (AODV) 

AODV is a demand-driven reactive wireless routing protocol that establishes 
routes only when needed. When a source node requests to send data to 
a destination node, it initiates a route discovery process to find the most 
efficient path. The protocol uses sequence numbers to ensure loop-free routes 
and maintains a routing table to store information about discovered routes. 

Pros: 

• Reduced overhead – AODV minimises control message overhead by 
initiating route discovery only when necessary. This helps conserve 
network resources and reduces unnecessary traffic. 

• Loop-free routes – using sequence numbers ensures that routes are 
loop-free, improving route stability and reliability. 

• Proactive link failure detection – AODV employs proactive link fail
ure detection to quickly identify failed links and initiate route repair, 
ensuring data continues to flow via alternative paths. 

• Scalability – AODV performs well in moderately sized networks and 
maintains route information for frequently used paths, reducing route 
discovery latency. 

Cons: 

• High latency for new routes – AODV’s on-demand route discovery 
process can introduce delays in finding a new route, especially in large 
networks or sparse topologies. 

• Route rediscovery – several cases (link changes, node mobility, mali
cious nodes, battery depletion, network congestion or topology changes) 
lead to frequent route rediscovery, increasing control message overhead. 

• Suboptimal routes – sometimes, AODV may not find the shortest path 
in specific network scenarios, leading to less efficient data transmission. 

AODV balances control message overhead and route discovery latency, 
making it suitable for dynamic networks with changing topologies. However, 
its performance may vary depending on network size, mobility patterns, and 
the frequency of route changes. 
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1.3.2 Optimized link state routing (OLSR) 

OLSR is a proactive routing protocol that uses a hybrid approach, combining 
both proactive and reactive mechanisms. It optimises link-state information 
exchange to minimise overhead while ensuring efficient route computation 
and maintenance. OLSR uses Multi-Point Relays (MPRs) to reduce control 
message flooding and speed up route discovery. 

Pros: 

• Reduced control message overhead – OLSR uses MPRs to limit the 
number of nodes participating in control message dissemination. This 
decreases control overhead and improves scalability, making it suitable 
for large networks. 

• Proactive and reactive hybrid approach – OLSR combines proactive 
link-state information with reactive route discovery. It provides real-time 
responsiveness while minimising the amount of control traffic generated. 

• Loop-free routes – OLSR guarantees loop-free routes and enhances 
route stability and reliability. 

• Fast route recovery – MPRs and proactive topology updates enable 
quick route recovery and repair in case of link failures. 

• Better convergence – OLSR converges quickly and efficiently, enabling 
devices to find optimised routes with lower latency. 

Cons: 

• Memory and computation requirements – OLSR requires storing 
and managing additional topology information due to MPRs. This 
imposes overhead which might be critical on devices with limited 
resources. 

• Increased initial setup overhead – the initial setup phase in OLSR 
involves the exchange of control messages to determine MPRs which 
leads to higher overhead during network initialisation. 

• Relatively complex implementation – compared to other protocols, the 
implementation and management of OLSR can be more complex due to 
its hybrid nature and the need to optimise MPR selection. 

OLSR balances proactive and reactive mechanisms, making it suitable 
for dynamic networks with varying traffic patterns and topology changes. 
Its efficiency in controlling message overhead and quick route conver
gence makes it a viable choice for both small and large-scale wireless 
networks. 
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1.3.3 Dynamic source routing (DSR) 

DSR is an on-demand routing protocol that establishes routes between nodes 
only when needed. When a source node requests to send data to a destination 
node, it initiates a route discovery process to find a path. The route discovery 
process is based on source routing, which includes the complete route in the 
data packet. Intermediate nodes use this route information to forward the 
packet to the next hop until it reaches the destination. 
Pros: 

• Reduced overhead – DSR minimises control message overhead since 
route discovery is initiated only when needed, conserving network 
resources and reducing unnecessary traffic. 

• Loop-free routes – DSR ensures loop-free routes through sequence 
numbers and route caching, enhancing route stability and reliability. 

• Efficient source routing – including the complete route in the data 
packet enables efficient source routing, eliminating the need for inter
mediate nodes to maintain routing tables. 

• Route repair – DSR supports quick route repair in case of link failure, 
as the source node can initiate a new route discovery process to find an 
alternative path. 

Cons: 

• Route discovery latency – the route discovery process in DSR can 
introduce delays, especially in large networks or sparse topologies, as 
it requires time to find a route to a new destination. 

• Increased packet overhead – including the complete route in the data 
packet leads to larger packet sizes, especially for long routes, resulting 
in increased packet overhead. 

• Route maintenance overhead – frequent mobility or link changes can 
lead to higher route maintenance traffic, as DSR requires regular route 
updates to adapt to topology changes. 

• Source routing overhead – While source routing eliminates the need 
for routing tables in intermediate nodes, it increases the size of data 
packets, which can be a concern for resource-constrained devices. 

DSR offers a simple and efficient approach to routing in Mobile Ad-hoc 
Networks (MANETs), particularly for networks with moderate mobility and 
communication demands. Its reactive nature allows it to adapt to changing 
network conditions, while the use of source routing eliminates the need 
for routing tables in intermediate nodes. The trade-offs include potential 
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overhead from route discovery and maintenance, which should be con
sidered when selecting DSR as the routing protocol for specific MANET 
deployments. 

1.3.4 Routing protocol for low-power and lossy networks (RPL) 

RPL is a specialised routing protocol for low-power and lossy networks 
(LLNs) as commonly been in IoT and wireless sensor networks. RPL is a 
proactive routing protocol that forms a directed acyclic graph (DAG) to route 
data in LLNs efficiently. It organises devices into a tree-like structure, with 
a root node at the top. It optimises routes using objective functions based 
on specific metrics, such as energy efficiency or latency. RPL is tailored for 
devices with limited resources, making it well suited for battery-powered IoT 
devices that require reliable and energy-efficient communication. 
Pros: 

• Energy efficiency – RPL is designed to minimise energy consumption 
in resource-constrained devices. It optimises routes to ensure that energy 
is conserved during data transmission, thus prolonging the battery life of 
IoT devices and the entire IoT system. 

• Adaptability to LLNs – RPL’s tree-like DAG structure is well-suited 
for LLNs, where devices may have limited processing power and 
intermittent connectivity. 

• Objective function flexibility – RPL allows network designers to 
choose different objective functions based on their specific require
ments, such as energy efficiency, latency, or reliability. 

• Self-configuring and self-healing – RPL networks can self-configure 
and adapt to changes in network topology, including the addition or 
removal of devices. It also supports self-healing, where the network finds 
alternative routes if link failures occur. 

Cons: 

• Complex configuration – configuring RPL for specific use cases can 
be complicated due to the various parameters and objective functions 
that must be considered. Proper tuning and optimisation may require 
expertise and considerable time. 

• Scalability for large networks – while RPL performs well in small to 
medium-sized LLNs, it may face challenges in large networks, where 
the tree-like structure can lead to increased control traffic and reduced 
scalability. 
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• Overhead in highly mobile networks – in highly mobile LLNs fre
quent changes in the network topology may result in increased control 
message overhead as the network adapts to mobility. 

Overall, RPL’s focus on energy efficiency and adaptability to low-power 
and lossy networks makes it a strong choice for IoT and wireless sensor 
networks. It effectively addresses the unique challenges posed by resource-
constrained devices, allowing them to form reliable and efficient com
munication links while optimising energy consumption. However, careful 
configuration and consideration of scalability in large networks are essential 
to ensure the protocol’s effectiveness for specific deployment scenarios. 

1.3.5 Wireless mesh protocols 

Mesh communication technologies offer flexible, reliable, and scalable 
networking solutions, and several protocols include mesh topologies. A 
short overview of mesh protocols such as B.A.T.M.A.N., Bluetooth Mesh, 
OpenThread, Thread, ZigBee, Wi-Fi, Wi-SUN, WirelessHART, Z-WAVE and 
6LoWPAN is presented before focusing on the LoRa mesh protocol and 
applications. 

1.3.5.1 B.A.T.M.A.N 
The protocol Better Approach To Mobile Ad-hoc Networking (B.A.T.M.A.N.) 
[11] is a multi-hop ad-hoc mesh network routing protocol where each node 
transmits broadcast or originator messages (OGMs) to notify neighbouring 
nodes about its presence. These neighbours re-broadcast the OGM.s based 
on specific rules to inform their neighbours about the presence of the original 
initiator. The network is steeped with OGM.s that are small, with a typical 
raw packet size of 52 bytes, including IP and UDP overhead. OGMs contain 
at least the originator’s address, the address of the transmitting packet’s node, 
a Time to Live (TTL) and a sequence number. 

The approach of the B.A.T.M.A.N. algorithm is to divide the knowledge 
about the best end-to-end paths between nodes in the mesh to all participating 
nodes. 

B.A.T.M.A.N. uses a proactive routing approach, which means it continu
ously maintains up-to-date routing information without waiting for a specific 
request to transmit data. Instead of relying on global routing tables, each node 
perceives and retains only the information about the best next hop towards all 
other nodes. Thereby the condition for overall network knowledge about local 
topology changes is unnecessary. Since wireless mesh networks are subject 
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to frequent changes, B.A.T.M.A.N. is designed to be adaptive and capable 
of quickly reconfiguring routes when nodes join, leave, or move within the 
network. 

The protocol also supports load balancing by distributing traffic across 
multiple paths to prevent congestion and optimise the overall network 
performance. 

1.3.5.2 Bluetooth Low Energy 
Bluetooth Low Energy (BLE) [13] is optimised for low power consumption to 
address small-scale consumer IoT applications. BLE is integrated into several 
IoT devices, and data is conveniently communicated to and visualised on 
smartphones. The Bluetooth Mesh specification aims to enable a scalable 
deployment of BLE devices. 

BLE provides versatile indoor localisation features, and IoT bea
con networks are used for different IoT service applications. BLE is 
incompatible/non-interoperable with Bluetooth, and a dual-mode device is 
required to achieve interoperability. 

BLE uses multiple techniques to ensure low power consumption imple
menting the data protocol to create low-duty-cycle transmissions, combined 
with very low-power sleep modes. 

Bluetooth Low Energy Mesh [12] protocol is a networking technology 
built on the BLE standard. It enables large-scale, reliable, secure communi
cation between many devices, forming a mesh network. This mesh network 
allows devices to communicate with each other and extend the range of the 
network. 

A device can have one or more logical elements in the Bluetooth Mesh 
network. Each element represents a specific functionality or component of the 
device, and each element is assigned a unique address within the network. 

Figure 1.2 BLE Mesh Layered Architecture 
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Bluetooth Mesh devices use models to define their behaviour and capa
bilities. Models represent how a device handles messages, what types of 
messages it supports, and how it behaves in the mesh. 

Provisioning is the process of securely adding a new device to the mesh 
network. Encryption keys and other necessary information are exchanged 
between the new device and the network during this process. 

1.3.5.3 OpenThread and Thread 
Thread [14] is a mesh networking low-power wireless protocol based on 
Internet Protocol version 6 (IPv6), designed to address the interoperabil
ity, security, power, and architecture challenges of the IoT. Thread utilises 
6LoWPAN that employs the IEEE 802.15.4 wireless protocol with mesh 
communication. Thread is IP-addressable, with cloud access and advanced 
encryption standard (AES). 

Thread uses a mesh network topology in the 2.4 GHz frequency spectrum, 
providing data rates of 250 kbps with a coverage range of 30 m. Security uses 
a 128-bit AES encryption system and the encryption cannot be disabled. 

Thread utilises a network-wide key for inscription that is applied at the 
Media Access Layer (MAC). The key is employed as specified in IEEE 
802.15.4. Attacks on Thread network originating over-the-air from outside 
the network are protected by IEEE 802.15.4 security mechanisms. The 
Thread network’s nodes exchange frame counters with their neighbours via 
a Mesh Link Establishment (MLE) handshake. The protection against replay 
attacks is done via frame counters. Thread lets the application use various 
internet security protocols for end-to-end communication and can connect up 
to 250 devices. 

OpenThread, released by Google, is an open-source implementation 
of Thread that implements all Thread networking layers (IPv6, 6LoW
PAN, IEEE 802.15.4 with MAC security, Mesh Link Establishment, Mesh 
Routing), device roles, and Border Router support. 

1.3.5.4 ZigBee 
ZigBee [15] is a short-range, low-power, wireless standard deployed in a 
mesh topology to extend coverage by relaying IoT sensor data over multiple 
sensor nodes. 

The Zigbee standard works on the IEEE 802.15.4 physical radio specifi
cation and runs in unlicensed bands such as 2.4 GHz, 915 and 868 MHz. 

Zigbee 3.0 sustains wireless networks’ increasing scale and complexity 
and deals with extensive local networks of over 250 nodes. The data rates 
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provided are 250 kbps (2.4 GHz), 40kbps (915 MHz) and 20kbps (868 MHz). 
Zigbee also handles the dynamic behaviour of the networks (with nodes dis
appearing, appearing, and re-appearing in the network topology) and permits 
orphaned nodes, resulting from the loss of a parent to rejoin the Zigbee 
network through another parent. 

The self-healing structure of state-of-the-art Zigbee Mesh networks per
mits nodes to drop out of the network without disrupting internal routing. 
Zigbee supports over-the-air (OTA) upgrades during device operation and 
provides enhanced network security by employing a coordinator/trust centre, 
which creates the network and oversees the allocation of network and link 
security keys to joining nodes or distributed security where there is no 
coordinator/trust centre. The Zigbee router node can provide the network key 
to joining nodes. 

1.3.5.5 Wi-Fi 
Wi-Fi (IEEE/ISO/IEC 8802-11-2022) is a standard defining the characteris
tics of a wireless local area network (WLAN). The name Wi-Fi (short for 
“Wireless Fidelity”) relates to the name provided by the Wi-Fi Alliance, for
merly WECA (Wireless Ethernet Compatibility Alliance). This group assures 
compatibility between hardware devices that use the 802.11 standards. Wi-Fi 
networks must comply with the 802.11a-x specifications. 

Wi-Fi mesh [16] protocol IEEE 802.11s creates a mesh network that 
extends Wi-Fi coverage over a larger area and enhances overall network 
performance and reliability. Traditional Wi-Fi networks are based on a single 
wireless access point (router) communicating directly with Wi-Fi-enabled 
devices. They may suffer from limited range and dead zones in larger spaces. 

A Wi-Fi mesh network consists of multiple interconnected access points 
that work together to create a seamless and continuous network. These access 
points, often referred to as “nodes” or “mesh nodes”, communicate with 
each other wirelessly, forming a self-healing network that can automatically 
reroute data packets to find the most efficient path to reach the destination 
device. 

The system architecture for WLAN mesh network technology is 
described in IEEE 802.11 functional requirements and scope [17] and 
illustrated in Figure 1.3. 

The functional blocks of the architecture include the following: 

• The Mesh Topology Learning, Routing, and Forwarding block includes 
a function for discovering neighbouring nodes, a function for obtaining 
radio metrics, which deliver information on the quality of wireless links, 
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Figure 1.3 Wi-Fi Mesh Layered Architecture 

a routing protocol for determining routes to transfer packets to their 
destinations using MAC addresses as identifiers, and a packet forward
ing function. The routing protocol must use radio metrics and multiple 
frequency channels according to radio conditions to efficiently use radio 
resources. 

• The Mesh Network Measurement block includes functions for calcu
lating radio metrics used by the routing protocol and measuring radio 
conditions within the WLAN mesh network for frequency channel 
selection. 

• The Mesh Medium Access Coordination block contains functions for 
preventing degraded performance due to hidden and exposed termi
nals, procedures for performing priority control, congestion control, and 
admission control, and a function for achieving spatial frequency reuse. 

• The Mesh Security block comprises security functions (e.g., WLAN 
security schemes defined by the IEEE 802.11 standard) for protecting 
data frames carried on the WLAN mesh network and management 
frames used by control functions such as routing protocol. 

• The Interworking block implements the function that supports WLAN 
mesh network to conform to IEEE 802 network architecture and con
nect to other networks by implementing a transparent bridge function 
enforced in the mesh portal situated at the network boundary. Each 
WLAN mesh network must operate as a broadcast network to deliver 
forwarded packets to all terminals connected to the LANs. 

• The Mesh Configuration and Management block comprises a WLAN 
interface for the automatic setting of each mesh point’s RF parameters 
(transmit power, frequency channel selection, etc.) and quality of service 
(QoS) policy management. 
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Wi-Fi mesh protocol is designed to address the limitations of traditional 
Wi-Fi networks, making them ideal for large homes, offices, or public spaces 
where extended coverage and high-performance connectivity are required. 

1.3.5.6 Wi-SUN 
Wi-SUN [18] stands for Wireless Smart Ubiquitous Network and is a mesh 
network protocol developed by Wi-SUN Alliance. Wi-SUN is one of the most 
popular IPv6 sub-GHz mesh technologies for smart utility and smart city 
applications. The target networks are named Field Area Networks (FANs), 
and they deliver a communications infrastructure for large-scale outdoor 
networks, usually outdoor IoT devices. FANs let industrial devices such as 
smart meters and streetlights interconnect onto one common network. 

Wi-SUN is based on the IEEE 802.15.4g standard for the physical layer 
(PHY) and the IEEE 802.15.4e standard for the medium access control 
layer (MAC). It supports multiple data rates and frequency bands to meet 
regulatory requirements worldwide. 

Wi-SUN makes interoperable, multi-service, secure wireless mesh net
works available to service providers, utilities, municipalities/local govern
ments, and other businesses. Wi-SUN can be used in various line-powered 
and battery-powered applications for large-scale outdoor IoT wireless com
munication networks. With the help of Wi-SUN, developers can add new 
features to existing infrastructure platforms by extending open standard 
internet protocols (IP) and APIs. With its long-range capabilities, high 
data throughput, and support for IPv6, Wi-SUN is designed to scale and 
makes wireless infrastructure easier for commercial applications and the 
development of smart cities. 

1.3.5.7 WirelessHART 
WirelessHART [19][20] is a process automation application wireless com
munications protocol that provides wireless capabilities to extend Highway 
Addressable Remote Transducer (HART) by keeping compatibility with 
existing HART commands, tools, and devices. 

The architecture of the WirelessHART protocol stack according to the 
OSI 7-layer communication model is illustrated in Figure 1.4. 

The WirelessHART protocol stack addresses five layers: physical layer, 
data link/MAC layer, network layer, transport layer and application layer. A 
central network manager is added for arbitrating the communication schedule 
and manage the routing. 

http:802.15.4e
http:802.15.4g
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Figure 1.4 WirelessHART Protocol Architecture 

WirelessHART uses mesh networking technology by design, where each 
device in a mesh network can act as a router for messages from other 
devices. This widens the range of the network and gives redundant com
munication routes to extend reliability in challenging radio environments 
encountered in process facilities [21][22][23]. Networks can scale up to 
1000 nodes, but latency can be long and nondeterministic because trans
missions occur only within an allocated time slot, and retransmissions are 
minimised. 

Each WirelessHART network contains three major components: 

• Wireless field devices that are connected to process or manufacturing 
equipment. 

• Gateways that communicate among devices and on-premises host appli
cations connected to high-speed backbone or other communications 
networks. 

• A Network Manager configures the network, schedules communica
tions between devices, monitors network health, and manages message 
routes. The Network Manager can be embedded into gateways, host 
applications, or process automation controllers. 
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Figure 1.5 WirelessHART Mesh Networking 

WirelessHART supports different messaging modes, such as one-way 
publishing of process and control values, spontaneous exception notification, 
ad-hoc request/response, and auto-segmented block transfers of large data 
sets, to provide flexibility to meet different application requirements. These 
features enable communications to be tailored to the application’s needs, 
lowering power consumption and overhead. 

The WirelessHART mesh networking topology applied to an industrial 
plant use case is illustrated in Figure 1.5. 

WirelessHART is used in industrial environments that require security 
to provide the highest levels of protection to the network and data. Security 
includes encryption and authentication. 

1.3.5.8 Z-WAVE 
Z-Wave [24][25] is the wireless technology for secure, trusted home appli
cations like home appliances, lighting control, security systems, garage door 
openers, thermostats, windows, locks, etc. 
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It is a mesh network low-energy wireless communications protocol used 
in systems controlled via the Internet and locally through devices or a Z-Wave 
gateway or central control device serving as hub controller and portal. 

The Z-Wave Alliance [26] demands the mandatory implementation of 
the Security 2 (S2) framework on all devices receiving certification. Z-
wave delivers packet encryption, integrity protection and device authen
tication services. End-to-end security is provided at the application level 
(communication using command classes). It has an in-band network key 
exchange and AES symmetric block cipher algorithm using a 128-bit key 
length. 

Products using Z-Wave mesh protocol are interoperable and communicate 
with each other regardless of brand or platform, and the Z-Wave mesh 
networks become more reliable as more devices are added (e.g., a Z-Wave 
network with 100 devices is more reliable than a Z-Wave network with 
30 devices). Z-Wave’s interoperability at the application layer assures that 
Z-Wave devices share information and allows all Z-Wave hardware and 
software to work together. 

Z-Wave uses the unlicensed industrial, scientific, and medical (ISM) band 
and operates at 868.42 MHz in Europe and 908.42 MHz in the US. Z-Wave 
delivers data rates of 9.6 kbps and 40 kbps, with output power at one mW. 

Z-Wave range between two nodes is 100 m in an outdoor, unobstructed 
setting. For in-home applications, the range is 30 m for no obstructions and 
15 m with walls in between. 

1.3.5.9 6LoWPAN 
6LoWPAN [27][28] itself is not a mesh protocol; it is an open standard 
defined in RFC 6282 by the Internet Engineering Task Force (IETF) for a 
network where every wireless network node is battery-powered and has a 
IPv6 address. Thus, a set of local nodes can make a wireless mesh network. 

6LoWPAN defines how to run IP version 6 (IPv6) over low data rate, low 
power, and small footprint radio networks (LoWPAN) as typified by the IEEE 
802.15.4 radio [28]. 

IP addresses may be static or dynamic if a network node that can issue 
IPv6 addresses is acting as or like a Dynamic Host Configuration Protocol 
(DHCP) server. For IoT networks, it is typical to have a node connected 
to both WLAN and LAN that performs the gateway functions to collect 
local data and control local nodes. If local 6LoWPAN demands such a 
functionality, it typically performs the DHCP server functions too. 
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1.4 LoRa and LoRaWAN Technology 

LoRa and LoRaWAN are related but distinct technologies used together to 
create long-range, low-power wireless communication networks for the IoT 
and other edge applications. 

1.4.1 LoRa physical layer 

LoRa operates in the sub-GHz ISM bands, such as 433MHz, 868 MHz 
(Europe) or 915 MHz (North America). 

Semtech has released a LoRa chipset operating at the 2.4 GHz frequency 
band, which is globally available with km-range capabilities, enabling region-
independent hardware design chipsets [3][4]. 

LoRa, compared with other technologies operating in the 2.4 GHz band, 
such as Wi-Fi and Bluetooth, offers several significant advantages in range 
and power consumption in comparison with other existing techniques. 

The BLE standard range is from 50 m indoors to 165 m outdoors, and the 
maximum range of 2.4 GHz Wi-Fi networks typically reaches around 100 m. 
LoRa’s outdoor range is more than five times the outdoor range of BLE, and 
more than eight times typical IEEE 802.11 networks. 

LoRa modulation is able to offer a higher receiver sensitivity and robust
ness against noise and interference. Some of the specific details will be 
explained in the next sub-chapters. 

Chirp Spread Spectrum Modulation (CSS) 
LoRa modulation uses a form of chirp spread spectrum modulation, 

where the transmit signal frequency varies continuously over time. Instead 
of transmitting data on a fixed carrier frequency, LoRa uses chirp signals that 
start at one frequency and sweep across the spectrum. The LoRa chirping 
signal sequence makes LoRa signals robust against narrowband interference 
because the signal energy is spread over a wider frequency range. 

Symbols and Data Rate 
LoRa allows to adapt the number of bits per symbol according to the 

signal-to-noise ratio available over the link. Long range is achieved by reduc
ing the number of bits per symbol, increasing the amount of energy per bit, 
and thus reducing the resulting bit rate. 

Spreading Factor (SF) 
The spreading factor (SF) is a critical parameter in LoRa modulation that 

determines the signal’s robustness and range. The SF defines the rate at which 
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the chirp signal spreads across the frequency spectrum and the amount of 
(potential) processing gain on receiver side. 

Higher SF results in a lower data rate but better resistance to interference 
and an extended communication range. Conversely, a lower SF provides 
a higher data rate but with reduced range and increased susceptibility to 
noise. 

Signal Bandwidth (BW) 
The bandwidth of the LoRa signal also influences communication perfor

mance. LoRa modulation can operate in different bandwidths, typically 125 
kHz, 250 kHz, or 500 kHz for sub-GHz LoRa. 

A wider bandwidth allows for higher data rates but may reduce the 
communication range. Narrower bandwidths, on the other hand, result in 
lower data rates but offer increased range and better interference immunity. 

Reception and Demodulation 
On the receiver side, LoRa demodulation involves analysing the received 

chirp signal to decode the transmitted symbols. The receiver can determine 
the transmitted symbols and extract the original data by comparing the 
received signal with predefined chirp sequences. 

Forward Error Correction (FEC) 
In addition to the modulation scheme, a forward correction algorithm 

with several code rates can be applied, which enables the receiver to 
recover corrupted bits. This feature helps to decrease the number of packet 
retransmissions in noisy environments. 

Sub-GHz Frequency Bands 
The license-free sub-GHz ISM band allows transmitting within fixed 

defined frequency bands which vary depending on the region. 
In this context, it is not possible to use the same type of radio hardware 

equipment because the used frequencies significantly impact the used chips, 
antenna matching circuits and the connected antennas. 

The combination of a robust wireless transmission scheme with long-
range capabilities and a low power footprint makes the LoRa technology ideal 
for battery powered IoT devices that can last up to 10 years. 

The LoRa technology became public combined with the first LoRa radio 
modules and the so-called LoRaMAC protocol, today known as LoRaWAN 
protocol and defined within the LoRaWAN standard. 

The following subchapters outline the most compelling aspects of the 
standard. 
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Table 1.1 Frequency Band Overview 
No. Region Frequency Band 
#1 Europe 863 MHz – 870 MHz 
#2 Europe 433,05 MHz - 434,79 MHz 
#3 North America 902 MHz– 928 MHz 
#4 China 470 MHz – 510 MHz 
#5 Korea 920 MHz – 925 MHz 
#6 Japan 920 MHz – 925 MHz 
#7 India 865 MHz – 867 MHz 

1.4.2 LoRaWAN protocol 

The LoRaWAN protocol defines methods, packet formats and LoRa physical 
layer radio parameters to ensure interoperability between IoT end devices and 
a given network infrastructure. The LoRaWAN standard itself is maintained 
by the non-profit association the LoRa Alliance [2]. 

The standard defines a system architecture consisting of at least three 
different component types with different roles and responsibilities. 

The composition of end devices, gateways, and a central network server 
enables applications to create a star-of-star network topology. 

LoRaWAN End Devices 
These are typically sensors or actuators that need to communicate wire

lessly over large distances through the LoRaWAN Link Layer protocol, 
formerly known as LoRaMAC protocol. 

LoRaWAN Gateways 
Gateways operate as intermediate devices with less intelligence. They 

relay the uplink and downlink messages between end devices and the network 
server using different TCP/IP-based protocols. A network can consist of 
several gateways. 

LoRaWAN Network Server 
The network server includes all the intelligence for controlling the radio 

network resources, e.g., network access, a security parameter, spreading 
factors (adaptive radio data rates) etc. 

The network server is connected to all gateways and the application 
server, which hosts the application data and business logic. Suitable TCP/IP
based protocols typically handle these connections. 

LoRaWAN allows IoT devices to transmit data over long distances to 
LoRaWAN gateways, which act as intermediaries between the end devices 
and the network server. LoRaWAN’s key features are: 
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Figure 1.6 LoRaWAN Network Architecture 

• Low power – LoRaWAN is designed to operate with low-power IoT 
devices, enabling long battery life for sensors and devices. 

• Wide area coverage – LoRaWAN provides wide area coverage by 
leveraging the long-range capabilities of LoRa. 

• Public or private networks – LoRaWAN can be deployed in public 
networks managed by network operators or in private networks operated 
by organisations. 

• Security – LoRaWAN incorporates several security mechanisms, 
including end-to-end encryption and device authentication, to ensure 
secure data transmission. 

• Adaptive data rate – LoRaWAN supports adaptive data rates, allowing 
devices to adjust their transmission speed based on the quality of the 
communication link, ensuring efficient data transfer. 

LoRa and LoRaWAN form a powerful combination for creating efficient 
and scalable IoT communication networks. LoRaWAN defines a commu
nication protocol and network architecture for IoT low-power wide area 
networks (LPWANs) and is designed to address the requirements for low 
power consumption (i.e., long battery life), long-range, and variable data 
rates (0.3 kbps – 50 kbps) while maintaining low operating and deployment 
costs. 
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1.4.3 2.4 GHz LoRa 

In addition to sub-GHz LoRa, Semtech has developed a transceiver circuit 
with LoRa modulation for the 2.4 GHz ISM band. Compared to the 
sub-GHz solution this radio enables additional applications with diverse 
requirements. 

The 2.4 GHz LoRa might be more suitable for applications operating 
in urban environments with higher device density, but covering shorter dis
tances. On the other hand, sub-GHz LoRa is well-suited for applications 
needing extended range and better penetration of obstacles. Table 1.2 offers a 
brief comparison of the two radio technologies. 

The integration of 2.4 GHz LoRa and a mesh protocol stack holds the 
potential to enhance the capabilities of edge AI-enabled IoT applications, 
particularly in terms of range coverage, network density, and robustness 
against single points of failure. 

Table 1.2 Frequency Band Overview 
Aspect Sub-GHz LoRa 2.4 GHz LoRa 

Frequency Band 433 MHz, 868 MHz, 915 2.4 GHz 
MHz, depending on Worldwide available 
region / country 

Range Longer range Shorter range 
Penetration Better penetration of Lower penetration 

obstacles 
Susceptibility to Lower Higher due to higher signal channel 
Interference bandwidth and multiple usage of 

the 2,4 GHz ISM band 
Applications Agriculture, rural areas, Smart Cities, densely populated 

wide-area IoT networks areas, short-distance IoT networks 
Interference Lower potential Higher potential 
Potential 

Network Density Lower density networks Higher density networks 
Tx Limits Duty Cycle Limit 0.1%, Unlimited 

1%, 10% depending on 
sub-band 

Bandwidth 125 kHz, 250 kHz, 500 203 kHz, 406 kHz, 
kHz 812 kHz, 1625 kHz 

Data rate 0.3 kbps – 0.9 kbps 0.2 kbps - 203 kbps 



1.5 LoRa Mesh and Enabling AI Technologies 27 

1.5 LoRa Mesh and Enabling AI Technologies 

The convergence of technologies (including edge AI, IoT, distributed archi
tectures, and federated learning) results in intelligent edge mesh communi
cation systems performing efficient connectivity by optimising data rates, 
coverage, energy, and interference. LoRa when combined with edge AI and 
IoT, enhances connectivity and enables novel use cases: 

• Comprehensive area coverage – LoRa’s long-range capabilities allow 
devices to communicate over several kilometres, making it suitable for 
large-scale IoT deployments in smart agriculture, asset tracking, and 
environmental monitoring. 

• Energy efficiency – LoRa devices consume very little power, making 
them ideal for battery-operated IoT sensors and devices, which can 
operate for extended periods without frequent battery replacements. 

• Low cost and scalability – LoRa’s low infrastructure cost and sim
ple deployment enable cost-effective and scalable IoT solutions across 
diverse environments. 

The Figure 1.7 illustrates a typical mesh topology with end nodes and 
gateways offering AI. For tasks like secure device enrolment, automatic 
firmware deployments or additional system monitoring a single or multi
ple application servers can be connected by wired or wireless IP based 
communication links. By combining edge AI, IoT, and LoRa, adopters 
can benefit from improved data rates, reduced latency, increased efficiency, 

Figure 1.7 Edge AI Enabled LoRa Mesh Network 
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and cost-effectiveness. This convergence opens opportunities for innovation, 
automation, and optimisation across various sectors. 

1.6 Applications for LoRa Mesh 

LoRa mesh networks offer a versatile and reliable solution for applications 
that require low-power and extended-range wireless communication. LoRa 
mesh networks are suited for the following applications: 

Industrial Automation: In industrial settings, LoRa mesh networks can 
be deployed for machine-to-machine (M2M) communication, asset tracking, 
and control systems. They enable monitoring and control of equipment and 
processes with extended-range. 

Building Management Systems: LoRa mesh networks can be employed 
to optimise energy consumption in commercial buildings by managing light
ing and other energy-related equipment more efficiently. However, it can be 
argued to what extent it remains energy efficient to reach indoor end nodes 
from an outdoor base station. 

Smart Metering: LoRa-based intelligent metering systems can enable 
utilities to remotely monitor and manage energy, water, and gas consumption 
in residential and industrial settings. 

Wireless Sensor Networks (WSNs): LoRa is a popular choice for 
creating WSNs, where many battery-powered sensors communicate with a 
gateway for data collection and analysis. 

Smart Agriculture: LoRa mesh networks can be deployed in agricultural 
settings to monitor soil conditions, automate irrigation systems, and track 
livestock. 

Lighting Control: LoRa can be used in wireless lighting control systems, 
enabling users to create adaptive and energy-efficient lighting environments. 

Environmental Monitoring: LoRa mesh networks can be employed for 
monitoring environmental parameters, such as air quality, temperature, and 
humidity, in smart cities or remote areas. Furthermore, those networks can 
aid in predicting critical situations such as fires, floods, or earthquakes. 

1.7 Conceptual Edge AI and LoRa Mesh Device 
Architecture 

This chapter outlines a possible device architecture which integrates AI and 
2.4 GHz LoRa Mesh technologies. 
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Figure 1.8 Conceptual Edge AI and LoRa Mesh Device Architecture 

The purpose of this architecture is to provide a foundational framework 
for designing and implementing edge-devices with respect to the hardware 
and embedded software aspects. 

The subsequent subsections should provide more detailed explanations of 
the provided building blocks, starting from the bottom, which includes the 
hardware-related units. 

1.7.1 Sensor and interfaces 

Typical IoT end devices include sensors (or actuators) that are connected via 
serial interfaces such as UART, SPI, or I2C to embedded microcontrollers 
running corresponding sensor drivers. More sophisticated devices may fea
ture camera interfaces for image processing or display interfaces to connect 
displays that provide complex visual feedback to users. Consequently, the 
selection of microcontrollers/processors, sensor interfaces, power supplies, 
and connectors greatly depends on the specific application requirements. 
Designers and engineers must consider these factors when developing either 
a dedicated device or a multipurpose edge AI computing platform. 

1.7.2 AI accelerators 

Compared to pure software solutions, AI hardware accelerators offer better 
computational performance with a lower energy consumption footprint due 
to their parallel architecture. AI accelerators are designed for deep learning 
(DL) neural network computations and machine learning (ML) applications. 
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1.7.3 2.4 GHz LoRa and Bluetooth radios 

The integration of 2.4 GHz LoRa and Bluetooth radio technologies can be 
achieved using modules that include their own microcontroller running the 
corresponding protocol stack. Such modules typically offer serial interfaces 
like UART or SPI for configuration, control, and data transfers. While 2.4 
GHz LoRa is primarily used for long-range data exchanges within the appli
cation, short-range Bluetooth can be used for tasks such as single device 
maintenance and firmware updates. This can be accomplished through smart-
phones, tablets, or other portable computers that have Bluetooth available as 
a standard connectivity service. 

1.7.4 Microcontrollers and microprocessors 

These units are available from various manufacturers, offering a wide range 
of processing capabilities, including single-core and multi-core devices, as 
well as various memory and interface options. Microprocessor systems are 
typically capable of running embedded Linux, providing enhanced flexibility 
in choosing an appropriate programming language with higher abstraction 
and extensive library support. Microcontrollers are more likely to run smaller 
operating systems like FreeRTOS or proprietary ones, often with vary
ing levels of real-time support and are directly connected to sensors and 
actuators. 

Arm-based architectures with AI/ML-optimised cores support the devel
opment of lightweight microcontrollers with embedded coprocessing to 
optimise overall processing capability, local analytics, and power consump
tion. The edge AI methods, techniques, frameworks, and tools enable the 
embedded design to develop, train, optimise and deploy edge AI models on 
microcontroller-based hardware. 

1.7.5 Peripheral driver 

The connection between hardware and software is typically established 
through peripheral drivers. These drivers offer an interface for the higher 
layers of embedded software and ensure secure control and configuration 
of the underlying hardware units. In the case of operating systems like 
Linux, such drivers must adhere to specified interfaces and be implemented 
according to predefined rules. Additionally, in smaller microcontroller
based systems, similar driver software has been developed for the same 
purpose. 
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1.7.6 Operating systems 

An operating system acts as an intermediary between hardware and embed
ded software applications. It manages and coordinates various hardware 
and software components to provide a stable and efficient environment for 
middleware and application software to run on a device. The choice of 
the operating system is, like hardware selection, significantly dependent 
on application requirements. Furthermore, it must be compatible with the 
selected hardware to support the lower-level peripheral drivers and interfaces. 

1.7.7 Sensor models 

A sensor model is a representation of how a sensor behaves and interacts with 
the environment it is monitoring. The model is a mathematical or computa
tional description that helps understand and predict the relationship between 
the input (physical quantity being sensed) and the output (measurement or 
signal generated by the sensor). 

Sensor models are used for various purposes, including: 

• Simulation – they can be used to create virtual sensor behaviours in 
software simulations, allowing engineers to test systems before physical 
implementation. 

• Calibration – sensor models help in calibrating real sensors by under
standing how their measurements correspond to actual physical values. 

• Data Fusion – when multiple sensors are used to gather information, 
their models can help combine and interpret the data accurately. 

• System Design – in designing complex systems, sensor models aid in 
selecting appropriate sensors and understanding their integration. 

• Fault Detection – deviations between actual sensor outputs and model 
predictions can indicate sensor malfunctions. 

Sensor models can be as simple as linear equations or as complex as 
sophisticated computational simulations. They consider various factors that 
affect sensor behaviour, such as noise, sensitivity, non-linearity, temperature 
dependence, and more. By having an accurate model, engineers can improve 
the reliability and accuracy of systems relying on sensor data. 

1.7.8 AI learning and inference 

This building block includes the two fundamental aspects of an AI enabled 
edge device. 
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• AI Learning – this is the process in which AI systems gain knowledge 
and insights from data. It employs algorithms to identify patterns and 
learn how inputs relate to desired outputs. There are different types 
of AI learning, including supervised, unsupervised, and reinforcement 
approaches. 

• AI Inference – this is the phase when a trained AI model is used to make 
predictions or decisions based on available data. This is the practical 
application of what the AI system has learned before. 

1.7.9 2.4 GHz LoRa Mesh Protocol Stack 

The LoRa Mesh Protocol Stack encompasses the functionalities to enable 
end-to-end communication within a wireless mesh topology. This includes 
tasks such as neighbour and route discovery, packet forwarding, route adap
tation and maintenance, device management, and medium access control. 
Additionally, specific metrics and interfaces may be exposed to the embedded 
AI unit, enhancing adaptive routing algorithms through AI-based methods 
and techniques. 

1.7.10 AI applications and services 

This upper layer encompasses specific aspects and services tailored to a 
particular distributed edge AI-enabled application. The associated software 
components within this layer utilize middleware layer components at the 
highest available abstraction level to meet the application’s specific functional 
and non-functional requirements. 

1.8 Challenges and Future Research Directions 

Built-in edge AI and wireless mesh connectivity capability that integrates 
processing units with AI-based capabilities, multiprotocol communication 
wireless modules for real-time monitoring and high-performance micro-
electromechanical systems (MEMS) accelerometer sensors extend the func
tionalities and features of intelligent edge devices. This facilitates data 
aggregation, integration, and processing. 

Building AI into wireless edge devices and sensors allows edge devices 
to learn and infer. Inference and decision making are performed within the 
edge device based on data collected through its sensors. 
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Long-range mesh network designs with edge AI capabilities enable effec
tive monitoring through infrequent data updates communicated over long 
distances. 

The LoRa mesh network can include security mechanisms while main
taining a low-energy profile for battery-powered edge sensors. 

Lightweight authentication and encryption techniques can avert spoofing 
and provide confidentiality in message exchanges between edge nodes and 
the base station. 

Updates can be performed using GPS-enabled time synchronisation and 
a concurrent transmission property inherent to LoRa. 

An overview of the primary challenges and future research directions 
for edge AI and wireless LoRa mesh connectivity is presented in the next 
paragraphs. 

Various wireless routing protocols, such as AODV, OLSR, DSR and 
RPL, face different challenges depending on the specific characteristics of 
the networks in which they are deployed. The following are some common 
challenges that these protocols frequently encounter: 

• Scalability – all of these protocols need to scale with the increasing 
number of nodes in a network. As the network grows, more routing 
information must be managed and distributed. This can lead to increased 
overhead and longer route discovery times, especially for protocols 
based on proactive topology updates. 

• Mobility – in wireless networks, devices can move frequently or follow 
unpredictable patterns. Protocols must be able to adapt to these changes 
and maintain efficient routes, even for mobile devices. 

• Connectivity – fluctuations and interferences – Wireless networks are 
susceptible to connectivity fluctuations, interferences, and signal atten
uations. Routing protocols must cope with these variations to provide 
stable and reliable routes. 

• Energy efficiency – energy efficiency is crucial in IoT networks and 
battery-operated devices. Routing protocols should be designed to 
minimise energy consumption and maximise battery life. 

• Security – wireless networks are vulnerable to security threats, such as 
man-in-the-middle attacks and routing manipulation. Routing protocols 
must rely on other mechanisms to secure communication and ensure the 
integrity of routing information. 
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• Overhead and latency – routing protocols generate additional overhead 
in the network to distribute and update routing information. This over
head can reduce the available bandwidth and lead to higher latency and 
increased energy consumption. 

• Complexity – some routing protocols can be complex, especially when 
optimised for specific use cases. The implementation and management 
of such protocols can be challenging. 

• Interoperability – in some cases, wireless networks must communicate 
with different devices and technologies from other vendors or protocols. 
Ensuring interoperability between different protocols can be a challenge. 

It can be a challenge to find the appropriate edge AI learning techniques 
and AI input parameters when combining communication protocols with AI-
based methods at the application level to enhance the overall performance of 
the wireless network itself. 

These challenges are crucial when selecting and implementing a routing 
protocol for a wireless network. The routing protocol must meet the specific 
requirements of the network and the characteristics of the connected devices 
to ensure optimal performance and reliability. 

The challenges for federated learning systems are potentially related to 
wireless communication efficiency, platform and sub-system heterogeneity, 
data heterogeneity, and protection of privacy [41][42][43]: 

• Wireless communication efficiency – federated networks can include 
many edge nodes/devices, and the communication latency in the network 
may be larger than the time for computations carried out locally at 
the edge nodes/devices. As for all wireless networks, bandwidth is 
limited depending on the wireless technology solution used. Efficient 
communication strategies are needed to reduce the size and number 
of messages transmitted, such as the communication rounds constitut
ing the training cycles, which are typically repeated iteratively until 
the global model converges and the targeted accuracy is achieved. To 
increase communication efficiency, local updates carried out in parallel 
on the nodes/devices for each communication round can reduce the total 
number of communication rounds. The size of messages transmitted can 
be reduced by using model compression methods, such as subsampling 
and quantification, and latency and bandwidth challenges can be reduced 
by decentralised topologies and training. 
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• Platform and sub-system heterogeneity – the federated network is a 
heterogeneous system typically without inherent seamless properties. 
The system may be challenged by different communication protocols, 
variations in hardware capabilities (e.g., processor units and memo
ries) and various restrictions on energy consumption. When many edge 
nodes/devices are included in a system or its sub-systems, node/device 
fault tolerance properties are essential for the case of node loss (e.g., 
communication failure or power limitations) during a training/learning 
iteration. To reduce the possible adverse effects of heterogeneity, parallel 
iterative operations can be facilitated by asynchronous communication, 
and the number of nodes/devices participating in each communica
tion round for training/learning can be increased and/or selected by 
active node/device sampling to maximise the aggregated node/device 
update within a defined timeframe; the effect of dropout can also 
be reduced/eliminated by implementing fault tolerance solutions that 
facilitate redundancy. 

• Data heterogeneity – the data collected/generated from a potentially 
large number of edge nodes/devices in a federated network may be het
erogeneous because of differences in populations, samples, and results. 
That is; the data used for modelling and analysing are usually not 
uniformly distributed across the edge nodes/devices, and variations in 
data types, attributes, data labelling, data points and data refresh rates, 
challenge the training/learning processes. Machine learning methods, 
such as meta-learning and multi-task learning, have been extended to 
modelling in federated infrastructure, but they have limitations in terms 
of scalability, robustness, and automation. 

• Protection of privacy – the federated learning approach benefits pri
vacy by keeping raw data (and possibly derived data) on each edge 
node/device in the federated network. However, sharing model updates 
in the network during the training/learning processes can expose sensi
tive information to a third party. Modular and differential approaches can 
enhance privacy in a federated infrastructure, but there may be trade-offs 
between privacy and model accuracy. 

1.9 Discussion and Conclusions 

LoRa is a wireless communication technology used in low-power, long-
range communication applications. It provides low data rates to meet the 
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requirements of remote edge nodes, which periodically send small amounts 
of sensor data. The architecture of LoRaWAN builds on a star topology 
that creates a single hop between an edge node (sensor IoT node) and the 
gateway. LoRa mesh networks are available for various applications that 
cannot be sufficiently managed by LoRaWAN architecture. The work in 
[32] has demonstrated that LoRaWAN applications can be extended using 
multi-hop LoRa, in which intermediate nodes can operate as repeaters that 
broadcast traffic to other LoRa nodes to reach a gateway. 

The advantage of a LoRa mesh network is that the network coverage area 
can be expanded without adding more base stations. Furthermore, mesh net
works combined with LoRa technology and AI-based techniques for routing 
optimisation can bring advantages to the application of the wireless sensor 
network in terms of improving the coverage area and promoting low power 
consumption. 

Different wireless technologies, such as ZigBee, Z-Wave, BLE, Wi-SUN 
and Wi-Fi, use mesh topologies in which each device can be a router relaying 
the packet of the other devices to the end node. The main difference between 
LoRa and these other technologies is the ability for long-range transmission. 
This advantage can assist in expanding the network model without the need 
for additional base stations. In addition, low bandwidth makes LoRa resistant 
to channel noise, long-term relative frequency drift, Doppler effects and 
fading. 

The key parameters used to configure the LoRa radio module are the 
modulation method, frequency range, bandwidth (BW), spreading factor 
(SF), coding rate (CR) and transmission power (TP). Artificial intelligence-
based ML methods applied to LoRa and LoRaWAN for efficient resource 
management (e.g., BW, SF, CR and TP) can enhance LoRaWAN network 
performance and efficiency. 

Edge AI solutions can be used in the processing modules of IoT devices 
that transmit information packets via the LoRa mesh network. 

As the communication bandwidth of a LoRa link is low, performing ML 
on the IoT device allows for sending classification results rather than sending 
a higher amount of raw sensor data for remote classification. This saves the 
bandwidth of the low-capacity LoRa communication link. 

Communication in a LoRa mesh network must adopt bandwidth-saving 
strategies, considering the duty cycle limitations of sub-GHz LoRa. Long 
range lacks packet delivery guarantees; for instance, using federated learning 
will require additional protocols for reliable messaging. 
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Depending on the setup and operational conditions, messages in a LoRa 
mesh network are also delivered with delays, excluding applications with 
strict real-time requirements. Consequently, distributed intelligence within 
a LoRa mesh network must determine the trade-off between using local 
computation and using communication resources. In these cases, there is a 
need for network integration of the LoRa mesh layer with the internet in 
full-stack edge IoT applications. 

Long-range mesh networks and ML techniques deployed on edge IoT 
nodes can become communication substrates for building distributed intelli
gence with tiny edge nodes. The application can be extended using federated 
ML over LoRa communication, which is performed by embedded devices at 
the IoT layer. 

Long-range mesh topology combined with intelligent gateways, AI-based 
routing optimisation and ML algorithms implemented in the processing nodes 
can be used for applications, such as intelligent lighting systems that provide 
extended coverage with limited data rates. Compared with other protocols for 
controlling large numbers of light devices, this technology can be suitable for 
lighting control. 

In addition, the presented technologies can offer several benefits that con
tribute to the improved efficiency, scalability, and reliability of agricultural 
sensor systems. Sensors placed further from the central control point can still 
communicate through intermediate nodes, extending the coverage range of 
the overall network. 

Mesh networks are self-healing, meaning that if one sensor node fails 
or is disrupted, the network can dynamically reroute data through alternative 
paths. This is an important feature, for example, in agriculture, in which envi
ronmental factors, such as weather, crop growth and equipment malfunctions, 
can temporarily disrupt communication. Sensor nodes equipped with edge 
AI functionality can detect or even predict such situations to improve system 
reliability and maintainability and, as a result, reduce costs. 

Mesh networks can easily accommodate the addition of new sensor 
nodes without requiring significant infrastructure changes. This scalability is 
crucial, for example, in agriculture, in which the number of sensors might 
need to increase as the plantation expands or as new monitoring needs 
arise. 

Communication through intermediate nodes alleviates the requirement 
for additional infrastructure components, thereby decreasing overall system 
costs. Moreover, agricultural sensor nodes frequently function in areas that 
are remote or difficult to reach, underscoring the importance of battery 
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life. Leveraging low-power mesh protocols enables sensors to operate for 
extended durations without frequent battery replacements. 
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Abstract 

This chapter aims to define and interpret phases of the AI Lifecycle for 
Edge AI applications. We highlight common pitfalls that can arise when 
developing and maintaining AI models at the edge and outline best practices 
that are recognized in academia and industry, with the goal of developing 
a well-established taxonomy and pipeline for the lifecycle of Edge AI. We 
lay out that edge-based AI is seen as a natural extension of the cloud-based 
AI paradigm, solving problems related to real-time responsiveness, privacy, 
and independent operation closer to the source of the data. The challenges 
of edge-use cases are summarized, including limited network access, limited 
computational resources, and the need for customised deployment and main
tenance procedures. 

Keywords: machine learning (ML), software development lifecycle (SDLC), 
system-on-a-chip (SoC), deep learning (DL), dataset curation, edge AI, 
cloud-centric AI, model compression, deployment, monitoring, continuous 
learning, edge hardware. 

2.1 Introduction and Background 

In an ever more digital world, AI-based solutions have proven to be a driving 
force that is reshaping industries at an unprecedented pace. As artificial 
neural network architectures are growing, cloud-centred AI is a feasible 
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approach to deal with increasing computational requirements as no dedicated 
hardware is required and cloud-based systems can scale with application 
demands. This also unlocked the potential of AI-based solutions in industrial 
applications, followed by a continuous adoption of such technologies. Certain 
applications such as autonomous driving, financial trading, and healthcare 
monitoring. impose strict latency and availability requirements, which, cou
pled with concerns of data privacy and bandwidth availability, result in a 
set of requirements that cloud computing is unable to satisfy. Incorporating 
local data processing can be the key to achieving fast response and real-
time latency, decoupled from the inherent delays arising from device-to-cloud 
communication. It enables decentralized solutions capable of inferring off
line, increasing service availability while lowering bandwidth and power 
requirements. In addition, it improves data privacy. By delegating compu
tation closer to the edge, relevant features can be extracted, and private ones 
obfuscated before any data gets transferred over a network. This also reduces 
the size of data transfers, further easing the requirements on the network 
infrastructure of the overall solution. 

EdgeAI refers to the practice of doing AI computations near the users at 
the networks edge instead of centralised locations [1], and in this context, 
becomes a natural extension of the cloud-centric paradigm, enabling the 
transfer of computations closer to the data acquisition source [2]. The EdgeAI 
computing market was estimated at $9 bn in 2020, with projections to reach 
$59.6 bn by 2030 [3]. Following this definition, the term edge device can 
describe both computation nodes between the edge and the Cloud (referred 
to as fog computing)[4], and lightweight processing units coupled with the 
sensors acquiring the data. The second type, further referred to as low-
powered devices, includes field-programable gate arrays (FPGAs), tensor 
processing units (TPUs), media processing engines (MPE), as well as other 
processing units. 

The main areas of applications of EdgeAI are among security, mobile net
works, healthcare, voice and image analysis [5]. The list of tools and devices 
is constantly expanding as use-cases including predictive maintenance in 
industrial environments: sensors for predicting asset deprecation and main
tenance timeline of production chains. Developments and innovations in the 
field of Edge AI happen both for software and hardware hand in hand, driven 
by the need for specialised frameworks for low-powered devices that cannot 
make use of containers and virtualisation typical of Cloud-based solutions. 
This enables a large variety of available solutions, of diverse complexity and 
computational power. On the other hand, the migration of existing Machine 
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Learning (ML) algorithms to the edge faces significant challenges due to the 
limited hardware capabilities associated with low-powered devices. 

Various techniques of compression, enabling coping with the reduced 
hardware capabilities are an active subject of research. Most notable among 
compression techniques are pruning-based [6], which decreases the size 
and complexity of trained model by eliminating non-contributing compo
nents (weight, neuron, channel, filter) with minimal impact on accuracy and 
quantization-based [7], which reduce inference complexity by switching 
from the standard float-32 representation to more bit-conservative ones. 

Within this chapter we define the stages of the Edge AI Lifecycle by 
augmenting the well-established Software Development Life Cycle (SDLC) 
with ML and edge-specific processes and stages. 

For convenience, all phases are grouped into three stages: (I) Pre-
Development, (II) Development, and (III) Production. It should be noted 
that, like the SDLC case, phases in the Edge AI Lifecycle can overlap and 
cycle back. An overview of the flow of the Edge AI Lifecycle is presented in 
Figure 2.1 with examples of frameworks used at each stage. 

Starting with the first phase in the Lifecycle of any software solution 
is the requirement formulation phase, which includes functional and non
functional requirements. Based on these, we introduce the ML methodology 
planning phase, which includes data planning (describing the type of data and 
availability of labels to be used for training, validation, testing) as well as the 
choice of software frameworks and ML methodologies. A difference between 
the Cloud-centric approach and the edge approach, is the addition of a third 
component in the ML planning phase, namely the selection of inference hard
ware. Typically, in the case of Cloud-based solutions, the developed solution 
enters the deployment phase completely virtualized, and able to be deployed 
on any of the typical Cloud hardware, customisable within a few clicks on 
established platforms such as AWS. This is not the case for edge solutions, 
when the choice of hardware imposes restrictions on the software frameworks 
to be used, and on data formats. In the Edge use-case this step contains three 
intertwined components which impose limitations on each other. Following 
this phase, along with the dataset assembly phase, is the Development stage, 
consisting of the training, validation, evaluation, and optimisation phases. 
The conceptual difference between validation and evaluation is that validation 
chooses the best performing model of the many trained, while evaluation is 
used to obtain a representative estimate of its performance on unseen data. 
Following that, the optimisation stage then simplifies the obtained model 
while ensuring the accuracy does not drop below the specified requirements, 
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Figure 2.1 AI Lifecycle Stages Overview. 

and depending on the techniques used can sometimes partially overlap with 
the training phase. Finally, the Production stage encompasses the deploy
ment, operation, and maintenance phases. The following subchapters address 
each of the stages defined above and elaborate on the good practices and 
common pitfalls recognized within academic and industrial environments, 
with the goal of pushing towards an openly standardized approach to Edge 
AI development and deployment. 

2.2 Pre-development 

We define the Pre-Development stage as encompassing the definition and 
planning of the ML solution and associated hardware for inference, along 
with the assembly of the corresponding dataset. 
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The definition phase includes problem formulation, which represents 
the process of translating the real-world problem into a format that can be 
solved by a machine. For the planning phase, we introduced three intertwined 
categories in the previous sub-chapter: hardware, software, and data. To better 
understand the interaction between the three categories, we depart from the 
relationship between data types and machine learning algorithms capable 
of processing each type. Based on the problem statement, the type of data 
and the scope of the ML algorithms, several learning paradigms can be 
distinguished, as outlined in Table 2.1. 

Each type of learning is equipped to handle different types of tasks, 
with their own requirements in terms of data and annotations. Unsupervised 
learning for example, being used mostly for extracting insights from large 
datasets with no labels, is rarely deployed to the edge. Typical edge use-cases 
refer instead to supervised (or semi-supervised, depending on the availability 
of labels for the data) or reinforcement learning. Every type of learning can 
in turn be further decomposed into different types of tasks. For example, 
a classification task can be formulated as binary classification, multiclass 
classification, or multi-label classification. A segmentation problem, very 
common in computer vision tasks, can be treated either as semantic seg
mentation (pixel-wise segmentation into foreground and background), or 
instance segmentation (different objects of the same class receiving distinct 
labels of the same class). Different formulations entail different labelling 
effort requirements. For example, although instance segmentation outputs 

Table 2.1 Types of Learning and corresponding tasks 
Type of 
Learning 

Explanation Application tasks 

Supervised Learning a function that maps an Classification, Regression, 
input to an output based on sample Semantic Segmentation, 
input-output pairs (labelled data) Instance Segmentation 

Unsupervised Analyses unlabelled datasets with- Feature Extraction, Trend 
out the need for human labelling identification, Clustering, 
(data-driven) Principal Component Analysis 

Semi- Represents a combination of the Can be used to tackle both 
supervised above two types, typically used in supervised and unsupervised 

dealing with a partially labelled type tasks 
dataset 

Reinforcement Attempts to evaluate the optimal Robotics, Autonomous Driving, 
behaviour in a particular context or Natural Language Processing 
environment, based on reward or 
penalty. 
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a detailed mask covering all pixels belonging to an instance of the object 
of the given class, in some applications a separation between foreground 
and background would suffice, significantly cutting the time required for 
labelling. It is recommended to choose the simplest problem formulation 
type which satisfies the task requirements, with the goal of minimising the 
resource requirement to prepare the dataset. 

Dataset Formulation 

The goal of the dataset preparation phase to create a set of data that is 
representative of the intended use-case, with sufficient examples to provide 
the developed neural network model with enough space during training for 
generalisation and identification of relevant features. It represents a critical 
stage which might make the production of a high accuracy model an impos
sible task, or more difficult than it needs to be. Hence, the right domain 
knowledge is required. Domain knowledge refers to the general background 
knowledge of the field or environment from which the data originates. It is 
particularly important for identifying outliers and non-representative data-
points, detecting biases, and proposing attribute sampling methods, to reduce 
the non-informative data in the set. Equally important, domain knowledge is 
required for the formulation of data labelling guidelines, which help to ensure 
that the dataset is consistently annotated even if the annotation process is done 
by multiple experts as annotation variability must be kept to a minimum. 
Furthermore, to better combat the possibility of human error, data labelling 
by multiple experts in parallel can be an effective, albeit costly, solution. One 
common pitfall arising from insufficient data analysis and lack of domain 
knowledge during the pre-development stage is concept drift [8]. It refers to 
unforeseen changes in the relation between input and output data that are left 
unaccounted for. An example of concept drift is the shift in relation that might 
occur due to seasonal conditions e.g. summer to winter. Based on the nature 
of the change of the statistical properties of the predicted variable, the drift 
can be sudden, gradual, incremental, or  periodic. The dangers of concept 
drift are amplified by the fact that its negative impacts on the accuracy are 
not detectable during training, and only become apparent during production, 
manifesting as degraded performance of the deployed solution. More on 
the detection and combating of concept drift is presented in the Production 
sub-chapter. 

Data augmentation represents the process of “artificially” increasing 
a dataset by modifying copies of existing datapoints (augmentation) or  
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synthetically generating new ones using the existing dataset (synthetic). 
Although typically used to expand datasets which have high costs of labelling, 
data augmentation techniques are also useful as an additional regularization 
factor, and to combat overfitting during training [9]. Another non-trivial 
use of data augmentation is to create datasets out of private data, when 
augmentation is used to obfuscate private features. Data augmentation can 
be counter-productive in cases with data bias, as the inherent bias in the data 
persists (and can be amplified) in the augmented dataset. Data bias describes 
the effect of over-representing certain elements in the dataset. It leads to 
models trained on it ending up “lazy”, i.e. biased to predict the majority class. 

There are multiple techniques of addressing the bias inherent in the 
data, at various stages of the AI Lifecycle. During pre-development, bias-
compensating strategies include re-weighting and re-sampling the data, such 
that the dominating class becomes under-sampled. To further improve the 
generalisation capabilities and convergence of the developed model, it is 
recommended to make use of statistical rescaling techniques, such as nor
malisation and standardisation. Normalisation rescales the data to a [0,1] 
interval, and should be used when the distribution of the expected real-world 
data is unknown, while standardisation rescales the data such that the mean 
becomes zero and the standard deviation becomes one. It should be used when 
it can be assumed that the expected data follows a Gaussian distribution. 
Such techniques are helpful with improving the convergence speed during 
training, and with the regularisation of model weights. Before proceeding 
to Development, the dataset is split into training, validation, and test subsets. 
Most common split ratios include 60-80% for training, 10-20% for validation, 
and 10-20% for testing. While the train and validation subsets are actively 
used in the Development stage, the purpose of the test subset is to give 
an estimate of the performance of the resulting model on unseen data and 
should therefore only used for computing a final quality metric once the best 
performing model on the validation set is selected. 

2.3 Development 

In the domain of Edge AI, the development of lightweight neural network 
architectures has gained substantial importance. This is primarily driven 
by the increasing demand for precise and resource-efficient Deep Neural 
Networks (DNNs), especially in scenarios where these networks need to 
operate on resource-constrained edge computing devices. The development 
stage represents the most computationally intensive phase during which the 
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network model is created, trained, evaluated, and optimised. At this stage 
in particular, comprehensive documentation is needed to record every step 
of model development, including weight initialisation and random number 
generator seed, to ensure the reproducibility and transparency of the process. 
Development is usually conducted in the Cloud or on-premise servers, where 
sufficient computational resources are available. This sub-chapter will pro
vide a brief overview of state-of-the-art methodologies used for architecture 
design and training, as well as techniques for model compression and optimi
sation. Additionally, an overview of state-of-the-art hardware used for edge 
applications will be presented. 

Model architecture development and training phase 

Training phase represents the iterative process of exposing the neural network 
model to the dataset, enabling it to learn and adjusting its weights and 
biases, also known as model parameters, such that the accuracy of the model, 
measured on the train set (also referred to as fitting accuracy) increases. The 
process starts with model initialisation, during which the model parameters 
are either randomly initialised or pre-set in case of a pre-trained network, as 
well as with the selection of a hyperparameter set. The term hyperparameters 
refers to a broad set of choices made prior to the network training phase, 
and include design decisions of the network architecture (number of layers, 
neurons, filters, etc), learning rate, activation functions, optimisation algo
rithm, etc. The difference between model parameters and hyperparameters 
is that the first refers to the weights of the model trained through backprop
agation applied on the model’s loss function, while hyperparameters refer 
to top-level parameters controlling the learning process. Picking the right 
hyperparameters is not a straightforward process, and a sub-optimal choice 
would negatively influence the convergence of model training, as well as 
the resulting overall accuracy. The activity to identify suitable hyperparam
eters for DNN models within reasonable timeframes for novel applications 
has necessitated the adoption of automated pipelines. Trivial techniques for 
hyperparameter optimisation include manual search, grid search, and random 
search. These involve the launch of multiple experiments (i.e. independent 
training processes) with manually, grid-based, or randomly selected hyper-
parameters out of the set of possible values, which are then tried either 
sequentially or in parallel. The efficacy of each is then evaluated based on the 
performance of the model on the validation dataset, during or after training. 
Such methods do not guarantee that the optimal solution is found and are 
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expensive in terms of computational resources and time. Due to the sheer 
complexity of manually exploring an extensive array of hyperparameter com
binations, there has been a growing need for derivative network architecture 
search technologies. To this extent, more informed searching methods have 
been developed, such as Evolutionary and Population-based Optimisation 
[10]. These methods are adaptive, meaning they stop experiments in which 
the choice of hyper-parameters has proven to be sub-optimal, as measured 
by a user-defined fitness function. The terminated experiments are then 
replaced by new instances with hyperparameter sets derived from the more 
promising experiments. Such approaches are very efficient at minimising 
the training time and the hardware resources consumed compared to the 
previously mentioned classical search methods, and in addition provide a 
more exhaustive search over the hyperparameter space. Frameworks like Ray 
Tune, Optuna, and Hyperopt provide implementations for hyperparameter 
optimisation, and are compatible with most common ML frameworks such 
as PyTorch, TensorFlow, and Keras. 

Another approach to hyperparameter optimisation is given by Neural 
Architecture Search (NAS) algorithms, which exhibit the capacity to optimize 
a diverse range of functions, encompassing both precision and complexity 
considerations, within a discrete search space. These algorithms have a con
siderable drawback due to the challenging evaluation step. Indeed, evaluating 
a sampled DNN necessitates a computationally intensive full training process. 

Figure 2.2 Overview of hyper-parameter training methodologies [10] illustrating (a) sequen
tial optimisation; (b) parallel optimisation; (c) adaptive optimisation. 
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To alleviate this computational load, different techniques have been devel
oped, such as the usage of reduced datasets, look-up tables and approximation 
of models to estimate cost-related metrics (memory occupancy, latency, 
energy consumption). Differential Neural Architecture Search (DNAS) repre
sents a pivotal advancement in the realm of NAS, markedly reducing the time 
required for optimization. This reduction is achieved by transitioning from a 
discrete search space to a continuous one, rendering the problem addressable 
using gradient-descent optimization techniques. The central idea of DNAS 
revolves around the definition of a set of architectural parameters able to 
encode the selection of a DNN architecture from the search space. DNAS 
jointly optimizes these architectural parameters alongside the weights of the 
neural networks. This amalgamation of architectural parameter optimization 
and weight training within a continuous search space contributes to the 
accelerated optimization of DNN architectures, making DNAS a promising 
approach to exploring efficient and effective neural network design. 

“[11] introduces DARTS Differentiable Architecture Search”, addressing 
the challenges associated with scalability in architecture search. DARTS 
introduces the DNAS concept, framing architecture search as a differentiable 
problem. Through the continuous relaxation of architectural representations, 
DARTS enables accelerated search processes employing gradient descent 
techniques, significantly reducing search time. Extensive experiments have 
been conducted on diverse datasets, including CIFAR-10 and ImageNet, 
showing DARTS exceptional ability to uncover high-performance convo
lutional and recurrent architectures tailored specifically for image classi
fication and language modelling tasks. This goal is especially relevant in 
a domain where optimized network architectures, capable of accommo
dating the constraints of edge devices, hold considerable importance, thus 
contributing to the advancement of EdgeAI model development. In [12], 
the researchers acknowledge the escalating demand for DNN models that 
strike a balance between precision and operational efficiency, a require
ment in the context of edge computing. PLiNIO, is an open-source library 
that consolidates a comprehensive set of cutting-edge DNN design automa
tion techniques into a user-friendly interface. These techniques, rooted in 
lightweight gradient-based optimization, simplify the intricacies of DNN 
development for edge applications. Through empirical assessments con
ducted on tasks pertinent to edge computing, the study demonstrates that 
PLiNIO yields many DNN solutions that surpass baseline models in respect 
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of the delicate trade-off between accuracy and model size. It is worth noting 
that PLiNIO exhibits remarkable memory reductions, up to 94.34%, while 
maintaining accuracy levels, underscoring its pivotal role in EdgeAI model 
development. 

In summary, derivative network architecture search technology, exempli
fied by pioneering frameworks such as DARTS, is pivotal in the EdgeAI 
model development. These innovative approaches make the optimization 
process more efficient, allowing us to navigate the complex landscape of 
hyper-parameter configurations and unveil DNN architectures that achieve 
optimal equilibrium between accuracy and model size. This research direc
tion holds great promise for the future of Edge AI, where resource-efficient, 
high-performing neural network architectures serve as the bedrock for a wide 
range of applications. 

Model validation phase 

Model validation asseses the quality of the training process by measuring 
the accuracy of the model on a dedicated validation dataset (validation 
accuracy). It goes hand in hand with the training phase. Insights acquired 
from the validation accuracy assessment are then used to compare different 
training instances to identify the optimal hyperparameter choices, and to 
assess when the training process should be stopped. Typically, an early stop
ping mechanism is used for this purpose, which monitors the development 
of validation accuracy and stops the training once the accuracy reaches a 
plateau or starts degrading. Failing to stop a training session in time is 
one of the causes of overfitting, occurring when the model learns patterns 
unique to the training set that do not apply to real-world data. An overfitted 
model is typified by a high discrepancy between the fitting and validation 
accuracies and performs poorly on unseen data. Various techniques to combat 
the overfitting effect exist and can be grouped by mechanism as presented 
in Table 2.2. 

Model evaluation phase 

The evaluation phase starts once the training has been completed and the 
best performing instance of the model has been identified. The goal of this 
phase is to assess how well the trained model generalises to new, unseen data, 
thus emulating a real-world scenario. The accuracy of the model on the test 
dataset is measured, and serves as a final, unbiased indicator of the model’s 
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Table 2.2 Techniques to combat overfitting.
 
Mechanism type	 Technique description 

Data-based	 More training data – most straightforward, increase the diver
sity of the training data by adding additional datapoints 
Data augmentation – artificially increase the diversity of the 
training data through augmentation techniques and the addition 
of noise. 
K-fold cross validation – split the dataset into K subsets, 
with each subset used for validation set once while the others 
are used for training. Other similar cross validation tech
niques include stratified cross-validation, leave-one-out-cross
validation (LOOCV), etc. 

Regularisation-based	 L1 and L2 Regularisation – penalise complex model weights 
by adding their L1 or L2 norm to the loss function as an 
additional term 
Dropout [13] – randomly deactivate a fraction of neural 
network neurons during each training iteration 

Feature-based	 Feature engineering – manual selection, transformation, and 
creation of features from the original data 
Pruning – removal of parameters from a network based on 
their usefulness to the inference output, thus reducing the 
model’s complexity 

Inference-timed Model ensembling [14] – combine predictions from multiple 
models to produce a single optimal predictive model 

Training-timed Early stopping – stops the training process once the validation 
accuracy stops improving 

performance. The measured evaluation accuracy must not then be used to 
make any further decisions about the model’s architecture, hyperparameters, 
or any other aspect of training. Doing so would represent a form of data 
leakage when information from outside the training and validation phases 
makes its way into the training pipeline and undermines the validity and 
estimated evaluation accuracy of the trained model. Instead, in case the 
measured evaluation accuracy does not satisfy the requirements set in the 
previous stage, the whole development process must be restarted, with new 
dataset splits. 

Model compression phase 

Compressing a DNN model is crucial for making it more suitable for deploy
ment on resource-constrained devices. There are several techniques available 
to achieve DNN model compression, as outlined in Table 2.3. 



2.3 Development 55 

Table 2.3 Compression Techniques 
Compression Technique description 
Technique 
Weight Quantisation Involves representing the model’s weights with a lower bit preci

sion than the standard 32-bit floating-point numbers. Common 
bit-widths include 8-bit or even lower, reducing memory and 
computational requirements. 

Model Quantisation Involves quantizing activations during inference. This can further 
reduce memory and computation requirements by using lower-
precision representations for intermediate activations. 

Pruning Involves removing unimportant/low-magnitude weights or neu
rons from the model. These elements contribute minimally to the 
model’s performance, so their removal can significantly reduce 
model size and inference time without a significant loss in accu
racy. 

Knowledge Represents training a smaller student model to mimic the 
Distillation behaviour of a larger, more complex teacher model. This transfer 

of knowledge from the teacher to the student model results in 
a smaller and more efficient model that maintains most of the 
teacher’s accuracy. 

Knowledge Pruning This approach combines knowledge distillation with pruning. 
The teacher model is first pruned to a smaller size, and then a 
student model is trained to mimic the pruned teacher. This results 
in a more compact model while maintaining the knowledge of 
the original, larger model. 

Low-Rank This technique decomposes the weight matrices of the model 
Factorization into lower-rank matrices. By doing this, you can reduce the 

number of parameters in the model, leading to a smaller model 
with less computational overhead. 

Sparse Models Sparse models are models with a substantial number of zero-
valued weights. Techniques like sparse training or structured 
sparsity constraints can be applied to encourage weight sparsity, 
resulting in a more compact model. 

Compact Using model architectures designed for efficiency, such as 
Architectures MobileNet, EfficientNet, or  SqueezeNet, can lead to smaller mod

els that maintain competitive performance on various tasks. 
Transfer Learning Instead of training a model from scratch, one can use pre-trained 

models as a starting point and fine-tune them to the specific task 
at hand. This approach leverages the knowledge learned from a 
larger dataset and model, resulting in a smaller model customised 
for the specific task. 

These techniques can be used individually or in combination to achieve 
the desired level of compression while minimizing the impact on model 
accuracy and performance. The choice of technique(s) depends on the specific 
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requirements of the task at hand and the available computational resources. 
Quantization, for example, has evolved significantly in the context of Edge AI 
applications. Its history is marked by the pursuit of approximating floating-
point weights and activations with low bit-width integers, ultimately aimed 
at reducing model size and enhancing operational efficiency. Particularly at 
the edge, where computational resources are constrained, quantization is a 
critical factor in making DNNs more viable [15]. In the past, quantization was 
often applied post-training, essentially mapping the high-precision model to 
a lower-precision representation. However, a significant breakthrough came 
with the introduction of Quantization-Aware Training (QAT) [16]. QAT 
enables DNNs to adapt to the effects of quantization during the training 
process, mitigating the subsequent drop in accuracy that occurs with post-
training quantization. Standard fixed-precision quantization assigns a uniform 
integer bit-width to the entire DNN, neglecting the unique sensitivity of 
each layer to precision reduction. Recognizing this limitation, the field 
advanced with mixed-precision methods [17]. These approaches introduce 
variability in bit-width assignment, quantizing different subsets of the DNN at 
varying levels of precision. This innovation, however, introduces a challeng
ing optimization problem, demanding the identification of precise bit-width 
assignments that strike an optimal balance between model accuracy and 
computational complexity. The challenge grows exponentially with the num
ber of considered bit-widths, making it a computationally intensive effort. 
Several mixed-precision strategies have emerged to address this complexity-
accuracy trade-off, representing a parallel development orthogonal to NAS. 
Additionally, some strategies employ reinforcement learning techniques to 
automate bit-width assignment. Recently, a gradient-based method inspired 
by the principles of DNAS was introduced, enabling bit-width assignment 
during training [18]. This method dynamically quantizes data at various preci
sions and selects an optimal precision during the training process. In essence, 
quantization techniques have witnessed a historical shift from post-training 
conversion to in-training adaptation, reflecting the growing importance of 
model efficiency in the context of Edge AI applications and the innovative 
approaches developed to optimize this critical aspect of DNNs. 

Hardware for Edge AI 

Edge AI relies on a variety of hardware components and platforms to 
enable efficient and real-time inference. Many edge devices, such as smart-
phones, IoT devices, and embedded systems, use SoCs that integrate various 
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components like CPU, GPU, DSP, and often hardware accelerators like Neu
ral Processing Units (NPUs) or Field-Programmable Gate Arrays (FPGAs). 
These compact and power-efficient chips are well-suited for running AI 
workloads at the edge. General-purpose CPUs are still widely used in edge 
devices for AI inference, especially for less demanding tasks. Many modern 
CPUs come with support for hardware-based vectorization and optimizations 
like SIMD (Single Instruction, Multiple Data) instructions to accelerate AI 
workloads. GPUs, originally designed for graphics rendering, are highly 
parallel processors that excel at performing matrix operations essential 
for deep learning. Edge devices equipped with GPUs can leverage their 
computational power for AI tasks. Specialized NPUs designed explicitly 
for accelerating deep learning workloads are increasingly integrated into 
SoCs for edge devices and provide hardware acceleration for AI inference, 
improving both speed and energy efficiency, but generally have higher power 
consumption than dedicated hardware. FPGAs offer hardware programma
bility, making them adaptable to specific AI models and tasks. They are 
commonly used in scenarios where low latency and real-time processing are 
crucial, such as autonomous vehicles and robotics. AI-specific accelerators, 
like Google’s Tensor Processing Unit (TPU) and Intel’s Movidius VPU, are 
custom-designed chips optimized for AI workloads. These accelerators are 
highly efficient for tasks like image recognition, object detection, and voice 
processing, making them valuable for Edge AI applications with stringent 
requirements. Depending on the specific needs of an Edge AI application, 
custom hardware solutions may be developed to meet unique demands, such 
as specialized hardware for robotics. The choice of hardware for Edge AI 
depends on factors such as the specific AI workload, power constraints, 
latency requirements, and cost considerations. Many Edge AI applications 
use a combination of these hardware components to optimize performance, 
power efficiency, and resource utilization for AI inference. Of particular 
significance are the architectural advancements that have emerged in recent 
years, owing to the advent of RISC-V, an open Instruction Set Architecture 
(ISA) that empowers hardware developers to devise pioneering and high-
performance solutions. As an exemplar, the GreenWaves GAP8 processor, 
equipped with eight CV32E40P cores [19], delivers 22.65 Giga Operations 
Per Second (GOPS) with an exceptional power efficiency of 4.24 milliwatts 
per GOP (mW/GOP). This technological achievement was effectively har
nessed for the autonomous navigation of a micro-drone through the execution 
of a neural network [20]. 
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2.4 Production 

With the increase in maturity of Machine Learning algorithms, the issue 
of efficient deployment and maintenance comes more and more into focus. 
This has led to the emergence of the MLOps field, which handles the 
tasks of deployment, monitoring, and operations of ML models. Provision
ing, the starting point of deployment to the edge, represents the transla
tion of the model to the specific architecture of the hardware. Within the 
Cloud paradigm, provisioning is less critical, as the models are traditionally 
deployed through virtual machines and containers, isolated from underly
ing hardware. Deployment to the edge however, particularly to low-power 
devices, requires the use of specialized frameworks, often developed and 
maintained by the manufacturers of said devices. Typically said frameworks 
consist of an intermediate representation component, which represents the 
prepared model in a lightweight, optimised state, and an inference engine 
which runs the model. Intel’s OpenVINO toolkit is one such example, best 
suited for Intel’s CPUs, GPUs, as well as GNAs. CoreML is compatible with 
Apple devices, while Tensorflow Lite is best used for Android and Coral 
TPUs. At the same time attempts are made at creating universal formats, such 
as ONNX, which supports a variety of frameworks used for developing ML 
models, such as Tensorflow, PyTorch and Caffe, and make them available 
on various hardware. Depending on the requirements and complexity of the 
application, the model can then be deployed to function in an online or 
offline mode. For describing the monitoring phase, we will assume an online 
functioning mode, with at least occasional network connectivity to a Cloud-
based managing framework. The data used for training does not always 
accurately reflect the real-world encountered by a deployed model in the long 
term, reflected in degrading model performance over time, adjustments must 
be made based on insights acquired during the production stage. Variations 
in production data distributions, a symptom of this effect, can be detected 
with data drift detection algorithms, such as the Kolmogorov-Smirnov test, 
Population Stability Index, Page-Hinkley method, etc. The phenomenon of 
taking such insights into account and modifying the deployed model based on 
them is called Continuous Learning and represents a technique of proactive 
intervention to combat model drift. 

After sufficient new data are acquired during production, a data curation 
stage is triggered, in which the data is prepared for a fine-tuning session. The 
fine-tunning session mirrors the training and validation pipeline, followed 
by an offline testing stage determining if the resulting fine-tuned model has 
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Figure 2.3 Model Training Overview illustrating (a) training during the development stage 
and (b) training during the production stage. 

improved or downgraded its performance. Finally, the fine-tuned model is 
deployed in parallel to the production version, and their predictions compared 
in online testing, in which their comparative accuracies on unseen data are 
evaluated. In case the fine-tuned model is performing better, it takes the place 
of the previous version of the model, and the other is removed from service. 
Good version control is essential at this stage, to track model development 
and to keep the older versions as fall-back options, to be made available in 
case of unforeseen deviations by the active model. An overview of the ML 
procedures taking place within the continuous learning paradigm is presented 
in Figure 2.3. Here during stage (a) the optimal hyperparameters are found 
and the model is trained on the initial data, and in stage (b) the model 
makes use of the continuous learning pipeline to fine-tune its weights based 
on feedback from the production environment. It should be noted however 
that particularly in the case of Edge AI, where the production stage takes 
place on distributed, low-powered hardware, the infrastructure required to 
enable the continuous learning pipeline becomes more convoluted than in 
the Cloud-centric case. The issues that it needs to consider are the reduced 
computing power, which must be shared between the inferring component 
and the data acquisition component, and the limited bandwidth to be used for 
data transfer and model re-deployment, as well as the fact that new models 
must be deployed on each device. Overall, the infrastructure must support 
Edge-to-Cloud integration for transfers of fresh data, Model Version Control 
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Table 2.4 Types of Automation based on the definition by SAE International [21]
 
Level of 
Automation 

Stage Name Stage explanation 

Level 0 

Level 1 

No Automation 

Assistance 

The human operator performs all tasks without 
input from the machine 
Limited assistance is provided to the human 

Level 2 Partial Automation 
operator in completing specific tasks 
The machine takes over some of the task, but 
continuous human monitoring is required 

Level 3 Conditional 
Automation 

The machine can perform most tasks indepen
dently, but human intervention is required in 
case of complex and unexpended situations 

Level 4 High Automation The machine can perform most tasks indepen
dently, human intervention required in excep
tional cases 

Level 5 Full Automation Human operator not needed at all. The 
machine can perform independently including 
in exceptional conditions 

for tracking and updating models as needed, and Over-the-Air (OTA) updates 
for the deployed models. 

Depending on the level of autonomy of the deployed AI solution, as well 
as the requirements of the human factor in inference monitoring, different 
levels of autonomy can be defined. Currently, there is a system in place for 
autonomy in vehicles developed by SAE International [21], which we will 
use as a starting point to generalise guidelines for the autonomy of Edge AI 
solutions, presented in Table 2.4. 

The difficulties of reaching level three and above, as defined in the table 
above, particularly in the case of autonomous driving, lie in the unpredictabil
ity of the environment in which an autonomous vehicle operates. In case of 
controlled environments, as is usually the case for applications within facto
ries and assembly lines, the probability of unexpected and exceptional cases 
diminishes considerably, easing the transition to high and full automation. 

2.5 Conclusion 

In this chapter we have presented Edge AI as a natural extension of the 
Cloud-centric AI paradigm that enables solutions for use-cases with strict 
latency and data privacy requirements. The challenges and novel research 
directions arising from the transition towards the edge are summarised, 
including the development of compression techniques aimed at reducing 
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model complexity and inference time with minimised accuracy losses, as 
well as the design of compact, low-power hardware and associated software 
for network deployment. The standard SDLC is expanded to include the 
emergent set of good practices of ML development, deployment to the edge 
and maintenance, and encapsulated within the Edge AI Lifecycle. Divided 
into a pre-development, development, and production stage, common pit
falls and good practices are outlined, with the goal of pushing towards a 
well-established pipeline and taxonomy in the field of Edge AI. The Pre-
Development section summarises the processes of dataset assembly, and 
problem definition with the translation of the task into one of the ML 
paradigms. Following that, the Development section addresses the emergent 
automation of the network design phase, as introduced by evolutionary hyper-
parameter search algorithms, and NAS-based methodologies. The section 
goes on to describe model validation and evaluation tactics, common to 
all ML applications. The specifics of edge use-cases are then addressed 
by a categorisation of model compression techniques, and an overview of 
available edge hardware. Finally, the Production section details a collection of 
frameworks used for the deployment of optimised models on dedicated hard
ware and outlines the importance of production monitoring and continuous 
learning pipelines. 
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Abstract 

Machine Learning (ML) models are being deployed in a wide range of 
domains owing to their capacity to deliver high performance across a range of 
challenging tasks including safety-critical and privacy-sensitive applications. 
Moreover, the computing requirements of increasingly complex ML models 
presents a significant challenge to the hardware industry. 

Against this backdrop, Federated Learning (FL) has emerged as a promis
ing technique that enables privacy-preserving development of ML models on 
low-energy Edge devices. FL is a distributed approach that enables learning 
from data belonging to multiple participants, without compromising privacy 
since user data are never directly shared. Instead, FL relies on training a 
global model by aggregating knowledge from local models. Despite its repu
tation as a privacy-enhancing strategy, recent studies reveal its susceptibility 
to sophisticated attacks that can undermine integrity and, as well as disrupt 
their operations. Notably, the constraints posed by the limited hardware 
resources in edge devices compound these challenges. Gaining insight into 
these potential risks and exploring hardware-friendly solutions is vital for 
effectively implementing trustworthy and power-efficient FL systems in edge 
environments. 
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This chapter contributes a review and perspective of the triad of privacy, 
security, and hardware optimization in FL settings. 

Keywords: Federated Learning, Hardware Optimisation, ML Security, 
Privacy. 

3.1 Introduction and Background 

In this era of unprecedented data proliferation and exponential technolog
ical advancement, conventional centralized and cloud-based training and 
deployment of machine learning faces 2 main challenges: 

• How to train and deploy accurate models in an energy-efficient and 
sustainable manner? 

• How to guarantee the security and privacy of potentially sensitive data 
without compromising the learning process? 

FL has emerged as a promising approach to address the challenges 
posed by decentralised data sources while preserving data privacy. Traditional 
centralised ML approaches require aggregating sensitive data from various 
sources into a central repository for training, which can raise concerns about 
data exposure and privacy. FL offers an innovative solution by enabling model 
training across multiple devices or data silos, without the need to centralise 
the data themselves. This distributed approach not only safeguards individual 
privacy but also optimises the utilisation of edge devices, edge servers, and 
cloud resources. 

The key motivation behind FLis to leverage the collective intelligence 
of a network of devices while maintaining data locality. This is particularly 
crucial in scenarios where data is distributed across devices or locations, such 
as Internet of Things (IoT) ecosystems, healthcare networks, and financial 
institutions. By allowing devices to collaboratively learn a shared model 
while keeping their data local, federated learning can address challenges like 
network latency, bandwidth limitations, and data security. 

In this chapter, we delve into the multifaceted aspects of FL, focusing 
on privacy, security, and the opportunities for hardware optimisation at the 
Edge. We explore the techniques that enable data privacy within FL, the 
security measures needed to protect against adversarial attacks, and the ways 
in which hardware constraints and advancements shape the landscape of FL. 
Through case studies and emerging trends, we aim to provide a comprehen
sive understanding of how federated learning empowers data-driven insight 
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while upholding individual privacy, ensuring security, and harnessing the 
potential of diverse hardware resources. 

This chapter not only sheds light on the current state of federated learning 
but also serves as a guide for researchers, practitioners, and policymakers who 
seek to navigate the intersection of machine learning, distributed systems, and 
data governance. As FL continues to evolve, it is imperative to appreciate its 
significance in reshaping the landscape of data-driven technologies, fostering 
collaboration, and advancing both technological and ethical dimensions in the 
digital era. 

The structure of the chapter is crafted to offer a comprehensive explo
ration of the FL state-of-the-art. Our roadmap unfolds as follows: we 
begin with an initial introduction to the basics of FL and its applications, 
followed by an exploration of FL’s constraints and limitations, including 
hardware resources, security, and privacy considerations. Finally, we con
clude by underscoring the crucial requirement for balance among these varied 
aspects. 

3.2 Federated Learning Overview 

Training a deep neural network necessitates a significant amount of data, 
often representing the most valuable resource within a target environment: 
it can be of commercial value, be governed by privacy regulations, can be 
limited by user agreements (as illustrated by regulations such as HIPAA in 
the US and GDPR in Europe). In another scenario, data generated on Edge 
devices may face sharing restrictions due to privacy anxieties, bandwidth 
restrictions, or performance constraints. 

FL recently emerged as a potential solution to the problems above. It 
enables participants to collaboratively train a federated model while preserv
ing local data privacy. Within the FL framework, each participant trains a 
local model sharing it with a central server also known as a central aggregator. 
Data remain private to each participant. The server aggregates the local model 
updates into a single federated model and shares this model with the partic
ipants, creating an updated federated model that benefits from all the data 
without jeopardising its confidentiality. The model’s refinement continues as 
participants deliver more updates. 

FL encompasses three primary categories from a data partitioning per
spective: horizontal FL, vertical FL and federated transfer learning [5]. This 
document, however, zooms on the most prevalent and widely used model, 
namely horizontal FL. In the subsequent section, we consider the intricacies 
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Figure 3.1 Client device sends their locally trained model updates to server for training the 
federated model. 

of horizontal FL while also offering succinct insights into the other two 
models for context. 

3.2.1 Horizontal Federated Learning 

Participants train their local model with data that are in the same feature 
space. For example, two regional hospitals might contain different patient 
population data, with little to no intersection in the data (perhaps because the 
hospitals serve different regions). However, the activities of the two hospitals 
are similar with respect to each other and so their feature spaces are the same. 
During the training phase of the horizontal FL model, each of the participants 
trains its local model using the local, private, data and sends the gradients to 
the central aggregator. The central aggregator aggregates all of those local 
model updates to build a global shared model and return this back to all 
participants. Finally, each participant updates its local model using the result 
from the central aggregator. 

3.2.2 Vertical Federated Learning 

Vertical FL addresses the scenario where participants refine their respective 
local models using data samples derived from different feature spaces. For 
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example, consider a hospital and a pharmacy in the same region. While there 
is likely a significant overlap in patient population data, the retained infor
mation (i.e., the features) for these patients vary due to the distinct functions 
of the two participants. For example, the hospital preserves the records of 
all users about their disease, diagnosis and information of treatment received 
while the pharmacy keeps the records of medicine purchasing history. Using a 
vertical FL system, the two institutions can collaboratively build a prediction 
model by aggregating those different features and calculating the gradients of 
their local data in a privacy preserving manner. 

3.2.3 Federated Transfer Learning 

Federated Transfer Learning [7] finds its niche in scenarios where users’ 
datasets remain disjoint or share minimal overlap in both the samples and 
feature spaces. For instance, revisiting the hospital and pharmacy scenario 
recall that the feature spaces of their data have little overlap. If the two insti
tutions are in different countries they would also have few, if any, common 
patients, making it impossible to apply VFL. FTL solves this problem by 
creating a common representation using transfer learning and using it to build 
a predictive model across the entire data set. 

With a foundational understanding of FL in place, we now turn our 
attention to the challenges that accompany this paradigm. While FL offers 
a promising avenue for decentralised model training and data privacy preser
vation, it is essential to acknowledge its limitations. 

3.3 Challenges and Limitations of Federated Learning 

FL presents a trio of critical challenges that demand rigorous exploration: 
hardware resources, security, and privacy. 

These dimensions shape the framework’s efficacy and ethical underpin
nings. In this section, we consider this interplay. 

3.3.1 Security challenge 

The distributed nature of FL, while preserving data locality, introduces com
plexities that require careful attention to ensure the confidentiality, integrity, 
and authenticity of the data and models being exchanged. 

Adversarial attacks, stemming from both malicious clients and malicious 
servers, pose a significant threat to the security and integrity of FL by 
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exploiting vulnerabilities inherent in the decentralised nature of the approach. 
These attacks aim to manipulate the training process and the resulting model’s 
composition, leading to erroneous predictions and potential data exposure. 

In this context, understanding the objectives that potential attackers pur
sue becomes crucial. These objectives can be categorised into three primary 
dimensions: 

• Compromising System Integrity: Attackers aim to compromise the 
integrity of the FL system by tampering with the model’s function. They 
induce misclassifications by poisoning individual local model updates 
or by colluding with other malicious participants. 

• Compromising Data Confidentiality and Privacy: Adversaries target data 
confidentiality and privacy by attempting to infer private information 
or reconstruct original training samples. We will delve deeper into this 
topic in the upcoming section. 

• Disrupting the Learning Process: Attackers seek to disrupt the learning 
process itself. This includes tactics such as initiating denial-of-service 
or impeding the convergence of the training process. 

To achieve these objectives, adversaries deploy a range of strategic 
actions: 

• Poisoning Attacks: Malicious actors maliciously alter either the training 
data or the model to corrupt the overall federated model’s integrity. This 
compromise is executed with the intention of manipulating the model’s 
behaviour to serve the attacker’s motives. 

• Privacy Attacks: Adversaries attempt to deduce sensitive information 
about the data, which will be discussed in detail in the subsequent 
section. 

• Disruption Attacks: Attackers exploit the learning process by introduc
ing delays in updates or interfering with the protocol’s operation, aiming 
to undermine the system’s functionality. 

3.3.1.1 Malicious Clients 
We first consider model integrity attacks that originate from malicious clients. 
We assume that a client is able to arbitrarily change its local model that 
it sends to the server. The model can be manipulated either directly by 
changing its parameters, or indirectly by manipulating the local training set. 
The poisoned local model in turn poisons the aggregated model when it 
is combined with the models from other clients. One possible goal of this 
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attack is to make the global model misclassify in general (untargeted attack). 
Alternatively, the attack can target specific classes that the attacker would like 
to degrade, potentially causing them to misclassify into specific alternative 
labels (targeted attack). 

In targeted attacks, the attacker aims at forcing the model to misclassify a 
specific class or subset of classes. These attacks are also called Backdoor 
attacks. For example, an attacker may desire to have a particular type of 
vehicle be undetected in a federated recognition system. Targeted attacks 
can be performed either by manipulating the target model’s parameter or by 
poisoning the target training data directly. 

Targeted Model and Data Poisoning 
Researchers have investigated model poisoning techniques aimed at crafting 
targeted attacks, where the adversary’s goal is to create a global model that 
exhibits high accuracy for both the primary task (untargeted classes) and 
includes a hidden backdoor to target specific classes. 

Attackers can attempt to disrupt the accuracy of the FL global model 
through three avenues in data poisoning: 

• Mislabelling Data: The adversary can change the labels of training sam
ples, converting them to a target class while keeping the data otherwise 
unaltered [9]–[11]. These attacks are demonstrated by Biggio et al. [12], 
Fung et al. [9], and Gu et al. [10]. 

• Manipulating Input Features: By slightly modifying a portion of the 
original training dataset through noise addition or feature manipulation, 
adversaries can make models learn triggers on specific inputs while 
maintaining non-poisoned data accuracy [3], [13]. 

• Combining Mislabelling and Feature Manipulation: This category 
involves malicious clients changing both data and labels. The attacker 
can induce the global model to trigger on specific inputs and misclassify 
to a designated target label. An example is an attacker’s face being 
misclassified by a federated face recognition system while a specific 
watermark is present in the image. Naseri et al. [14] demonstrate this 
through a modification of training data and label of samples. 

3.3.1.2 Mitigating client-based attacks 
Defences can be organised into two primary categories: Detection and 
removal of malicious client updates; and mitigating attack severity. We dis
cuss both of these categories below. Detection and removal of malicious client 
updates. 
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Detection and Removal of Malicious Client Updates 
Detecting and removing malicious client updates involves strategies that 
flag unusual and statistically abnormal updates, excluding them from the 
aggregated model. These defences vary in how they decide if an update is 
abnormal, usually by comparing it to the distribution of updates from other 
clients. A balance exists between accommodating unique data contributions 
from clients while identifying and preventing harmful updates. This balance 
entails allowing valuable data to contribute while guarding against malicious 
intentions. Shejwalkar et al. [15] introduced a strategy called divide-and
conquer (DnC) to tackle malicious model poisoning updates. DnC works 
under the assumption that a harmful update from a malicious source will 
significantly deviate from normal updates. Initially, DnC calculates the main 
direction of variance among input updates, known as the principal compo
nent. It then computes projections, which are essentially measures of how 
much the updates align with this principal component. Harmful updates 
tend to have larger projections. In the final step, DnC removes a portion 
of updates with the highest projections. This approach is effective against 
untargeted attacks, as long as the number of malicious clients doesn’t surpass 
the proportion of removed updates. 

Shejwalkar et al. [15] introduced a strategy called divide-and-conquer 
(DnC) to tackle malicious model poisoning updates. DnC works under the 
assumption that a harmful update from a malicious source will significantly 
deviate from normal updates, causing harm. Initially, DnC calculates the 
main direction of variance among input updates, known as the principal 
component. It then computes projections, which are essentially measures of 
how much the updates align with this principal component. Harmful updates 
tend to have larger projections. In the final step, DnC removes a portion 
of updates with the highest projections. This approach is effective against 
untargeted ICM attacks, if the number of malicious clients doesn’t surpass 
the proportion of removed updates. 

Mitigating the severity of the attack 
In this second category, defences leverage aggregation strategies that do 
not exclude the malicious updates, but rather try to mitigate their effect. 
One strategy involves using the median as a point of aggregation for 
models, effectively lessening the influence of malicious outliers within FL 
systems [16]. 

Fu et al. [12] introduce an innovative aggregation algorithm termed 
“Reweighting” to counter targeted poisoning attacks. In their approach, the 
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global model is a reweighted average of individual local models. This is 
achieved through techniques such as the Repeated Median Estimator [17] 
and Iteratively Reweighted Least Squares (IRLS) [18]. In practical terms, 
the authors assess the confidence of model parameters based on their dis
tance from a robust regression line. Local models are then assigned weights 
proportional to their parameter confidence. Malicious outliers, having lower 
confidence scores, exert minimal influence on the overall model, effectively 
curtailing their impact. 

3.3.1.3 Malicious Server attacks and mitigations 
The central server’s role within the context of FL is pivotal, encompassing 
tasks such as aggregating updates into the global model and disseminating 
it to clients. While the server’s integrity is typically assumed, the potential 
for severe consequences necessitates a nuanced consideration of malicious 
server attacks and potential countermeasures. In essence, a compromised 
server holds the capacity to arbitrarily manipulate the global model, leading 
to detrimental impacts on classifier performance. Hence, comprehending 
this threat becomes crucial, prompting exploration into potential defence 
strategies. 

Architecting a secure federated training protocol without the presumption 
of a trusted server presents an intricate and compelling challenge. With
out such safeguards, the server’s influence on the models sent to clients 
is unconstrained, allowing malicious servers to dispatch compromised or 
subpar classifiers. The server’s motives could range from intentional harm 
to clients, such as by distributing models with targeted poisoning, to a desire 
to leverage client data without reciprocating the effort of model aggregation 
and communication. In the baseline FL framework, clients implicitly bestow 
trust in the server and accept its model as the global reference, devoid of 
means to verify if the server adheres to the FL protocol’s integrity. A secure 
federated protocol would ideally impede malicious servers from arbitrarily 
injecting fake model updates. Alternatively, it would empower clients to 
validate the integrity of received model updates. Addressing this challenge, 
Xu et al. [19] propose Verifynet, a verification process that ensures the 
veracity of server-delivered outcomes. Their approach involves hashing the 
gradient of the client’s local model through a homomorphic hash function 
possessing universally recognized collision-resistant features. Furthermore, 
clients compute additional (meta) information utilising pseudorandom func
tions linked to secret keys issued by a trusted authority (TA). Each client then 
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dispatches the masked gradient and associated meta information to the server. 
On the server side, the gradients from all clients are aggregated, negating the 
added noise. The server subsequently calculates a proof derived from client-
provided meta information, broadcasting this proof to active clients. To assess 
the server update’s authenticity, each client scrutinises the proof by verifying 
the truth equations of homomorphic hash and pseudorandom functions. Any 
inconsistencies prompt client rejection of the server’s result. In essence, 
Verifynet verifies server results, safeguarding clients against manipulation by 
a malicious server. 

Adversarial attacks exploit the vulnerabilities inherent in the decen
tralised model, seeking to disrupt the training process and compromise the 
behaviour of resultant models. The multifaceted challenges brought forth by 
these attacks underscore the need for innovative defence mechanisms that 
transcend traditional paradigms. 

3.3.2 Privacy challenge 

The privacy challenge is marked by the intricate balance between collabo
rative knowledge extraction and safeguarding individual data privacy. In this 
section, we explore the complexities surrounding compromised data confi
dentiality, the prevalence of privacy attacks, and the potential implications of 
membership inference attacks. The decentralised nature of FL, while foster
ing collective learning, poses unique challenges to preserving the privacy of 
individual participants’ sensitive information. These challenges necessitate 
the exploration of innovative strategies and techniques designed to uphold 
the privacy of participants while maintaining the robustness of collaborative 
learning. 

Imagine a consortium of hospitals employing FL to construct a robust 
disease prediction model. In this collaborative effort, each hospital con
tributes patient data with a strong emphasis on preserving individual privacy. 
Yet, the decentralised nature of FL introduces the potential for privacy 
breaches. Within this context, a malicious actor could exploit vulnerabilities 
to deduce sensitive patient information. This exploitation would compromise 
the confidentiality imperative. Such attacks could result in the unautho
rised identification of individuals, thereby jeopardising their privacy and 
undermining trust in the collaborative strategy. 

It’s important to recognize that privacy attacks in FL can emanate from 
various malicious clients and malicious servers. Malicious clients might 
attempt to infer private information about other clients based on model 
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updates. A malicious server could exploit model updates to deduce sensitive 
client information, further underscoring the multifaceted nature of the privacy 
challenge. In the subsequent sections, we examine specific types of attacks 
originating from both clients and servers. We will explore techniques to 
defend against these attacks. 

3.3.2.1 Client privacy attacks 
This type of attack originates either from a single malicious client or group 
of colluding clients. For a given client, only its own data and global model 
are available to them. As in the baseline FL setting, the client trains its local 
model and communicates the raw gradients to the server without protection 
(e.g., adding noise or using encryption), it opens up scope for any malicious 
player to infer private information about other clients’ data from the raw 
gradients. Here we consider two types of attacks. One is an inference attack 
on a specific client ‘overhearing’ the local model gradient of other clients. 
Overhearing might happen directly or through collusion between malicious 
clients. Another type of attack is to infer sensitive information of other 
clients through the global model weights. In this second category of attack, 
a client might maliciously modify its local model parameters to infer sensitive 
information of other clients. 

Membership Inference Attack – Membership inference attacks are a com
mon privacy attack [20], [21]. In this form of attack, the attacking client’s 
goal is to infer whether a specific data sample is part of the dataset that was 
used to train the federated model. Often, the attacker may know only part 
of the data, and the attack could also enable them to recover this missing 
information [21]. With access to aggregate model parameters from the server, 
Nasr et al. [16] empirically show if a target data point is contained within 
the client’s dataset or not. A malicious client specifically modifies its local 
model parameters to increase the loss on a target data point X. Then the 
server receives adversarial parameters from the malicious client and aggre
gates these parameters with other participants to generate the global model, 
which is finally transmitted back to the clients. Now, using the aggregated 
parameters, if the local stochastic gradient descent (SGD) algorithm on the 
client side abruptly lowers the gradient of the loss on a target data point X, 
then X is in the training set of a client. Alternatively, if the data point is not 
included in a client’s dataset, the gradient on this point would alter gradually 
throughout the course of the training. 
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Property Inference Attack – Property inference is a class of privacy attacks 
on machine learning models where an attacker attempts to infer properties 
of the training set overall, rather than individual instances of the data [22], 
[23]. For example, the attacker may attempt to infer if the environment of 
most of the data is indoors or outdoors, to identify the proportion of the data 
from a particular class (e.g., gender or race), or more specifically inferring 
that whether a certain person is wearing glasses or not in the training data. 
In conventional machine learning settings, several property inference attacks 
have been demonstrated. These attacks can also be conducted in an FL 
setting, on the aggregate model or on individual client models if they are 
obtained. There are several attack strategies for property inference that arise 
in FL settings when training the global shared model [18, 19]. For example, 
Melis et al. [18] created a batch property classifier in a collaborative training 
(federated) environment. This classifier evaluates whether the server’s global 
updates are based on data that includes or excludes the desired characteristic. 
The adversary will need many batches of auxiliary data, consisting of data 
points with and without the property of interest, to carry out the attack. The 
auxiliary data points must come from the same class as the data from the 
target client. Using snapshots of the global model the adversary computes two 
sets of gradients (A and B) based on the batch of data points with the property 
of interest or without the property of interest. The attacker assigns a positive 
label to set A and a negative label to set B. They train a binary batch property 
classifier with those gradients (A and B), which generalises the gradients of 
future batches of data which are given as input and predicts whether or not 
they contain the desired property. As a result, without changing anything in 
the local or global collaborative training approach, the adversary observes the 
global model and performs a property inference attack on the updates. 

3.3.2.2 Mitigating client-based attacks 
Moving on to defences against client-originated attacks, we uncover a 
spectrum of strategies designed to fortify the privacy and security of FL. 

Gradient Perturbation with Noise: Exchanging intermediate model updates 
with the server introduces vulnerabilities to membership inference and 
property inference attacks. These risks arise from the server or colluding 
clients inferring private data of honest clients from their raw gradients. To 
counteract this, differential privacy techniques inject noise into gradients, 
ensuring privacy-preserving exchanges in FL [24]. Naseri et al. [14] propose 
Local Differential Privacy (LDP) and Central Differential Privacy (CDP). 
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LDP applies differential privacy to local models, while CDP implements it 
centrally, leveraging the server’s trust. Both methods mitigate membership 
and property inference attacks. Adding noise conceals global properties, 
offering protection against various attacks. Despite enhancing security, dif
ferentially private strategies slightly diminish the shared model’s utility. 
Zhu et al. [25] demonstrate that defence efficacy depends more on variance 
magnitude than noise type (Gaussian or Laplacian). Increased variance harms 
model accuracy, highlighting a trade-off between privacy and utility. 

GAN-based Generated Samples instead of the Original: Deploying gen
erative adversarial networks (GAN) [54] can help to mitigate membership 
and property inference attack by generating a large amount of samples in the 
same distribution of the training dataset (Anti-GAN in table 2) to train the 
model. In the case of Anti-GAN [93], they train the victim’s GAN in a way 
that it learns the classification features rather than learning the visual features 
of the original images. Then, the generated fake samples from the GAN are 
mixed with the original images to train the model. Using GAN, this defence 
obscures the visual features of the clients’ training data to defend against this 
attack. However, it eventually degrades the accuracy of the model [93]. There 
is also evidence that GANs could also result in additional inference leakage 
[26] [61]. 

3.3.2.3 Server based privacy attacks 
If a server is malicious, it has full access to the individual client 
updates/models and can attempt arbitrary inference attacks on them. We 
describe the possible attacks under this model in this section. 

Deep Leakage from Gradients (DLG): Deep Leakage from Gradients 
(DLG) is an attack in the context of FL that focuses on exploiting vulnerabili
ties arising from the exchange of intermediate model updates between clients 
and a central server. This attack is particularly concerned with revealing 
private information and properties of individual training data instances by 
analysing the gradients of the local models used in the learning process. In 
the DLG attack, a malicious entity, whether it is a client or a colluding group 
of clients, aims to infer sensitive details about other clients’ training data 
from the gradients of their local models. The core idea behind this attack is 
that the gradients of the local models contain information about the individual 
training samples they were trained on. These gradients, when exchanged with 
the server as part of the FL process, can leak information about the underlying 
data distribution and specific data instances. 
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The attack’s mechanism involves carefully analysing the gradients to 
identify patterns, correlations, or unique features that correspond to specific 
data points. By reverse-engineering these gradients, attackers can deduce sen
sitive information about other clients’ data, compromising data privacy and 
confidentiality. Deep Leakage from Gradients can lead to privacy breaches, 
property inference, and membership inference attacks, as attackers exploit 
the inherent information present in gradients to gain insights into the dataset 
without directly accessing the raw data. 

Mitigating Gradient Leakage Attacks: 
The primary mitigation strategy against DLG is to mask the gradients of the 
clients such that they are not exposed to the server. A number of different 
ideas to mask gradients have been proposed, like single masking[25], double 
masking[19]. 

Single masking is an approach that introduces controlled noise into the 
gradients before they are sent to the server. This noise acts as a protective 
layer, making it difficult for the server to extract sensitive information from 
the gradients. The key idea is to obfuscate the gradients in a way that pre
serves the model’s learning progress while reducing the risk of information 
leakage. Single masking adds randomness to the gradients, making them less 
susceptible to reverse-engineering by malicious actors. 

Double masking, on the other hand, takes the concept of gradient mask
ing a step further. In this approach, not only are the gradients masked 
before transmission to the server, but they are also further masked at the 
server’s end before aggregation. This double-layered masking provides an 
additional level of security by ensuring that the server itself cannot access 
the original gradients contributed by individual clients. This way, even if the 
server was compromised, the information contained in the gradients remains 
protected. 

Both single masking and double masking contribute to thwarting DLG 
attacks by minimising the potential leakage of sensitive information through 
the gradients. These techniques underline the efforts to strike a balance 
between collaborative model training and preserving the privacy of clients’ 
data in the FL setting. 

Our exploration of the multifaceted challenges in the realm of FL high
lights the intricate interplay between hardware constraints, security vulnera
bilities, and privacy concerns. We’ve delved into the limitations imposed by 
resource-constrained devices, where the balance between model complexity 
and hardware capabilities becomes a critical factor. The security landscape of 
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FL, encompassing adversarial attacks from both malicious clients and servers, 
underscores the imperative to fortify the integrity and authenticity of collabo
rative learning processes. Moreover, our investigation into privacy challenges 
reveals the significance of protecting sensitive data while maintaining the 
efficacy of FL. 

3.3.3 Hardware constraint and opportunities 

The deployment of AI at the Edge has the potential to transform industries and 
facilitate personalised products, which largely hinges on its ability to harness 
the data from ubiquitous devices spanning from smartphones to Internet of 
Things (IoT) devices. Yet, the energy and resource limitations inherent in 
these devices pose significant obstacles. Edge devices and embedded systems 
operate under stringent energy budgets and have constrained computational 
capabilities. These devices lack the computational capacities of data centres, 
making resource-intensive ML a challenge. 

In this section, we delve into the implications of Edge devices’ hardware 
limitations on FL. We also discuss the opportunities that can emerge from 
new computing paradigms such as approximate computing on FL security. 
FL processes that demand substantial computational power and memory can 
strain these devices, potentially leading to increased latency, reduced model 
quality, and even device overheating. 

Striking a balance between model complexity and the limitations of these 
hardware resources becomes a critical consideration, calling for innovative 
model architectures and optimization techniques that can maintain model 
performance while respecting the resource boundaries of edge and embedded 
devices. 

To address these challenges, researchers and practitioners have explored a 
range of optimization techniques that enhance the efficiency of FL processes. 
Quantization[8], for instance, involves representing model parameters with 
reduced precision, effectively reducing the memory footprint and commu
nication overhead during updates. Model compression techniques focus on 
minimising the model’s size while preserving its predictive capabilities, 
enabling faster training and less demanding communication. In particular, in-
model compression techniques aim to design models that inherently require 
fewer computations, thereby reducing energy consumption and resource 
usage. One notable approach in this direction is approximate computing, 
where local clients introduce controlled inaccuracies into the computations, 
trading off precision for efficiency [30, 31]. This innovative strategy approach 
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aligns well with the resource-constrained environment of edge devices, allow
ing them to perform computations more efficiently in terms of both resources 
and energy consumption. 

The underlying principle of approximate computing stems from the 
observation that not all tasks require highly precise computational precision 
to achieve satisfactory overall results. By allowing local clients to perform 
computations with reduced precision, such as using fewer bits for numeri
cal representation, devices can significantly lower their computational and 
energy requirements. 

A wide range of approximation techniques across all layers of the com
puting stack have been proposed; these techniques leverage the inherent 
error tolerance of ML architectures to achieve improvements in inference 
efficiency (e.g., power consumption and resource utilisation) [32]. 

The main categories of approximation techniques explored previously are 
as follows: 

- Algorithmic level: This mainly includes Quantization, Pruning and 
Model Compression. Quantization approximates the model by reducing 
the number of bits used to represent the weights and activation outputs 
such as Bfloat [33], DLfloat [34], and very recently Graphcore and 
AMD proposed a new 8-bit floating-point standard for AI [35]. On the 
other hand, pruning and model compression try to reduce model size 
by skipping connections through forcing weights to zero. While these 
techniques achieve promising benefits towards lower complexity ML 
systems, their impact remains limited since: (i) Quantization is mainly 
used in convolution layers and other kernels like pooling, activation 
and normalisation are still dominated by floating-point arithmetic, and 
(ii) Pruning often results in irregular computation and memory access 
patterns and hence have little to no impact on hardware accelerator 
performance. 

- Circuit level: This category focuses on the computing building blocks 
of the models; Approximate circuits implement core functions to build 
approximate ML systems to leverage maximum benefits. More specif
ically, the core arithmetic functions (multiplication, addition and non
linear activation) are either replaced by lower resource approximate 
designs [36, 37], or more generically by undervolting the circuit to 
inject random computational errors. An example is shown in Figure 3.2, 
which corresponds to a circuit implementation of a full adder. Using 
this logical approximate building block to design a multiplier or an 
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Figure 3.2 Logic diagram of (a) exact Full Adder, (b) Approximate full adder. 

adder results in approximate arithmetic elements. These techniques have 
a high impact on models power consumption and offer a bottom-up 
approach to overcome the models scalability problem for ML hardware 
accelerators. 

Approximate Computing (AC) as a defense – Recent work [37, 38] has 
shown that, perhaps surprisingly, implementing ML models using AC can 
provide substantial robustness against adversarial attacks while reducing the 
complexity of the implementation. In particular, it has been shown that using 
approximation during inference introduces robustness against both black-box 
and white-box adversarial attacks. For example Figure 3.3 shows the classi
fication accuracy of the exact (conventional) model and approximate models 
for 3 different benchmarks, namely: LeNet-5, AlexNet, and ResNet-18 CNNs 
under adversarial attack, while varying the adversarial attack magnitude. 
Specifically, the figure shows the robustness against PGD adversarial attack, 
where the approximate model achieves the highest accuracy: about 88% for 
LeNet-5, 81% for AlexNet and 67% ResNet-18. 

However, these results are empirical, for specific post-hoc approximation 
structures and many questions remain. For example, it is not clear whether 

Figure 3.3 Precise and approximate models robustness under PGD attack. 
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the robustness advantage demonstrated against existing attacks would persist 
against adaptive attacks. It is also not clear what approximation structures and 
functions would provide best gains, and how and where to apply approxima
tion to find effective solutions that balance accuracy, robustness to adversarial 
attacks, and implementation efficiency. 

3.4 Conclusion 

In that chapter, we considered the state of FL, spanning hardware limitations, 
security vulnerabilities, and privacy considerations. 

We briefly discussed the vulnerabilities posed by adversarial attacks, 
originating from both malicious clients and servers, on the lights of the 
attacker’s objectives and strategies. From a privacy perspective, while FL had 
been branded as a privacy-preserving technology, we discussed the challenges 
arising from potential inference attacks that could leak sensitive information 
during the collaborative learning process. 

The main challenge towards developing accurate ML models at the Edge 
was the limited energy and hardware resources of Embedded and Edge 
devices. While the community had explored the use of emerging paradigms 
such as approximate computing to address this challenge, we believed that the 
deployment of approximate AI designs (i.e., based on approximate computing 
engines) might have significant gains from a security and privacy perspective, 
in addition to the by-product gain in terms of energy consumption. 
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Abstract 

This chapter overviews current technologies for high-performance, low-
power neural networks. To cope with the high computational and storage 
resources, hardware optimisation techniques are proposed: Deep Learning 
(DL) compilers and frameworks, DL hardware coupled with hardware-
specific code generators. More specifically, we explore the quantization 
mechanism in deep learning, based on a deep-CNN classification model. 
We highlight the accuracy of quantized models and explore their efficiency 
on a variety of hardware platforms. Through experiments, we show the 
performance achieved using general-purpose hardware (CPU and GPU) and a 
custom ASIC (TPU), as well as the simulated performance for a reduced bit-
width representation of 4 bits, 2 bits (ternary) down to 1-bit heterogeneous 
quantization (FPGA). 

Keywords: Deep Learning, hardware accelerators, DL Compilers, CPU, 
TPU, GPU, quantization aware training, binary neural network. 

4.1 Introduction and Background 

AI-based solutions are constantly emerging in our daily life. AI solu
tions already dominate across all social fields; their remarkable success 
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bringing comfort and quality, and saving time. However, the difficulty of 
deploying these solutions raises open questions for both industry and research 
communities. 

The use of the most recent neural networks generally requires a lot of 
computation and resources, as the rule of thumb is - the deeper the model, the 
more accurate it is. Various DL frameworks such as TensorFlow, MXNet and 
PyTorch are meant to simplify the definition and implementation of neural 
network architectures. To accelerate the performance of these models and 
achieve high energy efficiency, various DL hardware are proposed. CPU and 
GPU are general-purpose hardware embracing SIMD and vector-oriented 
logical components which can be used to facilitate and accelerate neural 
networks computation. 

Application-specific integrated circuits, such as the custom dedicated 
hardware Google Coral TPU and FPGA, are designed to increase neural 
network performance and leverage the energy efficiency. Each hardware 
architecture has its own specificity in term of computational requirements and 
memory complexity. To cope with these requirements and to adapt the DL 
models to the wide variety of DL chips, DL compilers have been proposed. 

The most recent DL compilers, such as TVM, Glow, XLA, Tensor 
Comprehension [6] have the objective of optimizing the NN for specific 
hardware architectures. They include in their flow a front-end intermediate 
representation (IR) and dedicated back ends, which allows the portability of 
a model across diverse target hardware. 

To enable and facilitate the portability to AI edge devices, various opti
mization techniques must be applied. The most known methods involve 
reducing the parameter count and representational precision, while others use 
tensor decomposition techniques. 

The number of parameters can be reduced by pruning the weights and 
nodes, or to lighten the topology of the neural network architecture. To cope 
with the memory complexity and to leverage hardware requirements, models 
need to be represented in lower precision, such as 8-bit integer representations 
or extremely low-bit precisions (ternary {-1, 0, 1}, binary {-1, 1}). This is 
referred to as quantization. 

In this paper, we propose to show the implementation of a small neural 
network defined and designed to be deployed on a wide range of small edge-
AI devices. To evaluate these edge platforms, we implemented an end-to-end 
inference design based on a quantized neural network architecture. 

These experiments aim at demonstrating that an AI-based classification 
solution is feasible on these types of low-power and limited resource devices, 
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by only applying quantization techniques. Other optimizations are of course 
feasible, and their efficiency is studied in Section 1.2. 

For the rest of the article, we show the performance our model achieves 
for real-time inference on CPU, GPU, TPU and FPGA boards. We are 
specifically interested to compare the power consumption and the logical and 
physical resources allocated for these edge devices. These criteria and the 
model’s performance will be examined in our study. 

4.2 Related Work 

To enable rapid deployment and exploit the performance of hardware accel
erators, a great time and effort has been dedicated to DL compilers. A recent 
overview of these compilers to enable the automatic transformation of DNN 
to hardware accelerators is well explained in [7]. 

For specialized DL accelerators, a hardware programmable architecture 
integrating JIT compiler and runtime, is proposed to the community [4]. The 
VTA is part of Apache TVM and offers more flexibility and versatility for 
diverse models to hardware back ends (FPGAs). 

A comparison of various type of neural networks (MLPs, CNNs, RNNs) 
on Google TPU ASIC is done in [5]. Experiments show that the performance 
is limited by memory bandwidth rather than by peak computational need. 
This is due to the use of systolic execution (a row matrix is limited to 256
element multiply-accumulate operations) in order to save energy (reading 
large SRAM uses much more power than arithmetic operations). 

Tensor decomposition is another acceleration method. A well-explained 
study of higher-order tensor decompositions and their applications is 
reviewed in [3][6]. The authors [2] propose an asymmetric 3D decomposition 
for different models. In their study, they show that shallower models can 
achieve 3.5x speed-up on the CPU and 3.3x speed-up on the GPU, with 
an insignificant loss of accuracy. Experiments on much deeper models, such 
as the VGG-16, showed that the GPU remains more sensitive to speed-up 
than the CPU. This gap is explained by the fact that for particular kernels 
used in tensor decomposition (e.g., 1x3, 3x1 convolutions), there is a lack of 
parallelism and therefore optimization in CPUs. This problem has boosted 
the research of many scientists, for example the authors [8] propose a CT 
decomposition that is up to 5.56x faster than the current Tensor Lab library. 

The work of [1] explains in detail the efficiency of using QKeras library 
for ultra-low-latency inference. The authors use the hls4ml library for a 
fully automated deployment of quantized model on FPGA and show that the 
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amount of resource consumption can be reduced by up to 98%. Among vari
ous optimizations techniques, such as pruning and 6-bit precision for weights 
and activations, the best energy efficiency is achieved by the heterogeneous 
quantization method (be it post-training or quantization aware training). 

The first authors to explore the training of neural networks with binary 
activations were introduced in [20]. An efficient way to map a binary CNN 
to reconfigurable logic is presented in [21]. Authors use FINN [22] frame
work to build a scalable and fast binary neural network, achieving a high 
throughput but a limited accuracy. 

In the vast field of hardware accelerators, quantization techniques and 
models with limited number of weights are our primary research pillars. We 
are studying how heterogeneous quantization can be applied to achieve fairly 
high-performance with under 8-bit precision models, as some applications 
show [23]. In comparison, we do not neglect models with 8-bit integer 
quantization and show their performance on the most popular AI-edge boards. 
Indeed, the smallest items that CPUs manipulate is a byte, and there is no 
point in using smaller bit widths, as they require more instructions to process, 
and it is even counter-productive from a computation point of view. 

4.3 Classification Model 

The model we consider for our experiments has been developed for a multi-
class classification problem. 

To reduce the cost and energy consumption of the inference process as 
much as possible, we have considered the right balance between resources 
and accuracy, as a prior criterion. We performed the search for the appropriate 
network architecture using floating-point representation, keeping in mind that 
parameter size will be reduced by quantization. The definition of our model 
is mostly empirical, as the current pre-defined neural networks are mainly 
intended for very complex problems, and these large models are simply not 
appropriate for inference on small electronic devices. More details about our 
particular defined model can be found in [9]. 

Our neural network has been trained on mono-channel 224×224 images 
applying as learning method the supervised learning algorithm. Table 4.1 
shows an overall description of each layer of the model, the number of 
parameters and the output size for the resultant feature maps. 

We continue with optimization techniques regarding computational and 
memory requirements necessary to enable the execution of our model on 
small edge devices. 
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Table 4.1 Neural Network Description 
Layer Output size / Nr of Parameters 

Input (224×224×1) 
Conv2D, 32 (7×7), s=2 109×109×32 / 1600 
MaxPool2D (2×2) 54×54×32 
Inception Block 54×54×32 / 1056 
32 (1×1), 54×54×8 / 264, 54×54×8 / 264, 
8 (1×1), 8 (1×1), MaxPool2D (3×3) 54×54×32 
32 (3×3), 32 (5×5), 54×54×32 / 2336, 54×54×32 / 6432 
32 (1×1) 54×54×32 / 1056 

54×54×128 / 11408 
MaxPool2D (2×2) 27×27×128 
Conv2D, 12 (1×1) 27×27×12 / 1548 
Conv2D, 116 (3×3), s=2 14×14×116 / 12644 
Conv2D, 116 (3×3), s=2 7×7×116 / 121220 
Flatten (5684) 
FC / Softmax, 58 58 neurons / 329730 
Total number of parameters: 478.150 (478 neurons and 477.672 weights) 
Total number of FLOPs: 125.518.940 

4.4 Quantization 

Quantization consists of reducing the number of bits necessary to represent 
a value. Its use in neural networks is not new [12, 13] but using it on deep 
convolutional neural network raises new challenges. There are now many dif
ferent quantization approaches, ranging from quantizing only the parameters, 
quantizing both parameters (often only weights, not biases) and activations, 
quantizing on 16, 8, or even 2 or 1 bit. Approaches using the smallest 
bit sizes are meaningful for hardware implementations [14, 15, 16, 17]. 
For comparison reasons, we performed experiments targeting off-the-shelf 
microcontroller-based boards using 8-bit quantization and custom hardware 
accelerators such as FPGA, for lower bit-width representations. 

On micro-controllers, the most demanding part of the neuron output  n−1computation (vj = xiwij ) uses only 8-bit integer multiplications. i=0 
This is key because the area and power complexity of a multiplier is ( )

in O b2 where b is the number of bits of the inputs. Each multiplication 
produces a 2b-bit result, that is accumulated with the adder to produce a 
(2b + log2n )–bit result, n being the number of inputs of the neuron. Using 
a 32-bit addition is a safe guess here, as there are very few chances that the 
accumulation takes place with more than 216 inputs. It is also safe to have 
a bias bj on 32-bit, as this is a single addition performed after all integer 
multiplications (oj = vj + bj ). 
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TensorFlow has been the first widely available framework to provide fine-
tuned 8-bit integer arithmetic implementations for micro-controllers (using 
e.g. SIMD instructions) and Google TPU [18], we opted to use it given 
our high power-efficiency goal. We briefly summarize here the quantiza
tion approach that is advocated by and implemented in this framework, 
which is thoroughly detailed in [19]. For a given convolution layer, the 
quantization process produces, in addition, an offset (called zero-point, 
zp), and for each output channel of the layer a scale under the form 
of an integer multiplicand M and a shift s. The scale factor and offset 
must be applied before the activation function, leading (roughly, as the 

sidea is to divide by 2 which is not a raw shift for negative values) 
to yj = ((oj × M) » s) +  zp. These operations, done only once 
per kernel, typically fit in 32-bit, and the result is saturated to −128 
or 127. 

From a practical point of view, there are two main ways for quantizing 
a network: Post-training quantization (PTQ) and quantization-aware training 
(QAT). PTQ consists of finding offsets and scale values to approximate the 
weights of an already trained network. Post-training works quite well on large 
networks, especially when lowering weight size to 8 bits or more. To further 
reduce bit size without incurring high accuracy losses, it is usually necessary 
to use QAT. This consists of training the network by considering the low 
precision behaviour during the process. 

Google’s TensorFlow-Lite (TF-Lite) open-source framework provides an 
API to convert and interpret quantized networks. Given our target that is 
micro-controllers possibly backed by an accelerator, for which lower than 
8-bit precision is useless, we use the PTQ method. It produces weights 
and biases quantized to a fixed-point precision of 8-bit using the approach 
mentioned above and required by integer-only accelerators. PTQ takes a fully 
trained model and doesn’t require additional modifications for conversion 
into a quantized model. Nevertheless, an important point for the conversion 
process is to provide a representative data set, i.e., a small subset of the orig
inal data set which covers the entire value space. This gives the quantization 
process the range of inputs values and it can then find the most appropriate 8
bit fixed-point representation (multiplicand M and shift s) for each weight and 
activation value. To achieve the best possible performance, i.e., ensure that all 
computations are done using SIMD instructions or outsourced to the TPU, it 
is recommended to strictly stick to the 8-bit data type. For this purpose, we 
perform a full integer optimization with the TF-Lite converter, i.e., the inputs 
and the outputs use 8 bits too. 
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The accuracy with the quantization process activated is given Table 4.2. 

Table 4.2 Inference Accuracy Of The Quantized Model Before (QAT) and After (PTQ) 
Training 

Quantization-aware Post-training 
Training Quantization 

Accuracy 97.63 % 97.35 % 

4.5 Experiments and Results 

The following experiments are conducted using software implementa
tion of our quantized neural network model as well as the unquantized 
version. They are each using the available kernel implementation pro
vided with the development kit without modification or optimization from 
our side. 

Further optimization is described in Section 4.5.2, though we show 
through this type of experiment that solely optimizing the neural network 
model is enough to deliver the required performances using general purpose 
hardware. 

Experiments are conducted on the following hardware targets. 

• X86 Desktop CPU 48 cores / 96 threads (float and int) 
• Google Coral TPU coprocessor 4 TOPS (int) 
• Google Coral CPU quad Cortex-A53 and a Cortex-M4F (int and float) 
• Jetson CPU (int and float) Quad Cortex-a53 
• Jetson Maxwell GPU (float), 128 CUDA cores 
• STM32MP1 CPU Cortex-A7 (int and float) 
• Zynq-7000 SoC XC7Z010 FPGA 

Figure 4.1 describes the workflow to create a TensorFlow Lite model 
for inference on the above-mentioned edge devices. Our conversion focuses 
on creating a floating-point quantization model (for inference especially on 
GPU) and an 8-bit fixed point model for CPU and TPU acceleration. For 
optimal use of Coral’s TPU, the tflite model must be compiled at the end with 
the edge-tpu compiler to check the compatibility of the quantized operations 
and then map them onto the TPU. 

Once we have the models, we analyse the real-time performance of 
our model for different systems. The experiments target the number of 
inferences our model can perform per second, by measuring the latency 
for different scenarios: unquantized TensorFlow model (binary32 The 
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Figure 4.1 Workflow to Create a Tflite Model (Int8 And Binary16) for Inference on Edge 
Boards: Google Coral Including the Compiled Model for the EdgeTPU, STM32MP1 and 
Jetson. 

binary256/128/64/32/16 types correspond to the floating-point representa
tions defined in the IEEE 754-2008 standard on the number of bits indicated 
in their name.), tflite model (binary16 and int8) and edgetpu model (int8). 
Inference is performed one image at a time, i.e., the batch size is set to 1. 

4.5.1 Time and power consumption 

Table 4.3 shows the performance of our model for each target. An x86 CPU 
desktop machine uses binary32 floats by default to infer a neural network. 
With quantization, there is a gain in memory resources and therefore a higher 
inference speed, at the expense of a lower precision. The MP1 board performs 
faster for integer arithmetic, due to flexible dual cores dedicated for real-
time low-power tasks. For the Coral SoC, the best performance is achieved 
by the TPU ML accelerator, the performance is more than 30x higher (902 
i/s) than on its CPU. The Jetson GPU shows good inference performance 
for models at half precision. The binary16 operations are faster than the 
binary32 ones, so these quantized models should be considered for future 
evaluation. 

In the following, we present a general analysis by taking higher 
throughputs and focusing not only on hardware optimizations but also on 
power consumption. The following experiments are performed on a batch 
size of 100 images and within the range of 1 to 32 batches processed 
at a time. 
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Table 4.3 Inference Performance and Latency Measurements for Randomly Selected 
Images. Experiments Done on x86 Standalone Server, Google Coral, STM32P1 and NVIDIA 
Jetson Boards. 

Performance (inferences/s) 
Float Float (tflite) Int CPU TPU GPU 

x86 52.5 322.5 312.5 - -
Coral - 20 31.8 902 -
MP1 - 4.5 5.5 - -
Jetson 26 38 56 - 47 

Latency (ms) 
x86 19 3.1 3.2 - -
Coral - 49.4 31.4 1.11 -
MP1 - 223 181 - -
Jetson 38.5 26.4 17.8 - 21.2 

Accuracy: 97 % 

4.5.1.1 Google Coral Board 
Figure 4.2 shows the performance achieved by the TPU and the CPU of 
the Coral board. We can observe that for large batch sizes, the TPU hard
ware accelerator achieves performance up to 1600 inferences/s for a power 
consumption of 4.2 W. Running the tflite model on the CPU (ARM vector 
instructions), and without edge-tpu optimization, we obtain a performance of 
33 inferences/s (ips) for the int8 model leading to a power consumption of 
4.3 W, and a lower consumption of 3.8 W for the binary32 model, with 21 
ips. In the power curves, we can observe a repetitive power overshoot of a bit 
less than 1 W per batch. This is due to the cooling fan that starts when using 
larger batches. Note that for inferences at a batch size of 1, the fan was never 
activated. 

Figure 4.2 Coral Performance and Power Measurements 
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Figure 4.3 MP1 Performance and Power Measurements 

4.5.1.2 STM32MP1 Board 
The STM32 MP1 board is efficiently designed for low power mode. The 
float throughput improves when we increase the batch size, taking thus the 
advantages of the ARM SIMD instructions. For the integer model, there is 
not much improvement in performance, see Figure 4.3 

We can also report that it was not possible to exceed a batch size of 32 
with floats due to memory limitations. But we were able to go up to batches 
of 128 for 8-bit integers due to their much smaller memory footprint. 

4.5.1.3 NVIDIA Jetson 
Figure 4.4 shows GPU float experiments with two inference kernels. One 
available is the TensorFlow base interpreter, the other is the TensorFlow lite 
implementation. Both have similar throughput (a little lower for tflite) but 
there’s a non-negligible change in power consumption going from 5W to 
3.5W. The latter being close to integers which are even more interesting with a 
little more throughput for a little less power consumption. “The non-linearity 

Figure 4.4 Jetson Performance and Power Measurements. 
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in the GPU curve occurs for a batch ...” a batch size of 128 which is the 
number of CUDA core to feed with images. This is why we lose some 
throughput at 129 before slowly catching up the maximum throughput. 

4.5.2 FPGA 

4.5.2.1 QKeras Library 
QKeras [10, 11] is an extension to Keras, a high-level API to define and train 
neural networks. It has been implemented to perform a drop-in replacement 
for certain layers of the model, related to weights and activation functions 
with a deep quantized version of Keras neural network. 

QKeras is designed to remain a simple and consistent interface optimized 
for common functionalities in accordance with Keras design principles. For 
this purpose, the following set of layers have been implemented: Qconv2D, 
QActivation, QDense etc, to enable the conversion between non-quantized 
to quantized networks. To make your own quantization (QAT) it is needed 
to replace all variables and weights/bias created by Keras as well as output 
of arithmetic layers by quantized functions. Qactivation is used in both 
convolution (Qconv2D) and dense (Qdense) layers and acts at the end as 
a merging function for activation and quantization. For these layers, some 
parameters are interesting to mention. 

Alpha is a parameter concerning the scale factor and should be applied 
before the activation function. This parameter by default is None. It can also 
indicate that the scale is computed as a floating-point number by the learning 
process. It can also force the scale to be an integral power of 2, which ends 
up for a hardware implementation in shifting the result of a convolution or 
dense layer to the right or left (positive shifts left, negative shifts right). For 
these practical reasons, in our experiments we opt for the latter setting. 

Symmetric if set to, if set to True, ensures the trainable parame
ters to get the same maximum and minimum values after the clipping 
operation during quantization. The use of stochastic_rounding reveals 
to be useful in practice for improving accuracy. However, computing 
stochastic rounding might be quite heavy, so we set this parameter to 
False. 

Table 4.4 describes the results obtained by our model after quantizing 
for different precisions. For example, the first convolution q_conv2d is set 
this way: bits=4, integer=0, symmetric=1. The 4-bit quantization of the entire 
model (weights, biases, and activations) achieves the better accuracy. When 
further reducing to 2 bits, the accuracy of the model decreases drastically. 
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Table 4.4 QKeras quantization for different precisions 
Precision Sparsity 

Layer 4 bits 2 bits Heteroge 4 bits 2 bits Heteroge 
neous (4 bits, neous 
binary) (4 bits, 

binary) 
q_conv2d (4,0,1) (2,0,1) (4,1,1), 0.1156 0.5131 0.1350 
W,b (4,1) (2,0) (4,1,1) 
ReLU (4,1) 
q_conv2d_l 
W,b 
ReLU 
q_conv2d_2 
W,b 
ReLU 

(4,0,1) 
(4,1) 

(4,0,1) 
(4,1) 

(2,0,1) 
(2,0) 

(2,0,1) 
(2,0) 

binary, 
(4,1,1) 
(4,1) 
binary, 
(4,1,1) 
(4,1) 

0.1023 

0.0985 

0.5341 

0.5720 

-

-

q_conv2d_3 
W,b 
ReLU 
q_conv2d_4 
W,b ReLU 

(4,0,1) 
(4,1) 

(4,0,1) 
(4,1) 

(2,0,1) 
(2,0) 

(2,0,1) 
(2,0) 

binary, 
(4,1,1) 
(4,1) 
binary, 
(4,1,1) 
(4,1) 

0.1108 

0.1973 

0.5483 

0.5330 

-

-

q_conv2d_5 
W,b ReLU 

q_conv2d_6 
W,b ReLU 

(4,0,1) 
(4,1) 

(4,0,1) 
(4,1) 

(2,0,1) 
(2,0) 

(2,0,1) 
(2,0) 

binary, 
(4,1,1) 
(4,1) 
binary, 
(4,1,1) 
(4,1) 

0.2243 

0.0975 

0.6550 

0.5445 

-

-

q_conv2d_7 
W,b ReLU 

q_conv2d_8 
W,b ReLU 

(4,0,1) 
(4,1) 

(4,0,1) 
(4,1) 

(2,0,1) 
(2,0) 

(2,0,1) 
(2,0) 

binary, 
(4,1,1) 
(4,1) 
binary, 
(4,1,1) 
(4,1) 

0.1389 

0.1754 

0.5975 

0.5540 

-

-

q_conv2d_9 (4,0,1) (2,0,1) binary, 0.2935 0.6840 -
W,b ReLU (4,1) (2,0) (4,1,1) 

(4,1) 
q_dense (4,0,1) (2,0,1) (4,1,1), 0.5152 0.8756 0.4806 
W,b ReLU (4,1) (2,0) (4,1,1) 

(4,1) 
Model Performance Total Sparsity 

Accuracy 96 % 76.1 % 94.6 % 0.163 0.4397 0.81 0.3318 
Loss 0.148 0.747 
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The table shows, as an additional information, the model sparsity for 
various quantization scenario. This is a valuable metric to compare and see 
the trade-off between the accuracy and the computational cost of the model. 
The weights sparsity plays the role in reducing the number of calculations 
during the inference. When the sparsity is the same, the level of FLOPs 
remains constant. When the sparsity is too important (2 bits precision), the 
quantization becomes less effective, and the accuracy of the model is reduced. 
The sparsity for the last fully connected layer is like the pruning technique, 
where synapses between neurons are reduced. 

These reasons led us to search for heterogeneous quantization, the trick 
being to find the right trade-off between accuracy requirements and hardware 
performance. 

From a practical point of view, for the weights of the intermediate layers, 
we opted for an extremely low-bit quantization (we used binary quantization). 
The first and last classification layers were quantized to 4 bits, as well as the 
biases of the entire network. The activations of each quantized layer play an 
equally important role, so these neurons have not decreased in number of bits, 
the precision is maintained 4 bits. 

This last model was implemented on the small Zybo board. The precision 
for each quantized layer and the accuracy of the model are described Table 4 
(heterogeneous quantization). This method enabled us to achieve an accuracy 
slightly lower than the performance of the 4-bit model, more precisely a rate 
of 94.6%. 

4.5.2.2 Quantized model and Experimental Setup 
The quantized network used in our experiment, targets the small board 
Zybo Z7010 and explores the advantages of low-bit quantization. The major 
advantage of binary precision is that the pre-trained weights of the model 
(1.9 MB) fit very well within the on-chip memory. To achieve high memory 
throughput and very lightweight control paths, our hardware implementation 
does not leverage weight sparsity or compression. The low resource usage of 
multipliers with binary weights also enable to use a larger bit width for acti
vations (4 bits), keeping accuracy high. Each network layer is an independent 
hardware block with its own dedicated resources and implementation, which 
enables to optimize parallelism and memory usage on a per-layer basis. The 
entire network fits inside the FPGA. 

The approach of this efficient neural network implementation is presented 
in [17]. The hardware architecture generated by this method presents a total 
of 40 layers, with the following type: Sliding Window Layer, Neuron Layer, 
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Table 4.5 FPGA performance and resource utilization 
LUT (logic) LUTRAM Slice Block DSP cores 

Registers RAM 

9030 / 17600 4830 / 6000 11796 / 35200 60 / 60 37 / 80 

(51.3 %) (80.50 %) (33.51 %) (100 %) (46.25 %) 

Table 4.6 Model perpormance on FPGA 
Performance Latency Power Power 

(FPGA only) (Entire Chip) 
178 images/s 26 ms 0.24 W ∼ 1.75 W ∼ 

134 mJ/ image 983 mJ/ image 

ReLU Layer, MaxPooling Layer, and Fork and Cat layers for synchronization 
of the parallel branches in the inception part of the network. 

The resource utilization and performance of our quantized network 
implementation, is described Table 4.5 . 

The BRAM is used for read-only memories of weights in neuron layers. 
All quantized MAC operations (multiply-accumulate) in neuron layers are 
implemented in distributed logic with LUTs. The MAC operations of most 
layers have a 1 b  operand, which reduce the multiplications to tiny AND 
operations. Only the last layer actually implements a 4 b  multiplication (0.5% 
of all MACs). The DSP cores are only used for address calculations within 
Sliding Window Layers. 

The power consumption number is the total power estimation performed 
by the Xilinx Vivado synthesis suite. The processor subsystem of the Zynq 
chip would actually be mostly idle, so we report power both for the whole 
chip and for the FPGA only. The performance at 150MHz is summarized in 
following Table 4.6. 

4.6 Conclusion 

A selection of edge-AI boards and some optimization techniques have 
enabled us to investigate the possibilities of achieving high performance on 
a low budget. With a deep CNN model defined for a classification task, the 
accuracy achieved on 8-bit operating systems is around 97%. The efficiency 
of each board depends on processing speed and RAM availability. In our 
experiments, we found that performance is more limited by memory usage 
than by the number of neurons. In addition, we show how performance 
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and energy efficiency can be affected by the cost of each board. To these 
measurements, further experiments using binary operations were carried out 
to address the option of a more energy efficiency at the expense of slightly 
degraded accuracy (94.6%). To find a suitable model, we used a hybrid 
aware quantization and described the methods enabling the maintain of an 
acceptable accuracy. 

By focusing on this type of optimization related to the memory usage, 
i.e., an appropriate number of weights and limited bit widths, we have 
shown that high-performance inference can be achieved very efficiently. More 
specifically, the energy efficiency and power consumption achieved by each 
evaluation board is summarized as follows: 

• Coral TPU: 3.12 mJ/image or 320 images/s/W 
• STM32MP1: 232 mJ/image or 4.7 images/s/W 
• Jetson GPU: 22.7 mJ/image or 44 image/s/W 
• Zybo Z-7010: 983 mJ/image or 101.7 image/s/W 

For further work, we plan to try out other optimization techniques linked 
to specific applications, for which these methodologies are of the utmost 
interest. 
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Abstract 

While neural networks have brought about impressive advancements in 
computer vision tasks, these achievements heavily depend on computation-
ally demanding resources, restricting their deployment. The decentralized 
paradigm of Edge AI computing aims to bring decisional capabilities directly 
to the edge, facilitating real-time decision-making, streamlined data process
ing, and reduced dependence on network connectivity. In some cases, it is 
possible to rely on cloud computing to offload processing tasks, but this 
can introduce latency issues that affect system responsiveness, security, and 
efficiency. Instead, searching for optimized neural networks for edge device 
deployment may lead to a better balance between computational efficiency 
and accurate analysis, empowering sensors to execute their roles effectively 
with minimal reliance on external resources. This paper reviews the landscape 
of deep learning architecture optimization tailored for edge devices. Within 
this survey, we delve into the state-of-the-art advancements in computer 
vision techniques optimized for edge computing. The challenges deploying 
and optimizing computer vision models on edge devices emphasize the 
importance of efficient computation and resource management while navi
gating the trade-offs between model performance and hardware constraints. 

Keywords: neural network architecture, Edge AI, deep learning, neural 
architecture search, transformers, Edge vision, computer vision. 
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5.1 Introduction and Background 

Neural networks enabled significant advancements in computer vision. How
ever, these achievements often rely on computationally expensive resources, 
limiting deployment on less powerful devices. Despite the rapid adoption of 
cloud-based processing and cloud AI over the last decade, such offloading 
brings several inconveniences such as latency, bandwidth limitations, and 
security concerns. These challenges led to the development of Edge AI, which 
stands to the AI landscape. Edge Computing offers notable advantages, such 
as data ownership, heightened security, reduced latency, and decreased power 
consumption attributed to minimized back-and-forth communication with the 
cloud. 

The term “Edge” encompasses a wide spectrum of devices and appli
cations, including peripheral data centres (cloudlets [1], fog [2]) and IoT 
endpoints. Hence, it is not uncommon to partition the Edge according to 
the capabilities of the devices or the distance to end users. For example, the 
EdgeAI European project classifies edge solutions in three levels: Meta, Deep 
and Micro-Edge. Micro Edge represents mostly the final sensors and devices, 
Deep Edge lies in the vicinity (gateways, network routers) and Meta-Edge 
interfaces the Edge with external technologies such as the cloud. As a result, 
the size and capability of devices are determinant factors that differentiate 
various “Edge” application areas within Edge AI. 

Bringing computer vision tasks to Micro-Edge devices such as microcon
trollers is often complex due to resource limitations and computational con
straints. These devices may struggle with the intensive processing demands 
of computer vision algorithms, making it difficult to perform analysis and 
decision-making directly at the edge. Offloading computer-vision tasks to 
“upper” layers is also a problem, as the data volume to be transmitted is 
far over more traditional IoT sensor data. Instead, Edge-AI computer vision 
requires optimized solutions adapted to the resource constraints of edge 
devices. 

In this chapter, we review the most recent advances in computer vision 
methodologies for edge computing, with a specific emphasis on model 
architecture. While various established techniques such as quantization, 
pruning, and hardware optimization have been extensively investigated, our 
primary focus is the substantial enhancements that deep learning model 
architecture has witnessed over the last few decades. These enhancements 
have notably contributed to the improvement of Edge-AI. We explore 
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the challenges faced in deploying and optimizing computer vision models 
on edge devices, the need for efficient computation and resource man
agement, and the trade-offs between model performance and hardware 
constraints. 

Furthermore, we run our own benchmarks to obtain uniform comparison 
results. Indeed, the deployment of deep learning models must emphasize 
model efficiency and comparison across various parameters. Metrics such as 
inference time, latency, training and inference costs, and other established 
indicators are crucial for researchers to demonstrate the contribution of new 
deep-learning techniques. However, researchers often assume a correlation 
among these metrics and report only a few of them, leading to partial 
conclusions and incomplete evaluations of different models [3]. 

Considering the types of models, different computational aspects may 
yield varying results. One example of bias in deep learning model optimiza
tion is relying solely on parameter-matched comparisons as a single metric, 
which may result in a flawed understanding of overall model performance. 
Shift-based convolution for instance, improves overall accuracy by offering a 
parameter-free alternative to traditional convolution but increases processing 
times. Memory access costs on different platforms or overall, unsatisfactorily 
optimized multi-branch model architecture for parallel computing might as 
well influence speeds metrics [3][7][8]. Therefore, models should evaluate 
multiple metrics on the targeted platform, as memory access and model 
parallelization are architecture dependent. 

For the sake of reproducibility, most benchmarks presented in this chapter 
originate from the PyTorch Torchvision module benchmark. Our intention is 
to enable readers to replicate the results, although some models may exhibit 
slight variations from their original paper. 

The remainder of the chapter is structured as follows: Section 1.2 explores 
the latest advancements in the computer vision research community using 
convolutional neural networks. Section 1.3 examines how Transformers rev
olutionized computer vision and how these techniques can be employed to 
reduce the overall computational cost. Section 1.4 investigate ConvNeXt 
convolution and its potential to elevate CNN models, enabling them to rival 
Transformers, while also exploring their utility in Edge computation. Section 
1.5 covers the neural architecture search in an efficient computation scenario. 
We conclude this paper in Section 1.6, presenting some final remarks and 
research directions. 
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5.2 CNNs 

Convolutional Neural Networks (CNN) are a class of deep learning mod
els that excel when processing and analysing visual data. CNN enhanced 
the ability to learn intricate patterns and features from massive datasets, 
empowering deep learning to achieve remarkable breakthroughs in diverse 
areas, including computer vision but also natural language processing, speech 
recognition, recommendation systems and many more. The scalability, adapt
ability, and robustness of CNNs make it a dominant force in the breakout of 
AI technologies. 

5.2.1 The pioneers 

Optimising CNNs for low-power applications often involves weight pruning, 
quantisation, and model compression techniques. In theory, these methods 
position CNNs as ideal solutions for edge devices operating in energy-
constrained environments; however, although essential for edge devices, 
these techniques often reduce accuracy. We cannot deny that the computer 
vision community made substantial progress since the remarkable perfor
mance of AlexNet’s [9] first publication. Through architectural changes 
and optimisations, significant performance improvements extended several 
times state-of-the-art computer vision models while reducing computational 
demands. 

ResNet [10] revolutionised the landscape of neural networks by intro
ducing the concept of residual connections, a breakthrough that facilitated 
the construction of exceptionally deep models. This innovation proved 
instrumental in optimising the training of deeper layers. As a result, these 
extended CNN architectures attained unparalleled performance across diverse 
benchmark tasks. 

ResNet’s pioneering influence shaped the field of Deep Learning, serving 
as a cornerstone that inspired the architectural design of countless contem
porary models. Residual connections provide an alternative pathway for the 
gradient to flow during backpropagation to address the vanishing gradient 
problem, as illustrated in Figure 5.1. 

However, while many high-performing CNN models characterised by 
substantial numbers of parameters and FLOPS (Floating point operations 
per second) achieved impressive performance, the realm of Lightweight 
CNNs emerged as a potent contender. These efficient architectures, including 
EfficientNet [11][13], MobileNets [14][15], ShuffleNet [16][17], SqueezeNet 
[18], and ESPNet [19][20], devoted remarkable efforts to optimise CNNs by 
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Figure 5.1 ResNet architecture [11] 

renouncing the need for excessively deep and densely interconnected struc
tures, aligning with the philosophy that ResNet and VGG [21] established. 
The success of these Lightweight CNNs highlights their ability to achieve 
competitive performance while maintaining a judicious balance between 
model complexity, parameters, and FLOPS. 

CNNs are widely utilised across various domains, such as classification, 
object detection, segmentation, and other tasks. Currently, the object detec
tion and segmentation research communities closely collaborate to enhance 
classification CNNs and the other way around, recognising their pivotal role 
as the backbone for object detection and segmentation models. Hence, the 
forthcoming sections will not specifically address these distinctions, as they 
all contribute to improving EdgeAI capabilities. 

5.2.2 YOLO, first step towards fast object detectors 

YOLO (You Only Look Once) [22], a deep learning model introduced in 
2016, revolutionised object detection by providing real-time detection and 
accurate results. Before YOLO, most object detection algorithms followed 
a two-step approach, which was time-consuming and limited in case of 
detection speed. On the other hand, YOLO formulated object detection as 
a regression problem, dividing the input image into a grid and predicting 
bounding boxes and class probabilities directly from the grid. 
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Newer versions of YOLO [23][24][25][26][27][28][29][30] incorporated 
concepts like anchor boxes, feature pyramid networks, and advanced network 
architectures (e.g., Darknet, ResNet) to improve detection accuracy and han
dle objects of various sizes. They also introduced multi-scale predictions, 
enabling detection at different resolutions within the network. However, 
these advanced network architectures, such as YOLOv5, have high memory 
requirements and need relatively powerful edge devices like the Jetson Nano 
with Nvidia GPU. 

To circumvent such requirements, the object detection research commu
nity has three major perspectives. First, the improvement of YOLO-based 
models, both in terms of complex computation (e.g., YOLOv7 [25]) and 
adapting YOLO for edge computation (e.g., TinyssimiYOLO [31], YOLOv3 
Tiny[26], YOLOv5 Nano [23], YoloNAS [32]). Second, the enhancement 
of backbones for object detection, such as combining MobileNetV3 [33] 
with SSD320 [34] detection heads. One last approach is the exploration of 
Transformers-based object detectors. 

The miniaturisation of YOLO models is still ongoing research. Recent 
efforts have focused on reducing the architecture to create highly flexible, 
memory-efficient, and ultra-lightweight object detection networks with less 
than 0.5MB of memory. However, these optimised models are most suitable 
for detecting a few classes. For example, TinyissimiYOLO [31] performs well 
for up to three classes, and challenges remain when trying to improve the 
edge-oriented benchmark on datasets like MS COCO [35], which consists of 
80 classes. As demonstrated in TinyissimoYOLO, a plain-architecture model 
still exhibits great potential for efficient inference on microcontrollers or edge 
devices. 

In addition to YOLO object detectors, there is a significant effort to 
enhance classifier CNNs, which extend to backbone CNNs for object detector 
models in a broader context. These CNN architectures undergo rigorous 
benchmarking on datasets like ImageNet but also on datasets such as 
MSCOCO and Pascal VOC to address object detection and segmentation 
tasks. Indeed, the emergence of SSD detector heads and Mask R-CNN 
segmentation heads catalysed a distinct research avenue, prompting a concen
trated exploration of classification models or backbone designs specifically 
tailored for advancing object detection capabilities. 

Research to enhance classifiers changed the recent panel of YOLO 
models. Since YOLOv4 [30], the composition of YOLO models depends 
on CSPNet [36] block modifications, an architecture that already enabled 
known architectures such as ResNet, ResNeXt, and DenseNet to reduce 
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Figure 5.2 CSPNet (Identity Block - DenseNet) 

computational cost while preserving accuracy. It effectively reduces 
computational bottlenecks (YOLOv3’s computational bottlenecks can be 
reduced by 80%) and memory costs. ResNeXt already proved that cardinality 
can be more efficient than width and height. CSPNet divides feature maps 
into two main parts: one used to create an identity block (DenseNet, ResNet, 
MobileNet, etc.) and the other that is combined at the output after or before a 
transition layer, as shown in Figure 5.2. 

5.2.3 Convolutional Neural Network architecture improvements 

MobileNetv1 was one of the first CNN architectures specifically created 
to bring efficiency to mobile and embedded vision applications. Its main 
improvement was the efficient use of depthwise separable convolutions 
to build lightweight neural networks. MobileNet was nearly as accu
rate as VGG16, with 32 times less size and 27 times less computation. 
MobileNetv1 performance on the ImageNet dataset achieved a top-1 of 
68.4%. MobileNetv2, on the other hand, improved MobileNetv1 drastically 
while preserving the same mobile-first philosophy, using inverted residual 
block and linear bottlenecks. MobileNetv2’s linear bottleneck does not incor
porate linear activation within its narrow input and output layer. Instead, it 
incorporates non-linearity after each expanded layer of the bottleneck. 

The hypothesis of MobileNetv2 stated that ReLU can preserve complete 
information only if the i-th feature input lies in a low-dimensional sub-
space of the input space. Researchers showed through experimental evidence 
that using non-linear layers in the input/output of bottlenecks impacts the 
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Figure 5.3 MobileNetv2 block 

model’s performance by several percent. Figure 5.3 illustrates the difference 
between non-linearity in the residual and inverted residual blocks. Resid
ual block architecture skip connections with fewer feature maps between 
connections. In contrast, an inverted residual block broke this relation by 
using an expansion of feature maps. As a result, MobileNetV2 TOP-1 Ima
geNet performance reaches 71.978%, with only 2.6M parameters and 0.3G 
Flops. Table 5.1 details the performance of different MobileNet models when 
conducting the ImageNet classification. 

Since MobileNet, a vast majority of modern networks adopted depth-wise 
separable convolutions. ShuffleNetv1 and v2 introduced practical guidelines 
for efficient network design, resolving some MobileNet issues. 

ShuffleNet v2 stated that the expensive use of depth-wise separable 
convolutions and grouped convolution increase memory access cost. Also, 
element-wise operations have a high MAC (Memory Access Cost) and FLOP 
cost, even with a small parameter count. The ShuffleNet architecture thus 
introduces an architecture using balanced convolutions of equal channel 
width, reducing the degree of fragmentation and reduced element-wise oper
ations, surpassing MobileNetv2 with an ImageNet top-1 performance of 

Table 5.1 CNNs based model optimization since AlexNet 
Model ImageNet Top Parameters (M) FLOPs (G) 

1(%) 
ShuffleNetv2x0.5 60.5 1.3 0.04
 
ShuffleNetv2x1.0 69.36 2.27 0.14
 
MobileNetv3 Small 67.4 2.5 0.06
 
MobileNetv2 71.97 2.6 0.3
 
ShuffleNetv2x1.5 72.99 3.5 0.30
 
ShuffletNetv2x2.0 76.23 7.3 0.58
 
AlexNet 56.52 61 0.71
 
VGG16 76.3 132.8 7.61
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72.99%, with comparable FLOPs of 0.3G and 3.5M parameters. Table 5.1 
benchmarks ShuffletNet v2 across various scales. 

5.2.4 Tackling memory consumption 

Memory consumption is a significant concern when optimizing CNNs for 
mobile computing applications. State-of-the-art models for mobile and edge 
often employ grouped and depth-wise convolutions to reduce overall model 
parameters [37][14][15][39][16][17]. However, these models require more 
computation time and memory per layer, which may pose challenges for edge 
AI models focused on video stream processing. 

Therefore, in addition to the architecture optimization research of CNNs, 
researchers made significant efforts to achieve extreme memory consumption 
optimization for microcontroller use cases. A remarkable example of this is 
MCUNet [40], which demonstrated impressive potential for memory opti
mization by simply enhancing the memory workflow of CNNs following the 
MobileNet architecture philosophy previously mentioned. 

MCUNet significantly reduces memory usage for MobileNetv2, fitting 
it within a mere 320kB of RAM. This impressive feat is accomplished 
through two key strategies: first, by identifying the optimal input resolution 
size and adapting the model width to achieve the most efficient neural 
architecture size. Second, it leverages the characteristic of depth-wise con
volutions, which do not perform filtering across channels, allowing each 
channel to be computed in a temporary buffer. This approach substantially 
reduces overall memory consumption, computing the input and the output 
feature map as one shared memory, with one additional buffer to com
pute and transfer the data. MCUNetv2 [41] goes further by optimizing 
memory usage through patch-based computation. Instead of processing the 
entire feature width and height, it strategically employs small input portions 
to generate activation maps, leading to more efficient memory utilization. 
Table 5.2 describes MobileNets memory consumption improvement with 
MCUNets. 

5.2.5 Structural re-parameterization 

Within this survey, we showcase research aimed at enhancing the architecture 
of models commonly referred to as “mobile”. However, these mobile-first 
models rely heavily on grouped and depth-wise convolutions, which induce 
many other computational challenges. 
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Table 5.2 MCUNet memory optimization compared to MobileNet and MobileNetv2 
Model ImageNet Top 1 (%) SRAM 
MobileNetv1 68.4 NS 
MobileNetv2 69.8 1.8 MB 
MCUNetv1-int8 60.3 238 kB 
MCUNetv2-int8 64.90 196 kB 
MCUNetv1-int8 68.5 452 kB 
MCUNetv2-int8 71.8 465 kB 

Grouped and depth-wise convolutions utilize 1x1 convolutions not well-
optimized for certain architectures. In contrast, 3x3 convolution architectures 
are more efficient on generic GPUs than 1x1 convolutions. Multi-branch 
design models like ResNet [7] or branch-concatenation in Inception [42] 
encounter similar issues, making them less efficient for parallel architec
tures like GPUs due to additional overhead, such as kernel launching and 
synchronization. Residual connections also face challenges in retaining con
voluted feature maps in memory during the computation of multi-branch deep 
learning architectures. 

To address these challenges, recent research suggests structural re-
parameterization to revert to early deep learning plain models like VGG 
[21], Darknet [22], and AlexNet [9], which are theoretically efficient for edge 
computation. However, these models no longer compete in terms of accuracy 
and overall performance with the current state-of-the-art models. 

Residual connections and multi-branch architecture [43][44][42][36][39] 
[45][46], to cite only a few, are indeed essential components in deep learning 
architectures. Their introduction addresses the vanishing gradient problem, 
which occurs when gradients diminish as they propagate through deep 
networks during training. 

It is challenging for a plain model to achieve comparable performance to 
a multi-branch architecture. The complex structure of multi-branch architec
tures often slows down inference, as the combination of small operators is not 
favourable for devices with strong parallel computing capabilities like GPUs. 
Taking a more edge-centric perspective, utilising multi-branch structures 
necessitates significant cache memory, as these structures demand the model 
to retain the feature maps of each branch in memory before processing to the 
subsequent layer. However, the benefits of multi-branch architecture mainly 
apply while training [47][7][46]. 

Structural re-parameterization involves transferring the knowledge gained 
from multi-branch architecture during training into a single plain convolution 
block for inference. 
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MobileOne TOP-1 ImageNet performance on multiple scaling is 71.4% 
and 75.9% for MobileOne-S0 and MobileOne-S1 respectively, both under 1G 
Flops. Table 5.2 lists the complete results. Other re-parametrization models, 
like RepVGG, accompany the comprehensive results in Table 5.3. 

While the training cost may be significant, improving performance at 
the cost of additional training resources is acceptable if the deployed model 
fits the size and computing power required for edge devices. Hence, one 

Table 5.3 CNNs based model optimization since AlexNet 
Model ImageNet Top 

1 (%) 
Parameters (M) FLOPs (G) 

AlexNet 56.52 61 0.71 
EfficientNet B0 77.69 5.2 0.32 
EfficientNet B1 78.64 7.79 0.69 
EfficientNet B2 80.6 9.1 1.09 
EfficientNet B3 82.2 12.2 1.83 
EfficientNet B4 83.4 19.34 4.38 
EfficientNet B7 84.122 66.34 37.75 
EfficientNetv2 Large 85.808 118.5 56.08 
EfficientNetv2 Medium 85.112 54.1 24.58 
EfficientNetv2 Small 84.228 21.4 8.37 
ESPNetv2 72.1 3.49 0.28 
MobileNetv1 68.4 2.6 NS 
MobileNetv2 71.97 2.6 0.3 
MobileNetv3 Small 67.4 2.5 0.06 
MobileOne-S0 71.4 2.1 0.275 
MobileOne-S1 75.9 4.8 0.825 
MobileOne-S2 77.4 7.8 1.29 
MobileOne-S3 78.1 10.1 1.89 
MobileOne-S4 79.4 14.8 2.97 
RepVGG-A0 72.4 8.3 1.4 
RepVGG-A1 74.5 12.8 2.4 
RepVGG-B0 75.1 14.3 3.1 
ResNet101 77.374 44.5 7.80 
ResNet152 78.312 60.19 11.51 
ResNet18 69.75 11.6 1.81 
ResNet34 73.314 21.7 3.66 
ResNet50 76.13 25.5 4.09 
ShuffleNetv2x0.5 60.5 1.3 0.04 
ShuffleNetv2x1.0 69.36 2.27 0.14 
ShuffleNetv2x1.5 72.99 3.5 0.30 
ShuffletNetv2x2.0 76.23 7.3 0.58 
SqueezeNet 57.5 1.2 0.35 
VGG16 76.3 132.8 7.61 
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can use a high-end GPU server for training before deployment on an edge 
device. 

5.3 Transformers for EdgeAI 

Initially proposed for natural language processing tasks, transformers have 
also found exploration in computer vision [48][49][50][51][52][53]. The 
Vision Transformer (ViT) [52], introduced in 2020, adapted the Transformer 
architecture specifically for computer vision by replacing CNN-based back
bones with Transformer encoders. ViT achieved competitive performance on 
image classification benchmarks, indicating the effectiveness of Transformers 
in vision tasks. However, Transformers require substantial amounts of data to 
work well, and ViT struggles to perform on ImageNet-1K 0, which already 
contains over one million images. Convolution still plays an important role in 
Transformers. 

5.3.1 Hybrid transformers 

Research towards the miniaturization of Transformers focuses on utiliz
ing CNNs as feature extractors with low computational cost. Models like 
MobileViT and its latest versions [37][50][49] achieved impressive perfor
mance with significantly fewer parameters and floating-point operations than 
previously published computer vision Transformers. The concept involves 
incorporating multiple CNN blocks within transformers to enhance the 
extraction of features, as illustrated in Figure 5.4. While transformers like 
ViT demonstrated remarkable capabilities in natural language processing 
tasks, they often lack the reliance on powerful feature extractors, such as 
CNNs, which may explain the challenges faced by such models in achiev
ing efficient training with limited data, as seen in the struggle encountered 

Figure 5.4 MobileViT block [37]. 
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when training ViT based network on datasets like ImageNet1K. These con
tributions may lead to new backbones for object detection, segmentation, 
and classification in the computer vision community, utilizing these hybrid 
models. 

As mentioned earlier, the number of parameters is not the sole metric 
for comparing results; a compelling example is the comparison between 
MobileNetv2 and its supposed enhancement, MobileViT. MobileViT fails to 
match the computing speed of MobileNetv2 on the iPhone 12 neural engine, 
as the latter achieves an inference time of 0.9ms, while MobileViT requires 
7.28ms per inference despite having a similar number of parameters. 

Transformers inherently tend to be slower than CNNs for several reasons. 
First, Vision Transformers (ViTs) are designed to leverage dedicated CUDA 
kernels on GPUs, enabling improved scalability and efficiency. In contrast, 
CNNs benefit from device-level optimizations like batch normalization fusion 
with convolutional layers, 3x3 convolution optimization, and other tech
niques. This observation suggests there is still room for improvement in 
optimizing transformers at a lower computational level. Despite their poten
tial, transformers must continue to evolve to achieve faster and more efficient 
performance comparable to that of CNNs in specific contexts. 

MobileViTv2’s [50] enhancement primarily focused on optimizing 
the self-attention operation within transformers. As previously mentioned, 
researchers have a significant opportunity to improve attention layers like 
Multi-Head Attention (MHA). The computational complexity of the MHA 
layer is typically O(k2) whereas MobileViTv2’s version of MHA has 
reduced it to O(k) through the implementation of element-wise opera
tions. The concept involves using element-wise operations such as summa
tion, multiplication, and softmax instead of more computationally intensive 
operations like batch-wise matrix multiplication, which is quadratically 
expensive. 

Previous efforts to optimize self-attention, such as the Linformer [37] 
approach, decompose the self-attention operation into smaller segments 
via linear projections, effectively reducing the complexity from O(k2) to 
O(k). However, Linformer still employs resource-intensive operations to 
learn global representations within MHA, which could pose challenges for 
deploying such models on devices with limited resources. Other methods 
have managed to reduce complexity to O(k) but often suffer substantial 
performance degradation. 
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In contrast, MobileViTv2 outperformed MobileViTv1 by approximately 
1% and exhibited a significant speed boost, running 3.2 times faster 
on comparable devices. This advancement underscores the potential of 
optimizing self-attention operations within transformers while maintaining 
robust performance, especially in constrained computing environments. 

In recent developments, there has been progress in enhancing hybrid 
architectures combining CNN and Transformers for mobile devices. Mobile
ViTv3 [49] emerged as an improved iteration of the initial MobileViT 
architecture. This advancement involves substituting resource-intensive 3x3 
convolutional layers with more efficient depthwise and 1x1 convolutions. 
Additionally, the integration of residual connections contributed to an overall 
performance boost for the MobileViT v1 design. Furthermore, this enhance
ment opened avenues for scaling the width of the MobileViTv3 model. The 
removal of the costly 3x3 convolutions led to a reduction in parameters and 
FLOPs, resulting in improved scalability while maintaining or enhancing 
performance. 

Table 5.4 gives comprehensive results around each MobileViT version 
compared to Swin-T as an accuracy gap to achieve for the transformer-
based model. While Swin Transformer [51] and DETR [48] significantly 
improved tackling the ImageNet classification and MS COCO challenges, 
they remain less suitable for edge computing due to their computational 
demands. Nevertheless, the technological advancements achieved through 
the rise of transformers could be instrumental in enhancing convolutions. 

Table 5.4 Optimized transformers and hybrid transformers performance by scale 
Models ImageNet Top Parameters (M) FLOPs (G) 

1 (%) 
MobileViT-XXS 69.4 1.3 0.4
 
MobileViTv2-0.5 70.2 1.4 0.5
 
MobileViTv3-XXS 70.98 1.2 0.28
 
MobileViTv3-0.5 72.33 1.4 0.48
 
MobileViTv2-1.0 78.1 4.9 1.8
 
MobileViTv3-XS 76.7 2.5 0.92
 
MobileViTv3-1.0 79.64 5.1 1.87
 
MobileViTv3-S 79.3 5.8 1.84
 
MobileViTv2-0.5 70.2 1.4 0.5
 
MobiletViTv2-2.0 81.2 18.5 7.5
 
Swin-T 81.3 28.3 4.5
 
MobileNetv2 71.978 2.6 0.3 
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Consequently, using the benefits of the previously mentioned miniaturization 
techniques with these technological advancements in an edge-computing 
context becomes a promising avenue for further progress. 

5.4 ConvNeXts 

While Transformers are a significant breakthrough in computer vision, recent 
advancements, such as the ConvNeXt [11] convolution, quietly surpassed 
their performance in computer vision. The foundation of ConvNeXt lies 
in the adaptation of ResNet, which serves as a starting point, leveraging 
techniques inspired by transformers to fill the gap between ResNet’s and Swin 
Transformer’s performance (Figure 5.5). 

To achieve this, ConvNeXt introduces a new CNN design inspired by 
Transformers. Firstly, it employs the patchify technique, which involves 
flattening the input into a vector of smaller patches, an idea initially intro
duced in Vision Transformers (ViT) to exploit text-based transformer tech
niques for processing 2D images effectively. Secondly, the training recipe 
aligns closely with the strategies employed in Swin Transformers and DeiT. 

Figure 5.5 ConvNeXt Block [11] 
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Table 5.5 ConvNeXt compared to hybrid transformers performance by scale.
 
Models ImageNet Top Parameters (M) FLOPs (G) 

1 (%) 
AlexNet 56.52 61 0.71 
VGG16 76.3 132.8 7.61 
ResNet152 78.312 60.19 11.51 
EfficientNetv2 Large 85.808 118.5 56.08 
MobiletViTv2-2.0 81.2 18.5 7.5 
Swin-T 81.3 28.3 4.5 
ConvNeXt-T 82.9 28.6 4.5 
ConvNeXt-S 83.616 50.2 8.68 
ConvNeXt-B 84.06 88.6 15.36 
ConvNeXt-L 84.414 197 34.36 

As a result, ConvNeXt exhibits less sensitivity to image shift-invariance. 
The training process is extensively enhanced through data augmentation, 
longer training epochs, and the AdamW optimizer, leading to improved 
results. 

Furthermore, ConvNeXt introduces a compelling microdesign aspect, 
replacing the conventional ReLU activation function with GeLU (Gaussian 
Error Linear Unit), a different non-linear activation function. Additionally, 
the model incorporates fewer activations and norms than those found in 
transformer architecture (Recognizing the initial hypothesis involving non
linearity in MobileNetv2). These adaptations contribute to the model’s overall 
efficiency and performance, effectively leveraging the power of transformer-
inspired concepts within a CNN framework. 

ConvNeXt’s new philosophy for CNNs might open the path for new 
mobile architecture. The benchmark in Table 5.5 enlightens ConvNeXT 
performance compared to models with similar computing performance. 

5.5 Neural Architecture Search 

Amidst the collection of hand-crafted neural networks, the question arises: 
Can we venture into automatic network architecture design, to reduce the 
dependency on deep learning expert insights? The Neural Architecture 
Search (NAS) literature categorizes two primary domains: Evolutionary 
Algorithms (EA) and Reinforcement Learning (RL). Evolutionary algorithms 
utilize a pool of candidate architectures, each with its respective accuracy. 
Only a limited number of top-performing candidates evolve further. Should 
these evolved candidates exhibit enhanced accuracy, the candidate pool 
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is accordingly updated. On the other hand, Reinforcement Learning (RL) 
employs an LSTM Agent to generate a string, serving as a dictionary of 
convolution operations to execute on hardware to train and test. The accu
racy serves as the reward signal for this operation, and the LSTM Agent 
subsequently refines and produces another dictionary block. 

The initial NASnet [54] model lacks consideration for runtime or compu
tational efficiency. The search space for potential architectures is inherently 
resource intensive. While the LSTM Agent discovered architecture proves 
superior to manually crafted ones, it inherits the complexity identified in 
this survey as challenging for edge devices. This complexity arises from 
the substantial memory requirements due to the neural architecture search 
algorithm’s reliance on a configuration of five cells per layer, each with three 
potential residual depth connections (from the previous cell’s output, the cell 
before the previous one, and the previous block’s output within the current 
cell). 

Most NAS methods [54][55] explore architectural spaces to construct 
intricate cells, subsequently employing these cells with identical configura
tions throughout the network. Unfortunately, this approach lacks the potential 
for layer wise diversity. MnasNet [56], a breakthrough in Aware Neural 
Architecture Search for Mobile, introduces an edge computation model for 
inference by selecting a considerably smaller number of convolution blocks. 
This time, the LSTM agent selects hand-crafted architectures in alignment 
with the MobileNet philosophy. Employing such block-based designs reduces 
the search space from 1039 options to 1013 . 

The search algorithm within MnasNet also introduces a multi-objective 
reward system that combines validation accuracy and a metric for real-
world latency on mobile devices. This dual-objective approach optimization 
creates architectures that excel in both accuracy and efficiency for real-world 
performance. 

5.5.1 NAS scale study 

While NAS is primarily concerned with discovering novel convolutions 
based on accuracy-to-speed trade-offs, EfficientNet [12][13] takes a different 
approach, aiming to optimise a manually designed model by identifying the 
optimal balance among width, depth, and resolution (Figure 5.6). Although 
these components might seem independent, EfficientNet’s case study high
lights that achieving superior accuracy requires simultaneous optimization of 
all three components rather than considering them separately. 
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Figure 5.6 EfficientNet Scaling [12] 

Table 5.6 Efficient neural network architectures with neural network search 

Models 
ImageNet 
Top 1(%) 

Parameters 
(M) 

FLOPs 
(G) 

ResNet50 76.13 25.5 4.09 
NASNet-A (4 @ 1056) 74 5.3 0.56 
NASNet-B (4 @ 1536) 72.8 5.3 0.48 
NASNet-C (3 @ 960) 72.5 4.9 0.558 
MobileNetv1_efficientNetv1 75.6 2.3 
(d=1.4,w=1.2,r=1.3) 
MobileNetv2_efficientNetv1 77.4 1.3 
(d=1.4, w=1.2, r=1.3) 
PNASNet-5 (N = 3, F = 54) 74.2 5.1 0.58 
PNASNet-5 (N = 4, F = 216) 82.9 86.1 25 
EfficientNet_B0 77.692 5.2 0.32 
EfficientNet_B1 78.642 7.79 0.69 
EfficientNetv2_Small 84.228 21.4 8.37 
EfficientNetv2_Medium 85.112 54.1 24.58 
EfficientNetv2_Large 85.808 118.5 56.08 
MobileNetv1 68.4 2.6 ND 
MobileNetv2 71.978 2.6 0.3 

To enhance accuracy and efficiency, the interplay between depth, width, 
and resolution is computed and then trained on the CIFAR dataset, allow
ing rapid assessment of the newly formulated model. Subsequently, this 
model is scaled up for evaluation in an ImageNet context. Building upon 
this foundation, EfficientNetv2 introduces a further innovation: the incor
poration of fused MBConv (MobileNet-like convolution). This mechanism 
combines the 1x1 expansion convolution with the subsequent 3x3 depth-
wise convolution into a single 3x3 operation, streamlining both processes 
and enhancing overall efficiency. Table 5.6 compares the performance of 
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NAS-based models against a list of comparable and well-known hand-crafted 
architectures. 

5.6 Conclusion 

Efficient neural network architectures are a subject of ongoing intensive 
research within the deep learning community. This research aims to har
ness the scalability potential of Convolutional Neural Networks (CNNs) for 
emerging edge computing paradigms. Since the publication of AlexNet, these 
architectures not only improved accuracy but also advanced the state-of
the-art through optimised proposals. However, developing efficient neural 
networks for mobile and edge devices highlights the challenge of crafting 
such models manually. 

Throughout this work, we presented a comprehensive array of opti
mised neural network architectures tailored for edge devices, encompassing 
more than just microcontrollers. While these architectures may exhibit dis
crepancies and contradictions, they collectively highlight the deep learning 
community’s commitment to refining model architectures. This emphasises 
the absence of a one-size-fits-all architecture for edge devices and the neces
sity for benchmarks when searching for neural network architectures to 
fit our needs. This chapter provides researchers with a global perspective 
on significant advancements and their pros and cons, fostering a deeper 
understanding. 
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Abstract 

As natural language processing advances in the field of robotics, enabling 
seamless human-robot interaction, it becomes imperative to identify the most 
effective approach for conditioning complex robotics tasks using natural 
language commands. This article reviews various state-of-the-art methods 
for natural language-conditioned planning, with a particular focus on mobile 
manipulation. The authors explore and review different architectures and 
techniques to comprehend, interpret, and execute natural language com
mands. Challenges are identified along the way, and conceptual architecture 
is proposed to tackle them in an efficient manner. 

Keywords: natural language processing, mobile manipulation, action primi
tives, edge AI. 

6.1 Introduction 

Everyday interactions between people are usually performed in a very casual 
manner through natural language, or NL, as it is an comfortable way of 
communication. This has been carried over to our appliances, such as phones 
and cars, with the use of voice commands. It logically follows that robotic 
assistants, be they industrial or service, which operate in an environment with 
people of various machinery handling skill levels, would benefit from a user 
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interface utilizing Natural Language Processing (NLP) techniques to process 
unstructured input. As the environments in which these systems get deployed 
are diverse and varied, a general understanding of language and its relation to 
objects is crucial to a rational implementation. 

Large Language Models (LLM) [1][2] have shown to be very capable of 
tackling the task of inferring NL inputs for commanding a robotic agent. They 
can be made to operate with multi-modal information [3], but they often rely 
on cloud service models that require immense computing resource [4][5][6]. 
The possibility exists to use smaller models that can be run locally [7][2]. 
Robotic systems are typically specialized to operate under certain conditions, 
and a trained technician must perform any new adaptations. However, as 
real-life environments are usually unique in their layout and the objects they 
contain, it can be hard to predict what the robotic agent needs to know. In 
section 1.2, we do a quick overview of NL processing, LLM and multi-modal 
embeddings and their recent implementations and uses in planning for robotic 
systems. 

To function in such environments, a more general approach for represent
ing robot tasks can be used, as, fundamentally, a robot system can be thought 
of as a handful of basic operations, but they are usually very task-dependant. 
One such approach is using action primitives. They provide the high-level 
planner with an abstract, symbolic representation of available actions so a 
task plan can be made. Another role they fulfill is low-level planning, a set 
of functions that can be adapted to specific scenarios and reused for different 
tasks [8]. Details about action primitives, their synthesis and implementations 
are described in section 1.3. 

The primary type of robot control we address with the approach outlined 
in this chapter is mobile manipulation, which can be described as the joint 
control of a mobile base and a manipulator arm. The overall workflow of 
such a system can be generalized to receiving, planning and executing a task. 
In our conceptual architecture, the function of receiving a task is done with 
NL commands. For this, a two-stage technique is proposed. A high-level 
LLM-based algorithm for mapping NL commands into a constrained space 
of action primitives, and a library of action primitives at the low level, which 
is further elaborated on in section 1.5. This chapter also includes section 
1.4, where we provide a brief overview of identified challenges and issues 
regarding both the practical use of NLP and the implementation of Action 
Primitives, while section 1.6 concludes the chapter with our views on future 
developments. 
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6.2 Natural Language Processing for Robotics 

Natural language is vast and vague, so much so that people often have 
problems understanding each other. An NL command can consist of a request 
that only makes sense in the context of the situation and the environment. It 
is not enough for a robotic system to just deduce what is being asked of it but 
also to be able to ground this information in the environment it finds itself in 
and act upon through a concise and safe plan of actions. 

The current state-of-the-art performance in NLP can be found in language 
models based on transformer architecture [9], specifically the LLMs. Starting 
at 10 billion, typically having 100-300 and with a couple exceeding 1 tril
lion, these LLMs have demonstrated impressive performance across various 
language-related tasks [1][10]. 

6.2.1 Large language models 

Large Language Models are powerful natural language interpreters [11]. An 
important quality they share with the smaller models is multitask learning – 
the ability for one model to become relatively proficient at several different 
tasks but masters of none [12]. However, as their size grows and performance 
increases [13], these models begin to overtake previous-generation specialist 
fine tuned models [10][11]. 

Training large language models from scratch is a very expensive process 
in terms of energy, computing and time, typically requiring massive clusters 
of dedicated high-end hardware that train them non-stop for several weeks 
[2]. As this is only feasible for large tech corporations such as Google, Meta, 
OpenAI, Amazon and Huawei [2], a pre-trained model can be specialized 
for a downstream task through fine-tuning - using a specialized dataset to 
introduce into the model specific knowledge or teach it new operations all 
together [14], making them more accessible for specific tasks. 

When the parameter count reaches into the tens and hundreds of billions, 
the language models begin to exhibit new qualities that are not present in 
their smaller counterparts, referred to as emergent abilities [1][15], three 
prominent ones, as highlighted in [1], are: 

• In-context	 learning [11]- the ability to perform tasks not part of 
the training corpus, based on an instruction and several input-output 
examples(few-shot) provided in the prompt; 

• The instruction following [14] relies	 on fine-tuning a model using 
a dataset containing natural language instructions, which results in 
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improved zero-shot (no example given) prompting performance for 
unseen tasks; 

• Step-by-step [16] improves the model’s complex reasoning by leverag
ing chain of thought prompting by adding step-by-step instructions to 
the examples for a few-shot task prompt. 

As fine-tuning takes computing resources and time, many pre-trained 
models are fully capable of being used out of the box [11]. By carefully 
structuring the input prompts, it is often possible to condition the model to 
provide the desired output for the task at hand [17], an approach known as 
prompt engineering [1]. 

As a way to improve the fine-tuning process, a lot of work has been done 
in developing various parameter-efficient fine-tuning methods (PEFTs) [18] 
that consider fine-tuning only parts of the overall model. Instead of having 
several different fine-tuned copies of the same LLM weights, using methods 
such as Low-Rank Adapters (LoRA) [19] one can have a single instance of an 
LLM and then simply apply the corresponding fine-tuned adaptation, saving 
on space and compute resource. 

Running the LLM inference process, even on the smaller models, requires 
capable hardware, primarily GPUs with sufficient VRAM [7]. The model’s 
parameters are typically stored in a 16-bit float format (FP16), translating to 
roughly 2GBs for every 1 billion parameters. A remedy for this issue is model 
quantization, a method where the parameters of the model are converted into 
smaller 8-, 4-, 3- and even 2-bit formats [20], which (plural) can reduce 
the required VRAM down from 14GB to roughly 4 GBs for a 7B model 
(7B representing 7 billion parameters) when using 4-bit quantization, with 
marginal loss to performance [7]. The requirements can be further reduced 
by using methods that share inference between CPU and GPUs [21], which 
provides perspectives for application in edge AI. 

As language models have been trained on general data such as textual 
information sourced from books or the internet and/or coding languages 
[1][2][22], they gain a broad internal knowledge base that can be leveraged to 
create a human-machine interface capable of decoding obscure NL requests 
into actions understandable to a robotic agent system [4][17]. 

6.2.2 Multi-modal embeddings 

The recent progress in autoregressive and sequence-to-sequence NLP pro
cessing with LLMs has enabled a number of related advances. In particular, 
the abstract vector nature of the tokens being processed by transformers has 
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been exploited to create mappings between radically different data modal
ities. CLIP [3], short for Contrastive Language-Image Pre-training, is a 
notable example. It jointly trains an image classifier and text encoder on 
image-caption pairs. Each model outputs a vector in the same latent space. 
The cosine similarity of vectors corresponding to matching image-caption 
pairs is maximized, while that between all others is minimized. The result is 
a pair of models capable of mapping the greatly dissimilar image and text 
input spaces to a common latent “concept” space. 

CLIP and similar systems have since been commonly described as 
vision-language models (VLMs). Subsequent work, such as LSeg [23] and 
ConceptFusion [24], has been done to extend the vision model in a VLM 
to produce segmentation maps – embeddings for each image in a pixel. 
These have subsequently found use in robotics, particularly in creating maps 
amenable to natural language queries. For example, in [25], a 2-dimensional 
grid map is constructed using LSeg and depth imagery, which can then 
be used to find navigation goals using text prompts. ConceptFusion [24] 
expands upon the mapping problem, producing 3-dimensional embedding-
tagged point clouds. Some approaches do away with explicit maps entirely, 
instead using a Neural Radiance Field to predict the embedding associated 
with any point in the environment directly [26]. 

The ability of transformer models to map between and autoregressively 
generate sequences of arbitrary vectors has been directly exploited for robot 
control in works such as [27], where robot actions are predicted directly from 
text prompts and images of the scene in which the robot should operate. The 
inputs need not be limited to a single type of embedding — in [28] and [29], a 
large transformer is trained to operate on input sequences containing multiple 
types of embeddings — such as VLM tokens, robot state encodings, scene 
representations and past actions — with PaLM-E in [29] being directly based 
on a pre-trained LLM. 

6.2.3 Recent implementations of high-level planning for mobile 
manipulation 

The practical implementation of language models for use in high-level plan
ning of mobile manipulator systems has taken various approaches. Some 
approaches use the language models to extract language features that are 
further passed into more specialized modules for processing [30][31], others 
use the language models as active elements of the planning process [5][6][32], 
and others yet use the models for low-level planning [33]. Some models 
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perform their own mapping of the environment through computer vision 
[30][34], but it would seem that map integration is an underutilized solution, 
though some works are exploring combining embeddings from the language 
model with embeddings stored in a semantic map [6]. 

Many of the highlighted works rely on prompting and using pre-trained 
models [4][5][6][32][33][35]. The importance of proper prompting technique 
is explored in [19], which presents a method for selecting and formatting 
prompts to elicit outputs usable in robotic systems. They define a starting 
prompt that describes the role the LLM is supposed to play and condition 
it to respond only when directly prompted to by a specific keyword. That is 
followed up with a sequence of instructions, explanations and templates that 
describe the desired output format and contents. The prompt is finished up 
by providing several examples of how the output should look. The ability to 
provide NL feedback to improve and correct mistakes during inference is also 
showcased. 

While not an example of a natural language command, ProgPrompt 
[32] takes an input prompt of Python code containing imports of action 
primitives, a list of available objects, example tasks and the start of the 
desired operation. The LLM then returns a generated plan in Python that uses 
assertions to ensure a feedback loop once the agent encounters variables in 
the environment and can successfully execute the appropriate action. 

Lang2LTL [6] utilizes a modular system where LLMs are used to perform 
several subtasks in the interest of generating a grounded relation to objects 
and places that the system stores in a database. One module is tasked with 
extracting place names from the request prompt. These extracted names are 
then compared to the database objects through embedding cosine similarity, 
and then generalizing the input request with substitutions and passing it 
through a fine-tuned LLM symbolic translator that generates the LTL for
mula, finished by inserting the found database objects in their respective 
substitution locations. 

Text2Motion [5] utilizes an LLM model that performs task planning in 
conjunction with geometric feasibility planning that evaluates if the plan 
generated by the LLM is valid or not. They evaluated planning the whole 
sequence of actions and then validating it, planning and validating each 
individual step of the sequence and a hybrid system that tries creating a full 
plan, falls back to individual step in case of a failure, then tries finishing the 
plan fully again. For implementation, they rely on OpenAI’s GPT series [36] 
and execute their system through prompt engineering. 
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Language to Rewards [33] employs a two-stage LLM setup in the form 
of a Reward Translator, where the first LLM (Motion descriptor) is used to 
translate the input sentence into a structured natural language instruction. The 
second LLM (Reward Coder) then generates a usable code in the form of 
reward functions that can be passed directly to a low-level motion controller, 
skipping the use of action primitives altogether. Both LLMs are conditioned 
by leveraging in-context learning by prompts. The first one contains templates 
to use when creating the task description, while the second is prompted with 
a general program description. Both prompts contain a list of instructions to 
guide inference to the desired result. While this approach doesn’t perform 
long-horizon tasks, it does showcase the possibility of using LLMs for low-
level planning to some degree. 

Say-Can [3] explored the issue of grounding an LLM planning system 
in the real world, as without any feedback elements or information about the 
current environment, the language model can propose logical but contextually 
impossible solutions such as suggesting using a vacuum cleaner when one 
isn’t available. They achieved this by using a two-part system - the LLM 
provides probabilities for action relevance to the given task, while a value 
function provides probabilities of how likely it is to succeed in doing specific 
actions. The multiplication of these two values is chosen as the action for the 
plan to perform. 

Inner Monologue [35] explores using feedback mechanisms to improve 
task completion. By being able to receive information from the environment 
in the form of language input, such as sensory data about detected objects 
or whether the planned action was successful or not, the agent can attempt 
to perform the action again or replan, whereas without such feedback the 
agent would fail the task outright. When the agent is met with an ambiguous 
situation, such as a request for “a drink”, by asking the user for clarification, 
it can form a dialogue that helps execute the task more successfully. They 
also question if the answering could be done by another LLM as well. 

There are doubts by some if LLMs are reliable enough to be used 
for planning operations [31][37] but do recognize their utility as language 
interpreters. One such implementation is proposed in [31] with LLM+P, a 
language model coupled with a classical planner. A classical planner provides 
proven ability in task solving, while the LLM can provide its understanding 
of language to be able to interpret a large amount of tasks and then translate 
them to a structured planning language such as PDDL [47]. 
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Language is only one part of a system meant to operate in an environment. 
The ALFRED benchmark was introduced in 2020 as a way to test agent sys
tems that use both natural language instructions and ego-centric vision [38]. 
While not the first, it did combine several functions to create a benchmark that 
tests proposed systems in a non-reversible, partially observable environment. 
Models are tasked with solving basic household tasks within a limited number 
of actions, which typically involve moving and modifying objects using tools 
or special locations, requiring a specific sequence of actions to execute. Many 
models also build a map representation of the environment [30][34]. The 
baseline model relied on an LSTM (long-short-term memory, predecessor to 
the transformer architecture) based language model that managed to achieve 
only a 0.4% success rate in the unseen tests [38]. Later attempts would 
implement PLMs such as BERT [39] and improve the success rate to 50% 
[34]. At the time of writing, the best-performing models that have available 
materials are Prompter [30] and CAPEAM [34], both utilizing BERT for 
their language processing. BERT is an older language model (from late 2018) 
with sub-1 billion parameters, far from state-of-the-art in language models, 
making a direct comparison hard as LLM-based systems seem to rely on their 
own evaluation methods [3]. 

Prompter [30] utilizes its language model in a semantic search module, 
using natural relations between objects (apples found in kitchens, tooth
brushes in bathrooms), speeding up the search. The benefits of using a 
language model for such a role is leveraging its inherent knowledge of 
language to determine word relations, whereas previous methods relied on 
using additional training. For its vision substream, based on [39], the agent 
creates a 2D top-down semantic map from images it received through its ego
centric vision, which is a 2D RGB image that is processed into a depth map 
and segmented to create masks. 

CAPEAM [34] uses a fine-tuned BERT implementation for predicting 
what predefined role fits what words from the input sentence. Context Aware 
Planning module uses a sub-goal planning element that first finds a general 
template to use based on input requests and then a so-called “detailed plan
ner” to insert the contextual information into predefined places. Environment 
Aware Memory is responsible for vision operations, utilizing memorization 
for object locations as well as saving previous segmentation masks, as it was 
found it helps to identify objects that become obscured through later actions. 
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6.3 Action Primitives for Mobile Manipulation 

In [40], the authors define the concept of situated robotics, which describes 
robotic systems in complex, dynamic or, in other words, situated environ
ments. The amount of an environment’s situatedness directly affects the 
complexity of the robot control system and its need to adapt to new situations, 
which shows that the more complex the environment, the more complex the 
control system needs to be. Derived from different action definitions, differ
ent approaches to robot control exist, such as reactive control, deliberative 
control, hybrid control (a combination of the first two), and behaviour-based 
control [40]. Reactive Controls can be referred to as an IF...THEN rule inter
preter while Deliberative control - as functioning in a higher level. Behaviour
based control, on the other hand, functions a bit differently; at its core is 
the concept of behaviours, which are functionalities varying in complexity 
that get activated depending on their predefined inputs, which can be sensory 
data or other behaviours, and they output control commands for actuators or 
other behaviours. Where the other control type’s lack in either computation 
efficiency or complexity, the behaviour-based control can manage a combi
nation of the two, that is easier to engineer and upgrade than hybrid control 
[40]. From the concept of behaviours, abstract or primitive behaviour can 
be derived, which is a more general function made to be reusable in different 
scenarios. These are often referred to in the literature as the action primitives 
(aka manipulation primitives, task primitives, skills etc.). 

To plan and execute tasks in situated environments, some form of Task 
and Motion Planning (TAMP) is usually required, as seen in [4][41][42][43], 
and for that, it is best to have representations of the environment and available 
robot actions. As mentioned before, dynamic environments can have many 
different actions fulfilled in them and engineering all of them can be a time-
consuming process [if even possible]. A better approach might be to use 
said action primitives, which would be task-specific only in the execution 
phase, depending on sensory inputs. This representation of behaviours allows 
for a more general form of activation conditions as these are usually atomic 
functions that do only one thing, but not in a way feedback control would be 
managed (for example, move by a certain angle) [8][44][40]. The granularity 
of primitives depends on the usage, but in robotics, it is usually a control com
mand to make a robot move. As action primitives are usually computationally 
light, one system can be made to work for different tasks. 

Primitives can be divided by their usage, the simplest form being the 
primitive itself. After primitives come actions, and after that - activities [44]. 



140 Natural Language Conditioned Planning of Complex Robotics Tasks 

Taking as an example a robot doing picking, that could be considered an 
action, which would be made up of multiple primitives, in this case, moving 
to the object and closing the gripper. The case of putting multiple actions in 
a sequence, such as picking and placing, could be referred to as an activity of 
moving an object. This way of referencing actions is especially useful for task 
planning, as the symbolic representation of a task does not always include all 
the steps needed to complete it [41]. If, for example, the task of picking up 
an object and placing it somewhere is given, the task planner does not need 
to think about the specific primitives needed, such as moving the arm to the 
specific spot and closing the gripper, it just needs to make a sequence of 
actions, that fulfil the task. The primitives are then left for the motion planner 
to check geometrically if the task plan is feasible. Many systems would then 
use a so-called action library or a set of skills [41][42][45] that can be used 
by the task planner to know what the system is capable of and use it when 
making plans. 

Symbolically, actions and the action-state relations can be predefined 
using task planning languages such as STRIPS [46] or its successor, PDDL 
[47], or it can be done during the planning process using Large Language 
Model (LLM) prompt engineering [48]. Regarding the environment, the 
representation can be about locations, objects, etc. Actions refer to what tools 
the robot has at its disposal, in other words, what it can do to accomplish its 
tasks. 

6.3.1 Methods for creating primitives 

There can be many kinds of primitives made for specific applications, which 
means that creating them is a process of its own, and there are different ways 
of synthesis. For example, Jeon et al. [41] create a service robot application, 
which utilizes an action library in which one of the actions is hold_object. 
This action can be decomposed into two action primitives – approach_object 
and close_hand. For task planning purposes, actions, action primitives and 
their interrelations are represented using the PDDL language. This allows 
them to be used with PDDL-supported planners. In addition, it predefines the 
action’s preconditions, effects, requirements, etc. This method deeply relies 
on the engineer’s capabilities and understanding of the tasks they’re making 
the primitives for. Also, in the case of wanting to add new functionality, it can 
be a long process, depending on the complexity of the task. 

Action primitives can also be extracted from human motion via imitation 
learning (IL) [49]. In [50], manually segmented human motion capture data 
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is used with a spatio-temporal non-linear dimension reduction technique to 
cluster similar segments of motion into generalized primitives. Similarly, in 
[43], imitation learning is used, in terms of behavioural cloning (BC), to learn 
action primitives, but their combinations into actions are then learned with 
reinforcement learning (RL). With these methods, the system is able to do 
the task of pouring cereal into a bowl. In [51], however, the stereotypical 
motions of a human picking up a cup are recorded and used as a basis for 
actions, though in the form of dynamic movement primitives (DMP). 

A different approach to creating primitives is only making them when 
needed. Gizzi et al. [42] look at using action primitives as a way of creative 
problem-solving. They use the definition of a MacGyver problem [52], which 
describes an environment that has everything necessary for successful task 
execution, and the robot has all the tools it needs. Still, the specific approach 
it must take is unknown. The system begins with a set of predefined actions 
and is tasked to do an indirect task, such as reaching an obstructed object 
or location. Whenever met with a situation where the robot cannot fulfil its 
task with the actions it knows, it starts generating combinations of available 
objects and interactions with them using the available actions. The environ
ment and actions are described using PDDL. In this case, the actions available 
are obtain_object and press_button, and the robot is tasked with reaching 
an object on the other side of a wall. There are also buttons present. When 
the initial obtain_object fails, it starts generating different combinations of 
actions and tries executing the feasible ones one by one until it manages to 
hold down one of the buttons to move the wall. 

In the case of service robots or any robots that might work in envi
ronments simultaneously with humans, there is also a positive effect when 
creating the primitives to function similarly to human motion, as humans can 
better understand them from the point of predictability. This approach also 
allows for easier training using imitation learning [51]. 

6.3.2 Action primitive implementations 

In relation to mobile manipulation or manipulation in general, the action 
primitive has been used consistently in systems that do more general or 
environment-adaptive tasks. In [42], action primitives are used as a basis for 
finding solutions to given problems in the sense of finding new primitives that 
would be applicable to the situation. 

In [53], such action primitives as pulling, pushing, grasping and pivoting 
are included. A dual-arm robot ABB YuMi with custom tactile sensors is 
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used. With the predefined action library and tactile feedback combination, the 
system is able to do dexterous manipulation based on robot/object interaction 
plans. This same setup is used in [54] to manipulate rigid objects based 
on pointcloud data using long-horizon planning. The planning problem is 
defined as an action primitive sequencing, where the symbolic representation 
of actions as action primitives allows for the planner to set aside the reasoning 
about robot-object dynamics. 

For service robots, action primitives are used to create and execute plans 
for such tasks as pouring cereal [43] or juice [41]. In [43], basic action 
primitives are learned and then combined into such actions as pick, bowl 
(picking an object and placing it in a bowl) and breakfast (moving objects 
in a pouring manner directed toward the bowl). For similar tasks, [41] uses 
such primitives as approach_object, close_hand, and move_arm. These are 
then used in plans to accomplish tasks like moving an object out of the way 
and then moving a package in a pouring motion. 

6.4 Identified Challenges 

Robotic agents designed to work alongside people are under great scrutiny, 
as such systems must be, first and foremost, safe, adequately efficient and 
easy to use. Such systems have to be robust, with no room for ambiguity. Yet, 
the datasets that language models are trained on come with biases that the 
model inherits and these biases can affect the inference process and result in 
seemingly random erroneous outputs [1][37] or repetitive cycles [5]. There is 
also a general risk of hallucination from LLM providing absurd plans to the 
robotic agent system or failing to generate anything at all. 

Many promising implementations rely on using the closed-source GPT 
series for their research [17][5][6][33]. While these models are state-of-the
art and the main target for other models to beat [22], a real implementation 
for any mobile agent lacks practical autonomy if it must have a constant 
connection to a cloud service. If it is true that certain traits of language 
models are limited to the larger models and begin appearing only at 100B+ 
parameters [1][15], even with quantization, these larger models would require 
powerful GPUs that are impractical to be placed onto a physical agent 
to ensure autonomous operation, limiting the system to require a local 
network where a remote resource provides inference to the system. This 
impedes taking advantage of the LLMs emergent abilities for edge AI 
applications. 
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One of the main focuses of NL commanded mobile manipulation systems 
is higher autonomy, but they often still lack in their abilities. For example, a 
clear bottleneck of such systems is the range and capabilities of the skills 
they possess as [4], even if the NL command can be translated to the system 
correctly, it cannot execute something it does not know how. 

Another challenge, directly involving manipulation, can be addressed in 
the form of object recognition and grasping. A real environment usually has 
many different types of objects, and a robot operating in such an environment 
would be expected to be able to manipulate any of them. Modern approaches 
manage such a problem using 3D model databases from the internet [51] or 
pre-trained vision-language models [55] that can recognize previously unseen 
objects. Grasping them is then dependent on grasp point recognition [56][57] 
and the quality of active primitives used. 

6.5 Conceptual Architecture 

Based on what has been covered, we have considered various implementa
tions for robotics systems with natural language commands. There is no one 
definitive architecture (as can be seen by examples in chapter 6.2.3), given 
differing sizes, scopes and environments in which such agents are expected 
to operate. The underlying principles we believe such a system would need 
to have are the need to process the language input, a way to locate itself and 
objects in the environment, plan its actions and finally execute the plans at 
the physical level, with a feedback system to account for changing factors in 
the environment or the user’s request. 

In Figure 6.1 we present a simplified interpretation of how such a system 
could be structured in two distinct main modules or levels – the language pro
cessing module and the execution module. Other works have also approached 
the problem with some type of two-part design [4][34]. What may seem miss
ing from this schematic is a dedicated planning module, but here it is under
stood that high-level or task planning is done by the NLP module, whereas 
low-level planning or motion planning is done in the execution module. 

At the core of the NLP module would be an LLM that could be run locally, 
at least on a cluster, but which one fits this use case needs to be investigated. 
The module’s task is to interpret the user’s input request in a way that the rest 
of the system may act upon it. For successful communication between the 
levels, the execution module provides the NLP module with a description of 
what it can do and how the language module output needs to be formatted, 
allowing for new capabilities to be introduced to and utilized by the system 
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Figure 6.1 Proposed Mobile Manipulator Control System 

that were not originally accounted for. An interface with a map (or database) 
grounds the language module in its current environment and permits the NLP 
module access to task-relevant information. It would be preferable as well 
for the NLP module to be able to take received feedback from the execution 
module and present it to the user for clarification. 

The execution module consists of an action library, which is a set of action 
primitives the agent can execute to accomplish tasks. The module is respon
sible for physical execution, so motion planning is also done here. Whenever 
a task plan is received, this module checks its geometrical feasibility and, in 
case of a failure, requests for a replanning. Once a feasible plan is made, the 
module executes the task sequence. 

The main benefits of such a layout is the idea that the information 
about the environment is contained within the semantic map, while the LLM 
possesses general linguistic knowledge. As action primitives should be the 
same regardless of where it is, by combining information extracted from the 
input with information available on the map, the system is not hard-coded to 
a particular place. By relying on a smaller and locally run LLM instance, the 
hope is to ensure the ability of the system to operate successfully in an edge 
AI use case. 
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6.6 Conclusions and Outlook 

Natural language application in robotics is an ever more relevant field of 
research and development. The rise of LLMs has made applying general 
language understanding to computer systems seem deceptively trivial, but 
there is still much ambiguity to overcome. We hope to see the field develop 
in both directions - more research done on larger models to see how much 
they are capable of, as well as more development to bring these high-level 
abilities down to smaller and smaller model sizes to enable true edge AI 
applications. 

When working in complex environments, action primitives can be used 
as a powerful tool to generalize actions available to a robotic system. This 
can be useful both with task and motion planning as they allow for these 
two processes to be less intertwined without affecting their effectiveness. 
There are different approaches to creating action primitives, and the future 
seems to be headed towards automated synthesis with different machine-
learning techniques. This chapter proposes a conceptual architecture for 
NL-commanded mobile manipulation, consisting of an NLP module for 
command interpreting and high-level planning and an execution module that 
utilizes action primitives for low-level planning and execution. 
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Abstract 

The aim of this chapter is to provide an overview of automated optical 
inspection (AOI) edge artificial intelligence (AI) inference system solutions 
in the digital industry by considering if, and how, they enable manufacturers 
to reach a satisfactory trade-off between customer needs and production costs. 
Numerous solutions can address customer and factory needs, from inspection 
machines to testing boards equipped with cameras installed near the conveyor 
belt. In all the considered solutions we can implement effective defect detec
tion algorithms, such as the latest You Only Look Once (YOLO) variants 
based on deep learning (DL), to obtain high key performance indicators 
(KPIs), i.e., mean average precision, adequate process capability and high 
throughput yield. Parallel implementations of edge test systems allow us to 
further improve production yield, while repeated tests performed in sequence 
can allow us to approach the precision required for zero defect practice. 
The comparison of available solutions using KPIs, functional requirements 
(FRs) and non-functional requirements (NFRs) highlights that the advantage 
of using inspection machines is that they are equipped with user interface 
and data analysis which helps workers and managers to ensure high quality 
production process and effective order management. Their weakness is the 
high cost of purchase and energy consumption, whereas solutions that use 
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computing boards for defect testing at the edge are featured by lower costs. 
A demonstrator to evaluate the effectiveness of edge AI solutions based on 
the test boards available on the market and those developed by the EdgeAI 
project is outlined. 

Keywords: automated optical inspection, key performance indicators, func
tional, non-functional requirements, deep learning, PCB defect detection, 
edge computing, online and continual learning, process capability. 

7.1 Introduction 

The advent of cyber physical systems (CPS), i.e., IoT systems equipped 
with computational capabilities, is affecting the control systems in every 
industrial and service sector [28], [11]. CPSs allow computational systems 
to reside ever closer to the production process, reducing latency and increas
ing throughput yield (TPY), one of the most important KPIs in production 
processes. 

This trend towards edge computing-based inspection systems is particu
larly evident in the AOI of industrial products. This is our field of research 
interest in the EdgeAI project. 

In this context, we are faced with two different evolutions of the AOI. On 
the one hand traditional AOI systems that operate at the operational level are 
being rethought as intelligent systems to be coupled to the production line. 
On the other hand, CPSs equipped with camera are increasing their compu
tational capacity to achieve effective AOI systems using local or cloud DL 
algorithms. 

The aim of this chapter is to provide an overview of AOI edge AI infer
ence system solutions by discussing if, and how, they allow manufacturers 
to reach a satisfactory balance between customer needs (mainly in terms of 
product quality and on-time delivery of ordered lots) and production costs. 
Section 2 provides the context for us to classify edge AI inference system 
solutions for AOI, where specific products and prototypes are highlighted to 
flesh out the discussion. Section 3 compares the leading AOI solutions identi
fied in Section 2 using both KPIs and functional/non-functional requirements. 
Section 4 outlines the demonstrator we are setting up in the EdgeAI project 
to improve optical inspection in the digital industry. This will allow us to 
highlight how edge AI solutions can outperform or complement conventional 
AI-based inspection machines for AOI. 
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7.2 Overview of the Main Edge AI Solutions for AOI 

Traditional AOI machines are tipically designed to support Surface Mount 
Technology (SMT) for mounting and interconnecting electronic components 
on printed circuit boards. 

Figure 7.1a outlines the process by which an empty printed circuit board 
(PCB) is gradually filled with all the components to obtain a fully functional 
printed circuit board (PCBA). We note that in the figures of this chapter 
it is assumed that PCBAs are inserted into the AOI system to detect PCB 
or PCBA defects, i.e. defects relating respectively to the printed circuits 
or to the component assembly process. Also it should be noted that AOI 
machines are used online in two stages of the SMT process: at the exit of 
the Pick and Place process and after the reflow oven to detect almost any 
surface defect. AOI machines are primarily dedicated to discovering 2D and 
3D PCBA defects and making Coordinate Mounting Measurements (CMM). 
There are multifunctional machines on the market that perform not only 
AOI and CMM but also Solder Paste Inspection (SPI) [22]. After AOI and 
X-ray Inspection (AXI) discover surface and internal defects respectively, an 
electronic test phase consisting of In Circuit Test (ICT) and Functional Test 
(FCT) is performed. 

Figure 7.1 a) Printed Circuit Board (PCB) Assembly Process, and b) Typical Implementa
tion of the SMT Production Line, where production data are taken from Printer, Chip Mounter 
and Reflow, whereas quality data are taken from SPI, AOI and AXI. 
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An example illustrating this way of using AOI is shown in Figure 7.1b 
which shows how OMRON proposes to use AOI to discover surface defects 
using 2D/3D optics and internal defects using X-ray machines [23]. This last 
control is increasingly widespread, as underlined in [39]. Sometimes the AOI 
machine is only placed after the reflow oven. In principle this solution is less 
expensive, although finding defects after reflow oven costs the manufacturer 
much more to rectify. 

The above pattern is followed by mass production factories. In fact, 
Electronic Manufacturing Services (EMS) factories that produce small manu
facturing lots featuring high technology for New Product Introduction (NPI), 
often adopt offline solutions to avoid changing the path of the conveyor 
belt in the production site. For this reason, the role of optical inspection 
machines can be schematized within the production line in two main ways: as 
control systems not necessarily close to the conveyor belt (Figure 7.2a), and 
as integrated control systems in the production line (Figure 7.2b) to ensure 
high production yield, especially in the case of mass production. 

Inspection machines have recently been equipped with DL algorithms to 
improve the accuracy of the defect detection process, such as the Omron 
VT-S1080. Modern optical inspection machines can be roughly viewed as 
intelligent edge computing solutions for AOI, whose main problem remains 
the high purchase and power consumption cost and the constraints they 
impose on the conveyor belt layout. 

A further weakness of inspection machines concerns the AI algorithms 
used. In fact, if they improve throughput by switching from statistical algo
rithms to DL inspection-based algorithms, their performance may not reach 

Figure 7.2 Main Inspection Machine Configurations for AOI in the Digital Industry 
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the high accuracy of 99.8% reported in [23] or the very low rate of defective 
products reported in [26], if they are not equipped with: 

a) Online Learning (OL) to use experimental data to optimize the initial 
learning model typically obtained from data available in the literature or 
from similar cases, and 

b) Continual learning (CL) to use experimental data to extend the learning 
capacity of the algorithm to discover further defects without forgetting 
the previous ones. 

Therefore in this chapter, by OL and CL we mean a learning technique 
that uses experimental data to improve defect detection accuracy and to 
learn additional defects respectively. Regarding OL, we have to note that 
in the global industry, online learning should be used with caution if a test 
program executed on one site is expected to produce the same results as that 
implemented on the other sites [18]. This implies that global manufacturers 
should check whether OL improves defect inspection equally across their 
different sites. In this case, or in the case of tests on local production lines, it 
is useful for the learning model to be continuously updated from the images 
captured by the cameras to optimize the discovery of defects or to deal with 
different types of defects. 

In principle, inspection machines can be equipped with OL and CL, but 
this will increase their cost as it requires the machines to be equipped with a 
powerful processing CPU or powered by an additional GPU due to the high 
computational load required by such algorithms [27]. 

For this reason, AOI solutions have recently appeared on the market 
consisting of powerful workstations, possibly equipped with GPU boards, 
and equipped with a high-resolution camera installed near the belt, such as 
those proposed in [7] using the Neousys technology (Figure 7.3a) and those 
proposed by Advantech [2], ADLINK [8] and AAEON [1]. Advantech and 
AAEON solutions are shown in Figure 7.3b and 7.3c. 

The hardware architectures shown in Figure 7.3 allow us to highlight that 
the Neousys and AAEON solutions use a powerful workstation able of both 
training and testing, while Advantech uses a processing unit for testing and a 
GPU workstation for learning and for the classification of defects. ADLINK’s 
solution can be achieved by replacing MIC-720 with EOS-I6000-M which 
is an AI vision system suitable for testing and classification, while learning 
takes place on cloud server. 

Although these solutions support both online and continual learning and 
real-time verification of product defects, the problem remains of the high 
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Figure 7.3 Edge AI AOI solutions from Neousys (a), Advantech (b), and AAEON (c) for 
Defect Detection (D) and Classification (C). The model is Pre-trained on the Workstation. 

purchase and power consumption cost, as well as a certain difficulty of 
installing such systems near to the production line due to their size and 
conditioning constraints. 

Alternatively, a solution where visual testing is done at the edge and learn
ing in the cloud can reduce purchase and power consumption costs without 
increasing latency, as shown in Figure 7.4. This solution can be obtained 
by replacing the MIC-720 unit with a NVIDIA board in the Advantech 
proposal shown in Figure 7.3. In Figure 7.4 a Jetson board is adopted for 
edge tests, for example Jetson TX2 as proposed in [29]. In the latter case, 
learning is on the cloud but several tests suitable for highlighting groups of 
defects can be performed in parallel by competing boards thus decreasing 
latency. 
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Figure 7.4 AOI Solution Consisting of an Edge Board for Testing and a GPU Server for 
Learning. 

7.3 Comparing EdgeAI solutions for AOI using Relevant 
KPIs, NFRs and FRs in Digital Industry 

In the previous section we outlined three main EdgeAI solutions for AOI, 
namely the one based on an inspection machine (see Figure 7.1), hereinafter 
referred to as IS, the one that makes use of a GPU workstation equipped with 
high-precision cameras (see Figure 7.3a and 7.3c), called GS, and the one 
based on a test board near the conveyor belt that sends images to the cloud 
server for online and continual learning (see figures 7.3b and 7.4), called 
ES. In the chapter we also consider a fourth solution consisting of cameras 
sending images to a cloud server for testing and learning, which we will 
call CS. 

The discussion of such solutions was mainly based on cost and flexibility 
aspects and suggested to take into great consideration both CS and ES. In 
this section, we compare these solutions by considering Key Performance 
Indicators, Functional and Non Functional Requirements. 

7.3.1 Comparison using KPIs 

KPIs mainly deal with cost effectiveness, efficiency (precision) of the dis
crimination process and its productivity (speediness) as suggested in [13] to 
evaluate the performance of every digital system. Efficiency of the discov
ery process is usually evaluated, as in every information retrieval system, 
using precision and recall that may be easily obtained by the confusion 
matrix related to the adopted discovery algorithm [15]. The confusion matrix 
together with the precision and recall formulas are shown in Figure 7.5. 
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Figure 7.5 Confusion Matrix and Precision/Recall Formulas 

In some cases, the most important characteristic is recall, for example, 
if we are interested in finding out all, or almost all, defective PCBAs, it 
is reasonable to increase the false positive checking effort, while in other 
cases it may be better to use precision, for example, if one is interesting that 
the discrimination process only outlines not defective PCBAs although high 
accuracy may increase false negatives. 

At first glance, one might think that precision may be the most important 
feature in AOI of PCBAs, especially in cases where the requirement for 
near-zero defects should be adopted, for example in the aerospace sector or 
recently in the automotive industry. But precision alone can cause many good 
products to be discarded, thus increasing production costs. For this reason, 
efficiency indicators that combine precision and recall are used in the digital 
industry such as the mAP defined as the mean of the average precisions, 
and the F-measure defined as the weighted harmonic mean of precision and 
recall. The following balanced F-measure is often used, denoted as F1, which 
equally weighs precision and recall: 

F1 = 2  · P · R / (P+R) 

We use mAP as it is widely adopted to measure the performance of defect 
detection algorithms in industrial manufacturing. The meaning of mAP can 
be understood by introducing the notion of Intersection Of Union (IoU) [37], 
a measure from 0 to 1 of the similarity between the bounding box containing a 
possible defect and the one relating to a real one (the ground truth). According 
to [37] IoU is used as a threshold for whether an object having a defect-
like image should enter the defective class (i.e., class consisting of defective 
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PCBAs) or not. Other rules can be found in the literature for whether a 
PCBA defect should be predicted as real, for example, in [32] a possible 
defect contained in a bounding box is predicted as a real defect if both IoU 
and another coefficient, namely the confidence coefficient, calculated by the 
detection algorithm are greater than 0.5. 

Thus, choosing a high IoU will increase the percentage of really good 
items compared to those predicted good by the algorithm, but even numerous 
really good items may be discarded (that is, false negatives increase). Con
versely, a low IoU will decrease false negatives, but defect discovery is 
characterized by low precision thus increasing false positives as the chosen 
similarity is not sufficient to discriminate good from bad elements. Conse
quently, to reduce the AOI alarms for possible false positives, e.g., the PCBAs 
featured by IoU > 0,5 and whose confidence coefficient is close to 0,5, it is 
advisable to increase precision by adopting a most performing algorithm or 
to increase IoU since this generally implies an increase of the confidence too, 
even this is not desired since it implies an increase in false negatives. 

The mAP is obtained by evaluating the average precision of the controls 
performed for each IoU value from 0.5 to 0.9 with a step of 0.1 and perform
ing the mean of these averages [32]. To simplify, in the work we will use 
mAP0.5, i.e. the precision of the discovery process for IoU = 0.5. Therefore 
mAP0.5 = 0.99 does not mean that we will have 1% error, but that the error 
of the predicted good items is close to 1% with a reasonably low number of 
false negatives, i.e., few good products will be discarded from the ones for 
customers. 

The above considerations justify why the efficiency of the discovery 
process is evaluated using mAP. We recall that the mAP depends not only on 
the efficiency of the discovery algorithm but also on the type of defect to be 
found. Typical defects to be discovered on the PCB are missing hole, mouse 
bite, open circuit, short circuit, spurious copper, spur. But measurements of 
the relevant metrological data of the PCBA are also useful, such as component 
height, lift, tilt, missing or incorrect component, incorrect polarity, flipped 
component, OCR inspection of 2D code, component offset (X / Y/rotation), 
fillet (e.g., end joint width, wetting angle, side joint length), exposed zone, 
foreign material, zone error, cable offset, cable posture, cable presence, 
sphere of weld, weld bridge, distance between components and component 
angle. 

Several algorithms have been proposed in the literature to manage the 
problems listed above. A study highlighting different algorithms to manage 
either PCB or PCBA defects can be found in [12] where it is demonstrated 
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that mAP0.5 ranges from 95% to 98%. In this chapter we update this study 
considering the best performing algorithms for typical PCB defect detection. 
From the literature we found that these are mainly optimized versions of 
the DL-powered YOLO algorithm [35]. The mAP0.5 of such algorithms 
increased from 95.7% proposed in 2018 [5] to higher values using the best 
performing DL algorithms developed from 2018 to present. For example, 
mAP0.5 is 99% in the algorithm proposed in [38], 99% in [25], 98.7% in 
[36], 99% in [39]. Such values go beyond 99% more recently, i.e. 99.17% in 
[20], 99.5% in [11] and 99.71% in [40]. 

Although this comparison has only an indicative value since the men
tioned precision values were not achieved using the same data set [33], we 
can reasonably assume that the solutions denoted with IS, GS and CS can 
be equipped with a DL algorithm whose defect discovery precision could 
increase from 98% to 99.7%, and that this could be further improved by 
online learning to 99.8%, as stated in [23]. 

The feasibility of implementing YOLO-based algorithms on ES has been 
recently shown in literature thus confirming that ES can also be equipped with 
such an algorithm, e.g., in [30] a YOLO implementation on NVIDIA Jetson 
TX2 is illustrated in characterized by satisfactory precision performance, that 
is, mAP0.5 = 98%. We are currently working on solving two open problems: 
a) to what extent more accurate algorithms can be implemented on ES and 
b) how to implement such algorithms on less expensive boards (e.g., Jetson 
Nano and Raspberry PI4) by extending the DL algorithms proposed in [14] 
and [34]. 

However, although the theoretical accuracy of the optimized YOLO ver
sions has reached a very high value, it may not be sufficient for the quality 
control of PCBAs to be used in applications where the constraint of near-
zero defects is required, such as in the automotive industry [4]. In fact, 
99.8% of mAP0.5 approximately implies that the delivered defective products 
are about 2000 per million, whereas 1000 per million defective parts is a 
typical expected value in automotive products satisfying the near-zero defect 
constraint [24]. 

Note that the former failure rate, known as defects per million oppor
tunities (DPMO) [16], measures all PCBA possible failures, i.e., defects 
of components or due to the assembly process. If each PCBA consists of 
approximately 100 components, this means that the DPMO is 2000 defective 
PCBAs per million if the PCB is filled with components with a failure rate of 
20ppm. The DPMO in the industrial sector is used as a relevant KPI to mea
sure the process capability, i.e., how well the process yield meets customer 
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expectations in terms of acceptable defective products. This capability can 
also be expressed by a percentage (called Yield) or by a coefficient named 
Cpk, i.e., a statistical coefficient between 0 and 2 where Cpk = 2 means that 
there are no defective PCBAs leaving the production process, while Cpk = 
0 means that the quality process does not detect any fault, so all the faulty 
boards are still in the leaving products. A conversion table is available in the 
literature to pass from DPMO to Yield or to Cpk and vice versa, e.g., in [31]. 

In the semiconductor industry, DPMO = 6000 is an acceptable value if the 
near-zero defect constraint is not required. Using the conversion table, we can 
find that this corresponds to Cpk = 1.33 and Yield = 99.40%. Consequently, 
if we aim to have DPMO = 6000 for both defective components and surface 
defects, using the conversion table we obtain that we must use 99.55% of non-
defective components plus an instrument, such as AOI for example, obtaining 
99. 80% accuracy to discriminate between good and bad products coming 
out of the SMT process. The latter accuracy in detecting surface defects can 
be achieved by recent versions of the AI-YOLO algorithm, but applications 
characterized by the zero-defect constraint require a Yield of 99.98% which 
can be achieved using an AOI of 99.95% of precision. 

Therefore, while waiting for more performing algorithms, it is reasonable 
to carry out two or three repetitions of the AOI checks of the products 
classified as good to improve the accuracy as proposed in [9]. Indeed, this is 
a reasonable procedure only if the AOI checks are statistically independent. 
as claimed in [6] due to the noise superimposed on the images when they are 
taken by the cameras, for example due to faded colours or weaknesses in the 
lighting system. Consequently, reproducing the control using the same AOI 
can eliminate the uncertainty due to noise issues thus allowing the AOI to 
approach its maximum theoretical accuracy calculated using literature data. 

Also, as pointed out earlier, one could reduce the volume of bad products 
delivered as good (i.e., to reduce false positives) by increasing the IoU, but 
this usually also increases false negatives. In fact, this can lead to consider 
good products the ones that are close to the boundary between the “good” 
and “bad” classes and which are affected by the maximum uncertainty of 
classification. 

Therefore, checking the PCB using another AOI system, i.e., not repro
ducing the measurement but replicating it using a different AOI, can be 
useful to improve accuracy without changing the recall. This repetition could 
add some defective elements to the “bad class” as suggested in [21] which, 
hopefully, could coincide with the few defective products that were not 
detected by the first test. This is also stated in [9] where it is underlined 
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Figure 7.6 Repeating the AOI Check. 

 repetition improves accuracy in the electronics industry even if beyond a 
ain threshold repetition is not cost effective due to the increasing cost of 
ing a further check. 
This consideration suggests evaluating in our project the possibility of 
ing a check after the inspection machine using an ES check to try to satisfy 
constraint of near-zero defects. In fact, the hypothesis of adding a further 
trol to the one currently carried out without modifying the layout is an 
ortunity given the low cost and the high flexibility of the ES. Figure 7.6 
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shows how the repetition scheme proposed in [9] can be reworked to improve 
the mAP of AOI. Test repetition to avoid bad products reaching customers 
could be carried out, even manually, only for testing the few PCBAs that 
passed the first test but were classified close to the border between good and 
bad clusters. 

In addition to mAP and process capability to evaluate process efficiency, 
another important KPI is the productivity of an AOI system, also known as 
throughput yield (TPY), to measure good PCBAs at optical control output 
in the unit of time. Since in all considered IS, GS and CS the test phase is 
performed on GPU machines, the comparison can be made considering the 
latency due to the algorithm and the camera system used to acquire the images 
of the PCBAs on the belt. Latency mainly depends on the implementation of 
the algorithm and is often not indicated in the literature. It can be measured 
indirectly by the speed, in frames per second (FPS), at which the proposed 
algorithm is able to process the images. 

A general comparison of the FPS achievable in the available methods for 
defect discovery can be found in [30] where the authors pointed out that their 
version of the YOLO algorithm is able to reach about 90 FPS. This value is 
also confirmed in other studies, for example we found that the FPS goes from 
33 FPS in [40] to 90 FPS in [20]. Lower but satisfactory FPS characterize 
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3D defect detection, for example 19 FPS in [Du, 2023]. Regarding ES, 
we found from the literature that even in ES the implementation of YOLO 
algorithms can achieve high throughput, for example, in [30] it is proved 
that the DL-based YOLO algorithm implemented on Jetson TX2 can process 
22 FPS [30]. 

Therefore, using a TX2 board, it can be expected that a 25 cm2 PCB can 
be inspected in about 90 msec, if each image taken by the camera is about 5 
cm2. This means that the AOI production per hour obtainable using ES could 
be around 3250 boards per hour (bph) which is a value comparable with the 
value of 4189 bph obtained using IS reported in [26]. Let us note that such 
values refer to the number of PCBA exiting from the optical inspection phase 
(see fig.1.1a) . Indeed other electrical checks may decrease such thoughput, 
e.g., the ones dealing with the determination of the safe operating area of 
PCBs to be used in power applications. In [26] the authors proposed other 
relevant KPIs beyond hourly production, i.e., precision of detected defects, 
working time and delivery times from order to shipment. 

The accuracy of defect discovery can be calculated using mAP as shown 
above, while the last two proposed KPIs depend on the organization of work. 
Therefore, they can only be analysed by knowing the factory organization 
structure, order volume and rate. It is out of the scope of the chapter. However, 
they suggest us that mAP and FPS alone are not sufficient to measure the 
impact of AOI on the SMT process. In fact, cycle time and takt time should 
also be included in the KPIs at least to verify that the AOI production system 
can meet the time constraints due to customer orders. A general discussion 
may be found in [17]. For the paper, it is sufficient to include the following 
parameters in the KPI list: 

• Cycle time (CT), i.e., the time required to produce a lot of PCBs 
requested by the customer divided by the number of PCBs. 

• Takt time (TT), i.e., the time interval during which the production line 
is available in the time interval required by the customer to produce 
the PCB lot divided by the number of PCBs to be delivered to the 
customer. In other words, it is the maximum time interval for pro
ducing one PCBA to meet the customer time constraint considering 
the availability of the production resources and the number of PCBAs 
of the lot. 

Knowing CT and TT we can verify the condition necessary to satisfy 
the customer’s demand, i.e., CT < TT. This means that CT (the inverse of 
throughput yield) is a very important KPI that should be appropriately scaled 

http:fig.1.1a
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down to meet overall customer demand in due time. This can be achieved: i) 
by increasing the FPS of the AOI unit, ii) by using more than one AOI unit 
in parallel, or iii) by implementing more than one production line. The first 
two conditions can be obtained more conveniently by ES than by IS since its 
low cost allows adopting many cameras to work in parallel. In fact, the CT 
of a production line can be improved by passing from a solution in which a 
camera sends images to a testing board as illustrated in Figure 7.7a. to the one 
proposed in [3] made up of several cameras possibly equipped with a testing 
board (Figure 7.7b). In both cases, the images are sent to a server to update 
the pre-trained model. 

To get an idea of the cost savings using ES in both cases illustrated in 
Figure 7.7 let us consider the market cost of CS, ES, and IS. Assuming one 
CS as a unit cost, from the market cost we found that this cost becomes 2 for 
ES, 6 for a WS provided with GPUs and from 25 to 50 for IS depending on 
if the IS is a low-cost machine or a professional one. Therefore, the purchase 
costs are as follows: n+6 for CS, 2n+6 for ES and 25 or 50 for IS where n is 
the number of cameras and related testing boards. 

Using these values, Figure 7.8a compares the costs of ES and CS with 
the cost of a low cost IS proposed by Saki in [29]. This comparison is 
feasible since they have the same configuration, i.e., they are all equipped 
with a camera which, thanks to a telecentric lens system (Figure 7.7a), takes 
pictures of PCB slices of about 5 x 25 cm  while it is placed on the conveyor 
belt. 

Instead, to evaluate the cost savings by using multiple cameras and 
boards, we compare the CS and ES with the OMRON professional solution, 
i.e., VT-S1080, assuming that the CS (ES) is equipped with 5 camera posi
tions (5 camera positions plus 5 testing boards) as in Figure 7.7b so that the 
whole PCB can be inspected as it is transported on the conveyor belt and 
at the same time the OMRON AOI captures all images of the PCB using a 
robotic system that moves the camera over the PCB inside the machine. The 
comparison is shown in Figure 7.8b. 

Figure 7.8 clearly shows that in both cases CS and ES are less expensive 
than IS. The cycle time using CS and ES in case 3.3a. is greater than that of 
IS, then CS and ES are suggested only if a relatively high CT is acceptable. If 
a lower CT is required, the parallel implementation is recommended. Further
more, we should mention that both mAP and FPS could be further improved 
in ES by using more performant testing boards like the ones proposed in [19] 
where it is stated that object classification can be performed at hundreds of 
FPS. This is for further study. 
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Figure 7.7 a) A Camera Equipped with a Testing Board Which Sends the Image of a PCB 
Slice of about 5 X 25 cm  Using a Telecentric Lens to a Testing Board, b) A Set of Five Cameras 
Equipped with Testing Boards. Images Are Sent to a Server to Update the Pre-Trained Model. 
The Server Periodically Sends the Updated Model to the Edge Testing Boards. 

7.3.2 Comparison using NFRs 

In addition to the mentioned KPIs, further quality requirements, so-
called non-functional requirements, should be considered to compare the 
different solutions. Below we indicate some NFRs that consider those 
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Figure 7.8 An Approximate Comparison of the Purchase Costs of CSs and ESs Equipped 
with one Camera Versus the Low Cost 2D Saki AOI (a), and the Purchase Costs of CSs and 
ES Equipped with Five Cameras Seats Versus the Professional 2D/3D OMRON AOI (b). 

proposed in [26] for the support of workers, i.e., the adopted solution 
should: 

• Enable efficient use of workers’ time through automation. 
• Improve control capability through real-time data feedback. 
• Explain the defects at least by locating the defects found on the PCB or 
PCBA, which allows workers to improve the production process. 

All the above NFRs can be satisfied by CS and ES provided that appro
priate user interfaces are developed that help workers interpret and manage 
data from optical inspection. 

NFRs are proposed in [26] dealing with planning tools, i.e., managers 
should be supported by suitable planning tools, based on data from AOI and 
other IoT monitoring systems, to meet takt time and to verify more generally 
that the overall time including the purchase of the raw material and the 
delivery of the products to customers (i.e., the lead time) is compatible with 
the customer’s demand. This implies that lead time should also be included 
in the KPI list above. 

Since the current IS and GS provide effective operator interfaces and 
planning tools for managers, these solutions, despite the high cost, can 
maintain some advantage over ES until ES is equipped with the mentioned 
worker interface and management tools. 

This can be facilitated by the fact that ESs can take full advantage 
of parallel technology and cloud computing. In fact, the worker interface, 
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roduction line, could be implemented by adding usually installed near the p
another board to the edge testing system, while data analysis tools could be 
implemented on the network server available to plant managers. 

This issue should be addressed carefully in ES and is a challenge for any 
project aiming to use AOI testing boards at the edge. 

7.3.3 Comparison using functional requirements 

To complete the comparison, the main FRs must also be considered. The 
following list consists of five FRs, of which the first two are mandatory while 
the last three are highly recommended. Such FRs require that any AI solution 
for AOI: 

a) it should have a high mAP suitable to support the process capability 
required by the industrial sector of interest of the producers, for example 
CPk = 1.33 for the semiconductor industry. Based on the discussion in 
this section, all solutions could meet this requirement using OL-based 
DL defect detection algorithms. 

b) it should be able to detect PCB defects in real time as the PCBs are trans
ported on a conveyor belt. Based on the discussion made in this section, 
all solutions can meet this requirement due to their relatively high FPS 
value. 

c) it must have an adequate feedback loop with the machine controls. 
This requirement also belongs to the NFR list mentioned, but here it 
is understood as the requirement that the solution has a minimum set of 
functions to help workers and managers optimize the PCB production. 
IS and GS usually satisfy such FR, while it is acceptable for CS and 
ES to provide at least some defect location functionality to explain the 
causes of the defect. 

d) it should learn to discover defects by exploiting the data available in the 
literature. In principle, this requirement is satisfied by GS, CS and ES as 
they are usually open systems, while ISs are usually designed as closed 
solutions which are not provided with network attached storage system 
on the cloud to include data from the literature to improve the accuracy 
of learning or to handle new defects. 

7.3.4 Advantages of ES with respect to the other approaches 

The comparison of the AI based AOI solutions using the main KPIs, NFR and 
FR has highlighted that ES is a promising technology provided it is equipped 
with adequate operational and management interfaces. 
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Some points that encourage the effort to equip ESs with such interfaces 
are not only their low cost and parallel processing that allow them to achieve 
better KPIs for the detection of multiple defects simultaneously, but also the 
possibility for ESs to take full advantage of the cloud technology not only to 
use the cloud to better build the mentioned user interfaces, but also to enable 
small companies to use AOI-based control remotely. 

7.4 Edge AI Solutions Demonstrator 

Given the different solutions available for optical defect detection, a demon
strator can be useful to evaluate if and how an AOI solution can help 
in practice manufacturers to reach a satisfactory compromise between the 
quality required by customers (in terms of acceptable number of defective 
items and takt time) and factory costs. 

Currently we are activating such demonstrator equipped with the follow
ing technologies: 

• An IS machine, supplied by HTS, i.e., OMRON AI-AOI VT-S1080, 
to measure mAP and FPS achievable during the PCBA test and to 
verify that it is able of achieving using Deep Learning the high accu
racy required by the industrial sector of interest, i.e., semiconductor or 
automotive sectors. 

• A workstation, provided by DEEPS, equipped with a 7 TB storage 
system, an AMD RyzenTM Threadripper 3970 CPU and two NVIDIA 
RTX 6000 GPUs. This workstation currently acts as a server on the local 
network so it will allow us to simulate CS ed ES but could be connected 
via a fast channel to cameras to simulate GS as well. 

• Several NVIDIA boards, namely Jetson Nano, Jetson TX2, Xavier and 
ORIN, to host the algorithm trained on the GPU server at the edge and 
a NAS (Network Attached Storage) system to store the images taken by 
the cameras to allow the server to online update the pre-trained model. 

• High-resolution Basler cameras to take images of PCBs as they are being 
transported on a conveyor belt. These images will be sent to the server’s 
NAS or workstation near the belt or passed through a fast channel to the 
NVIDIA cards. 

The components from b) to d) will allow us to activate the demonstra
tor using the same platform illustrated in Figure 7.4, to measure the most 
significant KPIs and to evaluate the NFR for defect detection. In this way, 
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commercially available ES and new EdgeAI AOI solutions, such as the one 
based on the low-power board to be developed by the EdgeAI project, could 
be compared with GS, CS and IS. 

We note that the main purpose of the demonstrator is not to support 
designers in developing DL defect detection algorithms that outperform the 
current ones, even if this test can also be performed using the platform, but 
to demonstrate that: a) the DL-based defect models obtained from the pre-
training phase on the server can be implemented on the edge boards to obtain 
test performance comparable to that of IS and GS but at a lower cost as 
required mainly by mass production companies, and b) the AI Edge solution 
can be equipped with extremely precise defect discovery and defect explain-
ability algorithms to support the improvement of the production process 
and in the identification of possible critical components as required mainly 
by NPI. 

Furthermore, the conditions suggesting the combination of different solu
tions can be studied. For example, if a low throughput yield is acceptable, 
this may justify CS over the others. In addition, an ES-based remote solution 
will be tested to support small companies in implementing a simple and cost-
effective solution where the testing board is installed close to the conveyor 
belt and the learning powered by OL and CL is done by a cloud server. 

7.5 Conclusion 

An overview of the available solutions for AI-based optical defect inspection 
of PCBAs has been made from an engineering point of view, i.e., emphasizing 
whether and how they can support a satisfactory trade-off between product 
quality and production costs. 

From the overview it emerged that it is possible to adopt different 
solutions to meet the needs of the factory and customers, from inspection 
machines to testing boards equipped with cameras installed near the conveyor 
belt. Generally, in all the considered solutions it is possible to implement 
effective defect detection algorithms, such as the latest DL-based YOLO 
versions, to obtain the suitable mean precision, i.e., mAP, to support the 
required process capability. 

The main advantage of using inspection machines is that they have data 
analysis tools that support managers to ensure high quality and effective 
management planning. Their weakness, i.e., the high cost of purchase and 
energy consumption, is the strength of solutions that use processing boards 
for defect testing at the edge. 
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Parallel implementations of edge solutions, using suitable optical sys
tems, improve latency and the number of PCBAs that may be classified as 
good or bad products per time unit, while repeated tests carried out by a test 
board installed after the inspection machine, allow us to approach the process 
capability required in industry sectors characterized by the near zero defects 
constrain. This can be achieved without decreasing recall, thus avoiding an 
increase in false negatives. 

It was discussed how a solution can achieve a low cycle time that can meet 
takt time and lead time to satisfy customer demand, emphasizing that using 
ES this can be achieved by increasing the FPS of the AOI and activating, if 
necessary, parallel AOI units in the production line. 

A suitable platform was also presented to evaluate the most suitable 
solutions using experimental data. This will help us demonstrate the effi
ciency, productivity, and cost-effectiveness of a solution in practice and test 
whether coprocessing units, such as the recent neuromorphic boards, can 
improve discovery algorithms. It will allow us also to demonstrate how small 
companies can use the platform to perform defect detection using local testing 
boards supervised by a remote server. 
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Abstract 

An increasing number of edge devices store and process sensitive user data, 
presenting an attractive target for attackers. This trend of data storage and 
processing at the edge is expected to continue. As secure devices are inte
grated into new systems with increased device operation times, exposure 
to environmental stress also increases significantly. Especially, for stan
dalone micro-Edge devices the relevance of this is increasing. Enhanced 
protection mechanisms are required and AI-based approaches are promising 
candidates. 

In this contribution, we examine the requirements for such mechanisms 
and the sensing capabilities of state-of-the-art secure devices. Based on 
these capabilities and attack models, a dataset for training and validation is 
generated. Considering the requirements and the available dataset, a selection 
of applicable algorithms is defined. The selected algorithms are evaluated and 
compared based on the obtained results and computational loads, as the basis 
for future work. 

Keywords: artificial intelligence, machine learning, security, attack detec
tion, edge AI, micro-Edge, autonomous security, AI security. 
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8.1 Introduction and Background 

Edge Computing (EC) is one of the most practical computing concepts 
used in day-to-day life applications. The architecture of edge computing is 
illustrated in Figure 8.1. EC is divided into three levels: Edge/IoT device, 
Edge device/node, and Cloud level. The core idea of EC is to perform 
computations and storage directly at the end-user level [1]. i.e., at the network 
edge [2, 3]. Handling sensitive data becomes prominent. The extraction of 
these sensitive data and the manipulation of security-relevant features of IoT 
and edge devices represent a lucrative target for attackers. Therefore, the 
need to securely protect and handle these data becomes important. Protection 
mechanisms that work towards this goal can be deployed on all three levels. 

Security features are usually implemented to protect these data assets. 
The most straightforward way to identify manipulation or attacks is by 
checking both environmental and the device’s internal sensors. Another way 
is to observe the logical monitoring and protection mechanisms that trigger 
a device reset or limit further use of the device. In extreme cases, device 
operation is temporarily or permanently blocked. 

False alarms may be triggered in cases where sensor information is 
directly used without any further evaluation of severity, application relevance, 

Figure 8.1 Architecture of Edge System 
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or statistical analysis of environmental effects. The consequence of such false 
alarms may be severe, leading to DoS attacks, for example. As secure devices 
are being integrated into an increasing number of systems with extended 
duty cycles, even up to permanent power-on conditions, the exposure to 
environmental stress increases significantly. A more advanced evaluation of 
sensor events and more flexible reactions need to be considered. 

To ensure correct functionality of these systems and the integrity of user 
data, the evaluation of the security mechanisms with the help of AI algorithms 
represents a promising alternative to conventional approaches. To identify 
applicable algorithms for attack detection, an evaluation of the requirement 
specifications is carried out. However, due to the field of application and the 
special limitations in the physical domain of IoT and other edge devices, the 
requirements are challenging. 

Relevant attacks on the edge 

Studying security attacks on electronic devices and systems is a well-
established field, but edge devices have certain characteristics that make them 
more prone to certain attacks and threats when compared to more capable 
computing devices. In [4], some of the aspects are pointed out, namely: 

• Weak Computation Power: Edge devices are less powerful than cloud 
servers, making them susceptible to attacks not effective on cloud coun
terparts. Fragile defence systems on edge devices further expose them to 
unique threats. 

• Attack Unawareness: IoT’s lack of user interfaces limits awareness of 
device status, hindering attack detection. 

• Operating System (OS) and Protocol Differences: Edge devices lack 
uniform OSes and protocols, complicating the creation of a unified 
security approach. 

• Limited Access Control Precision: Edge computing’s complex sys
tems demand fine-grained access control, unlike current coarse-grained 
models. 

Figure 8.2 shows distributions of the attack types on edge devices as 
presented in [4]. 
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Figure 8.2 Possible Attacks against Edge Devices (Adapted From [4]) 

In the following, we summarize some possible attacks against edge 
devices, cloud, and edge systems: 

1. Possible Attacks on Edge Devices and Nodes 

• Malware Injection Attacks: Malware Injection Attacks inject mali
cious code into the target device. These attacks can lead to arbitrary 
code execution which can compromise the security of further devices in 
the network. Considering the case of edge devices, protection becomes 
much more difficult because the limited computing power does not 
allow for classical high-performance firewalls or threat protection 
systems, like with general-purpose computers. 

• DDOS Attacks: DDoS, short for Distributed Denial of Service, is 
a cyber assault that involves perpetrators attempting to interrupt the 
regular operations of one or multiple servers. This is achieved by 
leveraging distributed resources, often in the form of a network of 
compromised edge devices, also known as a botnet [4]. It constitutes a 
potent form of attack that seeks to hinder the legitimate utilization of a 
particular service. 

• Authentication and Authorization Attacks: Authentication is the 
processing of verifying a user’s identity who requests certain ser
vices and authorization grants that user rights to perform operations. 
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An adversary could exploit weaknesses in the authentication and autho
rization mechanisms to obtain privileged access rights and perform 
malicious operations. 

• Side-channel Attacks: Refer to a type of attack, where the adver
sary can exploit information leakage of security-sensitive information 
via publicly accessible information which is not security-sensitive by 
nature. Most prominent examples of side-channel attacks exploit the 
power consumption or timing behaviour of a device while executing 
sensitive information. Side-channel attacks on the device level can 
potentially come from two sources, malicious tasks or a malicious 
OS. Task-level attacks or Timing attacks are typically cache-based 
such as Flush+Reload [5], Flush+Flush [6], Prime+Probe [7], Evict 
& Time [8], Evict & Reload [9], Spectre [10] and Meltdown [11] 
attacks. Here, the attacker aims at getting sensitive data by exploiting 
sharing vulnerabilities in caches [10, 11] and, in the case of Spectre 
and Meltdown, out-of-order optimization issues. The attack surface is 
large, also comprising several proposed and existing covert-channel 
attacks [12, 13, 14]. Multiple mitigation techniques have already been 
proposed, typically featuring either logical or physical separation, 
noise-based techniques, scheduler-based techniques, and constant time 
techniques. Attackers can exploit the power consumption of the edge 
device via a power side-channel attack. The concept of side-channel 
analysis appeared in the late 1990s [15], with Differential Power Anal
ysis (DPA) [16] becoming a successful attack method. It was utilized 
to attack AES with a Simple Power Analysis (SPA) [17]. With the 
growing interest in the topic, more elaborate attack methods have been 
presented, e.g., Correlation Power Analysis (CPA) [18]. These types 
of attacks pose a significant threat to security-critical applications. 
Nowadays, even more powerful attack methods based on Template 
Attacks or utilizing AI as an attack tool for side-channel analysis are 
present. Fault injection attacks aim at maliciously altering an edge 
device’s functionality. This can range from disturbances in the power 
supply voltage, irregularities in the clock signal, electromagnetic or 
radiation disturbances or overheating as described in [19]. The attack 
objective could be as complex as revealing the secret key of cryp
tographic primitives, but also simple, like blocking the computation, 
i.e., denial of service. The complexity and cost to perform a successful 
Fault Injection Attack can vary based on equipment costs and required 
knowledge about the underlying hardware. Although fault attack can 
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be expensive in terms of complexity and cost, it is practical and can 
be mounted on most commonly used architectures from ARM, Intel 
and AMD [20]. In recent years, even more elegant software-based 
approaches exploiting voltage scaling led to successful attacks on the 
Intel SGX secure enclave [21]. 

2. Possible Attacks on the Cloud 

Securing cloud services is mainly achieved by separating a cloud’s tenants. 
These must not be able to escape their individual virtual machines and get 
access to other tenant’s data. Unfortunately, such has been proven viable via 
side-channel attacks, leading to cross-VM secret leakage via different levels 
of CPU cache side-channel attacks [5, 9, 22, 23, 24, 25, 26]. Mitigation is 
technically possible, but typically requires significant changes to hardware 
[27, 28, 29, 30], hypervisors [31, 32, 33, 34, 35, 36], or guest OSes [36]. 
Such approaches are not easily applicable to existing data centres. Mitigation 
by frequent VM migration [37, 38] is theoretically also feasible but comes 
at prohibitively high migration cost, i.e. several minutes of migration time 
[39], and hence only addresses the issue of long-term co-location. Attacks by 
malicious VMs however take only milliseconds [5, 24]. 

3. Intrusion Attacks on Edge System 

The network-based exchange of data and commands between edge devices 
and cloud infrastructure implies several threats that can affect the edge system 
due to an insecure network. For instance, attackers can block the data transfer 
by malicious gateway access or network floods [40]. Similarly, attackers can 
perform attacks such as impersonation attacks, communication interception, 
password guessing attacks, data integrity violations, Denial of Service (DOS) 
and bad Quality of Service (QoS) [40]. 

Several countermeasures have been proposed to prevent or detect such 
attacks. The problem with these existing countermeasures is that they usually 
only address one specific attack, where an attacker can launch a multitude 
of attacks. To identify such attacks, two essential approaches exist which 
are signature-based and anomaly-based detection. By nature, signature-based 
attacks can be overcome by altering the attack code to evade detection and 
do not protect against previously unknown attacks [41]. Anomaly-based 
detection, in turn, is prone to false positives as legitimate applications may 
appear as malicious [41]. The combination of both methods mitigates some 
of the named individual shortcomings [41, 42]. 

Intrusion detection systems (IDS) are essential tools for monitoring and 
detecting of anomalous activities in a network of edge devices and systems 
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and responding to these attacks. Traditional IDS relies on signatures or rules 
to detect known attacks, but these methods are not effective against new and 
evolving threats. An anomaly detection system, on the other hand, relies 
on identifying abnormal behaviour in network traffic data. However, these 
systems can generate false positives, making them less reliable, and are 
inability to detect new/unknown attacks [40]. 

8.2 Efficient Attack Detection 

In this section, the approach of selecting an appropriate solution for attack 
detection on resource-constrained micro-Edge ICs is described. The stan
dalone IC protects on-chip data and secrets by preventing unauthorized 
access. First, the requirements related to this task are described, followed 
by a section on the dataset. Based on the requirements and the available 
dataset, a selection of applicable algorithms obtained from thorough research 
is specified. 

8.2.1 Requirements 

An implementation must meet requirements in the three domains of security, 
user experience, and realizability. The correlation of the requirements focus
ing on the three general domains is depicted in Figure 8.3 using a top-down 
representation. 

Figure 8.3 Correlation of requirements 
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The main goal is to target the domain of security. Based on AI, an 
algorithm capable of improving the present security mechanisms will be 
researched and evaluated. Since the devices handle sensitive data during 
operation, requirements covering the targeted levels of security must be 
defined. The second domain is represented by the user experience. Due to 
the commercial nature of the products, and since the additional functionality 
does not necessarily translate to a direct added value for the user, the user 
experience during usage is not allowed to be negatively influenced by the 
implemented solution. 

Lastly, it must be noted that the available resources for implementing the 
functionality on the considered devices are limited in terms of computational 
power, area, and current consumption. Therefore, to benefit from the devel
oped solution, it is also necessary to formulate implementation requirements 
that are realistic and applicable. These requirements are summarized in the 
domain of realizability. 

Starting from the security perspective, the target of evaluation can contain 
highly sensitive data, therefore, a low miss rate in terms of detection of actual 
and exploitable attacks is mandatory to ensure the security and integrity of 
data stored on the device. Also, the implemented solution should not reduce 
the usability of the product or affect the user experience negatively. This 
requirement demands the lowest possible false alarm rate. Furthermore, the 
implemented solution should have minimal impact on the performance of the 
main application to achieve a satisfying user experience. 

Besides the presented requirements, a fast response time constitutes a 
very important requirement in this application. To react quickly and prevent 
performance issues, the response time needs to be as fast as possible. This 
requirement can be attributed to the domains of security and user experience. 
From a security perspective, a fast response time is required to protect the 
secrets stored on the device. From the user’s perspective, customers are not 
keen to see longer response times when using the devices. Therefore, in both 
domains, a fast response time is seen as advantageous. 

Since the developed solution is targeted to be implemented on low-power 
edge or IoT devices, the available resources are very limited. Based on these 
general preconditions, further requirements concerning the memory, required 
die area, power efficiency, and CPU usage need to be formulated. Especially 
considering the CPU usage, low utilization must be achieved to guarantee 
minimal impairment of the main application. 
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8.2.2 Underlying Dataset 

To obtain a flexible solution that is applicable for a variety of devices, the 
detection capabilities of state-of-the-art devices will be investigated. Since a 
dataset cannot be obtained from measuring traces in the laboratory or gather
ing field data, the dataset must be generated artificially. For this purpose, the 
relevant phases within an application and available inputs will be analysed. 

Based on this further possible attack scenarios need to be researched and 
modeled. By the combination of capabilities and the theoretical consideration 
of attacks, a dataset will be derived. In the process of dataset generation, 
reasoned assumptions must be made and all decisions must be evaluated 
critically. Furthermore, the choice of labeling is going to be justified and 
strategies for the generation of a subset for the model validation will be 
explained. 

8.2.3 State-of- the-Art Attack Detection Methods 

1. AI-based Attack Detection at Edge Device Level 
The use of AI methods provides efficient countermeasures. HAL [43] 
provides a quantitative and qualitative analysis of several machine-
learning models for use in cache-based side-channel attack detection. It 
specifically addresses real-time requirements, detection at an early stage, 
and minimal performance overhead and demonstrates this in the context 
of security applications (RSA and AES cryptosystems). It however does 
not provide a definite answer on specific model usage. 
Similarly, WHISPER [44] proposes a tool for side-channel attack detec
tion based on machine learning. Instead of using a single approach, 
it features multiple ML models in combination that interpret the 
behavioural data of concurrent processes. This data is collected via 
hardware performance counters. The authors demonstrate the tool’s 
capability by achieving >99% accuracy of detecting a large and diverse 
attack vector while introducing only a reasonably low performance 
overhead. 
In today’s secured systems, installation and execution of malicious 
application software is typically rendered impossible by so-called 
shielded execution e.g. provided by the Intel Software Execution Guard 
[45]. However, such shielded execution can be compromised by priv
ileged attackers, e.g. by changing page-table entries of memory pages 
that are specifically used by shielded execution. By this approach, a 
malicious OS kernel can observe corresponding memory-page accesses 
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and hence extract potentially sensitive information. DejaVu [46] is a 
software framework that enables self-protection detecting such priv
ileged side-channel attacks from within the shielded execution. This 
is enabled by the so-called pathlet execution time. For this, a dedi
cated reference clock is employed that is specifically constructed using 
the Intel Transactional Synchronisation Extension (TSX). By featuring 
this robust reference clock, not only deviations in pathlet execution 
time indicating an attack can be detected but also interruptions of the 
reference-clock thread resulting in a transaction timeout. 
Modern processors provide a limited number of registers known as hard
ware performance counters (HPCs) that capture hardware-related events. 
These special-purpose registers can be used to study the impact of side-
channel attacks (SCAs). Compared to normal operation, the number of 
events when a system is under attack appears noticeably different. [47] 
explores several different machine-learning models for real-time cache-
based SCA detection using HPCs. 16 HPC features are collected for both 
victims under attack and victims not under attack at different sampling 
rates. Overhead is reduced, by only using four features. This way they 
all can be fetched synchronously. The authors determined that for a 
sampling granularity of 500 μs, the systems incur 5% overhead while 
maintaining good detection accuracy. In addition, they also considered 
the latency for the different models. It was found that the Decision Tree 
provides the best trade-off between performance and latency. 
[48] provides another approach using HPCs for the detection of side-
channel attacks. The authors provide a two-step process comprised of 
an offline and an online phase. In addition to covering cache-based 
SCAs, they also consider branch-based and DRAM-based SCAs. The 
HPC can be observed to follow a Gaussian distribution with different 
means and variances. Anomalous behaviour shows a different distribu
tion with a different mean. During the offline phase, data is collected 
in different environments. This includes benign programs running in 
the background, that make intensive use of the cache, branching, or 
the RAM. Afterwards, during the online phase, HPCs are collected and 
classified using an AI model. To counteract the high number of false-
positives, anomalous traces are correlated with traces in a database. A 
high correlation indicates an attack, while a low correlation indicates a 
benign program running. 
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2. AI-based Attack Detection at Cloud Level 
Several security countermeasures have been introduced to mitigate pos
sible attacks on the cloud [49, 50]. For instance, CloudRadar [41] 
proposes an approach to secure the cloud. This approach correlates 
signature-based and anomaly-based detection techniques in to spot side-
channel attacks. Here, signature-based detection is used to identify 
when a protected VM executes cryptographic applications. Anomaly-
based detection is orthogonally used to monitor and identify abnormal 
cache behaviours typical of cache-based side-channel attacks. As such, 
the approach is non-intrusive, not requiring any changes to hardware, 
hypervisor, guest VM, and applications. It hence is comparatively easy 
to deploy in existing cloud environments and, according to the authors, 
requires only patching and a little overhead [51]. To improve the perfor
mance of such detection techniques and cover more than the classical 
cache attacks against edge devices, Recurrent Neural Networks (RNNs) 
were proposed in [52]. The results show that additionally to the classical 
detection of cache attacks, the RNN-based solutions efficiently detect 
Rowhammer, Spectre, Meltdown, and Zombieload attacks as well. 

3. AI-based Intrusion Detection System for Edge Systems 
AI-based Intrusion Detection Systems (AI-IDS) are a promising alterna
tive to traditional IDS. AI methods can identify patterns and anomalies 
in network traffic data, enabling it to detect previously unseen, unknown, 
and complex threats. AI-IDS faces three main challenges: (1) the quality 
of the data used for training and testing the models, (2) the accuracy 
of the chosen AI algorithm, and (3), the performance of the chosen AI 
algorithm. 
Various techniques have been proposed to enhance the accuracy and 
performance of AI-IDS. For instance, the use of sampling techniques 
to select representative datasets can improve both the accuracy and 
speed of intrusion detection [53]. By combining a sampling technique 
with a random forest machine learning algorithm, IDS exhibits very 
good performance. However, it shows also different levels of detection 
accuracy for different attacks. In [54], Gini Impurity-based Weighted 
Random Forest (GIWRF) was used as a data feature selection technique. 
Then, the accuracy of several AI algorithms deployed as AI-IDS was 
analyzed. The results show that AI accuracy ranges from 88.99% to 
99.98%. 
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8.2.4 Selection of Applicable Algorithms 

In the following, the algorithms from research are evaluated in terms of their 
applicability to the problem with the associated requirements. 

• Neural Network (NN): Model built from basic computation units called 
neurons that are usually organized into layers. Connections between 
neurons are associated with trainable weights. Upon receiving input, 
the input is weighted and aggregated. Afterwards, a possibly non-linear 
function is applied. The complexity of these models increases with the 
number of layers [55]. A Perceptron [56] is the simplest possible model 
and consists of a single layer of neurons. In contrast, Multilayer feed-
forward Networks are comprised of multiple layers that are connected 
in a feed-forward fashion. If there are not only forward connections but 
also those connecting neurons to previous layers, the network is called 
recurrent [55]. An example of these types of networks are long short-
term memory (LSTM) networks. These networks contain memory cells, 
making it possible to retain information [57]. 

• Trees: Models that make their decisions based on tree-like structures. 
One example of these types of models are decision trees (DT). They 
can be used for both classification and regression tasks [55]. Isolation 
Forests on the other side aim to find anomalies using binary trees [58]. 

• Support Vector Machine (SVM): Algorithm that tries to find a separator 
with the maximum distance to training samples. In the simplest case, 
the goal is to find a simple linear separator between two classes in a 
two-dimensional space [55]. 

• Bayesian Network: Probabilistic model allowing for computation of 
posterior probability distributions. Nodes represent random variables, 
while edges describe conditional dependencies between variables. Each 
node is associated with some probabilities that quantify the effect on 
other nodes. These probabilities can be learned from a given dataset. The 
simplest example of these classifiers are Naive Bayes classifiers [55]. 

• Instance-based: Algorithms that directly estimate from a given dataset. 
Processing of the input is deferred until queried. After answering the 
request, all intermediate results are discarded [55]. The most well-
known example of these algorithms is the k-nearest neighbour (KNN) 
algorithm [59]. 

• Linear Regression: Algorithms that try to find the best-fitting function 
for some given data. In the simplest case, the goal is to find a linear 
function for a single input variable. Depending on the application, more 
complex functions might be used [55]. 
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• Discriminant Analysis: Methods aiming to estimate the decision bound
ary between classes. Approaches like linear discriminant analysis might 
make simplifying assumptions, such as an underlying Gaussian distribu
tion for all classes and the same covariance matrices for all classes [60]. 

• Ensemble: Combining multiple algorithms to achieve a better outcome. 
A random forest (RF) is an ensemble of decision trees. Ensembles can 
be created by many different techniques. One such technique is called 
boosting. It aims at improving performance by assigning higher weights 
to examples that have been misclassified and thus making an incentive 
to classify them correctly for the next model in the ensemble [55]. 

The most limiting factor in the selection of a suitable algorithm comes in 
the form of resource limitations. Some models have significant requirements 
for the systems they are executed on. Examples of such models are Neural 
Networks that can easily have millions of parameters. Not only does this 
require sufficient storage, but might also cause a significant delay in loading 
and applying these parameters. Consequently, a separate accelerator might be 
required, that increases the area consumed. Even non-parametric algorithms 
like KNN might not be a good solution, as the whole dataset has to be stored. 
Depending on the size of the dataset, this might also put a significant strain 
on the amount of memory available. 

In [44], the results for twelve different machine learning models were 
presented, covering all of the classes described above. Considering all 
models achieving 80% accuracy leaves SVMs, DTs, RFs, KNN, NNs and 
Ensemble learning. As discussed beforehand, both KNN and NNs have high 
computational requirements, making them not suitable for the application. 

Due to the experimental setup in [44], the detection latency using the 
models is unknown on the Edge and is to be determined in the future. Thus, 
the impact of deploying them cannot be determined, and there is still a need 
for AI models that offer (1) high detection accuracy, (2) efficiency, and (3) 
meet the requirements of Edge devices. Such an AI model can serve as a 
highly accurate, efficient and lightweight attack detector at the edge level. 

8.3 Discussion and Conclusion 

The continuously growing use and uptime of secure devices increase the 
number of sensor events during the product lifetime. Especially, for stan
dalone micro-edge devices this becomes more relevant. Consequently, this is 
pushing the industry to step up from direct reaction to sensor events towards 
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more advanced solutions. It is, however, paramount that such solutions do not 
negatively influence both device operation and user experience. Processing 
and interpretation of available sensor information with the help of artificial 
intelligence offers the possibility to develop future solutions. 

AI-based approaches particularly overcome limitations of established 
solutions based on signatures and anomaly detection: Signature-based 
approaches are inherently limited to known attacks and their signatures. They 
hence neither provide protection against future attacks nor altered attack 
code. Approaches based on anomaly detection, in turn, are prone to false 
positives as legitimate, non-malicious code may trigger such detection. So 
far, AI methods have been successfully employed in a wide variety of security 
systems, covering both edge nodes and cloud environments. They provide a 
sufficiently high detection rate at minimal false-positive level and, by nature, 
are immune to evasion strategies like altered attack code. However, so far 
no single gold solution exists. For AI approaches the choice of a suitable 
AI method is paramount. Similarly, sufficient labelling strategies and derived 
training sets need to be developed. Finding an optimal AI strategy for a given 
threat scenario is hence still open to research. 
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Abstract 

The increased complexity of artificial intelligence (AI), machine learning 
(ML) and deep learning (DL) methods, models, and training data to satisfy 
industrial application needs has emphasised the need for AI model providing 
explainability and interpretability. Model Explainability aims to commu
nicate the reasoning of AI/ML/DL technology to end users, while model 
interpretability focuses on in-powering model transparency so that users will 
understand precisely why and how a model generates its results. 

Edge AI, which combines AI, Internet of Things (IoT) and edge com
puting to enable real-time collection, processing, analytics, and decision-
making, introduces new challenges to acheiving explainable and interpretable 
methods. This is due to the compromises among performance, constrained 
resources, model complexity, power consumption, and the lack of bench
marking and standardisation in edge environments. 

This chapter presents the state of play of AI explainability and inter
pretability methods and techniques, discussing different benchmarking 
approaches and highlighting the state-of-the-art development directions. 

Keywords: edge AI, AI explainability, AI interpretability, explainable AI, 
XAI, trustworthy edge AI. 
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9.1 Introduction 

Explainability and interpretability are terms used to describe how under
standable edge artificial intelligence (AI), machine learning (ML), and deep 
learning (DL) models provide insight into their decision-making, as their 
complexity and opacity otherwise make it challenging to comprehend their 
behaviour. This is required to get confidence that edge AI models are depend
able (e.g., reliable, resilient, secure, safe), trustworthy, and adhere to ethical 
principles appropriate to context, while ensuring that they are minimised. It 
is necessary to distinguish between explainability and interpretability to help 
developers and users in determining an AI/ML approach meets particular use 
cases. 

Explainability is the ability to explain the decision-making process in 
terms that are understandable to the end user. An explainable model provides 
a clear and intuitive explanation of the decisions made, enabling users to 
understand why the model has produced a particular result; it focuses on why 
an algorithm has made a specific decision and how that decision can be jus
tified. It requires a straightforward and intuitive presentation of information 
using an ontology familiar to the user. It is particularly valuable and beneficial 
in the case of deep neural networks, where the models are difficult to interpret 
due to the convoluted structure and complex internal interactions. 

Interpretability is the ability to understand the decision-making process of 
an edge AI model. An interpretable edge AI model provides clear information 
about the relationship between inputs and outputs. An interpretable algorithm 
can be explained clearly and understandably by a person. Interpretability is 
essential to ensure that users will trust AI models. 

While there are methods to explain the behaviour of models that are not 
inherently interpretable, interpretability serves as a gold standard for model 
explainability in a direct and transparent manner. 

Superior AI explainability and interpretability come at the expense of 
performance, as illustrated Figure 9.1 [7]. When datasets are large, and the 
data are related to images or text, neural networks can meet the customer’s 
AI/ML objective with high performance. For cases where complex methods 
are required to maximise performance, data scientists may focus on model 
explainability rather then of interpretability [7]. 

A conceptual workflow for the design of AI models which includes both 
interpretability and explainability is illustrated in Figure 9.2. 

Interpretability is mostly associated with model training, evaluation, and 
quality assurance, while the explainability is a consideration of the deployed 
AI model. 
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Figure 9.1 AI Interpretability and Explainability vs Performance for Common ML Algo
rithms (Adapted from [7]) 

Figure 9.2 Conceptual Workflow explainable and interpretable ML model development 

The European Union’s Artificial Intelligence Act (AIA) [3] addresses AI 
explainability and interpretability. The AIA is a comprehensive regulatory 
framework that promotes transparency, accountability, and the protection of 
individual rights in the face of AI’s growing influence, aiming to ensure the 
ethical and responsible use of AI. A significant proportion of current AI-based 
software falls within the scope of the AIA. 

The European Parliament has amended the AIA by introducing Article 
28 b, aligned with the 2019 OECD AI Principles [11], which states that AI 
“should be robust, secure, and safe throughout its lifecycle so that it functions 



200 Explainability and Interpretability Concepts for Edge AI Systems 

appropriately and does not pose unreasonable safety risks.” [12]. The new 
Article 28b features nine responsibilities for developers of foundation mod
els. Of these nine obligations, the following three are the most relevant for AI 
designers; 

Risk identification [Article 28b(2a)], which specifies that it is mandatory 
to identify and mitigate reasonably foreseeable risks (inaccuracy, discrimina
tion, etc.) with the support of independent experts. 

Testing and evaluation obliges AI providers to make adequate design 
choices to ensure that the foundation AI model achieves appropriate levels of 
performance, predictability, interpretability, corrigibility, safety, and cyber-
security. AI model functions are the building blocks for many downstream 
functions, so Article 28b(2c) aims to ensure that these meet the minimum 
standards and do not compromise systemic quality. 

Documentation is an obligation for AI providers in the form of data sheets, 
model cards and intelligible use instructions. This is required to avoid that 
black box AI foundational models being deployed without knowing their 
processes or capabilities. 

The documentation should include the following elements: 

• A description of the data sources used in the development of the AI 
foundational model. 

• An explanation of the capabilities and limitations of the foundational 
model, including reasonably foreseeable risks and the measures that 
have been taken to mitigate these, as well as the remaining unmitigated 
risks with an explanation of the motivation for which they could not be 
contained. 

• A description of the training resources utilised by the foundation model, 
including the required computing power, the training time, and other rel
evant information related to the model’s size, performance, and energy 
efficiency. 

• A description of the model’s performance based on public state-of-the
art industry benchmarking methods. 

• A report and explanation of the results of relevant internal and external 
testing and optimisation of the model. 

An overview of the responsibilities across the AI value chain according to 
the AIA is illustrated in Figure 9.3. The AIA provides a holistic approach to 
address the challenges posed by foundation models at different stages along 
the entire AI value chain. This approach considers that along the AI value 
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chain, multiple entities will supply tools, services and components, including 
data collection and pre-processing, model training, model retraining, model 
testing and evaluation, hardware/software integration. The complexity of the 
AI value chain requires transparency in a manner that permits traceability and 
explainability while making users aware that they are interacting with an AI 
system [3]. 

This chapter is organised as follows. Section 1 introduces the edge AI 
explainability and interpretability research area, including the proper defi
nitions of the terms. Section 2 presents the goals of AI explainability and 
interpretability. Section 3 provides an overview of the state of the art of 
existing edge AI explainability and interpretability approaches, methods and 
techniques, and the actual advantages/disadvantages. Section 4 describes pos
sible benchmarking techniques for edge AI explainability and interpretability 
to align with edge AI systems’ trustworthiness requirements. Section 5 
presents more detail on edge AI explainability and interpretability elements 
and specific issues. Section 6 describes the challenges, open issues, and future 
research directions for edge AI explainability and interpretability. Section 7 
draws the conclusions. 

9.2 AI Explainability and Interpretability Goals 

Explainable and interpretable artificial intelligence enables trustworth predic
tive analytics, anomaly alerts, and decision-making. Data from edge devices 
can be analysed to predict maintenance for machines in industry and to opti
mise resource allocation in manufacturing. Effectively managing a distributed 
range of explainable systems to provide faithful computations on the data 
collected from edge devices is a fundamental challenge in deploying trans
parent edge-based AI applications. Creating effective solutions that can easily 
combine and accumulate decisions made by multiple models is still under 
development. It represents one of the key research areas to be investigated in 
the future [47]. Also aggregating explainability and interpretability in such 
composed systems represents a key challenge. 

Over many years, researchers have primarily focused on enhancing model 
performance, relegating the intricate inner mechanisms that drive the out
put to a secondary analysis. Classical neural networks rely on millions of 
parameters (e.g., VGGNet has ∼138M parameters, and ResNet-152 has 
∼60.3M parameters) [84]. Understanding the interconnections and com
munication pathways in these networks remains a challenging task. Fur
thermore, despite their remarkable performance, these models also exhibit 
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vulnerabilities; object detectors and classification models, for example, can 
be easily deceived with slight alterations to input signals using adversarial 
examples [44], or decisions could be based on entirely incorrect features. 
Gender biases and stereotypes also pose challenges for Natural Language 
Processing (NLP) [45]. 

An understanding of the underlying mechanisms driving AI-driven model 
results has emerged as an imperative. This understanding is also a fundamen
tal goal for human progress and for enhancing current AI-based systems. With 
the advent of new methodologies and large datasets, various sectors, includ
ing finance, transportation, healthcare, and security, have adopted approaches 
that are not only comprehensible but also endowed with an appropriate level 
of trustworthiness and effective oversight. For example, medical diagnosis 
systems usually employ visual explanations to provide support for their deci
sions, increasing the classification confidence [42]. The financial sector also 
heavily relies on interpretable methods for extracting trends and seasonalities 
from historical time series data [46]. 

In scenarios involving the proliferation of edge devices within a system, 
strategies that guarantee reliability, transparency, interoperability and foun
dational defence against vulnerabilities and errors become imperative, partic
ularly in critical domains. The reliability of the analytics platform becomes 
crucial in these application scenarios. Autonomous systems equipped with 
the ability to perceive, learn, and make decisions represent the fundamental 
trajectory of future AI-based systems. Their actions must satisfy specific 
requirements and be explained in critical contexts. 

Domains where interpretable systems find application span a diverse 
spectrum, for example: 

Agriculture: Systems adept at extracting high-level insights from satellite 
images and remote sensors provide invaluable farming decision support. The 
possibility to expound upon the derived information is pivotal for informed 
decision-making [38]. 

Finance: Insurance companies and banks rely on automated systems to pro
file clients. These systems are pivotal in evaluating loan eligibility, demanding 
a transparent rationale for granting or withholding loans. Clear justifications 
are imperative for accountability and audit [36]. 

Industry and Autonomous Robots: Deploying automated systems to pre
vent human injuries requires the ability to proactively prevent individuals 
from specific actions. These systems must operate in a manner that absolves 
companies of liability for any unintended or improper action [37], while 
allowing post event analysis of any interventions that were performed. 
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Medical Diagnosis: Classifying magnetic resonance imaging (MRI) scans 
or histopathological images necessitates the elucidation of outcomes and 
the identification of causative factors. This is crucial for ensuring accurate 
diagnoses and comprehensible justifications for medical conclusions and 
interventions [35, 42]. 

Military and Security: Territorial defence and soldier training could consid
erably benefit from support systems that explain actions. These systems can 
enhance the efficiency of achieving goals, ensuring that tactical manoeuvres 
and training regimens are effective and comprehensively rationalised [39]. 

Recommendation Systems and Marketing: Typical applications consist 
of profiling users to support marketing endeavours that augments corporate 
revenues and facilitates the targeted promotion of products. Transparency 
in explaining these attributes fosters customer engagement and strategic 
decision-making [40]. 

Smart Cities: Aspects such as lighting, energy management, and traffic 
control within smart buildings and urban infrastructures are very applicable to 
AI. As the number of interconnected devices increases, AI-based frameworks 
must explain decisions regarding different aspects of human life (e.g., water 
supply, waste management, governance, etc.). Addressing cybersecurity and 
privacy challenges with explainable and interpretable methods is crucial for 
smart city development [43]. 

In addition, the General Data Protection Regulation (GDPR) [41], which 
codifies regulations on information privacy in the European Union and the 
European Economic Area, imposes legal obligations upon developers to 
elucidate decisions that hold the potential for impact on individuals. Finally, 
systems that inspire user confidence by being unambiguous and explainable 
are much more likely to be positively received and well engaged with. 

9.3 AI Explainability and Interpretability Methods and 
Techniques 

Highly accurate models are favoured over those that offer superior explain-
ability but diminished accuracy, given that the primary objective of a machine 
learning system centres on its performance. However, it is not uncommon for 
these systems to be viewed as opaque by human evaluators, and the interpre
tation of their decision-making processes is often relegated to a subsidiary 
investigation. 
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Interpretability can enhance multiple aspects of a machine learning 
model. It can rectify biases learned during training, ensure that only mean
ingful variables contribute to the output, and measure robustness against 
adversarial perturbations. Sectors such as healthcare, finance, and secu
rity necessitate a profound understanding of ML models to uphold equity, 
responsibility, and transparency principles. 

AI explainability and interpretability primarily focus on two aspects of 
an ML system: data and model. As illustrated in Figure 9.4, exploratory data 
analysis and visualisation represent important tools for gaining insights from 
data. 

Dimensionality reduction techniques, such as PCA, ICA, t-SNE, LDA, 
and autoencoders, are used in cases involving many variables. These tech
niques convert high-dimensional data into a lower-dimensional form while 
preserving or extracting their internal structures. 

Several frameworks implement data exploration and explanation 
techniques to express each feature’s relevance through graphs, heatmaps, 
and various plots. Contrastive analyses provide interpretations that study the 
impact of features in achieving a desired output rather than solely focusing 
on the outcome itself. 

Figure 9.4 Data and Model AI Explainability and Interpretability Classification 
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While data explainability provides insights into the collected data, model 
explainability and interpretability focuses on the techniques used to under
stand the models. Specifically, explainable and interpretable models are 
categorised into transparent surrogate models, as illustrated in Figure 9.5. 

Models classified as transparent inherently offer comprehensive insight 
through their intrinsic design or explicit processes aligned with the input 
data. Logistic or linear regression, decision trees, k-nearest neighbours and 
rule-based methods are examples of transparent models. This characteristic 
is mainly owned by ante-hoc methods. 

Ante-hoc techniques allow embedding explainability into a model from 
the beginning. Post-hoc techniques enable models to be trained normally, 
with explainability only included at testing time. 

Generalised additive models (GAMs) [54], for example, represent one 
of the first classes of nonparametric interpretable models, where the impact 

Figure 9.5 AI Explainability and Interpretability Model Approach Classification 
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Figure 9.6 AI Explainability and Interpretability Model-Agnostic Approach Classification 

of the examined variables is captured through smooth linear (or nonlinear) 
functions. Being additive, the effect, or impact of each variable can be 
measured independently from the others. Decision trees follow a tree-based 
logic, where control statements switch between specific paths to uncover rules 
behind decisions. 

While computationally cheaper to evaluate, transparent models may not 
fulfil the performance criteria of the task at hand. Surrogate models use 
approximation criteria to emulate the operative dynamics of the primary 
model by assimilating the input-output relationship and exploiting fidelity 
measures [50] to evaluate their performance. 

These models present fewer challenges in interpretation. They are created 
post-hoc and offer more flexibility and usability compared to the models 
they are built on top of. Post-hoc explainability refers to models that are 
not inherently interpretable by design and represent a class that encompasses 
diverse means to increase the explainability. 

Post-hoc techniques offer valuable approximations of the inner workings 
or information flow to produce understandable representations using graphs, 
rule sets, score maps, or natural language. 

While model-specific techniques extract explainable representations tai
lored to a particular learning algorithm or the internal structure of a model, 
model-agnostic techniques utilise model inputs and predictions to replicate 
the learning mechanism and generate explanations, as illustrated in Figure 9.6 
and Figure 9.7. 

Among model-specific techniques, feature importance highlights the 
impact of each feature on the decision. 

Condition-based explanation defines oriented questions to allow the 
model to provide possible explanations with a set of conditions. 
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Figure 9.7 AI Explainability and Interpretability Model-Specific Approach Classification 

Knowledge distillation methods [70] or rule-based learners [71, 72] also 
strongly rely on the original model. 

Model-specific post-hoc explainable techniques cannot be employed 
with arbitrary models. In this circumstance, model-agnostic techniques can 
be considered since they involve conducting pairwise analyses of model 
inputs and predictions, aiming to comprehend the learning mechanism and 
generate explanations. This class, which does not make any assumptions 
about the model, includes visualisation-based techniques [73, 74], knowledge 
extraction [75, 76], and influence methods [77, 78]. Knowledge extraction 
provides a comprehensible representation of the model. Influence methods, 
instead, investigate the importance or resilience of hidden units by recording 
signal variations within the model. 

The way explanations are presented is also inextricably linked to the 
nature of the data under examination. For instance, saliency, or attention, 
maps are prevalent to explain decisions derived from visual data (popular 
saliency methods are GradCAM [60], DeepLIFT [61] and SmoothGrad [62]); 
conversely, for textual data, specific segments of text that contribute to the 
resultant output are typically highlighted. Moreover, a predetermined set of 
rules can be applied to highlight the relevance of attributes in influencing the 
prediction. 

Visual explanations represent one of the most important classes of meth
ods used for classification, detection, and recognition tasks. Their success 
can be ascribed to the immediate representation of the decisions, highlighting 
what region of the input images generated that specific response. The medical 
domain, for example, extensively relies on these approaches [69]. 

These methods are typically used for visually understanding convo
lutional neural networks (CNNs) [66, 67, 68]. Most visual explanation 
techniques use backpropagation-based approaches that compute partial 
derivatives concerning each input feature or intermediate deep neural network 
layers [47] [48]. 
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Another key distinction of the explanation generation processes relies on 
type of extracted explanations, which are representative of instances (local) or 
are broadly applicable (global). In this regard, local methods investigate the 
output of the models for specific samples and refer to a dynamic explanation 
process. 

In this context, Local Interpretable Model-agnostic Explanations (LIME) 
[55] builds a surrogate model around the sample, which is easy to explain. 
A trade-off between unfaithfulness and the complexity of the model allows 
non-experts to interpret decisions by weighing the most critical parameters. 
Despite there being no guarantee that the surrogate models inherit the same 
properties as the original model, it is model-agnostic and only requires small 
perturbations to the input data. 

Model Agnostic Supervised Local Explanations (MAPLE) [59] is a 
supervised neighbourhood approach that combines local linear models and 
ensembles of decision trees. SHAP (SHapley Additive exPlanations) [56] is 
another technique, based on game theory, used to explain the predicted output 
by computing the contribution of each input feature to the prediction. 

Shapley values could refer to individual feature values or groups of 
feature values. For instance, pixels can be grouped into super pixels to explain 
an image. This method can be used both locally and globally. Other examples 
are counterfactual explanations [57]. 

Random Forest Feature Importance [63], Quasi Regression [64] and 
Global Sensitivity Analysis (GSA) [65] are examples of global methods that 
measure the importance of the features that contributed to the prediction 
highlighting their overall influence. 

In this context, Partial Dependence Plots (PDPs) represent a class of 
visualisation-based techniques that define a global method able to visualise 
the effect of the values of a specific feature by marginalising all the other 
features. 

Along with t-SNE, PCA and Quasi Regression, in these techniques the 
explanation is directly inferred from the black box model, compared to 
surrogate models. These methods are categorised as illustrated in Figure 9.8. 

Whilst numerous methods were developed to explain the results, criteria 
to assess the explainability of a model are a fundamental and active area 
of research since several properties, such as casualty, target’s belief, or 
trustiness, cannot be easily formalised [57]. 

Complexity and sparsity represent two critical aspects of evaluating 
a model to define its interpretability. The Predictive, Descriptive, Rele
vant (PDR) framework [58] proposes three desiderata for evaluating and 
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constructing interpretations: predictive accuracy, descriptive accuracy, and 
relevancy. 

9.4 Benchmarking 

The effectiveness of interpretable and explainable AI (XAI) techniques is 
influenced by various factors, including the user, usage context, model type, 
data characteristics, and desired form of explanation. Several approaches have 
been introduced in the literature to analyse and measure such effectiveness, 
the performance, and impact of interpretable and explainable AI techniques 
in real-life applications. However, the definition of a standard set of measures 
for evaluationg the effectiveness of interpretable and explainable AI tech
niques is still an open research problem, and there has yet to be an agreement 
on standard benchmarking methods. 

The lack of accords stems from the fact that a qualitative human-based 
evaluation of the explanation is often necessary to assess the explanation 
quality. Nevertheless, several research trends are oriented towards the def
inition of quantitative approaches, enabling an automatic measurement of 
interpretable and explainable AI techniques, and allowing us to effectively 
compare different techniques [28]. 

It is therefore possible to distinguish two kinds of approaches to evaluate 
the effectiveness of interpretable and explainable AI techniques: i) quan
titative evaluation methods, which involve creating an objective metric or 
benchmark to measure explanations without human involvement and that 
offer the advantage of facilitating comparisons between different explanation 
methods; ii) qualitative evaluation methods, which involve humans in evalu
ating explanations and permit evaluating the beneficial effects of interpretable 
and explainable AI methods from the users’ perspective. 

Quantitative evaluation approaches can be classified according to differ
ent taxonomies in the literature. As an example, [28] classifies evaluation 
approaches according to the type of application (images classifiers generating 
heatmaps, and natural language processing techniques). Moreover, recent 
studies propose the use of synthetically generated data with known properties 
to quantitatively evaluate the performance of interpretable and explainable 
AI methods [34]. However, generating realistic synthetic data with specific 
properties known a priori can be challenging for real application contexts. 
Together with classifying quantitative evaluation approaches, some work in 
the literature also review the measures used to evaluate their effectiveness. 
For example, [30] describes the following figures of assessments: 
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• Fidelity seeks to assess the accuracy of function f in emulating func
tion b. Variations of fidelity exist, contingent upon the specific type of 
explainer being examined [31]. 

• Stability confirms that comparable instances yield consistent expla
nations. The assessment of stability can be accomplished using the 
Lipschitz constant [32]. 

• Deletion involves eliminating the features that were deemed important 
by the explanation method f, observing how the performance of b deteri
orates as a result. One of the deletion methods is Faithfulness [32], which 
seeks to confirm whether the relevance scores truly reflect significance: 
higher importance values are anticipated for attributes that substantially 
influence the ultimate prediction. 

• Insertion employs a complementary approach to deletion. Typically, 
both insertion and deletion evaluations are customised for specific types 
of explainers: Feature Importance explainers for tabular data, Saliency 
Maps for image data, and Sentence Highlighting for text data. 

• Monotonicity [33] can be viewed as a manifestation of an insertion 
approach. It assesses the impact of b by systematically introducing each 
attribute in ascending order of importance. In this scenario, the antic
ipation is for the performance of the black-box model to progressively 
improve as more features are added, leading to monotonically increasing 
model performance. 

• Running time is the computational time needed to provide interpretations 
or explanations. The running time of the technique used to explain the 
decisions made by the model in real time and cloud applications can be 
a critical factor. It is important for systems to provide interpretations or 
explanations in a timely manner. 

Qualitative evaluation approaches can be classified according to whether 
they are designed to analyse explainable or interpretable AI methods. The 
qualitative analysis of explainable AI methods is mainly based on the 
statistical analysis of questionnaires submitted to human evaluation, which 
may be designed with different goals [29]: 

• Evaluate the a priori goodness of explanations. 
• Assess users’ satisfaction with explanations. 
• Uncover user’s mental model of an AI system. 
• Evaluate user’s curiosity or need for explanations. 
• Analyse the level of user’s trust and reliance on the AI. 
• Assess how the human-system work performs. 
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The qualitative analysis of interpretable AI methods is based on measures 
that can be systematised into three categories [30]: 

• Functionally-grounded measures, which analyse the impact of the sys
tem in the considered application context. 

• Application-grounded evaluation methods, which require evaluations 
performed by the set of human experts for which the system has been 
designed. 

• Human-grounded measures, which assess interpretations using non-
expert humans. 

9.5 Edge AI Explainability and Interpretability 

Integrating IoT, edge computing and AI can revolutionise how intelligent 
devices interact and enable a new era of innovative applications. By bringing 
computation, analytics, and connectivity closer to the data source, edge AI 
technologies reduce latency, enhance privacy, optimise bandwidth, and enable 
the online/offline operation. 

Challenges such as limited computing resource, data quality and training, 
security and privacy, scalability, interoperability, ethical considerations, and 
explainability and interpretability must be addressed carefully. As these tech
nology fields continue to advance, IoT, edge computing, and AI convergence 
are unlocking new opportunities, enabling intelligent decision-making and 
real-time insights at the edge. 

AI at the edge extends ethical concerns about biased decision-making, 
algorithmic transparency, and accountability to that environment. As the 
number of intelligent edge devices increases, it is necessary to address ethical 
considerations and ensure that edge AI systems are fair, transparent, and 
accountable while edge AI models are explainable and interpretable. Com
pliance with legal regulations regarding data privacy, bias, and responsible 
AI usage is also crucial. 

In the literature, there are only a limited number of studies on edge 
AI interpretability and explainability [80, 83]. Most of the work considers 
autonomous driving technologies [17], preventive healthcare applications 
[18, 80], and IoT [19]. 

Considering autonomous driving technologies, the study on edge AI inter
pretability and explainability regard different kinds of applications. There 
are methods for analysing images acquired from external cameras and Lidar 
sensors [20], and studies analysing the driver behaviour [21]. 
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In preventive healthcare applications, interpretability and explainability 
techniques can detect possible health problems, as well as assist healthcare 
experts and family members in making critical healthcare decisions [22]. 

In the context of IoT devices, interpretability and explainability can be 
used to achieve heterogeneous goals according to the considered applica
tion scenario. For example, there are studies on edge AI interpretability 
and explainability for managing traffic [23], smart buildings [24], smart 
homes [25], environmental monitoring [26], and industrial control systems 
[27, 81, 82]. 

However, current studies on edge AI interpretability and explainability 
are limited to specific applications and do not propose a general approach for 
designing and developing interpretable and explainable AI technologies for 
the edge. This process is particularly challenging. In fact, developing edge AI 
solutions requires integrating edge AI hardware, software, AI stack building 
blocks techniques/methods/models and data addressed as a holistic edge AI 
design framework for the whole edge AI system. 

Edge AI interpretability and explainability must apply to the edge AI 
model and data, as illustrated in Figure 9.4. 

9.6 Challenges and Open Issues 

Edge AI models are implemented and run on devices at the edge of a 
network, enabling real-time data processing and analysis. Edge processing is 
characterised by constrained computing, memory, power budget, and latency 
resources. Edge AI interpretability manages the extent to which a cause and 
effect can be observed within an edge AI system. 

At the same time, explainability addresses how the internal mechanisms 
of an edge ML or DL system can be explained in human terms and repre
sentations. AI explainable and interpretable methods and techniques provide 
additional processing requirements and affect the overall performance of the 
AI-based systems implemented at the edge. This section presents several 
challenges, open issues, and future research directions that must be addressed 
for a successful edge AI deployment. 

Edge AI model complexity vs interpretability and explainability is a 
challenge, considering AI decision-making must be transparent and under
standable. Edge DL models are typically accurate but difficult to interpret. As 
a result, a trade-off between model complexity, interpretability, and explain-
ability may be accepted. Complex models, such as edge deep neural networks 
(DNNs), capture convoluted patterns in data and provide prime performance. 
DNNs act as black boxes, making interpreting their behaviour or internal 
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decisions challenging. AI models, such as decision trees or linear regression, 
are more straightforward and interpretable but offer lower performance on 
complex tasks and are more difficult to create. 

The open issue is how to find the optimal balance to develop AI models 
that are powerful and robust enough to provide accurate results and yet 
sufficiently simple to be understandable. In many cases, this requires hybrid 
approaches, developing new edge AI interpretability and explainability tech
niques and methods, or accepting unavoidable trade offs in either explain-
ability/interpretability or performance. In summary, achieving interpretability 
and explainability comes at the expense of edge AI model deployment. Sim
pler models that are easy to interpret may not perform as well as their complex 
replicas. Balancing the demand for explanation and interpretation with the 
requirement for models offering high-level performance is challenging. 

Edge AI deployment and the management of AI models on many edge 
devices can be challenging considering the integration of edge AI explainable 
and interpretable methods, as it could be difficult to ensure that models 
perform optimally across all devices. Resource-constrained edge devices can 
also make running complex updates or retraining models challenging. This 
can be a significant problem as it is essential to monitor the performance 
of edge AI models and their explainable or interpretable surrogate models 
(twins) and implement regular maintenance, upgrades, and updates to prevent 
model degradation. 

A lack of expertise in the field of edge AI explainability and interpretabil
ity will limit the adoption and deployment of edge AI. This can comprise 
the technical aspects of edge AI explainability and interpretability, such as 
how to build and optimise efficient explainable and interpretable models 
for edge devices and understanding the broader ramifications of using edge 
AI, such as real-time processing, latency, and security concerns. A lack of 
expertise can make it difficult to effectively design edge AI explainable 
and interpretable models and utilise them in edge AI applications to meet 
customers’ requirements. It can also make it challenging for edge AI model 
providers and users to adequately evaluate the potential risks and benefits 
of using edge AI, limiting their ability to make informed decisions about 
possible adoption and deployment of edge AI. 

Developing and deploying edge AI is a time-consuming and costly 
process and implies a trade-off between explainable and interpretable fea
tures and performance. Difficulties are associated with integrating edge AI 
explainable and interpretable models with edge devices, especially the ones 
with limited resources. The complexity and time associated with deploying 
edge AI explainable and interpretable models is a challenge, especially 
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when dealing with large models, requiring extensive tuning and optimisation. 
Deploying, managing, and maintaining edge AI explainable and interpretable 
models on many edge devices is time-consuming and requires significant 
resources. 

Updating and upgrading the edge AI explainable and interpretable models 
aligned with the improvements and advancements of edge AI models is 
essential to extend the lifetime of edge AI solutions. Adapting the features 
to the latest market advancements can be challenging, as edge AI solution 
providers must plan for incorporating the newest edge AI explainable and 
interpretable technology into their developments to stay competitive. 

Edge AI explainability and interpretability is a relatively unexplored field 
with no standard definitions, established mature methods and techniques, best 
practices, or benchmarking methods. This can make it difficult for edge AI 
designers to know which approaches to adopt and how to measure their per
formance and efficiency. The choice of the approach depends on the specific 
edge AI model, its complexity, the intended solution, and the application’s 
requirements. Combining different techniques may provide a more compre
hensive interpretability and explainability solution for edge AI systems. 

9.7 Conclusion 

Explainable and interpretable AI models are applied to AI-based systems to 
complement them, facilitating the parallel use of data treatment, knowledge 
processing algorithms and analysable, and answerable implementations. This 
allows systems to simultaneously process relational and non-relational data 
from databases and sources that generate data in real-time, such as IoT 
sensors, and analyse the decision and outputs of the AI models. 

The advancements in AI and edge AI require data analysis systems with 
AI algorithms and the parallel use of mathematical models for the creation 
of self-explanatory, self-answerable models that incorporate, for example, 
convolutional neural networks, deep symbolic learning, fuzzy logic, compart
mental mathematical models, Bayesian networks, dynamic data assimilation 
models, and other models from the ML and DL domains. 

The concepts of AI and edge AI explainability and interpretability are 
presented alongside emphasising that interpretability focuses on understand
ing the inner workings of the models. By contrast, explainability focuses 
on explaining the decisions made. As a result of the differences between 
the two concepts, interpretability requires more significant detailing than 
explainability. 
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The field of edge AI explainability and interpretability is evolving rapidly, 
and new approaches, methods and techniques are being developed to improve 
the explainability and interpretability of AI models and make them more 
transparent and more functional by improving visualisation methods, decom
position techniques, explanations based on examples, and ante-hoc and 
post-hoc approaches. 

Edge AI involves deploying AI models on devices with inherent resource 
constraints, such as limited computing power, memory, and latency. Achiev
ing a clear understanding of causality within these systems and making 
their internal workings and outputs comprehensible to humans often neces
sitates the use of hybrid approaches or the acceptance of trade-offs, with 
performance typically taking precedence. 

The trade-offs are essential to edge AI explainability and interpretability 
as performance, energy consumption, complexity, and speed are constantly 
optimised against each other in resource-constrained edge devices. This is 
even more relevant considering the need for regular AI model updatability 
and upgradability. 

Another essential consideration is that AI and edge AI models with 
advanced explainability or interpretability are mainly required in high-
risk AI-based applications. Highly explainable/interpretable models can be 
used to assess AI-based systems by an independent third party and make 
another party accountable or liable while building trust between designers, 
developers, and users. 

Currently, standardised definitions, mature methods, best practices, and 
benchmarking techniques are lacking in the field of edge AI explainability 
and interpretability. Nevertheless, there is an ongoing trend to explore com
prehensive solutions that strike a balance between complexity, transparency, 
and the specific requirements of various applications. Addressing these chal
lenges also requires the implementation of rigorous regulations and robust 
data quality validation. These efforts are becoming increasingly crucial as the 
networks of interconnected devices expand, adding complexity to the entire 
systems and emphasising the need for transparency. 

This article attempts to classify and structure the existing concepts, offer
ing the taxonomy needed to understand the multi-dimensionality of elements 
that must be considered, such as data (e.g., data type, data sets, and data 
use, encompassing – training, validation, testing, and inference, various AI 
model methods (e.g., model specific, model agnostic, etc.), extend (e.g., 
local, global) and the quality and behavioural properties (e.g., causality, 
transferability, fairness, informativeness, etc.). 
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In this context, edge AI explainability and interpretability solutions aim 
to ensure that AI models are transparent, accountable, and compliant with 
regulations, increasing user confidence and facilitating their adoption in 
various industries and applications. 
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