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Ana Gallego Cuiñas & Daniel Torres Salinas

Introduction. Towards Expanded
Humanities: Review and Agenda

The expanded humanities,1 making use of Rosalind Krauss’s celebrated concept,
allude not only to other forms of humanist knowledge, marked by the combined
use of sociological and technological methods and tools, but also to beyond the
human into the digital space. In the third decade of the twenty-first century, this
category, along with those of “Digital Humanities”,2 “Big Humanities” (Lane 2016),
and “Augmented Humanities” (Mendoza 2016), is beginning to shake off suspi-
cion3 and is becoming the object of growing interest in the academic world. On
the one hand, within the humanist and cultural field, the development of new re-
search techniques has been strengthened in areas such as literary studies, linguis-
tics, philosophy, criticism, history, and the cultural industry over the last decade,
through the use of large databases, text corpora and algorithms that open up re-
newed pathways to knowledge of our past, present and future. On the other
hand, in the social, political and economic sphere, the humanist and ethical tradi-
tion is called upon to tackle the datafication of the world and the problems
brought about by: the growing lack of privacy (Véliz 2021);4 the new dialectical re-
lationship between the virtual and the real (Fisher 2016); the control and commer-
cialization of the data we generate by companies and platforms (Srnicek 2018);
the internet of things5 (Han 2021); the over-representation of the world and its

 The notion of ‘expanded humanities’ is a theoretical proposal by Ana Gallego Cuiñas.
 There are multiple definitions of the Digital Humanities, although the large majority refer to
digital collections and archives, databases, online biographies, et cetera.
 We cannot deny that until relatively recently, the relationship between the Humanities and
Big Data seemed almost oxymoronic.
 Rivers of ink have flowed in the last decade over the issue of privacy and the (bad) use of our
data: from the consideration that the subject who uses the internet is the product, to think about
new forms of social control. Extremely interesting exhibitions have also been held, such as Big
Bang Data at the Centro de Cultura Contemporánea de Barcelona in 2014, whose catalogue Anoni-
mízate. Manual de Autodefensa Electrónica was a huge success. See: https://www.cccb.org/rcs_
gene/Anonimitza_t_def_CAT_ENG.pdf. Here there is an overview of the main electronic self-
defence resources that have been created: Surveillance Camera Players; iSee from Institute of
Applied Autonomy, iSee; Life: A User’s Manual (2003–2006) by Michelle Teran; CV Dazzle and Off
Pocket, by Adam Harvey; Invisible by Biogenfutur, or Blackphone by Silent Circle, among others.
 Our “intelligent” devices (in the domestic and labour spheres, in the street, etc.) are hypercon-
nected and extract our personal data (habits of consumption, sociability, movement, fiscal or
banking data, medical files, etc.) that can be sold for financial and political gain.
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excessive abstraction (Berardi 2019); information overload (Tello 2018);6 and
Data Mining, Machine Learning and the use of intelligent tools such as ChatGPT
and algorithmic governmentality (Sadin 2017).

With this starting point, the members of the Excellence Cluster “Iber-Lab.
Crítica, Lenguas y Culturas en Iberoamérica” (“Iber-Lab: Criticism, Languages and
Cultures in Ibero-America”) of the University of Granada, bring together in this
book papers from specialists in Literature, Spanish Language, Linguistics, Philoso-
phy, Theory, Cultural Studies, Economics, and Data Science, in order to discuss
the epistemic nature of Big Data, its theoretical, diachronic and synchronic prob-
lems, as well as the variety of its methods and applications in the Humanities.
Generally speaking, there are three objectives – and sections – that make up the
backbone of this volume:
1) Theoretical, in which we explore, debate and outline a critical framework of

humanist thought for computational techniques and big data.
2) Methodological, which shows different computational methodologies and

tools for analysing big data in the Humanities.
3) Practical, which presents some practical applications and their field of vali-

dity in various humanist disciplines.

The pairing of art and technology has helped assemble our societies since prehistory,
and crystallizes the symbolic and material root that constitutes our culture. Plato
was the first to think about a humanist criticism of technology, in Phaedrus, thus
initiating the opposition between culture and technology. Marx also highlighted the
threat to culture that came from the relation of capital with machines, but today the
interaction between humans and machines is already a fact, and such are the advan-
ces in Artificial Intelligence (AI) that they are now directly talking about technologi-
cal genesis (Hayles 2012). In reality, algorithms have not only learned and do learn
from the past of humans, but they also have autonomy and interact with us and bet-
ween each other, capable even of arousing affection. Indeed, in 2014, MIT created
Story Telling Robot, which told stories to children, who ended up developing an emo-
tional relationship with the machine. Furthermore, the last decade has witnessed a
surge in post- and trans-humanist positions.

We have therefore passed from the Anthropocene to the Capitalocene, and as
a consequence of this system, the Technocene is emerging, or more accurately,
the Technocapitalocene, based on the capitalism of things and data. Big Data have

 “From 2014 down to today, 2017, we have created as much information as the period from pre-
history to 2014. And the most impressive, for me, is that digital information is going to surpass in
quantity all the biological information that exists on the planet.” (in Costa 2022: 10).
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opened the door to the digitalization of (almost all) our world,7 which means ope-
rating with the processes of fragmentation, multiplication, abstraction and glo-
balization of information, which give rise to infinite possibilities of economic,
political, social, cultural, artistic and also academic use. This new paradigm,
which is not necessarily either good or bad, is an “experimental laboratory”, as
Flavia Costa (2021: 10) calls it, to trial the new epistemologies and methodologies
that the humanities of the future will have to define, and these cannot be less
than a kind of “expanded humanities”. We must therefore confront the challenge
of “stopping to think” (Ibáñez 2014: 131) about the design of the agenda that de-
fines the Humanities’ relationship with technology, particularly with big data and
AI. Moreover, we cannot evade the fact that certain themes and problems, such
as abstraction, materiality, reproducibility, and the dangers of the introduction
and perpetuation of gender and colonial biases in theory and technological
praxis, make the intervention of a humanist, inclusive and decolonial gaze abso-
lutely vital in academic and cultural studies that use computational tools.

We advocate, therefore, for the trans-epistemic coming-together of the hu-
manities, culture and technology, to transcend the methodological emphasis of
the digital humanities, which is fundamental but not sufficient, to promote theo-
retical, philosophical and “situated” (Haraway 1995) research areas in “los Sures”
(literally, “the Souths”, meaning the Global South) (Boaventura & Meneses 2012),
and specifically, in the Ibero-American world. In other words, we argue for a hu-
manities that, as well as dataistic techniques due to their useful or critical expan-
sion, include a reflection on the place of enunciation of big data, which includes
the mandatory incorporation of gender and decolonial studies. The way in which
we use – and search for – data is conditioned by our ideology and its biases.8 The
reading of the past, like the reading of the future, depends on the (situated) gaze
of the present, because the data do not speak for themselves, but need a watchful
and humanist interpretation.

Nevertheless, we cannot not lose sight of the difficulty that this line of re-
search entails in our field, because all the humanistic disciplines self-legitimize
(cf. Gallego Cuiñas 2022) in their fight for:

 For example, on the platform https://www.internetlivestats.com/, you can see the information
that is uploaded daily to the internet, since its creation, throughout the world. The growth is
truly dizzying and hair-raising.
 The datacritical platform serves as an example, “an organization that strengthens critical nar-
ratives through the use of data”, which works on issues of “gender, climate crisis and structural
inequalities in Latin America”. See: https://datacritica.org/.
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– the objects of study, given that either they study texts or the authors, spaces,
times, societies, theories, ideologies, practices, et cetera. Different variables
do not tend to be combined, nor do they tend to do criticism of criticism.

– the methods, which correspond to qualitative paradigms (close, theoretical,
exegetic or hermeneutic reading) or quantitative paradigms (the corpora, the
statistics, the sociological or digital tools).

– The frameworks of readability, which are crystallized in the prevalence of
particular approaches: positivist, aesthetic, social, cultural, economic, politi-
cal, diachronic, synchronic, depending on the perspective taken.

Additionally, we need to recognize that the limits and tools of the expanded human-
ities are not fully clear, although that is one of its greatest virtues, a sign of its po-
tential and futurability. The shift toward other epistemes and methodologies
entails a notable critical and technological effort, which moreover stirs up the de-
bate on what is authentic or valid for each discipline – that is, on the legitimacy of
methods. This is in spite of the fact that it is clear that the well-oiled, correct and
pure methods do not truly advance knowledge; rather this is done by those that
face up to ontological and epistemic challenges, such as those proposed here. The
studies by Daniel Torres Salinas, Sara Mariottini, Wenceslao Arroyo-Machado, Ana
Gallego Cuiñas, Azucena González Blanco and José Antonio Pérez Tapias tackle the
theoretical challenge that the inclusion of big data in the Humanities entails, above
all for the inclusion of new object of study and frameworks of readability in liter-
ary studies and philosophy. In the following section, devoted to methodologies that
combine the humanistic with data science, Wenceslao Arroyo, Nicolás Robinson,
Francisco Benítez, Esteban Romero, Miguel Calderón and Carolina Gainza address
how scientometrics, blockchain, linguistic corpora, and algorithms expand the pos-
sibilities of the humanities, language and literature in Spanish. And in the third sec-
tion, focused on practical applications that can serve as an example to other
researchers, Carolina Ferrer opts for the possibilities of criticometrics, Diana Roig-
Sanz, Alessio Cardillo and Ventsislav Ikoff examine network science, Pedro Ruiz the
combination of qualitative and quantitative analyses in poetry, and Ana Gallego
Cuiñas and Daniel Torres Salinas look at the study of writer figures and the recep-
tion of literature on social networks.

All of them refer to object of study based in the Ibero-American area to drive
the idea that there is a need not only for humanist but also decolonial and inclu-
sive Big Data. Mass data tend to make invisible both the ideology and the situated

4 Ana Gallego Cuiñas & Daniel Torres Salinas



materiality9 of the information and of the media, which by themselves do not
light up the world, as Byung-Chul Han (2021: 18) would say. It is as important to
reveal the correlations between data and the establishment of patterns as it is to
deconstruct their ideological and geopolitical bias (Habermas 1986), the task of
the humanist researcher, trained in close reading, alert against false neutrality.
And at the same time, this researcher must be open both to the challenges im-
posed by the digital society of their time and to the use of the new, technological
“toolbox”, as Benjamin understood it, that big data and AI make available to
them.

This book is planned to pave the way into this field of opportunities for the
humanities (language, literature, philosophy, cultural studies) and the social sci-
ences (data science and economics) and is aimed to function as a kind of introduc-
tory manual, theoretical and practical, to the Humanities and Big Data in Ibero-
America, or better still, to the expanded humanities of the Global South. This
should be of use for researchers interested in an emerging subject area that has
and will have an indisputable epistemic impact on humanistic studies for the rest
of the twenty-first century.
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Sara Mariottini, Wenceslao Arroyo-Machado
and Daniel Torres-Salinas

A Brief Introduction to Big
Data for Humanists

1 Brief Introduction

We usually associate big data with its cruder, more conventional and perhaps
more obscure applications; those of the interconnected, data-driven world, where
every interaction and every ‘like’ leaves a trace, every click is recorded and pri-
vacy is supervised by third parties as millions of data records are gathered from
millions of users 24 hours a day. Here are some of the figures regarding this phe-
nomenon: according to Eric Schmidt, every day we generate as much data as all
the data produced by the whole of humanity in 2003 (Siegler 2010). These data are
generated by the 4.66 billion active internet users who, to give an example, can
publish 3.3 million posts on Facebook or perform 3.3 million searches on Google
every minute (Alonso 2020). According to the predictions for 2025, there will be
163 zettabytes1 of data in the world (Zgurovsky & Zaychenko 2020). In this context,
one of the most common uses of big data is in digital marketing, although we can
find it everywhere, whether politics (Pascual & Peinado 2018; Rands, 2018), fi-
nance, with its algorithms for surveillance and decision-making (Hasan, Popp &
Oláh, 2020), health monitoring (Sun et al. 2020), the recommendation systems of
entertainment platforms (Fayyaz et al, 2020) or sports (Torgler 2020).

There is also talk of a new research paradigm in the academic realm. Big
data is changing the way we generate and analyze scientific results due to the
massive generation of data, heavy reliance on technology and the widespread use
of mathematical models, algorithms and artificial intelligence (AI). The era of big
data is here to stay and will accelerate learning in all scientific fields. Universities
and research institutes already promote interdisciplinary collaboration and stim-
ulate “cross-fertilization” between different fields which have data science as a
common axis (Galeano & Peña 2019). The increased capacity of acquisition, pro-
cessing and analysis of data with the potential to reveal patterns has contributed
to the connection of different scientific disciplines. Some of the most outstanding
examples include the Large Hadron Collider (Ortíz 2019), radio telescopes such as

 Various current estimates indicate that the volume of data in 2021 stands at 44 zettabytes (van
der Aalst 2016; Kugler 2018). A zettabyte is equivalent to one billion terabytes.
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the Square Kilometer Array (Scaife 2020) and the NASA Center for Climate Simu-
lation (NCCS) (Schnase et al. 2011) and the application of big data in education to
analyze students (Fischer et al. 2020).

However, this sudden intrusion in many areas has caused some bewilder-
ment. The term ‘big data’ is still somewhat confusing for researchers, as most as-
sociate it with its most basic objectives such as data collection and processing of
operations and do not have a clear overview of its scope and implications (Favar-
etto et al. 2020). Moreover, there is a certain sense of uneasiness towards big data
as it is a cultural phenomenon in a state of constant change and evolution and
the use of this concept as a buzzword further aggravates its conceptual vague-
ness. Therefore, the aim of this chapter is to offer a synthetic vision of what is
understood as big data to serve as a starting point for researchers in the field of
humanities.

2 Characteristics and Definition of Big Data

The raw material of big data is obviously the data, which is understood as a sym-
bolic representation of an attribute which may be qualitative or quantitative. In
the case of big data they have been translated into a digital format allowing their
use and processing and are catalogued to facilitate their processing and analysis
using multiple techniques. The magnitudes of big data require the use of signifi-
cant computational resources. Another fundamental aspect of big data is that it
may be collected effortlessly through all kinds of devices such as smartphones,
social media, sensors, etc. These gadgets determine the essential aspects of big
data, namely its exaggerated volume, the speed of its collection and its variety
(Laney 2001; Ward & Barker 2013). The EU2 defines big data as:

large amounts of different types of data produced from various types of sources, such as
people, machines or sensors. This data includes climate information, satellite imagery, digi-
tal pictures and videos, transition records or GPS signals. Big Data may involve personal
data: that is, any information relating to an individual, and can be anything from a name, a
photo, an email address, bank details, posts on social networking websites, medical informa-
tion, or a computer IP address.

However, although the characteristics of data are clear to some authors, there is
no univocal definition of big data. As a result, new characteristics are added such

 European Commission, Directorate-General for Justice and Consumers, The EU Data Protection
Reform and Big Data, Publications Office, 2018, https://data.europa.eu/doi/10.2838/190200.
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as its capacity not only to be captured but also to be stored for permanent updat-
ing and continuous exploitation. The latter analysis processes are related to data
visualization and prediction and involve the use of methods that extract value
and meaning from the data (Figure 1). These analysis techniques are oriented to-
wards three main objectives: the search for patterns, the identification of associa-
tions and the development of models that allow us to make forecasts. As can be
seen, big data is a complex discipline. A simple definition that captures the above
concepts is provided by the Gartner IT Glossary,3 which defines big data as:

high-volume, high-velocity and/or high-variety information assets that demand cost effec-
tive, innovative forms of information processing that enable enhanced insight, decision-
making, and process automation.

This definition offers a framework consisting of three facets: volume, velocity and
variety (physical characteristics of the data), to which we can also add veracity
and value, i.e., the data must be of good quality, relevant and reliable and must
allow us to achieve our objectives, and the data must provide added value to help
us decide or understand a phenomenon holistically. These five characteristics
make up what in big data literature has come to be known as the 5 Vs (Favaretto
et al, 2020). Some authors go even further and talk about the 7 Vs, adding volatil-
ity and validity to the above (Khan, Uddin & Gupta 2014). These latter two attrib-
utes refer to the need to consider the feasibility of a big data project and the form
of data presentation. While the view of the 7 Vs is somewhat Manichean and syn-
thetic, it effectively introduces the attributes, processes and actions needed in any

Figure 1: Metaphor of the essence of big data and its main processes.

 https://www.gartner.com/en/information-technology/glossary.
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big data project. Nonetheless, certain sectors of the social sciences consider this
definition to be too technological, with a certain utopian character (Kitchin &
McArdle 2016; Gandomi & Haider 2015).

Precisely because not all big data share the same characteristics, it makes sense to
use a purely ‘technological’ definition. However, from a humanistic viewpoint this
definition can be improved by emphasizing the human side of data and promoting
re-humanization of the digitized social product that we have become for big data. A
very significant percentage of big data is devoted to studying the hyper-connected
population of the so-called turbo-capitalism (Luttwak 2000), excluding from its dis-
course all individuals alien to big data flows. At the same time, algorithms are so-
cial products and can also reflect the prejudices, social stigmas and ineptitudes of
the developer (Mac 2021; Jiménez de Luis 2021). Therefore, a merely technological
definition of big data provides us with a framework, but at the same time it obvi-
ates an ethical and humanized approach, overlooking the fact that data are gener-
ated by people and algorithms are sometimes simply a mere aggregate of emotions.

As we can see, when we talk about big data we are faced with a complex phe-
nomenon that has given rise to a new multidisciplinary field called data science
(Figure 2). Data science has its origins in computer science and maintains a close
relationship with AI and the internet of things, that increasingly palpable world
where every activity, every click and every step is recorded and stored and even
the most unassuming and irrelevant gadget (a light bulb, a refrigerator, etc.) can
generate data and be connected to the internet. Data science is therefore an inti-
mate combination of technology and mathematics aimed at understanding human

Figure 2: Disciplinary relationships of data or data science.
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behavior and making it increasingly predictable. From our standpoint, with the ad-
vent of big data we are faced with an epistemological and ontological problem that
opens up a world of opportunities for social sciences and humanities in terms of
definition, methodology, deconstruction and new integrations. The following basic
introduction outlines some of the basic elements of working with big data.

3 Methodological Elements of Big Data

3.1 Main Types of Data and Formats

Until the first definition of big data appeared in the 1990s, all data was, in effect,
small data and therefore it did not need to be labeled as such (Faraway & Augus-
tin, 2018). Due to the difficulties of generating, processing, analyzing and storing
data, it was produced in a very controlled manner using samples that limited its
life cycle and size. Today, big data is generated continuously and is intended to be
flexible in scope and scalable in its production. Although big data may claim to be
exhaustive, it is nevertheless a representation and a sample of the social reality
limited to a specific moment in time (Mayer-Schönberger & Cukier 2013). For this
very reason, the data captured are conditioned by the following aspects (Li 2015):
– The data collection framework (data collection devices and/or sensors, the pa-

rameters used, etc.)
– The technology/platform used (which can produce variations and biases in

the data generated)
– The context in which the data are generated (data are always considered in

relation to the circumstances)
– The data ontology used (how they are calibrated and classified)
– The regulatory environment governing privacy, data protection and security

Once we know what conditions the data, we can move on to consider the differ-
ent types of data. Big data can also be classified into three classes according to the
structure (Table 1):
– Structured data: data stored in tables with a well-defined length and format

which can be easily sorted and processed by any data management tool. Ex-
amples of structured data include dates, data sheets and databases.

– Semi-structured data: information that is not regular and therefore cannot be
managed in a standard way. Examples of semi-structured data include HTML,
JSON and XML.
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– Unstructured data: binary data that has no identifiable internal structure.
This is a massive, disorganized conglomerate of data that has no value until it
is organized and stored. Examples of unstructured data include images, vi-
deos, audio files and PDFs.

Another classification may be made based on the format of the data. Below are
examples of the main data formats and their description (Table 2). The following
section offers an explanation of a selection of the main formats that allow data
analysis.

Table 2: Typical data and file formats.

Format Description

.xlsx/xls
Microsoft Excel
spreadsheet

Proprietary file format for the storage of structured data in tables. Microsoft
Excel allows data display and analysis, although it is of limited use with
large volumes of data due to its inefficiency.

.txt
Plain text

Plain text files are the universal free format for storing information. Their
content may be structured in different formats.

.csv/tsv
Comma/Tab
separated values

Text file format made up of structured data in tables with comma-separated
(csv) or tab-separated (tsv) fields. This is the most basic and efficient format
for storing structured data.

.xml
Extensible Markup
Language

Text file format for semi-structured data storage and data exchange
between applications.

.json
JavaScript Object
Notation

Standard text file format for semi-structured data storage and data
exchange between applications, which is lighter and more legible than XML
format.

Table 1: Classification of big data.

Unstructured data Semi-structured data Structured data

14 Sara Mariottini, Wenceslao Arroyo-Machado and Daniel Torres-Salinas



3.2 Main Types of Data and Formats

3.2.1 Basic Big Data Techniques: Basic Classification of Methods

This section will deal with machine learning techniques, a branch of AI for big
data processing which essentially aims to identify patterns in the data in order to
make inferences. Machine learning algorithms may be classified into three main
paradigms:
– Supervised learning (SL): the algorithm learns from several examples how

given inputs generate specific outputs (they are labeled) and is thus able to
make inferences for new cases. Classic examples include linear regressions
and decision trees (DT).

– Unsupervised learning (UL): unlike supervised learning, the algorithm does
not have labeled outputs and instead of learning which combination of attrib-
utes generates them it searches for patterns in the input data. A classic exam-
ple is clustering algorithms such as k-Means.

– Reinforcement learning (RL): the algorithm learns from the experience devel-
oped in a dynamic environment where it receives rewards. It also does not
need to know the labeled output. One example is deep neural networks (DNN).

3.2.2 Examples of Popular Techniques

Some of the most popular machine learning techniques are outlined below. These
should be understood as mere examples as there is a host of different techniques
that can be used. Firstly, a decision tree (DT) is a hierarchical supervised learning
model. It can be seen as a flowchart starting from a root and branching out along
different nodes until it reaches a leaf. Each node tests the data, and the branches
represent the concrete result of the test. Ultimately rules are generated indicating
each of the paths from the root to the leaf. Decision tree models are one of the most
common machine learning models because of their recursive ‘divide and conquer’
nature and the fact they are descriptive and easy to understand (Flach 2012).

Other techniques are concerned with deep learning, a subfield of machine
learning that bases its high-level learning process on artificial neural networks.
Generally speaking, a simple neural network is composed of an input layer, a hid-
den layer and an output layer. Inspired by the architectural depth of the brain,
neural network researchers have for decades sought to develop and train deep
multi-layer neural networks so that the model can learn increasingly complex lev-
els of abstraction (Bengio 2009). The goal of each layer is to extract relevant fea-
tures from the incoming data and after training all the layers one by one, they
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are all put together and the whole network is refined (Alpaydin 2014). A good ex-
ample is the generative adversarial networks (GAN) that are known to be com-
monly used for the generation of ‘deepfake’ images (Figure 3). Its applications are
endless in fields such as advertising and arts and crafts. For example, it can help
to create new shoe designs or generate a painting inspired by a great artist from
the past using a photo.

Thirdly, we should mention clustering techniques. These are machine learning
approaches that attempt to find similar patterns and relationships between data
points in order to group them. Each cluster is composed of data points which due
to their attributes are similar to each other rather than those of another cluster
(Sarkar et al. 2018). For example, this technique is commonly used in social net-
work analysis to detect communities of users based on their social relationships
and/or interests (Arroyo-Machado, Torres-Salinas & Robinson-Garcia 2021).

3.3 Big Data Tools

We will cap off this methodological section by describing some useful tools for
data analysis and processing at different levels (Table 3). The most powerful and
most directly used tools in the analysis of big datasets are data processing frame-
works, of which Apache Hadoop and Apache Spark are practically the standard.
However, other tools are very popular due to their versatility and power, allow-
ing their application for anything from small data through to large volumes of
data, such as the programming languages Python and R. Data mining software
also exists that allows the development of models in a visual environment with-
out requiring use of a programming language, such as KNIME and Weka. Finally,

Figure 3: Deepfake of a building.
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also worth mentioning are cloud computing applications, which allow the possi-
bility of contracting a complete customized and scalable work environment that
can be accessed via the internet, thus dispensing with the purchase, installation
and configuration of equipment and so reducing both costs and time. One of the
most popular options is Google Cloud.

4 Big Data Applied to Humanities

This section outlines some of the recent interactions between data science and hu-
manities and social sciences. Given its multidisciplinary nature, we will see how this
epistemological hybridization is taking place in several specialty areas. The art world
was one of the first to pay attention to this phenomenon, giving rise to what has
come to be known as art data. Within this field, one of the most frequently cited proj-
ects is the Wind Map (Viégas & Wattenberg 2012), which has several unique features;
first of all, the work is exhibited in the MoMa and was created by a computer scien-
tist and a scientific journalist (Figure 4). The project consists of a living map of the
winds that sweep across the United States based on data from the National Digital
Forecast Database, represented with trails reminiscent of the brushstrokes of Renais-
sance painters which endow the meteorological data with beauty.

Table 3: Main tools for big data analysis.

BIG DATA FRAMEWORKS

Apache Hadoop Framework for fast data processing
Apache Spark Framework for data storage and querying
Apache Hive Framework for data storage and querying

VERSATILE PROGRAMMING LANGUAGES

Python Programming language widely used for data science
R Programming language widely used for statistical analysis
Scala Programming language useful for big data processing

INTERACTIVE ENVIRONMENT TOOLS

KNIME Tool focused on data mining processes
Weka Data mining tool that includes a collection of machine learning algorithms
RapidMiner Tool that includes data mining and machine learning processes

CLOUD COMPUTING

Google Cloud Cloud computing services by Google
AWS Cloud computing services by Amazon
Azure Cloud computing services by Microsoft
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Another area where data science has proven effective is heritage and archae-
ology, where simple information systems are being replaced by systems that inte-
grate multiple sources (sensors, digital libraries, social networks, etc.) (Amato
et al. 2017). Projects in this area are often complex, but we will begin with a small
example to illustrate its possibilities. In Bogota (De Urbina 2021), digital photo-
graphs of urban scenes from Panoramio were characterized based on the collec-
tive perception of the population using semi-structured data (photographer, date,
coordinates, event or tags). In a European context, the European project ATHENA
(Nisantzi et al. 2018) integrates remote sensing technologies applied to cultural
heritage and centralizes the data in a single point.4 ATHENA collects data using
active and passive remote sensing systems which are mainly used in archaeolog-
ical contexts. Meanwhile, the SCRABS project is a combination of the two previous
proposals. Described by the authors as a “Smart Context-awaRe Browsing assis-
tant for cultural EnvironmentS”, it is a paradigmatic example of the collaboration
between computer scientists, archaeologists, architects and cultural managers
(Amato et al. 2017).

The researchers Zgurovsky and Zaychenko (2020) sought to identify the regu-
larity of systemic global conflicts based on analysis of historical big data. So far,

Figure 4: Image from the Wind Map project that combines art with U.S. meteorological data.

 https://cordis.europa.eu/project/id/691936/es.
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an analysis of the complete list of global conflicts occurring since 2500 BC shows
that up until the 7th century BC these conflicts did not follow any regular pattern.
However, a periodic pattern was revealed in the series of global conflicts follow-
ing the emergence of higher forms of organization, with the authors relying on
analysis of historical data relating to global conflicts that have taken place from
705 BC through to the present day. Using a range of primary sources, they at-
tempted to foresee the next global conflict which they called “the conflict of the
21st century”.

Some of Google’s projects could also be seen as examples of big data applied
to humanities. For example, in 2004 it began the ambitious mass digitization of
more than 100 million books through Google Books, generating one of the largest
masses of unstructured data. Some of its applications can be found in Google
Books Ngram Viewer, an online search engine that charts the frequencies of any
set of search strings using a yearly count of n-grams found in printed sources
published between 1500 and 2019. Figure 5 shows the frequency of searches for
two eighteenth-century poets in the English corpus of Google Books, revealing the
interest in their work at different chronological points in time. These techniques
fall under what has come to be called Text Corpus Visualizations (Hai-Jew 2015).

5 The Magister Ludi of Data

To conclude, we will briefly discuss the risks of the misuse of big data. These risks
have originated in the current information society due to its dependence on ICT,
which has given rise to a context of vulnerability driven by the most accelerated
form of capitalism, also known as turbo-capitalism (Luttwak 2000). The dangers

Figure 5: Text Corpus Visualizations using Ngram.
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of this new environment are evident in the case of entertainment applications
and services offered as a free service but which turn the user into the product by
accessing, processing and making an economic profit from the data they generate.
This is a risk that often goes unnoticed, with the need to access and consume in-
formation inevitably overcoming the privacy and rights of the consumer. All the
interactions produced on the internet end up feeding algorithms, which use them
to filter and catch our attention with whatever the companies that program them
want. However, these tools overlook many relevant issues by converting human
beings into numbers (Dodson 2008), a risky simplification that could potentially
have catastrophic consequences. An example of this is the Black-Scholes equation
and other similar models, which some authors point to as being complicit in the
culture of excessive risk and unbridled speculation that eventually led to the 2008
financial crisis (Stewart 2012; Harford 2012; O’Donnell 2015).

Other scandals also stand out in this context, such as the company Cambridge
Analytica which made improper use of Facebook data in 2016 to influence voters
during the Brexit referendum (Hern 2019) and the elections of Donald Trump
(Rosenberg, Confessore & Cadwalladr 2018). In both cases, personal data were un-
lawfully collected by creating political profiles of users in order to send personal-
ized information (García Fernández 2018). The consequences were incalculable and
it triggered a legal storm that caused Facebook to lose billions in stock market
value, as well as suffering social rejection (Hindman 2018). Apart from the influence
these algorithmic models have on our daily activity, there is also the added risk of
learning biased or prejudiced behaviors. Social media are precisely one of the main
vehicles for tracking and monitoring activity, but it is precisely in these same
spaces where we are witnessing an increase in hate speech (Müller & Schwarz
2020) and sexist discourses (Rodriguez-Sanchez, Carrillo-de-Albornoz & Plaza 2020).

Finding a way to avoid falling into bias traps or negative behaviors learned
from humans is but one aspect of an even greater challenge: codification of the in-
numerable differences and nuances of humanity in areas such as culture, politics,
religion, sexuality and morality (Webb 2021). This is a major problem because AI as
it is currently conceived cannot be attributed intelligence because it is closed to the
world in which it has been programmed and cannot see beyond it, being insensi-
tive to and ignoring the dynamics of a world in constant change (Masís 2009). Ulti-
mately, AI learns patterns from the past and provides us with an approximation of
the reality of that moment in a specific context.

Therefore, it does not seem entirely clear that the solution to this problem
lies in the indiscriminate increase of data. Indeed, the level of knowledge is often
confused with the volume of data, when in many cases it is the smaller and better
curated collections that allow us to find useful solutions in an efficient way
(Olson, Wyner & Berk 2018). Smart data is thus proposed as the transformation of
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big data into quality data after its cleansing (Triguero et al. 2019). In relation to all
this, in the same way that human beings can see their critical capacity being lim-
ited in the face of information overload (Marta-Lazo 2018), big data algorithms
can also end up leading to other kinds of problems when data are processed with-
out paying any prior attention to them. That is why it is risky to directly point to
the data with the highest number of instances and/or properties as being more
relevant. In fact, there are already visible signs of this limited view in the aca-
demic realm, where the existence of a gap between the so-called ‘data-rich’ and
‘data-poor’ research fields has been identified (Sawyer 2008).

The last novel by Herman Hesse tells the story of Joseph Knecht, the Magister
Ludi of Castalia or highest authority of the Glass Bead Game, a kind of high-level
humanistic entertainment which is essentially an abstract synthesis of all arts
and sciences (Hesse 2012). Players aim to establish relationships between all
knowledge based on a given topic. What Hesse seemed to anticipate here is a met-
aphor for the fate of knowledge, encoded in data and highly connected, although
in Castalia the game is controlled not by technocrats but by humanists. As Byung-
Chul Han points out, big data is a rudimentary source of knowledge and AI is in-
capable of thinking (Han 2021), so now the role of humanists as Magister Ludi in
this game of data becomes essential and immediate. As in Castalia, someone must
oversee data science and the universe of non-things to establish their associa-
tions; in short, to forge a more human interpretation of the data we generate in
our world.
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Ana Gallego Cuiñas

Literature Seen Through Big
Data and Artificial Intelligence: Key
Concepts and Critical Challenges

In the clinic of the art of reading,
the one with the best vision is not

always the one who reads best
Ricardo Piglia

These lines from El último lector (The Last Reader) (2005) by Ricardo Piglia clearly
reflect the fact that the literary is a matter of perspective or scale, a radically his-
torical ideological and aesthetic positioning that constructs a truth. For Piglia, the
ideal reader is one who literally cannot read well – and in this statement there
are indubitable echoes of Harold Bloom’s The Anxiety of Influence (1973) – because
their vision (or point of view) (Kittler 2010) compels them to read up close, like a
short-sighted person who needs a magnifying glass to make out anything tiny and
particular – the hidden structure of text that becomes a system of secret corres-
pondences that have to be uncovered in every era. This metaphor perfectly illus-
trates the critical approach of close reading (Empson 1966; Richard 2004), based
on hermeneutics and/or narratology, which has predominated in literary studies
since the beginning of the last century. The critical obverse of this would be dis-
tant reading (Moretti 2016), sociological and/or quantitative in nature, which was
developed in the second half of the twentieth century and would fit the metaphor
of the far-sighted reader, who with the perspective of distance can access the gene-
ral context of the texts to establish formal and material relations of a discursive,
social, cultural and economic nature.

In this paper, I take this dual perspective as a basis for the following pro-
posal: literary criticism of the twenty-first century needs to overcome this coun-
terposition in approaches, misleadingly understood as opposites, to practise a
combined mode of reading in which textual interpretation, materialism and data-
ism complement each other, for the sake of a more thorough and organic intellec-
tion of the literary fact and of its social function. The hypothesis I begin with is
that, on the one hand, the distant reading that the social sciences and computa-
tional techniques adopt is ever more necessary to analyse the aesthetic and mate-
rial function of literature in society, both in diachrony and synchrony. On the
other hand, all data analysis requires careful – close – attention to the structures,
qualitative and quantitative, that appear as a result of research. Thus the episte-
mic crossover between literature, sociology and big data is not only possible but
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desirable, since through the intertwining of these scales – or methodological strate-
gies (English and Underwood 2016) – we can achieve better findings with greater
breadth and concision, which benefits both theory and literary criticism, and
computational science. We could call this approach cross-reading,1 which in turn
suggests another ocular metaphor, cross-eyed reading, displaced and interposed – a
form championed by Ricardo Piglia himself (2005) as a highly productive way of
reading for the Argentine cultural field.

This essay therefore presents a crisscrossed and situated reflection on Litera-
ture and Big Data centred on two main themes that overlap and supplement one
another: first, the use of Big Data and Artificial Intelligence (AI) in literary cul-
ture, based both on the mechanisms of production, circulation and consumption
of literature in the market, and on the impact and utility of computational me-
thods in the field of criticism; second, the use of certain literary and philosophical
categories that could be advantageous for the – “situated” (Haraway 1995) – epis-
temic and political intellection of the functions of Big Data and AI. This proposal
is undoubtedly only a starting point, which has the ultimate aim of contributing
to the much-needed design of an agenda for the literary criticism of data2 that
contemplates the multiple possibilities of collaboration and dialogue between the
Humanities, Sociology, Data Science and AI.

1 Use of Big Data in Culture and Literary Criticism

The first thing that needs to be stated in this introduction is that to think about
the integration of big-data techniques or, what amounts to the same, about quan-
titative methods of measuring data, in the sphere of literature is to base our
thought, first of all, in the social question (Halavais 2015) – that is to say, in the
sociology of literature. This discipline examines the literary object as social fact
or product, common and collective, which crystallizes the eternal conflict bet-
ween technology (numbers) and culture (letters). The criticism of concentrating
and standardizing cultural objects has its roots in Adorno and Horkheimer’s Dia-
lectic of Enlightenment (1944), since when this tension has been constantly re-

 Bootz and Laitano (2014) put forward the same name to designate a data visualization model
based on Spinoza’s ontology. My idea, however, points to the crossover and simultaneity of two
methods (close- and distant-) that, in the historiography, have been seen as opposites.
 One could also write literary dataism or computational literary criticism, but these terms are
more restrictive than the one I propose, which is more labile and versatile. This modality would
fall within the epistemology of ‘Critical Data Studies’, based on the study of data and their differ-
ent critiques, systematized by Dalton and Thatcher (2014).
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peated one way or another in “literary culture” (Gallego Cuiñas 2022). Adorno, re-
member, takes up Benjamin’s thesis on the alienation of a work of art through its
commercial reproducibility – circulation – which would have to be in opposition
to its aura, the Kantian authenticity, of a cultural object. The attack on mass cul-
ture and mercantile utilitarianism is evident, as is Benjamin’s romantic and ideali-
zed view, by Adorno himself and later by Guy Debord in The Society of the Spectacle
(1967). Today, the consumption of Art reveals itself in its pure contingency more than
ever (Gallego Cuiñas 2021), in that being-in-the-moment and in the ephemeral that
the School of Frankfurt and its followers despised. Therefore, if we wish to read
from the present and out of contingency, as a privileged mode of literary production,
in the studies of literature we would have to include a sociological focus and big
data, the volume and speed of which have increased exponentially over the last de-
cade with an impact in the culture sphere that is both material and symbolic, and
which we cannot avoid:

In the arts and humanities, the notion of big data is still in its embryonic stage, and only in
the last few years, arts and cultural organizations/institutions, artists, and humanists are
starting to investigate, explore, and experiment the deployment and exploitation of big data
as well as understand the possible forms of collaborations. (Schiuma and Carlucci 2021:
xxiv)

In the last five years, studies on the humanities and quantitative methods have
been appearing with much more frequency, particularly in English-speaking aca-
demia, followed by the French, who historically have had more porous borders
between the Humanities and the Social Sciences than the Hispanic world, which
facilitates the transdisciplinary crossover. In the specific case of literary studies,
the most distinguished researchers in data or computational criticism are North
American: Paul Delany and George Landow, Matthew Jockers, Andrew Piper and
Ted Underwood. In the Iberian-American world, some names of note are: Belén
Gache, Claudia Kozak, Carolina Ferrer, Carolina Gainza, Germán Ledesma, Diana
Roig-Sanz, Germán Sierra and Alex Saum-Pascual.3

This leads me to the second aspect I would like to make clear from the start:
the utilization by sociology and data science in literary studies transcends the
concept of Digital Humanities. I agree with Underwood that this label is more of a
reaction to a tactic – which has strengthened the use of digital technology and
open science, essentially through the idea of the archive, digitalizing and cata-
loguing historical texts that are difficult to access – than referring to an area of

 It needs to be made clear that Iberian-American literary criticism of data has left the sociology
of literature to one side, which I believe is fundamental for the material understanding of the
literary, not only the aesthetic understanding.
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knowledge in itself. What has undoubtedly occurred is a digital turn (Dobson
2019), which in the second decade of this century has become a computational
turn whose epistemic value is founded on the ecosystem of quantitative methods
that the sociology of culture has traditionally used. Today these methods for mea-
suring have also become methods for mediation – we are all now digital resear-
chers – at the mercy of the aforementioned phenomenon of the intensification of
datafication and of the advances in AI for creation and cultural consumption.

1.1 Literature, Market and Artificial Intelligence: Some
Hypotheses

There are three main ideas that currently underpin the production, circulation and
consumption of literature: the figure of the writer, the literary work and the
reader. In criticism, these categories have become “zombies”, insufficient to express
the “new” state of what is literary (Gallego Cuiñas 2019) in which orality and print,
the human and the digital, literature and literary culture live together. The space
and the computational techniques have broadened the creative experience, to the
point at which the digital environment has itself become a medium for the produc-
tion and distribution of literature, with ever more enthusiasts. At the same time,
we rely more and more on the predictive potentiality of big data (Sádaba Rodríguez
2020), both in reception studies and in the creative industry, to evaluate trends in
the literary and artistic market, the quality of products and the degree of user satis-
faction (Piper and Portelance 2016; Schiuma and Carlucci 2021). How therefore does
Big Data and AI affect the ontology and epistemology of the literary?

Starting with this question, I propose some core ideas for reflection on the
use of data analysis in the sociological and materialist approach of literature,
which (re-)opens several lines of research for today’s academia:

From author to ‘(artificial) writer’. Big Data is a highly advantageous instrument
for the development – in literary studies – of what I call writer criticism (Gallego
Cuiñas 2022), which is based on the sociological, materialist and aesthetic analysis
of the figure of the writer, utilizing new methods and elements that have not re-
ceived sufficient attention: the use of digitalized biographical archives; the produc-
tion and reception of writer bots; the authorial image on social media; bookporn,
interaction with other mediators of literary culture; performativity in the public
sphere; the extent of education and literary professionalization, and so on.

However, in the creative sphere, artificial creation or the literary production
of texts by an AI has imperilled the pristine category of ‘author’. This takes us
back to the same conundrum that the Frankfurt School detected regarding the
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loss of the work of art’s aura in the first half of the twentieth century, now a-
pplied to the anthropocentric notion of the author figure as the intellectual proper-
ty holder of a text, and questions the author’s hegemony and validity (Badía Fumaz
2012; Berti 2015; Herrmann et al. 2022). In the same way, the romantic idea of the
author as genius creator, based on the symbolic value of human and individual li-
terary creation, which is difficult to put a value on, has become unsustainable. In
contrast, a mode of artificial creation, collective in origin, is growing, with a sym-
bolic value that is more easily quantifiable in material and economic terms. In both
cases, in the literary field the trend is to talk of the (artificial) ‘writer’ rather than
the author.

To this we can add the commercialization of the aforementioned creation of
artificial works – to give them a name –made by an algorithm, most in open access,
and aimed at mass consumption, which until now have been ‘overseen’ by human
writers. As in other areas of creative industry (i.e. music, art, photography, graphic
design, et cetera), this new mode of (digital) literary production is being pro-
claimed as an attractive mode of exploitation and extremely beneficial for the
cultural industry and institutions, which, with the control and use of an AI in
the creation of an artistic work, can also become the co-authors – not merely
co-producers – of texts.

Artificial creation, therefore, generates at least three theoretical and political
problem areas:
(i) First, the entry into crisis that I have already mentioned – a new death? –

and resignification of the notion of authorship tied to the concepts of ‘authen-
ticity’ and ‘intellectual property’, which would shift from being individual to
collective (the final text is the result of an algorithm that works with the big
data obtained through millions of works), from being human to technological.
The literary algorithms, avatars or bots (Olaizola 2018; Sierra 2022: 13) that
automatically create literary content are also an example of the way in which
digital production contributes to the performativity of the category of author,
which changes to that of ‘writer’ (Gallego Cuiñas 2022), given that the capita-
list notion of authorship is being displaced, and it is becoming very difficult
to distinguish intellectual property.4

(ii) Second, the place of the writer in the creative process transforms and shifts
from the romantic value of the genius who produces an original and unique
work, to the pre-capitalist value of co-creation, appropriation and communi-

 Literary (ro-)bots are algorithms that produce content, above all on social networks: “What dis-
tinguishes bots from other types of software is that they interact with and or produce content for
human users, often taking on a human personality” (Olaizola 2018: 239).
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tarian transmission of the work produced by an AI. Therefore, the writer
would have to become a craftsman or a mixer, mediator or gatekeeper (Ga-
llego Cuiñas 2022) of the resulting artificial work.5

(iii) Third, this mode of digital (re-)production results in the loss of bibliodiversity
(cultural, of genres, authors, et cetera), and in the dangerous increase in colo-
nial and gender biases (the majority of the works collected in databases are
written by men and edited in cultural systems of the north – that is, of hege-
monic cultural systems), unless, in the artificial creation phase we find our-
selves in, there is a gatekeeper or guarantor of these egalitarian, decolonial
and inclusive values.

From the work to the ‘(artificial) work under construction’. We first need to
distinguish between the works that are born and are (re-)produced in the digital
medium,6 those that are hybrid (print publishing and digital technology), and those
that are digitalized. However, they all share five essential traits: “digital or numeri-
cal representation, modular composition, variability, automatization, and transco-
ding” (Berti 2018: 139). Second, the alphabetic and binary codes are interpretable
aesthetically and computationally based on common notions such as: mutability,
contingency, collectivity, anonymity, fragmentation, brevity, materiality, and gami-
fication. Based on these premises, I have come up with three hypotheses:
(i) From the creative point of view,7 it is clear that the production of digital

literature8 is a modality that has been growing in Ibero-America9 in recent
years, mainly through the practice of poetry (cf. Gache 2006; Kozak 2010 and
2017; Berti 2015; Gainza 2019; Ledesma 2022; and Saum-Pascual 2022). This li-
terature experiments with the signifier, with multimedia elements and
with the archive10 through algorithms (cf. Bolter 1991; Hayles 2008, or
Côrtes Maduro 2017), which is why it is often associated with the notion of

 It is clear that this mode of artificial production of literature recovers – literally – the notion
of tradition as the great producer of texts, something that Borges stood for.
 The large majority of texts today naturally appear digitally before in print form.
 Remember that it was precisely with the publication of Mary Shelley’s Frankenstein when cre-
ativity became a great (anthropocentric) value associated with divinity.
 To mention a few notable names in Spanish-language digital literature: Belén Gache, Iván Mar-
ino, Luis Espinosa, Marina Zerbarini, Mariano Sardón, Gustavo Romano and Alex Saum. Argen-
tines lead the list in numbers, followed by Spanish writers.
 It has been developed and studied more in the English-speaking world. See the following data-
bases: Electronic Literature Knowledge Base https://elmcip.net/; Electronic Literature Collection
https://collection.eliterature.org/ or NETescopio https://proyectoidis.org/netescopio/.
 On the one hand, digitality is a mode of production and a materiality, and on the other, digital
literature works with the existing tradition, with what is repeatable becoming prime material.
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avant-gardism11 or with experimentalism12 – not only aesthetic (of a for-
malist stamp) but also technical.13

The live creation of artificial work – cyberwriting (i.e. twitterature, insta-
poetry, literary memes and avatars, transmedia narrative or playwriting,
Wonderbook, and literature made on WhatsApp or Wattpad) – has also been
gaining greater visibility. This generates literary value that one could call re-
lational, based on the participation of the reader – hence playing with Didi-
Huberman’s phrase “work under construction” (2015:16) – and on the ‘live’ or
‘serialized’ consumption of readable fiction, simple and direct.

Lastly, there is a boom in artificial works that are recycled or reworkings
(remix or sampling), works of works, that incorporate GPS, audiovisual con-
tent or QR codes, where the extraordinary transmediality and performativity
of the literary in the 21st century is at the forefront.

(ii) From the critical point of view, computational technology helps to probe into
the nature of the written work, both from past eras and in the present: types
of language, styles, biases, techniques or genres that have been adopted the
most over the years and across cultures, which are easily studied through the
mass digitalization of literary texts (i.e., Books Ngram Viewer, Blatt 2017 or
CATMA). The data analysis of digitalized works lends itself to a predictive
criticism that can calculate the success of a text, construct series (of texts)
and evaluate their level of innovation.14

(iii) From the material point of view, the artificial literary work transcends the book-
object as the receptacle of the text (Striphas 2011). The machines for making and
selling literature cease to be the printing press and the distributors, for now it is
the digital medium and its new formats that create and distribute it on platforms
and social networks. The tools of production, publishing, reading and conserva-
tion of digital literature have changed radically in the second decade of this cen-
tury, to the point at which some computer skill is required for it, although
programs are being designed that are ever easier and more democratic to use.15

 I am thinking about visual, concrete and sound poetry and their performative performance.
 See the anthology of experimental literature compiled by Tomás Vera Barros (2014).
 Rafael Pérez y Pérez is one of the most outstanding researchers in computer creativity and
has produced several books with AI (see http://www.rafaelperezyperez.com/). Questions abound:
Do algorithms have an aesthetic? What form of appropriation is it by the author regarding the
product generated by AI? If the authorship is held by the publishers, are we returning to a hege-
monic authorship? To a post-human authorship?
 In this regard, in a few years Wattpad will be able to write its own stories based on the big
data it has obtained from the success of certain stories on the platform.
 María Goicoechea de Jorge explains: “These types of programs have enabled a greater num-
ber of authors to access this genre who are not necessarily connected to the academic world or
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From reader to (digital) ‘prosumer’. The reader of digital literature is always a
co-producer or a prosumer (Villanueva 2022: 5), because the interaction with the
work is a consubstantial part of the reading process. In fact, the artificial work acts
as a kind of toy that is both literary and computer (with readings coded according
to the text and to the use of technology), which goes along with a contingent and
non-standardized use. The temporary nature of digital reading is manifold (it goes
backward and forward, it ends, it breaks into parts), transmedial and simultaneous,
non-linear, and successive like printed reading. But reading is also conceived in se-
ries and intermittency – like the nineteenth-century serialized novel or mass-
culture subscription-based instalments – from the same digital setup, as occurs
with Serial Box or in Spanish with the platform Black & Noir, which operate like
distributors on mobiles and tablets of serialized literature.

Furthermore, Big Data has been heavily used in the study of audiences, with
methods based mainly on Singular Value Decomposition (SVD).16 The data analysis
of reception measures the way in which rating patterns change and how literary
prestige is formed and circulated. The ‘stock exchange’ that underlies aesthetic
judgement has barely altered over the last century (Underwood 2019), since it has
always been in the hands of the same authorities of the market and academia: ins-
titutions, universities, publishers, prizes, critics, et cetera. However, the democrati-
zation of taste that has gone hand-in-hand with digital and technological progress
has undeniably impacted the appraisal of literary value, in such a way that not
only are we witnessing an unprecedented proliferation of producers of literature
and literary products, but also of readers/consumers, ‘digital prosumers’ who rate
literary value on platforms such as the aforementioned Wattpad, or Goodreads, a
social network of readers and writers who act as critics of other books and who
influence the prescription of taste (Bourdieu 2002).17 In the wake of this shift from
academia and the cultural press as agents of literary value, we find booktubers,

to research. The following are three of the currently most popular programs with their most no-
table characteristics and differences: Twine, created by Klimas in 2009 with a free software li-
cence; Inklewriter, a tool created by the games company Inkle, co-founded by the British
mathematician and writer Jon Ingold; and Undum8, created by Millington in 2010 with an MIT
licence (Figure 4). The importance of these types of programs is that they have democratized the
use of this genre of digital literature, since advanced programming knowledge is no longer
needed to write a narrative or interactive game” (2019: 175).
 Singular Value Decomposition (SVD) is a technique used in 2009 to predict user ratings for
films on Netflix.
 Up until now, there are hardly any comments on self-published books on Amazon and similar
platforms. Instead, the majority are from the usual publishers. We should also consider the con-
tent – book – recommendations that users make based on their consumer experiences or the
data platforms based on algorithms (Vanoli 2019: 27–34).
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bookstagrammers and Amazon algorithms – “symbolic expropriation” is what
Jorge Carrión has come to call the modus operandi of the online retail site – which
condition the book choices of (digital) mass culture upon the basis of patterns of
consumption carried out using Big Data. Thus, Amazon acts like a virtual and demo-
cratic bookshop (Lefort-Favreau 2021: 79) that prescribes taste and dictates the
norm – being a new instance of value appraisal that is consumerist and populist in
style – by virtue of the quantitative concentration of information, which always en-
tails a certain standardization: the tyranny of the masses, which replaces the former
tyranny of the elite, of the mesocratic bourgeoisie that has dominated the construc-
tion of literary value in the modern world (Gallego Cuiñas 2019).

To finish this section, we cannot forget that the opposite phenomenon also
exists: the appraisal of literary value with digital parameters that perpetuate and
defend an elitist community, a ghetto, of prosumers of literature: “The electronic
art and visual poetry market have adopted the NFT (non-fungible token) as the
preferred format for diffusion and sale. But it no longer only applies to the visual
arts, but also to texts, mixed artworks and even novels” (Sierra 2022: 13).

1.2 Literary Criticism and Big Data: A New Challenge
for the Sociology of Literature

The sociological study of literature, which was prevalent in the 1960s and 1970s in
Latin America, today only makes up between one and two percent of academic
publications on literature in the Spanish language (Gallego Cuiñas 2022). The ma-
jority today take Pierre Bourdieu’s perspective,18 yet few dare to use quantitative
and computational methods for literary analysis (i.e., Roig-Sanz 2019 and Gallego
Cuiñas 2022). This shows that the question about the nature of the sociology of
literature and about which methodological instruments they should use continues
to be relevant and highly debated today. In this context, the use of a critical data-
ism seems like a very fertile space of expansion and experimentation both for the
sociology of culture and for the literary studies of the future.

Let us remember that the articulation of the sociology of literature as frame-
work of thought dates back to Marxist structuralism, but it did not begin to be
developed as a discipline until the sixties, with the Birmingham School. Subse-
quently, in the seventies and eighties, a generation of cultural and literary sociolo-
gists emerged that carried it on into its brightest period. The Marxist approach
was, from the 1990s, then displaced by the advance of New Materialism and the

 See Moraña (2014) and Maltz (2020) on the colonization of Bourdieuan thought.
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application of an anti-hermeneutic and anti-aesthetic methodology that Moretti
called “distant reading”. The weaknesses of this clearly positivist method have al-
ready been pointed out, although this does not, in my opinion, invalidate the idea
that the sociology of literature and dataist technique, with statistical and compu-
tational methods, could prove politically advantageous for twenty-first century lite-
rary criticism, given that literature is historical and ideological merchandise,
tied to the real economy, and it depends, in its dispositions, sociabilities and a-
ffects (Brouillette 2017: 280), on the numerical logic of the economy, on the possi-
bilities of the digital and on the big data of the market. Value can undoubtedly be
extracted from these – they give us a pattern, new forms of production, associa-
tion and a forecast – because they represent and transform, materially and sym-
bolically, literary taste. In other words, this new form of producing knowledge
can lead us to the configuration of a new epistemic field.

How can we therefore give legitimacy to a sociology of literature based on da-
taism today? There is no avoiding the fact that one of the most important problems
in literary criticism is precisely the legitimacy of the method or theoretical a-
pproach of the researcher. In reality, this is a question of strategy in the academic
struggle for intellectual capital, safe from self-absorbed and centripetal methodo-
logical trends, where what is really at stake is the professional standpoint of the
critic, not the conceptual make-up of a field (the knowledge or cognition), but re-
cognition (Morgan 2013) in a sparsely populated ivory tower of specialists. Hence
quantification – being associated with the social sciences and positivism – becomes
a twofold enemy for the critic and theorist of literature, since it presupposes both
the mix with sociology and an attack or questioning of the qualitative methods in-
herent in the humanistic field. However, one thing does not exclude the other, and
in the third decade of the 21st century we cannot keep turning our backs on the
myriad of resources that digital culture makes available for the theoretical, socio-
logical and historical study of literature. Its use offers us a tool, not a substitute for
but a complement to criticism and creation, already commonplace in the sphere of
linguistics and historiography (Lemercier and Zalc 2019) – which are highly fami-
liarized with working with corpus and archive – and becoming more so in other
arts, although up until now they have barely used the databases, sources and sam-
ples of data on a large scale in the humanities.

To speak plainly, many humanists question the validity of quantitative me-
thods, which they brand as neoliberal,19 without understanding them or having
tried out their uses politically, which in some cases represent real challenges for left-

 We cannot deny that only universities in the northern world can use these highly expensive
methods, which enable access to data. In the end, information is power.
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wing, materialist literary criticism. Neither numbers nor quantifications are intrinsi-
cally objective or bad: they are merely signs, and as such, depend on (ideological)
interpretation. This is why “numbers are becoming more useful in literary study for
reasons that are theoretical rather than technical” (Underwood 2019: xi). Why? What
can data science provide literature with? The techniques of quantification expand
the scope of our study toward new forms of representation – such as data visu-
alization (Karsdorp et al. 2021) – and toward new ends, at the same time as pro-
viding the aforementioned relational value – as Saussure and structuralism
understood it – through the configuration of different statistical, digital and
computational ‘models’ or ‘structures’, which strengthen theoretical and critical
analysis, focused on themes, problems, genre(s), characters, periods, authors, et
cetera (Piper 2017). Likewise, the access and handling of big data (re-)opens so-
ciological lines of research – not widely explored in Hispanism – that can be
developed through this approach, without giving in to data fetishism. The three
that I believe have the most political repercussion are:
i. Study of invisibilized works. This is the area of interest of Moretti (2016),

focused on the possibility of accessing the big data provided by texts that
have been marginalized – historiographical blind spots and gaps – by the
hegemonic mechanisms of recognition, which have generated the canon of
literature and its modes of representation (Bode 2017; Roig-Sanz 2019).

ii. Study of taste. There are two options here: one aimed more at academic criti-
cism, which Carolina Ferrer calls “criticometría” (“criticometry”) and which
entails the bibliometrical or citation analysis of certain critical theories and
trends in academic publications – in different times and spaces – on the data-
base of semantic associations, of repetition and generalization, in the geopoliti-
cal context of their utterance. This helps to trace the global map of academic
geopower relations, and of their capital, in every era (Goldstone and Under-
wood 2014; Ferrer 2015; Espino 2020). The second option is focused on the cul-
tural field, through the analysis of newspapers, notes, journals, digital content,
prizes and other discourses that can contribute to learning the way in which
literary value has been appraised and how social prestige is constructed out-
side the academy (Underwood 2019, 69),20 also taking into account its varia-
tions in time and space (Martínez-Gamboa 2016; Posada 2019). One example is
the book by Archer and Jocker, The Bestseller Code: Anatomy of the Blockbuster
Novel (2016).21

 For example, in his study Underwood shows with quantitative methods that the way we
judge a literary work generally changes every thirty years.
 The problem is that up until now, this type of study has omitted the material analysis of gate-
keepers – publishers, translators, agents, etc. – which is essential, from my point of view, for con-
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iii. Study of figurations and networks of sociability. In the area of research
pioneered by de Nooy (1991), analyses have been carried out – first in psy-
chology and then in sociology (Lemercier and Zalc 2019, 101) – of networks in
this new era of Big Data (i.e., Jean So and Long 2013; Gallego Cuiñas et al.
2020) on the connections that are produced in order to build value networks
on digital platforms, using content and profiles on social media (Twitter,
Facebook, Instagram, Linkedin). This seems to be a highly productive oppor-
tunity for understanding the way in which the figures and figurations of the
writer are currently constructed, as I stated earlier, but also for examining
the role that algorithms, avatars, bots and intermediaries (i.e. publishers,
agents, other writers, Granta, festivals, et cetera) take in the promotion of a
work, a genre or an author, and their symbolic and financial resources.

Despite the new research areas that this sociology of literature based on the ana-
lysis of big data and on AI opens up, we cannot ignore the fact that, currently, the
traditional close reading is still predominant in academic publications, and there-
fore provides much more professional assurance than this new agenda that, at
the moment, does not enjoy the same prestige in our field. The price a humanist
has to pay for expanding their discipline’s horizons is high, since not only are
they faced with another discipline that they have to learn but also with institu-
tional and material problems deriving from the lack of technical training and in-
frastructure,22 as well as the academic loss of worth as judged by the agents who
control the field (Underwood 2019: xviii): journals, publishers, assessment agen-
cies, departments, institutes, and so on. In short, the impact of new methods and
study aims is always slow, and at first incurs rejection in the disciplines of origin,
thus making the decision to opt for this type of research evidently riskier and
more unrewarded.23

structing literary value in the contemporary world. The combination of both perspectives would
give a more thorough and complete interpretation of the modes of production and circulation of
value in the literary field.
 Thus the wealthier northern academia, with better material conditions, are always the pio-
neers in taking up innovative methodologies.
 This is why much of computational criticism carried out on humanist objects is being done
by computer scientists, specialists in information and communication sciences, economists, engi-
neers, and so on (Schiuma & Carlucci 2021).
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2 Use of Literary Categories in Data Science

There is no doubt that the fact of dataism needs an interpretation, needs a situa-
ted narrative meaning. This assertion opens the door to the possibility that litera-
ry criticism has something to contribute to data science and not only the other
way around.24 What am I referring to? That we find theoretical categories and
critiques of analysis – principally from Russian formalism and from (post-)struc-
turalism – that help to explain the functioning of the algorithm and to articulate
a kind of Big Data hermeneutics that will illuminate the critical and political
thinking of computational methods and results. Namely:
i. Close Reading (Empson and Richard). This eminently literary strategy is fun-

damental for supervising the algorithms and for data interpretation that
guarantees the certainty and efficacy of the results (Koskimaa 2005). The cre-
ation of the algorithm is also a reading machine, to use the Deleuzean meta-
phor; in other words, it is a model for reading. Hence every data reader is a
co-producer of a significant structure, which comes from micro-thinking, not
only macro-thinking: “thinking small in order to think big” (Piper 2018: 9). As
well as knowing how to read between the lines, this involves acting as a kind
of mediator or guardian of knowledge – that is, a gatekeeper (Gallego Cuiñas
2019) – that vouches for the value of the knowledge generated. This entails
the differentiation and discerning of information, the removal of bias, and
ensuring the quality of data: Smart Data. Thus, in computational criticism,
the humanist (the ethnographer, the philosopher, and the philologist) be-
comes a gatekeeper because the authority, “the law” – in the Kafkian sense
from the parable “Before the Law” – is still essential not only for giving mean-
ing but also to situate and make visible gender, geopolitical and colonial ine-
qualities that the algorithms do not see:

The proficient and valuable use of big data needs the personal and organizational capacity
of asking the right questions and in the right way. Big data is powerful only if it is gener-
ated, combined, or supported by the creation of strong narratives, organizationally and con-
textually framed. This means that the big data has to be “thick”, i.e., not only quantitative
but most importantly qualitatively relevant (Schiuma and Carlucci 2021: xxv).

 “The hypothesis of the mutation of art due to digital transformation has been widely ac-
cepted, but it is also worth reversing these suppositions. As Kenneth Goldsmith states, ‘if one
thinks about it, the engine that drives the internet is literature [...]. It gives the possibility of cut-
ting, copying and pasting, imitating the movements of language. Language has never been
moved in the way that we are moving it today (14 February 2014)’.” (Helgueta Manso 2022: 43).
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ii. Series and construction (Tynyanov). These concepts belong to Russian for-
malism. The former refers to the property that the literary text has of breaking
down into different units of meaning, the same procedure that algorithms use
today. The latter refers to the “constructive function” and “relational function”
of literary works, texts and units in similar “series” or systems of correspon-
dence, as occurs in computing. Obviously the selection of texts, topics or units
of meaning has a subjective or immanent component in literary criticism, as
the algorithmic training of data processing also has, which presupposes a
“value in itself” of the elements (i.e., Topic Modelling). This is why human –

and humanist – readers are needed, to supervise the constructed computa-
tional models, since the aforementioned relational value is responsible for the
recontextualization of texts in series – and one must remember here that a
context is a point of view – as well as for its decontextualization.

iii. Intertext (Bakhtin and Kristeva). The theory of intertextuality, structuralist
in origin, is based on the assumption that all text refers to other texts (in
ideas and statements, in diachrony and in synchrony), in a more or less evi-
dent way (Pozuelo Yvancos 1994). This value of repetition or of the quotation
also works as the constituent principle of algorithms that work with big data
to come up with the correlations of a “series” or accumulation of meanings.
Moreover, it is interesting to bring in here other literary notions such as “paro-
dy” and “irony”, which require human involvement for their interpretation:
machines operate with quotations or literal reproductions and this distorts the
meaning.

iv. Rhizome and Diagram (Deleuze and Guattari). The epistemological defini-
tion of rhizome is well known and appeals to concepts that explain, many
years in advance, the functioning of data science: multiplicity, modification,
lines of flight, the calque and replication, connections and associations, as
well as the absence of a centre and of a hierarchical model. The same occurs
with the Deleuzean notion of diagram, which is chaos and seed, a “possibility
of fact” and a “modulation”. Both ideas appear to me to be fundamental for
thinking theoretically about the form and procedure of Big Data.

To conclude: methods of analysis “tend to be concealed, are legitimized as neutral
in themselves, as supposedly independent” (Rodríguez 2011: 95), but they are not.
The problem lies in that one must know how to grasp those interdependent and
transdisciplinary relations, which are often “invisible” (cf. Merleau-Ponty 1979). It
is humanists who can do this, because they are the ones who have the compe-
tence of crossed and situated reading, although the task represents an epistemic
and academic challenge. I am convinced that these days there is no sense in sepa-
rating literary criticism – its ideological construction – and data analysis – quan-
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titative and computational methods – although the former deals with the object
in a simultaneous order – synchronic and micro – to unravel its principles and its
limits, while the latter does so in a chronological order – diachronic and macro –

to situate specific literary productions in a historical process that answers to a
given social matrix, not exempt from colonial and gender biases. Computational
criticism supplies the appropriate set of tools for the theoretical, historical, mate-
rial and aesthetic knowledge of the literary work, but in turn this science is modi-
fied and is augmented with humanistic, philosophical, feminist and decolonial
tools. Ultimately, the relationship between literature, big data and artificial intelli-
gence does not only point to other forms of knowledge and representation, but
to new crossovers between the theory and the praxis that create value: social, cul-
tural and academic.
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Azucena G. Blanco

Epistemology and Big Data: From
Grand Narratives to Big Data

This study sets out to reflect on the change of episteme that the transformations
in power-knowledge relations have brought about through the contemporary
epistemological model of Big Data. I propose a work in process – it cannot be any
other way due to the intense topicality of the phenomenon, which is constantly
being developed and expanded. The main objective is to think about the power
that is associated with what we can know, and the way in which we know, in the
Big Data episteme. So, although its nature as a scientific tool can project – as has
already happened with other positivist methodologies before – the idea that its
scientific knowledge is universal and blessed with transhistorical unity, the truth
is that the very object of knowledge of Big Data – let us not forget – is historical,
given that it is translating a cultural language into data. In other words, it is cul-
tural and humanist knowledge, and therefore radically historical.

In 1975, Foucault published Discipline and Punish, in which he presented the
panopticon as a historical-epistemological model of disciplinary power. From
that year until today, one could say that the models of disciplinary power have
followed the line of an ever more methodical and global panopticism, in which
Big Data is presented as a network of networks of power based on statistical data.
This is how Byung-Chul Han conceives it in The Transparency Society (2012). Un-
like Baudrillard in Simulacra and Simulation (1978), he considers that:

at the moment, we are not experiencing the end of the panopticon, but rather the beginning
of an entirely new, aperspectival panopticon. The digital panopticon of the twenty-first cen-
tury is aperspectival insofar as it no longer conducts surveillance from a central point, with
the omnipotence of the despotic gaze. The distinction between center and periphery, which
is fundamental to the Benthamian panopticon, has disappeared entirely. The digital panop-
ticon functions without any perspectival optics. That is what makes it efficient (45).

Note: Where texts cannot be found in English, the translations are mine.

Note: This publication is the result of the R&D project of the Ministry of Science and Innovation Proc-
esos de subjetivación: biopolítica y política de la literatura. La herencia del primer Foucault (“Proc-
esos de subjetivación: biopolítica y política de la literatura. The In a footnote, add: This publication is
the result of the R&D project of the Ministry of Science and Innovation Procesos de subjetivación:
biopolítica y política de la literatura. La herencia del primer Foucault (“Procesos de subjetivación: bio-
política y política de la literatura. The legacy of the first Foucault” PID2019-107240GB-I00).

Open Access. © 2024 the author(s), published by De Gruyter. This work is licensed under the
Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 International License.
https://doi.org/10.1515/9783110753523-004

https://doi.org/10.1515/9783110753523-004


As Han says, the absence of perspective makes it more efficient because it can be
produced simultaneously, from all perspectives. In the disciplinary society, the
imprisoned cannot communicate with each other nor see each other: “For the
purpose of improvement, one reads in Bentham, they are exposed to isolation”
(46). For Han, however, the digital panopticon is different from Bentham’s be-
cause it is connected and communicates with itself: “Not lonesomeness through
isolation, but hypercommunication guarantees transparency” (46).

Far from the exhaustion of this device of power that Baudrillard predicted at
the end of 1970s, the panopticon – as per Bernard Harcourt in Exposed Desire and
Disobedience in the Digital Age (2015) – has attained such a current relevance that
it has become one of the most recurrent metaphors in the studies on this issue
(along with others such as Orwell’s Big Brother, or that of the Matrix). Today, it
has even come to develop legal aspects:

The metaphor has reached into the legislative and constitutional debate as well, especially
in the controversy surrounding the constitutionality of the NSA’s bulk telephony metadata
program. In the related judicial opinions and commission reports, the new “surveillance
state” is being variously described as a great protector and selfless warrior by one federal
judge in New York, as Big Brother by another federal judge in Washington, D.C., and as a
New Deal–like administrative savior by President Barack Obama’s advisers (Harcourt 2015:
position 958 of 7602).

The author adds a new metaphor to this pile, elaborating on Han’s idea of the
society of transparency: “our mirrored glass pavilion”. This lies at the basis of
what he proposes as the birth of the expository society in the digital era:

Part crystal palace, part high-tech construction, partly aesthetic and partly efficient, these
glass and steel constructs allow us to see ourselves and others through mirrored surfaces
and virtual reflections. They are spaces in which we play and explore, take selfies and pho-
tograph others. At times they resemble a fun house; at other moments they make us anx-
ious. They intrigue and amuse us. They haunt us. And they hide pockets of obscurity
(Position 1890 of 7602).

I would like first to consider some questions that are related with these new devel-
opments of disciplinary power that enable a more effective panopticism, unchained
from the traditionally disciplinary spaces such as the workplace, hospital, school,
prison, and so on, until reaching what has traditionally been called the space of
“private life”. For is the power related to dataistic society a disciplinary power,
or does this epistemological model and its decentralization from the afore-
mentioned spaces toward the space of privacy combine it with another type
of power in our societies?

Furthermore, I would like to question whether this epistemological transfor-
mation in 21st-century society – or what we define as a change of episteme “from
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grand narratives (or master narratives) to big data” – also opens up other ways of
resistance, “machines of resistance” (Deleuze/Foucault), using literary and artistic
hermeneutic models. For the first question, I join Harcourt in replying that we
are facing a new model of power, which Foucault defined as “the power of the
shepherd”, and which other authors have already called “digital pastoral power”.
For the second question, I will test out some of the proposals made by James
C. Scott in Domination and the Arts of Resistance: Hidden Transcripts (1990), a
work that does not address the questions of digital society but which, given that
Scott starts out from generalizable anthropological hypotheses, should give us re-
sources for our question, can we resist (against) digital pastoral power? Be-
cause, as Cigüela Sola states: “it is no longer only a question of a set of tools to
analyse more data more quickly, but that it is producing highly significant effects
in our personal, social and political life, in the way we inhabit our own body
(think about the data-gathering techniques on our health) and our own cities
(think Smart Mobility)” (Cigüela Sola, 2017: 36).1

1 Pastoral Power in the Digital Society: Power
in Your Living Room

Continuing with Harcourt’s metaphor from above, we could add that the power
enters your living room and turns it into a fairground . . . Jokes aside, one of the
key questions in the definition of the concept of disciplinary power is that, as I
have said, it separated some individuals from others; it left them incommunicado.
This was the model upon which Bentham imagined the panopticon: the subject
who was to be disciplined could not communicate but is observed at all times. In
the transparency society, in Han’s terms, we are not incommunicado or isolated,
or at least not in appearance; rather, the channels of communication have multi-
plied, diversified and branched out, and they are realized from inside the private
space. And surveillance, likewise, acquires the complexity of a hall of mirrors, as
Harcourt indicated.

 Original: “ya no se trata solo de un conjunto de herramientas con las que analizamos más
datos y más rápido, sino que está produciendo efectos muy significativos en nuestra vida per-
sonal, social y política, en el modo que habitamos nuestro propio cuerpo (piénsese en las técnicas
de recogida de datos sobre nuestra salud) y nuestras propias ciudades (piénsese en la Smart
Mobility)”.
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In Security, Territory, Population (1978),2 Foucault introduces the concept of
pastoral power – a type of previous government that in the modern state would
be called governmentality3 and that is at the basis of a “society of security”.

Pastoral power has its origin in a religious type of power: “the pastoral rela-
tionship in its full and positive form is therefore essentially the relationship of
God to men. It is a religious type of power that God exercises over his people”
(170). This is a power that is no longer characterized by isolating the citizen-
subject, but “is exercised over a multiplicity on the move” (Foucault 2006: 171),
which lets itself by guided by the pastor. For this power is not exercised with vio-
lence but concerns itself with ensuring the life of all and every one of the mem-
bers of the multiplicity. It is a benevolent power that watches over the “security”
of everyone. We should remember at this point that our first steps toward the
loss of our privacy came with the request for our data, validated by the investiga-
tions that took place after the 9/11 terrorist attacks. President Bush spoke of the
need to look after innocent citizens who, being innocent, had nothing to hide.
Only those who were hiding wrongdoing that affected all society had reason to
fear, because they would be removed from the flock.

Similarly, pastoral power is founded on its mobile capacity and, therefore, on
the need to guide this shift – that is, it is exercised by shift and conduction. In the
words of Cigüela Sola: “it has to be a dynamic power that moves the flock to cer-
tain places and certain practices, at the same time as removing them from others”
(2017: 47).4 This is thus the type of power that the global world demands: techni-
ques of pastoral control – power of conduction.

The question we now need to pose is, how is this benevolent conduction pos-
sible in our society? According to Foucault, pastoral power is related to a politics
of truth: pastoral power is exercised in a daily way; it is a necessary guide.5

These types of power relations are so asymmetrical, argues Harcourt, that
they do not even require coercion or discipline, and one cannot even talk pre-
cisely of removal: on the contrary, “we are giving it freely and voluntarily, with
love, desire and passion” (Cigüela Sola 2017: 41).6 It is a veridical participation, in

 A study prior to his work on biopolitics, which he would develop in the following course of
lectures in 1979/80, and has been published under the title, The Birth of Biopolitics.
 Foucault defines governmentality as “the way in which the conduct (conduite) of a set of indi-
viduals became involved, in an increasingly pronounced way, in the exercise of sovereign
power” (364).
 Original: “ha de ser un poder dinámico que mueva al rebaño a determinados lugares y a deter-
minadas prácticas a la vez que los saca de otros.”
 Note that the techniques of confession, in Christianity, are aimed precisely at a dependence on
the confessor/guide.
 Original: “la estamos proporcionando libre y voluntariamente, con amor, deseo y pasión”.
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that the observed subject constantly forgets that they are being watched. And, in
part, we could consider that this comes from most people’s incomprehension of
the complexity of the algorithms. As per Harcourt, taking the Derridean concept,
they are given a “mystical foundation of authority”, because we carry on im-
mersed in a hauntology.7 The justification of the marketing of our data is also
based on this same spectral ontology. Joseph Vogl, in The Specter of Capital
(2010), argues that the statement “the market knows better” is a secular version
of Adam Smith’s faith in the market’s “invisible hand”, his economic interpreta-
tion of the providentialist theodicy of the 18th century, which later hardened into
an oikodicy, an unquestionable belief in the beneficence of the self-regulation of
market forces. Vogl shows that the financial theory, aided by mathematical
modelling and digital technology, in essence works like a “hidden hand”, pushing
economic reality toward unknown territory.

We can therefore conclude up to this point that, if we consider daily com-
munication through networks and in the constant checking of messaging apps,
the lack of communication – a defining trait of disciplinary power previously – is
not a characteristic of our situation. It is a fact that we communicate with each
other (though what we communicate about is another matter, as is how we do it
and whether this communication is free). The digital society provides us, there-
fore, with the platforms of communication, selling the idea of a “secure communi-
cation” space, as though it were a confessionary or a psychiatrist’s couch, and it
observes, registers and classifies all this information as “conduct knowledge of
the citizens”. Think of the apps that intend to care for our health: counting steps,
measuring heartrate, and encouraging us to overcome our personal goals, almost
like a mother who is watching over our individual achievements.

As Han argues in Psychopolitics: Neoliberalism and New Technologies of
Power, its “friendliness is what makes surveillance so efficient”, precisely because
this is what legitimizes its invasive and constant nature (2017: 39). According to
Han, the current regime of knowledge is a “microphysics of power”, in which the
political or economic power knows so much about the citizens that they are able
to mould their “offer” to their subjectivity (62).

 Derrida developed the concept of mystic authority in The Specters of Marx (1993) and in The
Force of Law: The “Mystical Foundation of Authority” (1994).
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2 Digital Affectivity, Privacy and Crisis
of Exteriority: Power Asks for your Things,
Pretty Please

We can state, without any worry of being wrong, that we have developed an af-
fective dependence on these modes of communication. As Olga Subirós and José
Luis de Vicente, curators of the exhibition “Big Bang Data” (2014), declared: “we
are data”. And, as Byung-Chul Han explains in The Transparency Society:

the particularity of the digital panopticon is that its inhabitants actively collaborate in its
construction and maintenance by putting themselves on display and baring themselves.
They display themselves on the panoptic market. [. . .] The society of control achieves per-
fection when subjects bare themselves not through outer constraint but through self-
generated need, that is, when the fear of having to abandon one’s private and intimate
sphere yields to the need to put oneself on display without shame. (46)

When I say affective dependence, I also mean it in the sense that Remedios Zafra
(2017) has of enthusiasm, in her work of the same name: the enthusiasm with
which we give up our data to friendly questioning. Zafra has tackled in depth
how capitalism has instrumentalized the principles of will: creativity and enthusi-
asm, in contrast to other historical periods when art was considered “a socially
non-productive activity”. According to Zafra, capitalism has appropriated the ma-
chinery of enthusiasm – that is, “induced enthusiasm”, fuelled by the logic of the
market (31). And she goes on to write: “The reason for their incentive can be
found in the fact that this induced enthusiasm has become a capitalist tool that
makes it possible to keep up the pace of productivity, hide conflict beneath a
mask of motivation capable of maintaining the demands of production at less
cost”8 (31). We could, ultimately, call this enthusiastic shepherding.

Indeed, it seems that we have turned a deaf ear to one of the warnings Fou-
cault gave us about fascism in his introduction to Anti-Oedipus by Deleuze and
Guattari: “do not become enamoured of power”, because “it is the connection
of desire to reality that possesses revolutionary force”. We were also warned
against this fascism – which Antonio Méndez Rubio calls “low-intensity fascism” –

by Pier Paolo Pasolini in his Lutheran Letters:

 Original: “La razón de su incentivo puede encontrarse en que este entusiasmo inducido se ha
convertido en herramienta capitalista que permite mantener la velocidad productiva, esconder
el conflicto bajo una máscara de motivación capaz de mantener las exigencias de la producción a
menor coste”.
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Consumerism can create “social relations” which are not subject to modification; in the
worst case creating a new techno-Fascism in the place of the old clerico-fascism (which
could probably come about only if it were to call itself anti-Fascism) or, as is now more
probable, by creating a context for its own hedonistic ideology a context of false tolerance
and of false laicism: that is to say, the false attainment of civil rights (Pasolini 1987: 124).

To these words we could add: a context of false confidence and of freedom to
speak. Both Remedios Zafra and Carissa Véliz – who recently published her best-
seller Privacy is Power: Why and How You Should Take Back Control of Your Data
(2020) – both argue for an exit from electronic systems. Because, Véliz says, “any
social system depends on the cooperation of the people. [. . .] If we stop cooperat-
ing with surveillance capitalism, we can change it” (78). The aforementioned exhi-
bition, “Big Bang Data”, gave its catalogue the title, Anonimízate. Manual de
autodefensa electrónica [Go Anonymous: Electronic Self-Defence Manual] (2015),
and it was presented in the style of a manual with techniques of resistance to dig-
ital surveillance.

However, the question we now ask is: is it possible to leave the system, if
our spectral ontological condition currently depends on our constant expo-
sure on social networks, on teaching platforms, on online communication
apps (are we data)? If the opinions of citizen-subjects are configured through
politicized messages that direct their opinions to where they meekly want to go,
is leaving the device a real exit from the system of the computerized world?
Street cameras, the mobile devices that can record us without our knowledge, at
a concert, at a demonstration, or in our classrooms . . .

3 The Art of Resistence: Hiding in Plain Sight

In Domination and the Arts of Resistance: Hidden Transcripts (1990), James C. Scott
distinguishes between “public discourse” and the “hidden discourse”. Like Carissa
Véliz, Remedios Zafra or the Groupe MARCUSE, among others, in James C. Scott we
find a praising of exteriority: in his work on cultures, he observes how the sup-
pressed, the dominated, hide to express themselves with freedom. “Finally, sub-
ordinates in such large-scale structures of domination nevertheless have a
fairly extensive social existence outside the immediate control of the dominant.
It is in such sequestered settings where, in principle, a shared critique of domi-
nation may develop” (xi). Thus, resistance, marginal dissidence, can be ex-
pressed hidden from power relations. As Scott says:

Every subordinate group creates, out of its ordeal, a “hidden transcript” that represents a
critique of power spoken behind the back of the dominant. The powerful, for their part,
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also develop a hidden transcript representing the practices and claims of their rule that can-
not be openly avowed. A comparison of the hidden transcript of the weak with that of the
powerful and of both hidden transcripts to the public transcript of power relations offers a
substantially new way of understanding resistance to domination (xii).

In other words, resistance is often carried out in hushed tones, because there are
certain things that cannot be spoken directly to power. These forms, according to
Scott, take on the hue of literature. In the same way that literature was a form of
critical writing, as per Bakhtin, in popular culture as well the modes of resistance
are related to the carnivalesque principle: “We are saved from throwing up our
hands in frustration by the fact that the hidden transcript is typically expressed
openly – albeit in disguised form” (xii–xiii). It is “the infrapolitics of the power-
less” (21). Therefore, Scott considers that, against the idea of conformism, of false
class consciousness or of hegemony, in a society that does not appear to repress
our freedom violently, the forms of resistance are, again, in a kind of codified
language:

When it comes to understanding why the Western working class has apparently made an
accommodation with capitalism and unequal property relations despite its political rights to
mobilize, one finds, again, both thick and thin accounts of ideological hegemony. The thick
version emphasizes the operation of what have been called “ideological state apparatuses,”
such as schools, the church, the media, and even the institutions of parliamentary democ-
racy, which, it is claimed, exercise a near monopoly over the symbolic means of production
just as factory owners might monopolize the material means of production. Their ideologi-
cal work secures the active consent of subordinate groups to the social arrangements that
reproduce their subordination (Scott 2004: 100).

Scott’s hypothesis is, therefore, that resistance is possible as a capacity of denial
in the hidden discourse of a group against forced submission (experiences of
slaves, castes, workers), because even when it is accepted, since the class differ-
ence is “crushing”, this does not mean that a class conflict is not generated.

Two humanist and enlightenment hypotheses persist in Scott’s argument,
which he himself argues, via Sharon S. Brehm (Psychological Reactance: A Theory
of Freedom and Control, 2013). First, that “there is a human desire for freedom
and autonomy that, when threatened by the use of force, leads to a reaction of
opposition” (109) – which corresponds to the principles of liberté and egalité.
And second, “the essential point is that a resistant subculture or countermores
among subordinates is necessarily a product of mutuality” (119) – which corre-
sponds to the principle of fraternité.

Therefore, resistance occurs: (1) in plain sight; (2) creating an exteriority in
the very interior of the system, with traits of the carnivalesque principle; and (3)
guided by the principle of class solidarity. This resistance is what defines the
characteristics of this hidden discourse:
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1) the hidden discourse is a social product and therefore the result of the power
relations between subordinates.

2) as popular culture, the hidden discourse does not exist as a form of pure
thought; it exists only insofar as it is practised, articulated, manifested and
disseminated within marginal social spaces.

3) the social spaces where the hidden discourse grows are, by themselves, a con-
quest of resistance, which is won and defended in the jaws of power (175).

The subordinated classes thus appropriate the classic hermeneutic principle and
turn it on its head (carnivalesque principle): there is a hidden truth, which is not
visible to power, but is the truth of the resistance. The resistance reuses places and
discourses from which domination and subordination were traditionally exercised.
Scott gives us several examples, one of which is of the slaves in the southern USA
before the civil war. These slaves practised a form of Christianity as resistance:
while the preachers, tied up with the interests of the masters, emphasised the New
Testament passages on meekness, on offering the other cheek or making more ef-
fort, “the offstage Christianity, as we know, stressed the themes of deliverance and
redemption, Moses and the Promised Land, the Egyptian captivity, and emancipa-
tion. The Land of Canaan, as Frederick Douglass noted, was taken to mean the
North and freedom” (116). It was their way of showing their “disagreement” within
the very discourse of power, using the hermeneutic principle of inversion, whereby
they used Christian readings to empower the enslaved population.

4 From Grand Narratives to Big Data:
The Ideological Construction of Truth
or Verisimilitude

According to Foucault, power and knowledge, as historical production of the
truth, are always intertwined. The truth is of this world and is produced here
thanks to many impositions. That is, here it has regulated effects of power, by
which every society has its regime of truth, its “general politics of truth”: the
types of discourse that they accept and make work as truths.

The ideological constructing of truth is something that the system has learned, and
all the all the agencies of political campaigns of recent years (the examples of post-
truth in Trump’s campaigns, among others, were very much sounding in that direction,
while the uses of quantification and analysis in the pandemic are all too familiar).
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Post-truth is based on what we could call a “social verisimilitude”, that is to
say, detecting and working on those stories that are not true but are plausible for
a majority of the population, and which Big Data helps to illustrate. According to
Boyd and Crawford in “Critical Questions for Big Data” (2012), Big Data is a phe-
nomenon that is not only concerned with the technological and analytical – its
more obvious functions – but also with the mythical: in the way we construct the
truth about ourselves and about our societies, in the way we associate certain
views, both utopian and dystopian, with this phenomenon, and in the way in
which we think of it as the solution to immemorial problems and also as the ori-
gin of new threats: “This is where, therefore, the mythical nature of this technol-
ogy lies: Big Data currently forms part of the process of mystification typical of all
authority that makes decisions self-referentially” (Cigüela Sola 2017: 40).9

Big Data, therefore, is a fundamental tool in the politics of truth in our time.
And, like all tools (tekné), it can be used in different ways in the processes of ve-
ridiction (ways of telling and constructing the truth).

5 Notes for A Hermeneutics of Data: Modes
of Reading as Modes of Resistance

As we have seen, the age of digital power is that of a power of digital shepherd-
ing, which mobilizes its population by analysing the traits and limits of their so-
cial verisimilitude. The arguments extolling exteriority seem difficult to accept,
insofar as the system of digital surveillance extends its mechanisms of quantifica-
tion beyond personal liberty, gathering data that we do not give up voluntarily.
For this reason, it seems to me that James C. Scott’s proposal of a countercultural
resistance is more productive, as it allows every citizen-subject “to hide in plain
sight”. In his study, Scott shows us two modes of resistance: that of subjects who
“appropriate” typical elements of power in order to invert them carnivalesquely,
to twist their subordinated meaning and direct it toward a silent subversion that
is woven into a network of solidary collaboration; and a methodological mode,
which he puts forward with these modes of reading.

Taking these suppositions, I would like to conclude with the following three
ideas, which are a working principle:

 Original: “Es ahí, por tanto, donde radica el carácter mitológico de esta tecnología: el Big Data
forma parte actualmente del proceso de mistificación propio de toda autoridad que decide
autorreferencialmente”.
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1) The need for a hermeneutics of data that is in itself a subversion of quantify-
ing reading (dataism).

2) The need for forms of narrating the world that we inhabit, with Big Data as a
tool. I consider that Big Data does not only offer useful quantification data
for a bolder and more effective capitalism, but also new strategies of reading
(Little Big Data), forms of articulating new narratives, and new grammars
(José Luis de Vicente and Olga Subirós: Big Bang Data, CCCB 2014).

3) How to read data? I began this article pointing out that the knowledge derived
from Big Data is always historical and subject to interpretation. It would thus be
necessary to introduce specialized corpora to respond to diachronic questions,
conscious of the historicity of our readings. This would enable, for example,
etymological reflections typical of phenomenological hermeneutics, though
this hermeneutics would be based on rhizomatic analysis (Deleuze), intertex-
tualities (Bakhtin) and grafting (Derrida): a historical hermeneutics of dissemi-
nation. Although the media patterns are finite, virtual readings are historically
variable, and infinite in their epistemes (virtuality as potentiality).

I will conclude, therefore, that “knowing how to read is knowing how to resist”.
In this way, the readings that we propose should be a thorough examination of
the present and, at the same time, an archaeology of the future.
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José Antonio Pérez Tapias

Is ‘An-other Humanism’ Possible
through the Folds of Big Data?

Big Data Through the Ambivalence
of the Technology that Drives the
Information Revolution

The information revolution has had such a thorough effect on our culture that we
can fairly say that we live in a digital culture. It has brought us, with its succes-
sive revolutionary stages within itself, to the era of so-called big data and artificial
intelligence. In this era, having the mass data that computing and telematics pro-
vide in the most varied of fields, new paths have opened up not only to learn
more about our reality in its different dimensions, but also to affect it in such a
way that we are seeing transformations of such magnitude and depth that they
constantly give rise to an overpowering vertigo, even when these changes can be
valued positively – which, however, is not always the case.

Undoubtedly, the capacity of technology is astonishing, and at the same time
overwhelming: to handle millions and millions of data, in quantities that are easy
to put into words but difficult to imagine, in order to extract from them, by
means of algorithms that continuously expand the sphere of artificial intelligence,
information capable of being converted into knowledge, whether for scientific
progress, for greater financial gain, or for political manipulation. It is well known
how having at one’s disposal work that is well-oriented and effective with big
data has a positive impact on the development of biotechnology. This has led to
impressive results in genomics, for example, and spectacular applications, as has
occurred in what is called biosurgery, hand in hand with nanotechnology. Never-
theless, even in fields such as these, we can see the ambivalence of the technolo-
gies that revolve around big data. For what is revealed with them can both help
to deal with diseases that are difficult to treat, and provide data – and predic-
tions – about health, including proclivity to certain pathologies, for millions of
people. This can easily lead to medical practice, social guidelines or financial deci-
sions that would be damaging for these people in light of the predictions made.
We know how and why such harm is socially concentrated at one point: the in-
crease in inequalities, whether by how the information accumulated in this way
about individuals, social classes and groups susceptible to (even more) discrimi-
nation is handled, or by the actual difficulties of accessing these sources of infor-
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mation, or by the way in which the data they handle are made available (Eubanks
2021).

It is nothing new that computer and telematic technologies show both posi-
tive and negative possibilities in terms of their application. This has occurred and
continues to occur with all the techniques and technologies that humanity has
brought into being. What is new here, indubitably, is the weight of that ambiva-
lence in these new technologies; just as their positive effects can be great, so can
their negative consequences be immense. In addition to this ambivalence is the
way in which, from their beginnings, many of the data that are subjected to algo-
rithmic processes to extract the required information are obtained. When these
data concern what takes place in the public sphere, from how the financial mar-
kets work to what the dominant trends in the literary field are – something of
particular interest for the digital humanities – the obtaining of data should not be
marred by processes that violate the freedom of individuals and their discretion
with regard to the privacy of their lives. However, when the data are obtained
using the footprint that all of us leave when we use digital resources, when we
browse the internet, when we write emails, when we look up websites, when we
interact through social networks, et cetera, then that is a whole other matter. In
such cases, even while we as individuals may be aware that through these practi-
ces we are promoting the sale – without any profit to ourselves – of information
about our habits, our convictions, our most personal decisions, and our most inti-
mate messages, it is clear that we are faced with a serious, unresolved problem
regarding ethical and – where applicable – legal limits concerning the obtaining
and use of these data, just to prevent abuses.

The debates that revolve around such a thorny issue have, moreover, become
especially vital since it has been shown how such use and abuse of what is done
with the big data obtained in this way brings with it pernicious effects, whether
in economic dynamics or in the political life of our societies, as well as possibly
entailing harmful consequences for individuals. It is a clear fact that the algorith-
mic treatment of mass data provides valuable information for economic activity,
from which, moreover, the most powerful businesses profit, starting with the
very technological companies that dominate this same field. From the point of
view of the market, it turns out that the conditions for competition are seriously
affected. Intense concentrations of economic power have been facilitated, with
strong monopolistic tendencies, which at the very least end up in oligopolistic
conditions that have an enormous effect on the dynamics of capitalism today.
This capitalism, which has been characterized by a dynamic marked by the pri-
macy of finance, is now also being reshaped as “surveillance capitalism” – be-
cause capital gains now gravitate towards a new merchandise: the data that,

56 José Antonio Pérez Tapias



individually and collectively, we offer up to the large companies that dominate
the digital realm (Zuboff 2020).

To be concise, the appearance of new fronts of economic activity due to the
use of a massive growth of digitally available information seems to favour the addi-
tion of new “entrepreneurs” to the business sphere; yet it also reinforces the expan-
sion of capitalist logic to fields of activity that heretofore had remained untouched.
If people’s data, people’s lives, become merchandise whose commercialization – ir-
respective of the people – provides high added value, activities that until recently
belonged to the sphere of privacy in individual lives, such as travelling or owning
one’s own home, are now fully part of the dynamics of intensive economic ex-
change. What was known as the “sharing economy” ends up becoming pure capi-
talist economic exchange beneath a label that has cooperative connotations but
which is actually one of subterfuge or concealment. The “uberization” of many ac-
tivities confirms that capitalism is still omnivorous and voracious in the age of uni-
versalized digitalization.

From a political point of view, the handling of big data has introduced new
ways of acting that have a large impact on the dynamic of our societies. If the
available mass data makes it possible to have extremely precise knowledge about
social trends, states of opinion, political preferences, and so on, and all this ena-
bles decision-making with a greater margin for political accuracy, then it is that
same availability that gives rise to the distortion of politics. This leads to anti-
politics, to serious interferences in actual electoral processes from the moment
that certain messages are spread on the internet and the various social networks,
which manipulate information and thus harm or benefit particular candidatures
or parties. And ultimately it gives rise to the spread and diffusion of the perverse
cognitive dynamic that we have come to call post-truth, which is devoted to sow-
ing lies and to consolidating the deceit that is expressly produced for political
profit – including, since big data makes it possible to know the inclinations and
emotional states of citizens, the cynical creation of supposed “alternative truths”.

Digital Humanities in the Age of Big Data

For good or for ill, the huge impact of everything that big data makes available to
us on our economic, social, political and cultural realities – taking into account
how it can affect our individual existences and the collective life we form a part
of – makes it an inescapable factor that we cannot ignore. This is also the case for
the humanities, or forms of knowledge relative to our human realities as such,
which we can see deployed in various areas, with different epistemic fields dis-
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tributed around them. With an always notable common denominator, these have
an enriching diversity in terms of knowledge about ourselves and the practices
that we observe through them, be they favoured or questioned. The humanities
encompass a wide range of fields, from the types of knowledge about languages
and literary traditions that they have given rise to – we can say this of the philol-
ogies and studies of languages and linguistics as forms of knowledge of communi-
cation in diverse societies and ages – to philosophy as critical and argumentative
knowledge regarding our forms of knowledge, aesthetic values and normative
principles, to the search for meaning, passing through the different types of his-
tory, which as knowledge of memory constantly bring the knowledge of human-
ity’s pasts to the present. And all this shares the company of disciplines such as
cultural anthropology and geography, forms of knowledge with humanist roots
that describe the plurality of cultures and spaces that humans inhabit.

The humanities, through their plurality and in their current state, neither can
nor should be separated from what big data, and the digital culture to which it
belongs, entails. They cannot, because they themselves are affected by the techno-
logical developments of our era: computing and telematics, which a few decades
ago we began to call “new technologies of communication and information”, have
had a bearing on the humanities, introducing profound changes in their ways of
working, with new epistemologies, and the issues addressed, and engaging with
new perspectives (Vinck, 2018). For example, the study of languages makes use of
the possibilities offered by data on linguistic uses in communities of speakers that
would have been unimaginable previously. Philosophy itself has to deal with new
moral dilemmas, such as in bioethics, wherein these “new technologies” have
modified scientific knowledge and medical practices. The treatment of texts, the
digitalization of documents, and the information accumulated about them by vir-
tue of it, having impacted the humanities in general, have notably changed the
ways of working in the field of history, including archaeology, with digital proce-
dures applied to the information obtained in fieldwork, or as has happened in art
history, with new knowledge that has led to spectacular innovations in the areas
of conservation and restoration of cultural assets.

If, by virtue of the aforementioned changes and the reassessments made in
the humanities as a result, we can speak of the digital humanities, encompassing
all the new epistemic developments that have taken place, not to mention the
promising nature of many of their approaches, then no less noteworthy is the fact
that the humanities must also deal with questions of digital culture that are un-
avoidable, both in the study of the facts and the processes that they fall within,
and also from a normative point of view, whether epistemological or ethical. Big
data – to give an example – can provide us with a huge amount of information on
the habits and behaviours of millions of people, which would support studies on
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the construction of identities and processes of subjectivation that are most cer-
tainly novel. But at the same time, as I noted earlier, big data assists highly re-
fined marketing or facilitates the gross manipulation of opinions that distort
politics, occasionally coming close to breaching – or even overstepping – individ-
uals’ right to privacy, and even breaking the most basic legal requirements re-
garding freedom of expression and information. No approach to the humanities
can avoid such tendencies, which are most noticeable in relation to problems
such as those considered by the perverse cognitive dynamic that we find underly-
ing the label post-truth, with negative political consequences (Pérez Tapias, 2018:
163–180).

Keeping in mind normative criteria when considering what can be done with
big data, not only ethical criteria but also epistemological criteria are relevant,
even essential. Digitalization provides new resources, through greater informa-
tion, to store more knowledge and strengthen diffusion via new communication
routes. Furthermore, it opens the way to generating knowledge in another way,
and this is what is boosted many times over thanks to the use of mass data, its
algorithmic treatment and the application of artificial intelligence. Hence one
cannot lose sight of a fundamental epistemological question that, though it has
been dealt with at length, is still of the upmost importance. This concerns being
aware that the mere accumulation of data, however massive it may be, does not
produce knowledge by itself. Obviously, the handling of big data has to be well
guided, from search and selection with precise criteria, to the unequivocal formu-
lation of the problems that need investigating or of the hypotheses that need ad-
dressing. Put concisely, having a lot of data is no guarantee at all that inductive
strategies will successfully lead to the knowledge we desire and the conclusions
we seek. Without clear questions there can be no satisfactory answers.

Delving deeper, where ethical and epistemological questions intertwine, we
have what for the humanities is never unwelcome – quite the contrary, it is what
we refer to when we talk of the question of meaning. The humanities, given that
their objects of study concern humans as subjects, must always meet the need to
move constantly between the interrelation of explain and understand, empha-
sized since the epistemological contributions of hermeneutics formulated in con-
temporary philosophy from Dilthey to Gadamer, Ricoeur and Apel. If sound
explanations increase our knowledge of human realities with new meanings
thanks to their articulation in well-founded theories, and also by being a compo-
nent of empirical comparison, as is widely present in the social sciences, the hu-
manities cannot give up trying to understand what such realities encompass,
including what is relative to the meaning with which at their core humans live
their existence.
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Therefore, the digital humanities, which though digital must still be humani-
ties, should not – and this is an epistemic task with an ethical dimension – lose
sight of the question of meaning (Pérez Tapias, 2003). Moreover, they must address
this question with reflexive contemplation, in terms of the most genuine meaning
of the expression, as well as how to consider everything related to meaning in
digital culture. And, more specifically, they must think about what it means to be
human in the digital medium, when mediated digitally, and how such mediation
comes about, critically addressing when and in what ways it becomes mediatiza-
tion, through the big data with which we operate in our world.

The Meaning of What is Human and the Humanist
Tradition

The humanities are committed to addressing the meaning of what is human. To
this we can add the consideration that, in the existence of all humans, what is key
is how we manage, individually and collectively, to travel along the paths that go
from the hominization we stem from to the humanization we must cast ourselves
toward. Moreover, it is in what we recognize as the humanist tradition that the de-
velopments focused on it have hastened into – at least in the vectors that we con-
sider shapers of the humanist tradition identifiable as western, however much it
may harbour universalist pretensions. It should be stated, therefore, that those hu-
manities in which that tradition reaps its harvest cannot be disassociated from the
humanism that has been forged in them through the various contributions that
have enriched it. Hence if we speak of digital humanities, we are obliged to con-
sider which humanism it is that they maintain or promote. Furthermore, if we
were to conclude that they are contrary to continuing to weaving the thread of an
unrenounceable humanism – clearly needful of radical reconsideration – then we
would be at the point at which it would no longer do to talk of humanities, however
much we wished, by making them digital, to save an epistemic space for the forms
of knowledge that have constituted them.

At this point in time we cannot allow ourselves any naïveté when speaking of
humanism. Although the roots of its intended meaning are found in Graeco-Latin
thought, one should not disregard the humanist components of other traditions,
such as Enrique Dussel with regard to the Semitic world and, more specifically,
the Hebrew tradition, or as Erich Fromm has shown of the presence of humanist
components in different cultures. Yet though we may underscore that statement
by Protagoras, long established as a mandatory humanist reference, in that “man
is the measure of all things”, and highlight the contributions of major figures
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such as Cicero or Seneca, expanding the conception of the human to some more
effectively universalist terms – the humanitas that every individual intensively
bears, widely recognized by all members of humanity – we are not exempt from
critically confronting what underpins humanist discourse, even by those who in
the Renaissance eagerly took up that thread, such as Petrarch or Pico della Miran-
dola. Indeed, such a requirement for critical reception is accentuated with regard
to how humanism has become reformulated in modern philosophy.

After what was described as the anthropological turn of the Renaissance, the
protomodernity that began to excel in the culture of the Baroque – which in the
thought of the Spanish Baroque found expression in the work of authors such as
Francisco Suárez and Baltasar Gracián – was able to consolidate its humanism in
a new anthropological conception, certainly, and in those ideas of ius naturale
that used it to support a whole legal architecture around human dignity (Bloch,
2011). Such an ethical-political core would come to be a common element in all
the humanist conceptions that followed, no matter that many of their construc-
tions came to be the object of criticism due to their ethnocentric biases or ideologi-
cal functions that were precisely contrary to the demands of that postulated
dignity.

Modernity, which on the plane of thought gathered strength with the meta-
physics of the subject that began with Descartes, added the value of autonomy to
that demand for dignity, which, stated first as belonging to consciousness in the
exercising of rationality, began to forge ahead as moral autonomy – Kant being
the culmination in this aspect – with the consequent requirements transferred to
the political field as claims for rights that should accompany the formation of the
condition of citizenry in what would in time be nascent democracies. While not
diminishing the criticism Heidegger formulated of a humanism in debt to an
onto-theo-logical view that it had not shed, trapped moreover in humanism’s drift
toward the nihilism that he himself wished to eliminate, we should not neglect
the atheist humanism of Feuerbach, in the interest of saving human dignity by
rescuing it from its bondage to religious alienation. Neither should we forget its
legacy in a Marx that, on the same wave, maintained the humanist vector, reposi-
tioning it in his historical materialism.

The crisis of that humanism arrived, in anticipation of the crisis of modernity
itself, after that boom of its versions incubated in the heat of existentialist cur-
rents, with Sartre and Camus at their head. Emerging from the same Marxist
camp was a strong critique of what was presented as “socialist humanism”, for
considering it an ideological creation according to the concept of ideology origi-
nating with Marx: the structuralist thought of Althusser erected an antihumanist
bastion – against even the humanism that could be found in Marx’s earlier writ-
ings, since the later works were framed in a “scientific” paradigm that was alien
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to the humanist corruption via Feuerbach, along with the legacy of Hegel. The
rejection of humanism gained ground with Foucault in “the death of Man”, a for-
mula that echoed Nietzsche’s “death of God” and with which there was a radical
questioning of a conception of man that, upon the pedestal of modern subjectiv-
ity, elevated the human being to an unsustainable deified condition, just as had
been advocated by a philosophy that was both anthropocentric and idealist, with
the social sciences themselves being affected by this concept since their outset,
including versions of them in the Marxist field. Such Foucauldian anti-humanism
prepared the way for post-humanism, in which many philosophical positions
have grounded themselves, and in the sphere of the humanities themselves, since
the crisis of modernity began to evolve into postmodernity. The questioning of
the subject, the critique of a strong concept of reason, the objection to a view of
history according to a mythicized progress and a way of thinking often unfolding
in the shadow of Nietzsche, given the context of a culture permeated by nihilism,
frame the criticism of a humanism for which the few proposals proffered for its
recovery appeared unviable.

When, in the crisis of modernity, the criticism of humanism intensified, the
questioning of it due to its connection to the metaphysics of subjectivity was
added to entrenchment in the vector that was a response to a critical radicaliza-
tion of ideologies: anti-humanism came to highlight how the humanist discourse
has fulfilled certain functions of covering up and justifying a social order with a
great deal of dehumanization. The general exposition of a conception of human-
ism linked to an idea of “human nature” that gave favourable scope to conserva-
tive political and religious approaches made humanism lose the emancipating
potential that it had had when it was a bastion for the defence of human dignity.
Humanism as an ideology became vulnerable to the most conservative interests
present in society. Furthermore, since the last decades of the twentieth century,
culturalist awareness has increased and feminist sensibility has strengthened,
and so criticism has intensified, accusing western humanism of ethnocentrism
and patriarchalism. Thus two fronts have opened up through which humanism is
undermined, ending up as a mainstay of a false universalism, and simultaneously
of a machismo underpinned by an androcentric view of the human.

With this kind of questioning of humanism, the humanities have been con-
stantly impacted by the criticisms that have been heaped upon them. Though
these criticisms are still relevant for the digital humanities, the latter finds itself
open to another front of criticism: the accusation that humanism is succumbing
to technocratism – or, phrased another way, to technological fetishism – as a con-
sequence of a development of computing and telematics that is at the mercy of an
instrumental reason that lacks purpose. The idolatrization of technology pro-
duced in such a case is what can give rise to the production of new applications
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of the pragmatist maxim that “one can do, or even should do, everything that it is
technically possible to do,” without further consideration about aims or a sup-
posed morally legitimate use of means in the handling of big data, for example. If
this is so, the meaning of the human becomes strangled between the algorithmic
folds that mass data are being hurled at to produce calculations in virtue of
which rules are established to be followed by humans or regarding them in some
way.

Is it Possible for Humanism to Recover,
and also Recover the Meaning of the Humanities
Themselves as Digital Humanities
of a Neo-Baroque Age?

The question that makes up the above heading contains a supposition, which
could well be considered a cryptically communicated enthymeme. It is this: if we
cease to sustain an approach that is somehow recognizable as humanist, it no lon-
ger makes sense to talk of humanities. I personally think that for different reasons
we still need to use the denomination “humanities” for the types of knowledge
that I briefly alluded to earlier, which we also, incidentally, call Arts (“Letras” –
literally “letters” – in Spanish). And to this I would add that the use of the same
word “humanities” becomes somewhat inconsistent if it is not accompanied by
humanist thought – a humanist thought that must be reimagined in order to sur-
vive once the criticisms made against previous versions of humanism, which can
no longer be defended due to the contradictions they contain or the epistemic
shortcomings they have accumulated, have been confronted and overcome.

The defence of the humanities and the proposal of a humanism that is sus-
tainable with good arguments, which is the heir to a tradition, but which at the
same time involves an excess in what is transmitted that exceeds what is captured
by ideological mechanisms, must be carried out in the context of the digital cul-
ture we are immersed in. This can be seen from another perspective as the cul-
ture of a Neo-Baroque age. This age shows many symptoms of the Neo-Baroque,
which should come as no surprise since the Baroque was the cultural movement
of a previous era of crisis – which marked the beginning of modernity – and that
if we now speak of neo-baroque it is precisely in the midst of the crisis, after a
few centuries, of that very modernity (Pérez Tapias, 2019: 297–312).

Baroque culture catalysed the crisis, between the end of the sixteenth century
and the start of the eighteenth century, that was produced by the collision and
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resulting vacuum between the old culture of Christianity and the new culture
that took off in modernity, with the Renaissance transition in between. We can
add to that collision of Baroque Europe – with particular prominence at first of
the Spanish Baroque or, more widely, the Iberian Baroque – with the clash be-
tween the European world of the conquistadors and the world of the indigenous
cultures in America that were invaded and subjugated by them. The current crisis
of the end of the twentieth and start of this century, meanwhile, is a crisis in
which we clearly see the emptiness of questioned social and political institutions
and secular ideologies of the modernity that is already breaking apart, overrun
by the economic processes, socio-political events and cultural phenomena of our
societies. It is worth pointing out some vectors in which all this takes place: the
computing revolution; economic globalization; states being exceeded by the mar-
ket (crisis of democracies under the neoliberal paradigm); the digitalization of
culture; the correlation between identitarianism and nihilism; and the environ-
mental crisis that has gathered around what we call climate change. On top of
that, there is the COVID-19 pandemic that since the beginning of 2020 has ravaged
humanity around the whole planet, affecting ways of life, the economy, social life,
political dynamics and the way we understand ourselves through a heightened
consciousness of vulnerability.

In the midst of these circumstances, new practices and new ways of thinking
have emerged and are being developed, which we can aptly call neo-baroque. At
the same time that we are seeking answers to the crises we are going through,
from ecological and economic answers to healthcare, we continue trying to ex-
plain the realities surrounding us, and ourselves in them, reconstructing resour-
ces to address, however fragmentarily – which is so baroque! – the nihilism that
invades us. This is the gravest cultural problem, with excrescences of cynical be-
haviours everywhere, analogous to how in the seventeenth century our predeces-
sors of the beginning of modernity dealt with the scepticism that then became
ubiquitous.

Whether with efforts still based on theological survival, or with creations
that were exclusively based on independent reason, the thinkers of the Baroque
Seicento attempted to come up with solutions to their crisis. One way or another,
in this new view of the world, they had philosophical-anthropological develop-
ments of a humanist nature at their disposal (though these had differing degrees
of coherence, particularly regarding their compatibility with universalizable re-
quirements of respect for human dignity, for example for women, people consid-
ered heretical, or Indians and blacks, who were subjected to exploitation or
slavery). Such contributions are of great value for comparing similarities and dif-
ferences between their baroque and our neo-baroque age, between their search
for answers in a world in crisis and ours in a world no less beset by new crises.
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Between the Folds of Leibniz as Baroque
Philosopher and the Folds of Big Data in our
Neo-Baroque

When searching for comparable references from the Baroque of modernity that
help us to consider ourselves in our Neo-Baroque crisis of modernity, it is Leibniz
who, from the end of the seventeenth century, gives us a body of work that is
particularly suited to the task. For Leibniz, moreover, there is the additional cir-
cumstance of his having been an exceptional mathematician, the creator of infini-
tesimal calculus and inventor of a suitable notation for it (invented simultaneously
but wholly distinct and apart from the similar intellectual feat by Newton, as is
well known). Between his infinitesimal calculus and his metaphysical thought, in
which ontology and theodicy are combined, there is an interesting correlation: an
ontology in which force displaces extension when thinking of reality, and in which
matter, insofar as force, is assimilated to spirit1 – an ontology that has a notable
structural correlation with his mathematical achievements in terms of conceptual
development.

Giving thought to the finite-infinite relationship in a construction of explana-
tions of reality capable of opening up pathways in the search for meaning, Leib-
niz offers a solution in a great metaphysical construction. This has two parts.
First, the ontology describes a reality made up of monads, some separated from
others, but each one with their own perspective on the world, and in such a way
that in turn each monad is a constructive result of other monads, according to a
principle of compossibility, by virtue of which the real world is formed and,
thanks to each and every one of the monads, is continually updated. Second, it
leads to a theodicy – a justification of God (in view of the glaring problem of evil
in the world) – that aims to demonstrate that this world is, thanks to that God, the
effective realization of the best of possibilities that can be conceived. Such is the
sufficient reason – the principle of sufficient reason, indubitably the “unifying ele-
ment of the Leibnizian system” (Saame, 1988: 125), which obtains both for truths

 Thus leaving behind Cartesian dualism, as Leibniz had already emphatically underlined in his
Discourse on Metaphysics, which preceded the great works of his philosophical thought (it was
written in 1686 but not published until 1846), notably in paragraph 18 on the importance of force
as opposed to extension, and the paragraph, following those in which he outlined his concept of
individual substance, in which he called it monad, differentiating it from Descartes’ concept of
substance (Leibniz 1983: 72 ff.).
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of reason and for truths of fact or contingent truths2 – which makes it possible to
give an account of reality and its meaning, in close relation to the compossibility
thanks to which the combinatorics of monads is considered the basis for justify-
ing this world as it is, in which its meaning, since the presence of evil becomes
neutralized, as a lesser evil, as not contradictory – principle of non-contradiction –

is at the core of the reality that is given as the best possible.
The sufficient reason that the compossibles provide is, therefore, the key-

stone to regaining a questioned meaning, when not lost, in the midst of the infi-
nite folds of reality – “pleats [replis] of matter”, “folds in the soul”, signs of
identity likewise of baroque thought (Deleuze, 2009: 11 ff.) – which is coiled in
each monad and which finds its unfolding in the forming of an order in which
the positions of every monad in the flow of the series they are found in leave
space for the human being to find their place and live their freedom through con-
ditions that are more and more enlightened by a reason that sheds light on the
need that emerges from those conditions. The ontology that speaks of a reality
constituted by monads, and monads of monads as dynamic substantial entities,
opens up to a humanist view in which humans find their place in the constant
flow between the folds of folds of a reality of unending complexity that, neverthe-
less, is in accordance with the “harmony pre-established” by a God who can only
want the best. This God’s existence is (supposedly) proved out of what is in effect
truly best, in a reformulation of Anselm’s ontological argument. Through the
same divine freedom, to the rhythm of the principle of reason, human freedom is
saved in that history of the world in which the possible – including the maximum
good – and the real – where the actual minimum of evil counts – are joined
thanks to the intelligence and will of God, thus writing, as is stated in the Theod-
icy, that “novel of human life” that is effectively universal history (Givone, 2006:
308–309).

Deleuze’s reading of Leibniz’s thought as a thinking of the fold has its corre-
late in the force and presence of the fold and the measureless fold of folds not
only in thought but also in Baroque painting and sculpture, in architecture and
even in music (Chambers, 2006: 101–130). Reality, and the human being at its
heart, is a monadological kaleidoscope, in which each part (monad) reflects the
whole, although the whole is not perceivable from and by any part. This can only
be done by the God that is indicated by a thought that tries to save reality in its
immanence based on a hubris of metaphysical principles through which the tran-
scendence of that same absent God is retained.

 As Leibniz states in his Monadology (par. 32–38) and in the corresponding paragraphs of his
Theodicy (for example, par. 44, 280–282 and 340–344).
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What our reality suggests is to associate the Leibnizian folds of folds with the
folds of an Artificial Intelligence, which could be considered a reiteration of infin-
itesimal calculus. Now it is a question of statistical folds in which the unfolding/
deployment of big data takes place to coil/refold them on the individualist condi-
tion of human beings with a virtual perspective on a world whose reality nobody
encompasses. Because it is only for the “great algorithm” which, transcending the
materiality of data, tells us that this world is the one that exists without any alter-
native – the “there is no alternative” attributed to Margaret Thatcher. This is the
discredited discourse in which the digital variant of the preestablished harmony
is reformulated, with the conclusion that this is the best of all possible worlds be-
cause there is no possibility of another – the digital successes do not annul the
neoliberal paradigm and its cognitive (that is, ideological) effects. It is thus as a
hubris of data – the dataism Yuval H. Harari discerned as counterpoint to the
atheism that the atheism of modern humanism culminated in, now promoted like
a new religion, so necessary for the transhumanist faith (Harari 2017: 400 ff.) –
that it carries with it the danger of big data as a threat to all humanist ambition,
including the commitment to the dignity of each and every human being.

The Proposal for “An-Other Humanism”, Also
Through Big Data, Opposed to Dataism

Being able to establish parallels in this way between the baroque folds of Leibniz
and the folds, with their unfolding and refolding, of big data, the limit of these par-
allels becomes apparent as soon as one observes that the nihilism of our technolog-
ical civilization is not capable of harmonious development in which meaning can
shine, as Leibniz still intended, albeit with his theodicy, for his humanism, running
through all the complexity of his ontology. Today not only do we know that theod-
icy is impossible, but that we prove daily that the “unbearable lightness of being” –
as per Kundera – in absence of theodicy, provides scandalous scope for cynicism
that appears in the various spheres of our lives (Pérez Tapias 2016: 410–417).

Is it possible to save sense without God, through a maze of algorithms in
which there is no Ariadne’s thread? Modern humanism, when all is said and
done, attempted it, but the very criticisms of humanism showed its failure. The
truth of these anti-humanisms concerns the shortcomings that they revealed of
prior forms of humanism. And the humanism that can be found in Leibniz not
only is not free of this diagnosis, but also contributed in part to bringing about
such criticism. In his book, The Era of the Individual, Alain Renaut points this out,
showing how Leibniz’s thought, as well as that committed reference to transcen-
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dence, sees its humanist pathos due to the extreme individualism of his monadol-
ogy (Renaut 1993: 60 ff. and 131–175). Hence, a non-individualist humanism is nec-
essary – although there is no reason why this should not aim to be metaphysical,
a point that Renaut himself comes to recognize, without it necessarily having to
accompany the rejection of individualism. Is this possible? As long as the aim is to
address the question of sense, metaphysics appears. Therefore, the answer we are
looking for would have to be provided by a humanism that entails an alternative
metaphysics with respect to previous iterations – ancient, premodern and even
modern; in other words, another sense paradigm. It is to such a need that Levi-
nas’s metaphysics of alterity responds, and it is because of this that the French-
Jewish philosopher can speak of a “humanism of the Other man”, for which recogni-
tion of the alterity of the other human through the constituent responsibility of
moral conscience, in which freedom is justified, is key (Lévinas 1993).

Taking Levinasian humanism as a starting point, rejecting individualism, one
can move on to reconsider the autonomy of the subject that has been inseparable
from modern humanism, beginning with that paradoxical heteronomy that Levi-
nas highlights as the seat of autonomy itself for those who must earn it in re-
sponse to another’s – or others’ – interpolation in the interrelation of co-subjects
in which demands of justice manifest themselves. It is true, however, that when
that autonomy matures and is exercised as responsibility, in the face of others
and against otherness – including nature as otherness that calls us to responsibil-
ity – the matter of anthropocentrism that humanism had historically borne with
it returns under a new light. This must be transmuted from anthropocentrism of
control to anthropocentrism of responsibility, which is a touchstone for combining
the same relationship of humans with animals without having to sacrifice neces-
sary humanism to a supposedly possible animalism.

There is still some way to go in what could be considered a rehabilitation of
humanism – analogous to what might be done with the very concept of “human
nature” – in order to be able to talk of “an-other humanism”: and we should
make clear that this rehabilitation cannot be limited to creating one more variant
among the known forms of humanism, based on fiddling with the details. What
we need is precisely a reformulation of humanism so that it is not ideological
cover for capitalism, neocolonial practices, patriarchalism, hidden forms of ra-
cism or cultural supremacism, and so on. Such an “other humanism” could follow
the lead of decolonial thought and of the epistemologies of the South advocated
by Boaventura de Sousa Santos (2019), when they speak of “an-other thinking” or
of thinking through “an-other paradigm” – a common thread of the contributions
collected in El giro decolonial [The Decolonial Turn] (Castro-Gómez and Grosfo-
guel, 2007). I should qualify that it is not a question of sweeping away the entire
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humanist tradition, rather of tidying up the excess once the relevant criticisms
have been made.

It is time to pay attention to the persistence of the legacy and need for human-
ism, even by those who have gone through anti-humanism and, furthermore, not
remaining merely negative in respect to it, have positioned themselves within the
parameters of a post-humanist thought. A particularly significant case is that of the
Italian philosopher Rosi Braidotti, who on the one hand insists on the rejection of
humanism, for the reasons already given, but on the other hand recognizes that
there is a kind of humanist urge that we cannot free ourselves from – that we do
not want to be free of, such as when we again take up the question of the subject,
in a manner that recalls the later Foucault with the processes of subjectivation,
after his watertight critiques of the subject (Braidotti 2020: 59 ff.). Leaving to one
side Braidotti’s untenable excess, as performatively self-contradictory, when she
not only speaks of posthumanism but also of the “posthuman” (2015), in order
therein to set up and place thought itself in that supposed position, the case she
represents serves as a contrasting reference to support the proposal of the “other
humanism”, which we refer to in the Aristotelian way as the “humanism we seek”.

When through the current world and culture we advocate “an-other human-
ism” – accompanied by a dialogic universalism, not imperialist, sexist or racist . . .,
but quite the contrary – it must be done without demonizing the technological re-
sources that computing and telematics have placed in our hands, and, at the same
time, resisting the fetishism with which they are often treated. The aforementioned
dataism is a result of this: it is this cult that incentivizes the excesses of the datum,
both fanciful and humanly detrimental, which we see in the sphere of transhuman-
ism. Critical assessments of this phenomenon, such as Luc Ferry’s La Révolution
Transhumaniste, are much needed. When transhumanism reaches an inhuman con-
cept of the human being, which, as well as being destructive for the individual who
accepts it against the evidence of their own finitude, even aiming for immortality,
is radically anti-egalitarian in how it understands the relations between humans
and supposed transhumans (Pérez Tapias 2020), we find even more reasons to take
the side of Jacques Rancière from the moment that he also turns his gaze upon hu-
manism for always having contemplated, in the best versions of itself, the equality
of all humans – that ontological equality that moral exigencies must be based on in
terms of equality of treatment and the political objectives of social and gender
equality (Bodas 2012: 185–204). The question of sense, as a metaphysical matter that
demands ethics, makes it necessary for the rehabilitation of humanism as “an-
other humanism” to use an ontological approach regarding equality so that the hu-
manization that all human beings have the right – and duty – to access is not tan-
gled up with all kinds of conditions that make it impossible. We must therefore
cultivate “an-other humanism” that, emerging from the crisis of modernity, points
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to the transmodernity that Dussel and others consider when in theories and practi-
ces they set forth toward new inter-individual and inter-cultural relationships
through an “other paradigm” (Dussel 2005: 257–294). Such “an-other humanism”,
being necessary, is the humanism that is proving possible in a digital culture in
which the humanities, without succumbing to the tyranny of the algorithm, are still
capable of putting all their epistemic might to the service of the dignity of each and
every human being.
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Wenceslao Arroyo-Machado and Nicolas Robinson-Garcia

Towards a Science of Humanities:
How Big Data can Solve the Limitations
of Scientometrics

1 Introduction

Fields in the humanities have historically been neglected and mistreated in re-
search evaluation systems (Nederhof 2006). The indicators used in these assess-
ments were conceived and designed based on communication practices from the
natural and life sciences (Merton 1973; Price 1963). Since its conception, sciento-
metrics, – a quantitative field devoted to the study of science as an informational
process (Nalimov & Mulchenko 1971) –, has encountered great difficulties on
studying communicational processes in the humanities (Garfield 1996). These lim-
itations are normally attributed to differing publication and communication pat-
terns (Hicks 2005; Hicks 1999) and, paraphrasing Manovich, a ‘surface data’
approach in which bibliometric methods were simply applied without any type of
verification or ‘translation’ to the fields’ practices (Manovich 2012).

But the computational advancements taken place in the last few decades
have transformed the processes by which new knowledge is created, shared and
discussed within and beyond academia (Wouters, Zahedi & Costas 2019; Peng
2011). Big Data techniques have introduced greater capabilities on the tracking
and monitoring of the scholarly activities, revolutionizing the field of scientomet-
rics, which has expanded its toolbox beyond the development of indicators based
on journal publications and citations.

The launch of the search engine Google Scholar or the scientific database Sco-
pus in 2004, ended with a long-standing monopoly held by the database Web of
Science, the main data source used for quantitative studies on scientific commu-
nication. Since then, the array of sources to study science in general, and the hu-
manities specifically, has greatly expanded. From using library holdings (Torres-
Salinas & Moed 2009; Linmans 2010) or loan statistics (Cabezas-Clavijo et al. 2013),
to introducing books and monographs in citation indices (Torres-Salinas et al.
2013) or the use of social media metrics, known as altmetrics (Hammarfelt 2014;
Kousha & Thelwall 2009). Still, despite the excess of data, there is a lack of consen-
sus and evidence on how these approaches can be of use (if they should be used
at all) to better understanding and assessing scholarly communication in the hu-
manities (Pedersen, Grønvad & Hvidtfeldt 2020; Franssen & Wouters 2019; Thel-
wall & Delgado 2015).
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In this chapter we argue that big data can indeed help us better understand the
dynamics of the humanities. To do so, we call for a more data intensive approach on
the technical side, and a more sociologically driven notion on the theoretical side.
Humanities has been addressed since the 1980s as a technical limitation to be dis-
closed rather than as a scientific enquiry to be explored (Franssen & Wouters 2019).
With notable exceptions (Ochsner, Hug & Daniel 2013; Hammarfelt 2016), most of the
limitations observed on the use of scientometric methods to understand these fields,
were considered technical rather than conceptual. From issues with publication
types (Hicks 2005) to data coverage (Hicks 1999) or the lack of infrastructure (Kulc-
zycki et al. 2018). As Franssen and Wouters (2019) state, this has largely to do with an
urge to evaluate and monitor scholarly activity for research policy purposes.

However, to address policy-related questions, more fundamental ones must
be answered first. How do humanists disseminate their outcomes? How can they
be characterized? How is new knowledge produced and research topics shaped in
these fields? How do humanities and society interact and cross boundaries to
shape each other?

This chapter illustrates some of the possibilities Big Data techniques offer to
researchers interested on understanding the dynamics of humanistic studies. For
this, two case studies are discussed. The first case study describes the possibilities
for accessing and merging large datasets of academic literature to identify and
analyze the oeuvre of humanists. We discuss a specific case in which natural lan-
guage processing techniques are used to identify humanists from Spanish speak-
ing countries from two major international databases, and then both sets of data
are merged into a unique one. The second case study makes use a machine learn-
ing technique called archetypal analysis (Cutler & Breiman 1994) in order to iden-
tify the publication profile of researchers in different fields. In this second case,
the goal is to discuss how machine learning techniques can help us delve into big
datasets to better characterize the humanities.

2 Big Data and the Identification of Spanish
Speaking Humanists Worldwide

2.1 From Publications to People: The Power of Author
Identifiers and Name Disambiguation Algorithms

One of the main fundamental shifts that the era of big data has brought to the
field of scientometrics is the change on the unit of analysis from publications to
people. Author name disambiguation is one of the most fundamental challenges
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to which any information retrieval system is confronted. The task of disambigua-
ting author names has been traditionally related to the field of library and infor-
mation science. The great difficulties encountered in bibliometric studies to
accurately assigning corpuses of publications to single authors has discouraged
author-level analyses until quite recently (Ruiz-Pérez, López-Cózar & Jiménez-
Contreras 2002; Costas & Bordons 2005).

The development of name disambiguation algorithms along with the expan-
sion of author registries in recent years now make this type of approaches feasi-
ble (Costas, Corona & Robinson-Garcia forthcoming; Tekles & Bornmann 2020).
Still, scientometric studies devoted to the study of publication patterns in the hu-
manities still adopt a publication-level perspective. Following, we will show how
these is possible also at the author level by combining information from two
unique data sources: Dialnet and the Open Researcher and Contributor ID plat-
form also known as ORCID. What makes these two databases unique is that they
are both of free access and include an author registry with their publication re-
cords along with biographical data (e.g., institutional affiliation, educational
record).

2.2 Brief Overview of Dialnet and ORCID

2.2.1 Dialnet

Dialnet is one of the larges bibliographic databases, containing scientific literature
from Spanish-speaking countries in the fields of the Humanities, Social Sciences
and Legal Sciences. It is hosted by Fundación Dialnet, a non-profit organization be-
longing to the University of La Rioja, in Spain. Originally launched in 2001, Dialnet
is maintained jointly by university, public and special libraries from all over Spain
and Latin America. Librarians from the different partner institutions oversee the
retrieval and processing all the records included in the database, as well as clean-
ing and managing author profiles.

For each author profile, information on additional author identifiers (includ-
ing the ORCID, which we later discuss), affiliation data, research discipline and
their publication record. Disciplines are organized based on the 190 knowledge
areas established by the Spanish Ministry of Education and Vocational Training.
40 of these disciplines belong to the Humanities fields. These are grouped into 13
major areas: History, Philology, Arts, Philosophy, Archaeology, Language & Lin-
guistics, Music, Anthropology, Literature, Translation & Interpretation, Geogra-
phy, Paleontology, and Cultural Studies.
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For these areas a total of 57,851 scholars associated with 752,423 unique publi-
cations were identified. Dialnet divides scholars’ outputs into three document
types: articles, book chapters and books. A fourth document type was identified,
proceedings papers. These were located using text mining techniques and apply-
ing them to book titles. Our final corpus of publications consisted of 416,537 jour-
nal articles, 213,088 book chapters, 89,195 books, and 33,603 proceedings papers.
Figure 1 offers an overview of their distribution by major field and time evolution
by document type.

2.2.2 ORCID

ORCID is an open author registry which assigns a unique identifier to each
scholar signed up in the platform. Using self-reported data as well as connecting
with scientific and scholarly publishers and databases, ORCID creates an author
profile highlighting information related to their education, employment, scholarly
outcomes, funding peer review activity among others. As a user platform, ORCID
relies entirely on authors to register, meaning that its coverage is limited by its
use. A more thorough description of ORCID and its possibilities for bibliometric
analyses is offered by Costas et al. (forthcoming). In this case, the identification of
scholars from the humanities was not as straightforward and advanced techni-
ques were needed. These are described in the next section.

Figure 1: Publication trends of Spanish-speaking academics by documental type according to
Dialnet. 1976–2020 period. Bars indicate the total number of unique publications; lines are the
average number of publications per author.
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2.3 Identification of Scholars from the Humanities in ORCID

For this analysis, we downloaded in 2020 the complete dataset of over 9.5 million
records from the ORCID API (https://info.orcid.org/documentation/features/public-
api/). This dataset includes all users at the time of the download regardless of their
field of research. In order to identify scholars from the humanities, we queried au-
thor keywords and affiliation departments. In both cases, this information is self-
reported, and non-mandatory. This already imposes an important limitation as
only 588,794 included keywords (6.14% of total), while 1,943,623 (20.28%) included
information on their affiliation. In total, 2,164,093 (27.20%) users were included in
our analysis. This already shows one of the challenges when dealing with large da-
tasets: the messiness and incompleteness of datasets.

Furthermore, we filtered only for scholars affiliated to Spanish speaking
countries based on their affiliation data. A total of 170,177 user profiles were iden-
tified. To identify which of these authors belonged to the humanities, we adopted
stepwise approach. Table 1 summarizes each step and describes the big data tech-
nique used.

Step 1. Creation of thematic landscapes. We used text mining techniques to nor-
malize authors’ keywords. Through regular expressions, special characters (e.g., ac-
cents) and errors in text strings (e.g., spaces at the beginning and/or end) were
fixed and removed. A vector of keywords was obtained for each ORCID record. As
authors may describe their research either in Spanish language or English lan-
guage, both languages were considered when identifying author keywords. Figure 2
visualizes the so-called thematic landscape of humanist authors’ keywords for both
English and Spanish languages, separately. By thematic landscape we refer to a vi-
sualization of terms based on their co-occurrences in each author’s profile. That is,
each node in the map refers to a keyword used by an author in their ORCID profile.

Table 1: Summary of the ORCID humanist identification process and data science methods
employed.

Description Result Method

 Create a co-occurrence network based on ORCID
profile keywords

Thematic
landscapes

Social network analysis

 Detect the main topics to select those related to
humanists

Identification of
fields

Community detection
algorithm

 Query departments which may belong to fields
in the humanities

List of
departments

Text mining
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Nodes’ size reflects the number of users who have included that keyword to de-
scribe their work. Distance between nodes reflect how many times they co-occur in
a user profile, that is, the number of times both keywords are included together in
the same profile.

Step 2. Detection of fields. Colors in Figure 2 reflect the field to which they be-
long. Fields are identified also using a machine learning technique, in this case a
community detection algorithm (Traag, Waltman & van Eck 2019). This algorithm
is both, used to filter to only fields from the humanities and to identify each spe-
cific field. In the case of the landscape including English keywords (Figure 2A),
the network is composed of 2,079 keywords, and 8 disciplines are identified: Arts
and Cultural Studies, Sociology and Gender Studies, Law, Political Science, Arche-
ology and Anthropology, Philosophy, History, and Social Media. For the Spanish
landscape (Figure 2B), 1,075 keywords are included, and 8 disciplines are identi-
fied: Social Anthropology and Gender Studies, Arts and Patrimony, Social Media
and Communication, History, Literature and Linguistics, Philosophy, Archeology,
and Performing Arts.

The main areas of the humanities are covered in both cases, with some differences
such as Law and International Relations. In this sense, the way in which they are
grouped and related also differs. For example, while the Arts appear together in
Figure 2A, they appear dispersed in several communities in Figure 2B. Likewise,
while English terms are more generic in scope, Spanish terms are more specific.

Step 3. Identification of departments in fields from the humanities. In addi-
tion to the detection of humanists based on the keywords specified in the ORCID
record, the name of the department in which the scholars work or have worked

Figure 2: A) English and B) Spanish thematic landscapes of humanists in ORCID. The maps show
author keywords co-occurrence networks in the humanities.
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was also used. This search was performed on the basis of department names in
both English and Spanish. Due to the diversity of departments, the search was
performed using regular expressions instead of a search based on exact names.
Regular expressions allow to define much more specific searches to locate those
text strings that follow a certain pattern, for example department names that in-
clude the terminological root “phylolog” or that include both “geography” and
“planning”. Based on the fields identified previously as well as looking at the
structure of different universities both in Spain and Latin America, we searched
for departments related to art, anthropology, antique, archeology, classical stud-
ies, dance, geography and spatial planning, history, human geography, humani-
ties, translation studies, language (and some major ones such as English, Spanish,
French or Russian), literature, music, paleontology, philology, philosophy, reli-
gion, theater or theology, among others.

After a first search, a second filter was applied in which departments re-
trieved in the wrong way or not clearly related to the humanities were elimi-
nated. We prioritized precision over exhaustiveness, eliminating clear cases of
wrong assignment. For instance, when querying for departments which included
the word ‘language’ in their name, we would retrieve i.e., department of Lan-
guage and Linguistics, but also department of Languages and Computer Systems.

A total of 33,491 scholars were identified as being associated either through
their keywords or affiliation data to fields related to the humanities. Of these,
16,198 were located by keywords and 27,556 by affiliation. 20,361 (60.8%) of them
include at least one work in their publication record. In total, after preprocessing
the data, 409,189 unique works were identified. 356,122 are publications (87.03%),
38,600 conferences (9.43%), 607 intellectual property (0.15%), and 13,860 others
(3.39%).

2.4 Integrating Datasets from Different Databases

A key challenge when merging datasets belonging from different data sources is
the unification of records (that is, rows in a data table) and variables (i.e., col-
umns). This process can be especially complicated and limiting, as each data sour-
ces will have its own structure and identifiers of records. Furthermore, some
records may be present in both data sources but including different levels of com-
pleteness. E.g., a scholar may be present in both Dialnet and ORCID but have dif-
ferent publication outputs included in each database.

In our case, we overcame these limitations by using different approaches for
merging the data. First, we merged publication records which were both in Dia-
lnet and ORCID. First, we unified and grouped the number of document types in
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both databases to journal articles, books, chapters, conferences (in the case of
ORCID it is the sum of abstract, paper and poster of conferences) and others
(these are document types included in ORCID but not in Dialnet).

Second, we merged publications which were present in both datasets. For
this, the use of publication identifiers (mainly Digital Object Identifiers or DOIs,
and ISBNs) is again indispensable (Sandberg & Jin 2016; Mayernik & Maull 2017).
Figure 3A shows the overlap of records between the two databases. As observed,
there is an overlap of 43,105 publications. That is 5.73% of all records retrieved
from Dialnet and 10.53% of those retrieved from ORCID. While most of the publi-
cations identified as articles, books and chapters came from Dialnet, more than
have of the conference proceedings identified came from ORCID. This already re-
flects the problems of coverage that can be present in any study using only one
data source to analyse scholars’ outputs.

Figure 3: Merging of Dialnet and ORCID datasets for A) publication records and B) scholars.
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Once identified the overlap between datasets and the publication level, we
must identify overlapping profiles of scholars. To do so we combined two different
approaches. First, we linked profiles which had common identifiers. As both Dialnet
and ORCID include a field of ‘other researcher identifiers’, we matched profiles of
users which included the Dialnet ID or ORCID in both databases. 8,244 Dialnet au-
thors include an ORCID, 5,347 include a Scopus Author ID (the identifier used by the
scientific database Scopus), and 2,210 include a Researcher ID (the identifier used by
the scientific database Web of Science) (Boudry & Durand-Barthez 2020). In ORCID,
the presence of other identifiers is scarce. As a tool that uses self-reported informa-
tion, it seems to be much more incomplete than Dialnet, which is fed and updated
by librarians and information professionals. Only 276 of the identified humanists
include the Dialnet author identifier in their profile. Using this approach we identi-
fied up to 4,184 authors present in both sets.

The second approach used consisted of the identification of authors who
shared the same name and surname. This approach is not free of limitations as
there may be cases in which two researchers may share the same name, while in
other cases they are the same individual. To avoid problems derived from ambi-
guity we use the set of common publications to identify possible matches. Name
initials and surnames are matched, having previously unified the formatting in
both datasets to facilitate this process (i.e., eliminating accents, transforming the
text to lowercase and removing hyphens). We found that 629 scholars present in
both Dialnet and ORCID who do not only matched by their name and surname,
but also had at least one publication present in both platforms. These profiles
were also merged in our final dataset.

Our final dataset included a total of 86,452 scholars, out of which 4,890 are
present in databases (Figure 3B). 85.56% of the overlapping researchers were
identified through the matching of author identifiers, while 14.44% were merged
by name matching. Figure 4 provides an overview of the distribution of scholars
by field and country.

3 Profiling Types of Scholars by Their Publication
Patterns

In the last decades, one of the topics of concern to scientometricians in relation to
the humanities, has been the publication patterns and forms of production of
knowledge (Franssen & Wouters 2019). This second study identifies the different
profiles of humanists according to their publication patterns. With this case study
we aim at responding at the following questions. Can we identify different pro-
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files of humanists based on the types of outputs they produce? How are human-
ists distributed among these profiles or archetypes? Do we observe differences by
discipline? This analysis is only possible when analysing large datasets in order
to observe reliable and robust patterns, and large datasets can only be exploited
by using Big Data techniques. Following we describe the methodology followed to
identify profiles of scholars and the data processing and methodological design
followed. We conclude by showing the results of our case study and discussing
the findings.

3.1 Archetypal Analysis

Machine learning methods are commonly categorized into two types: supervised
learning and unsupervised learning (Soni 2018). Supervised learning methods are
those that aim at predicting either values or categories. Unsupervised learning
methods aim at learning the structure or features of a dataset.

In our case, we wish to identify types of scholars based on their publication pat-
terns, hence an unsupervised learning method should be applied. In these cases,
normally dimension reduction or clustering methods are considered. However,

Figure 4: Distribution of humanist scholars identified in both Dialnet and ORCID for the top 10
countries by major field.
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these can be problematic as they simplify reality and force cases into categories as if
they were alike. To avoid this limitation, we propose conducting an archetypal anal-
ysis (Cutler & Breiman 1994). The archetypal analysis identifies different archetypes
or profiles that emerge from a given multivariate dataset. Archetypes are combina-
tions of extreme observations represented as convex combinations of the observa-
tions in the dataset that result from a least squares problem.

While not as popular as other machine learning methods, archetypal analysis
has been previously used in scientometrics for similar problems as the one show-
cased here. For instance, Seiler and Wohlrabe (2013) applied it to identify arche-
typal scientists based on a set of publication and citation variables. Robinson-
Garcia et al. (2020) used archetypal analysis to identify types of researchers based
on the types of contributions they did in publications when collaborating. More
recently, Ramos-Vielba, Robinson-Garcia and Woolley (2021) applied archetypal
analysis to a dataset combining scientometric, altmetric and survey data to better
understand science-society interactions.

The most interesting characteristic of archetypal analysis is that, contrarily to
clustering techniques, it does not group cases, but shows the distance of each case
to each of the identified archetypes. This distance is called α score and provides a
value that ranges from 0 to 1, being 1 a complete resemblance with a given arche-
type. As an example, lets considered a dataset of individuals for which we have
the total number of journal articles and books that each individual has produced.
As observed in Figure 5, the first stage will consist on determining the number
archetypes identified in the data. For this, we will first calculate the residual sum
of squares (RSS) is used, which indicates how well the individuals fit the arche-
types. The lower the value the better the fit. In general, the RSS is obtained from
several models, each with a different number of archetypes, and the one with the
lowest value is selected. However, given that the greater presence of archetypes
usually leads to a reduction in this value, we have used the so-called “elbow crite-
rion”, selecting not the lowest value but the one where there is a significant re-
duction and from which there is a flattening of the residual sum of squares of a
multivariate dataset. Then, using an “elbow criterion”, we will establish which is
the most appropriate number of archetypes.

In Figure 5, bottom-right, we observe a scatterplot with a triangle overlaid on
it. Each dot represents an individual, while the axis of the triangle represents our
three archetypes. The α score of each individual will represent the distant from
the individual to each archetype. Furthermore, for each archetype we can extract
the expected values for each variable (in our case, books and articles) that a com-
plete resemblance to the archetype would have, facilitating the interpretation of
each of the archetypes.
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3.2 Data Processing and Selection of Variables Under Analysis

In this case we will work the set of humanist scholars identified via Dialnet, incorpo-
rating for those also identified in ORCID, the output identified in the latter database.
In order to facilitate the interpretation of the findings, we have removed extreme
cases that may bias our results and have only included scholars who have published
between 4 and 400 outputs. This leaves us with a total of 33,773 scholars.

Figure 5: Process of identification, visualization and interpretation of archetypes.

Table 2: Variables used for the archetypal analysis, definition and data source.

Variable Definition Source

Books Share of edited or authored books from their total output Dialnet; ORCID

Book chapters Share of authored book chapters from their total output Dialnet; ORCID

Journal articles Share of journal articles from their total output Dialnet; ORCID

Proceedings
papers

Share of proceedings papers from their total output Dialnet; ORCID

Non-scholarly
documents

Share of non-scholarly publications from their total output ORCID
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For each scholar we include 7 variables as defined in Table 2. Non-scholarly
documents include reports, online resources, translations, artistic performances, en-
cyclopedia entries, manuals, websites, dictionary entries, data sets, registered copy-
right, research tools, disclosures, patents, standards and policy, inventions, softwares,
and press articles. In the case of international publications, DOIs and ISBNs were
used in order to identify publications which were also indexed in Web of Science or
Scopus.

3.3 Identification and Interpretation of Profiles

The archetypal analysis was performed using the statistical programming lan-
guage R (R Core Team 2021) and the archetype package (Eugster & Leisch 2009).
We performed the analyses for all scholars, as well as for those belonging to the
fields of Archeology, Philology and Philosophy. The results are shown in Figure 6.
As observed, the number of identified archetypes varies depending on the dataset
or subset used.). For each analysis we show the normalized value expected for
each value per archetype (left-side) and the distribution of scholars based on
their α score.

Figure 6A shows the results for the complete dataset. Overall, three different
profiles were identified. The most common profile is that of humanists who pub-
lish papers and who have a greater international projection, although their pro-
ductivity is average. The second most common profile is that of those who publish
books and chapters, mostly national, and with higher productivity. The third and
most minority profile is the most mixed, standing out above all for publication in
conferences and non-scholarly materials, also with high productivity.

Figure 6B shows the archetypes for archaeologists. Again, three archetypes
emerge. Archetype 1 is quite similar to archetype 2 in Figure 6A, and as it hap-
pened, quite rare. The archetype to which more scholars resemble is archetype 2,
characterized by an average productivity of mainly journal articles published in
international venues. This focus on international journal articles is also observed

Table 2 (continued)

Variable Definition Source

International
output

Share of publications indexed in Scopus or Web of Science
from their total output

Dialnet; ORCID;
Scopus; Web
of Science

Publications Total number of outputs Dialnet; ORCID
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for philologists (Figure 6C, archetype 1), who also seem to publish book chapters
but do not rely on other types of materials. Finally, the most diverse of the three
fields seems to be Philosophy (Figure 6D), for which four archetypes are identi-
fied. Scholars in this field are mostly characterized by archetypes 1 and 2. In the
former case, these are scholars with low productivity values who mainly publish
book chapters and proceedings papers. The latter is formed by scholars with an
average productivity of mainly journal articles indexed in international venues.

4 Towards a Science of the Humanities

In a relatively recent study, Hammarfelt discussed ‘the possibilities of establishing
a bibliometrics for the humanities’ (2016: 116) and concluded that ‘evaluations
that use bibliometrics might provide a valuable complement to traditional peer
review’ (2016: 127). Here we paraphrase Derek de Solla Price (Price 1963) who fa-
vored the term of a humanities of science over a science of science, and advocate
for a Science of the Humanities. We do this in the belief that beyond assessments
and policy issues, both for those interested on the quantitative study of science
and humanists. This of course goes beyond traditional scientometric approaches,
as big data and machine learning techniques are introduced and more fundamen-
tal and theoretical questions are presented.

Figure 6: Percentile values of three archetypes and distribution of humanists for each one.
Note: Ar. (Article), Bk. (Book), Ch. (Chapter), CP. (Conference proceedings), NS. (No scholarly),
In. (International), Pb. (Publications).
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This chapter shows two examples that illustrate how big data can help better
understand the knowledge production mechanisms of the humanities. But these
are just glimpses of the many opportunities presented to those interested on this.
Natural language processing techniques allow us analyze how research interests
and topics evolve in the humanities, while altmetrics can serve to identify societal
perceptions on culture (see the chapter by Gallego-Cuiñas and Torres-Salinas in
this same volume). Furthermore, emerging fields like Cultural Analytics (Mano-
vich 2020) can greatly benefit of these methodological innovations plus the exper-
tise already developed in the field of scientometrics.

Impact is one of the dimensions not considered here but that deserves fur-
ther attention and in which qualitative approaches combined with machine
learning techniques can serve to better understand how this is operationalized in
the humanities (Ochsner, Hug & Daniel 2013). Not only considered as citation im-
pact, but also introducing other metrics such as altmetrics, that is those derived
from social media mentions.

Another field of interest is the boundary between what is local and interna-
tional literature in the fields of the humanities and the interaction between local
stakeholders with global interests and the role played by multilingualism. In this
work we have analyzed the production of Hispanic humanists, differentiating
only between international publications, which has been useful in the identifica-
tion of humanist profiles. But this could be better fine-grained and analyzed. We
encourage readers to further explore some of these topics and many others in-
spired by the ideas presented in this chapter.
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Francisco Benítez and Esteban Romero

What is Blockchain and How can it Help
the Humanities?

1 Introduction to Blockchain and its Philosophy

First of all, a short definition of blockchain to introduce what this technology is. A
blockchain is a distributed ledger that allows for the storage and transmission of
information over the Internet in a transparent and secure manner without the
need to rely on a trusted third party. The database contains transactions that are
publicly auditable, validated, executed and saved in a chronological tamper-
resistant manner by a distributed network of computers.

A blockchain is to a transaction, as the Internet is to information. Its qualities
are attributed to it by its applications creating a network of value more than a
mere information deployed in the network. The idea behind is to transfer infor-
mation from simple networks to smart networks creating new added value (Swan
& De Felipi 2017: 605).

This goes beyond the Internet Revolution and, for the first time in the history
of technical revolutions, a technology has the capacity to affect the vertical and
centralized power of states with regard to the economy: money, banks and finan-
cial transactions. But also we can define a decentralization in regard to energy,
electricity, properties, and social and political institutions.

2 But, What is Blockchain?

From a technological point of view a blockchain is a distributed database, which
is shared and agreed upon in a peer-to-peer network. It consists of a linked se-
quence of blocks, containing a timestamp (for each of the blocks) and the trans-
actions secured by a cryptographic public key and verified by the entire network
community. Once an item is added to the blockchain, it cannot be altered, becom-
ing an immutable record of past activity.

The previous definition is the simplest way with which we have been able to
define one of the technologies that is called to change society and, especially, the
way in which we handle data of any kind. Despite this simplicity in the descrip-
tion, it hides many complexities, which make it abstract for the general public
and, on many occasions, difficult to incorporate into the processes of companies
and institutions.
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Distributed ledger technologies (DLTs), currently make up a broad and com-
plex ecosystem, which has multiple definitions, and according to literature re-
views is quite inconsistent. As in the rest of all blockchain technology, we can
affirm that there is still a lack of terminological standardization (Rauchs et al.
2018: 11).

As has happened in the history of computer science, before the emergence of
a new technology or paradigm shift, such as the Internet, there have been previ-
ous works that paved the way for developing new disruptive models. Currently
there are a large number of DLTs with different configurations and typologies,
which on many occasions, make it very difficult to establish a clear taxonomy of
how they operate and are constituted. There are a lot of new ways to build up
new DLTs more efficiently and with new perspectives of use, but referring to cur-
rent projects with a clear economic value, the two more used are Bitcoin and the
Ethereum ecosystem. Both of them are just the starting point, and Ethereum was
also the first platform to use smart contracts, the base of the actual tokenomics
world (the tokenization of the crypto economic and social projects).

But before defining what is a smart contract, we want to define what is a
DLT. The concept of distributed ledger technologies (DLT) has been established as
a general term to designate multi-party systems that operate in an environment
with no operator or central authority, even though the parties involved may be
unreliable or malicious and in harsh environments. Blockchain technology is con-
sidered a specific subset of the broader DLT ecosystem, using a particular data
structure consisting of a chain of linked data blocks with cryptographic hashing
functions. Conceptually, DLTs were first described in 1982,1 and the concept of
blockchain in 1991 (Haber and Stornetta 1991). However, we are in their deploy-
ment phase, before they are massively incorporated into society.

It is necessary to clarify that a hostile environment in a DLT is characterized
by the presence of malicious actors within the system or network, who under-
mine it by using it in a way that it was not intended. The prototype adversary in a
DLT system is an entity that attempts to exploit consensus rules to transfer assets
without authorization, censor the transactions of others, or otherwise disrupt or
destroy the network. Adversaries can operate both inside (on-chain) and outside
the system (off-chain). For all these reasons, the governance schemes to establish
the management framework seem crucial in the management of any type of plat-
form (Brown and Grant 2005).

What is a Smart Contract? Actually, the term refers to any script (the so-
called smart contract), which is executed by itself, automatically, and without the

 http://citeseerx.ist.psu.edu/viewdoc/summary?doi=10.1.1.12.1697.
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need for any intermediary entity. Despite the “intelligent” name, no type of Artifi-
cial Intelligence process is involved in its execution. This is written as a computer
program (the script) that is self-executing, instead of being written in the custom-
ary legal language of the physical world. The script can define processes, rules
and strict consequences in the same way that it operates on a legal document. But
unlike these, a smart contract can manage information that is provided to it ex-
ternally in order to complete its routine successfully. That is, to effectively termi-
nate the processes for which it has been programmed.

There are a lot of more properties and items in a DLT as we explain in a re-
cent publication (Romero-Frias et al. 2021), but understand what is a blockchain, a
DLT and a smart contract is the basis to understand which means the concept of
tokenization to understand what is a Non Fungible Token.

3 NFTs and Tokenization

In recent years, there are hundreds of cryptocurrencies on the market. Only very
few get a quotation base with fiat money on it. Most of them have been imple-
mented on the Ethereum platform, and the way in which they manage the mining
of their cryptocurrencies is through Smart Contracts that generate a token, and
each of them can present different properties, according to the rules that have
been applied, and they have been defined in the governance system of its “White
paper”. The standard token is the ERC-20, which is also the most popular within
the aforementioned platform. The work of Chen et al. (2020) reviews the ICOs that
have been based on this token, which exceed 80%, which demonstrates the
weight that this standard has within the Ethereum platform.

It is important to point out the differences between cryptocurrency and
token. Terms that are often confused, due to the influence of fintech solutions in
the current blockchain market. Cryptocurrencies are the form of digital money
that are created by blockchain solutions, while the token represents an asset or a
utility that has a specific value (tangible or not) within the community that has
created it. They are usually transferable goods that can range from loyalty points,
game bonuses, or future rights to a service that can be redeemed when the agreed
result occurs.
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What is a token? We can define that a token is a digital asset that operates
“on top” of a cryptocurrency or a blockchain, which often runs as a program-
mable asset thanks to a Smart Contract, to be used within a project or a dApp.2

When we consider that cryptographic tokens represent the right to some-
thing, we are defining the tokenization of a digital asset. Tokenization is a way of
turning the rights of something or someone into a digital artifact, which takes on
the digital format of a token. With crypto tokens, the benefits of tokenization lie
primarily in greater versatility, greater liquidity, improved programmability, and
immutable proof of ownership (di Angelo and Salzer 2020). However, there is still
a great lack of tokenization standards and, above all, in most states there is also a
lack of a legal infrastructure and a legal framework that regularizes and legally
defines the concept of tokenization.

Following the taxonomy of Ritchey (2005) we will find the perspective of fun-
gibility and regarding this, in economics, fungibility refers to the interchangeabil-
ity of each unit of a product with other units of the same product. Examples of
these could be durable goods, such as precious metals or fiat money. Expendable
assets have two key properties: a) only quantity matters, which means that units
of expendable assets of the same type are indistinguishable; and, b) any amount
can be merged or split into a larger or smaller amount, making it indistinguish-
able from the rest. Fungible crypto tokens can represent any physical or digital
asset that is identical to each other and therefore can be easily replaced. They are
not unique and are perfectly interchangeable with other tokens of their type. If
two parties have the same amount, they can exchange it without losing or gaining
anything. Unique tokens, by contrast, are not fungible. Examples of this are iden-
tification cards, a token that represents ownership of a house, car, work of art or
membership in a club, community or entity. If you lend a non-fungible token that
is transferable to someone, you would expect them to return the same token,
with the inherent properties that it confers. So, we are defining a Non Fungible
Token (NFT).

What is a NFT? A NFT is a kind of ERC token. The most popular ERC token in
Ethereum is the ERC-20 because it is widely used in the crypto market, but we are
referring to a fungible token.

 A decentralized Application (dApp) is an application that is stored and executable in a distrib-
uted environment. Early examples may be found in the blockchain environment of widespread
systems like Bitcoin and Ethereum. While users may access a DApp like a traditional app via a
user interface (front-end), the program logic and the data are not located on a centralized server,
but rather on a peer-to-peer network (P2P), such as a blockchain or a DLT. Thus, dApps require
no centralized services or platforms, which implies that no intermediary is necessary. In the fi-
nancial context, many dApps have emerged under the umbrella of decentralized finance.
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But a NFT is referred to as the ERC-721, the Non Fungible Token Standard.
According to Entriken et al. (2018), it refers to the token that is different and dis-
tinctive from the rest and therefore allows the tracking of distinguishable and
unique assets. Each asset must have its property tracked individually and indivis-
ible. This standard requires compatible tokens to implement 10 mandatory func-
tions and three events, which are associated with their execution.

Which means “standard” in this definition? A standard interface allows wal-
let/auction applications to work with any NFT on Ethereum. The smart contracts
used track an arbitrarily large number of NFTs. This standard is inspired by the
ERC-20 token standard.

A NFT (ERC-721) standardizes a safe transfer function within its framework in
order to secure the transfers (transactions) in the applications that use a large
number of NFTs. Note that we are talking about only the transactions, not about
how to transmit the final possession of the original asset, and how to securize the
transmission of this asset from A to B. The ERC-721 token would play a role very
similar to that of title or writing, which assigns ownership to whoever owns it.

So, the objective behind this is to develop unique tokens, where their intrinsic
value is given by their weirdness. This property makes an ERC-721 a collectable
token.

The first project to use the ERC-721 was the CryptoKitties3 card collectible
platform (using Metamask4 as the wallet to store and sell/buy these tokens), it
was officially launched on December 3, 2017. CryptoKitties makes you a collector
of virtual cats that base their value on its rarity (The CryptoKitties Genesis Card
was sold on December 2, 2017 by an amount of 247 ETH).5 And after that it was
used also in Decentraland,6 a project based in Ethereum where the users can cre-
ate and trade with their NFTs and also this entire platform is owned by them.
This platform was the first one where the users can trade their creations and art-
works as digital assets. Following this market OpenSea7 was created, where actu-
ally the most of the trade of NFTs is deployed.

 https://www.cryptokitties.co/.
 https://metamask.io/.
 The ETH is Ether, the cryptocurrency of the Ethereum platform. In April of 2022 a ETH has an
approximate value of 2.900 US$.
 https://decentraland.org/.
 https://opensea.io/.

What is Blockchain and How can it Help the Humanities? 97

https://www.cryptokitties.co/
https://metamask.io/
https://decentraland.org/
https://opensea.io/


4 Web4: Blockchain, NFTs and their Impact
in Arts

Nowadays, NFTs are scaling into the limelight, inspiring a surge of enthusiasm
and money around the technology, and the NFT community is still navigating its
move into the mainstream. Estimates of total NFT sales in 2021 vary from $258 bil-
lion to $419 billion both a tremendous increase from 2020, when sales totaled
more than $25010 million. So, definitely we are not talking about just economic
hype. The study of Nadini et al. (2021) is the most comprehensive work to date on
its economic impact and future predictability.

But NFTs also have a dark side, not all the stories about NFT are about money
and success. As they have become increasingly entrenched in the society, multiple
digital platforms that facilitate the sale of NFTs must face allegations of fraud, pla-
giarism, service errors, and also environmental issues as described in the work of
Rehman et al. (2021). Despite this, NFTs are an opportunity to represent a permanent
shift in how artists, creators, and craftsmen can change their relationship with final
consumers, avoiding third parties and adding new value to their work/creations.

One of the problems to face off is the gap to understand the complexity of
NFTs in relation with blockchain technology. But also, the new regulations and
how to create solid platforms that will avoid this complexity, not only for the con-
sumers but also for creators as stated in the Vasan et al. (2022) work with the
mapping of the Foundation platform.11

Actually, most NFTs trade in the marketplaces have zero value, because of
the lack of security (technologically and in terms of regulation) on these plat-
forms. Remember that value of a NFT is not in the transaction but in the security
that it is not reproducible, that is it is unique and rare. So, securize a transaction
in a block to transmit property from A to B without having the certainty that the
property and the unique digital object are transmitted, is a problem for the future
of this niche in Web3.12

 https://www.reuters.com/markets/europe/nft-sales-hit-25-billion-2021-growth-shows-signs-slow
ing-2022-01-10/.
 https://www.ft.com/content/e95f5ac2-0476-41f4-abd4-8a99faa7737d.
 https://www.insider.com/nft-nfts-art-history-what-are-can-help-explain-hype-2021-3?amp.
 https://foundation.app/.
 This combination of the World Wide Web (WWW) and the third generation has evolved with
decentralized technologies, such as blockchain and distributed ledgers. It recognizes the early
phase of the WWW from 1992 until the beginning of the 2000s as first distributed ledgers from
centralized platform providers to the users themselves, thus leading to more decentralization
and democratization in the web. Web3 questions the role of established third parties such as
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The combination of real products with a NFT to develop new characteristics
of an item is the real base for the future of crafts and Arts. Web3 is an opportu-
nity to add new value to any kind of data stored and signed by its owner. The
path started by Toymint13 is a good one to be deployed in future projects.

The possibilities that NFTs and new Web3 platforms have in the field of fine
arts and crafts are endless, given the convergence between the creative capabili-
ties of artists and the technological capabilities of distributed ledgers that we
have only just begun to explore.

5 The Sociopolitical Properties of Blockchain

As we can see, blockchain is more than a promise (including its controversial
topics: legal framework and its complicated understanding), offering various
ways to imagine alternative models of politics and social schemes.

Blockchain appears as a powerful framework for a total decentralization with a
great desintermediation, that includes an emerging tool beyond its actual use: the
DAO, a decentralized autonomous organization. A DAO is an opportunity to trans-
form the political institutions to develop new e-Voting or e-Participation (Benítez-
Martínez et al. 2020) systems or to transform current procedures, as the procure-
ment within the public administration platforms (Benítez-Martínez et al. 2022).

But, what is a DAO? We are defining a form of organization where multiple ac-
tors are organized by a decentralized software system. The concept has grown with
distributed ledger technologies that include smart contracts for executing gover-
nance and the organizational rules. This allows many activities of a DAO to be car-
ried out automatically without human intervention and without intermediaries. An
example for new political bodies governed by a DAO is Bitnation,14 creating a new
model of “nation”, the Decentralized Borderless Voluntary Nations (DBVN) within its
Pangea Platform. Bitnation is self-considered as a new governance model. We are
just seeing a new beginning.

banks, insurance companies and exchanges by replacing them with structures and processes of
decentralized finance. Among the examples are electronic payments with cryptocurrencies,
crowdfunding platforms, crypto exchanges for fungible and non-fungible tokens as well as de-
centralized organizations (DAO). However, it is still an open question to which extent Web3 solu-
tions will replace existing structures.
 toymint.co.
 https://tse.bitnation.co/.
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In the recent work of Bychkova and Kosmarski (2022) they consider how
blockchain can affect in the fields of individual freedom, the consensus mecha-
nisms, new methods for shared rules in a public ledger, and the transformation
of common good with new political approaches. They concluded that blockchain
can modify the res publica with more efficient processes to create new models of
governance, some kind of a Democracy 2.0 (linked to the Web3).

Despite current projects, blockchain is an opportunity to build up new techno
governance models, including the convergence of distributed ledger technologies
with big data and artificial intelligence. The management of democracy proce-
dures and eAdministration processes in complex scenarios needs new rules and
cultural transformations. As Innerarity (2020: 339–348) pointed out, we need de-
mocratize Democracy creating a new cognitive infrastructure of Democracy; the
blockchain can be used to do so.

We can affirm that there are some sociological properties of the blockchain
that make it converge with any humanistic discipline and that they would be the
following:
– Disintermediation. The blockchain makes it possible to dispense with inter-

mediary or third-party entities that certify the content of the transactions or
the data they store. In the field of documentation, education or philology, it
allows the creation of networks of researchers and professionals who would
not need to resort to third-party entities to validate or certify the contents,
within a P2P15 network.

– Immutability. This property has the security of the certainty that the data
and processes created will endure over time. Their sealing and their verifi-
ability is intrinsic to a blockchain network. In the legal field, in historical
studies and in social sciences, it allows to determine with certainty when,
how and where a known data flow was produced.

– Trust. From the social point of view, it is the property that weaves social ties
and security in the management of institutions. Without a doubt, it is one of
the properties of the blockchain that is helping to create new forms of gover-
nance, since being distributed on a peer-to-peer basis, the certainty that what
is certified is unalterable and immutable, allows to create that trust in the
stored data. and secured throughout the blockchain.

– Transparency. The blockchain has the ability for all transactions to be known
throughout the network. From the point of view of political science and legal

 Peer-to-peer (P2P) computing or networking is a distributed application architecture that par-
titions tasks or workloads between peers. Peers are equally privileged, equipotent participants in
the application. It is a network of balanced and equal nodes.
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science, all the processes in which this property is necessary to obtain the
trust of the stakeholders involved could be reinforced. Not to mention how it
could revolutionize the way scientific research is shared or the administra-
tive processes of any institution in the world.

All these properties allow us to develop cooperative systems to innovate in the
research fields of the humanities with new processes and new tools. The path of
distributed registry technologies has barely begun, and in the course of this de-
cade we will see how they mutate and generate new perspectives on their use.
The possibilities that these offer have only just begun to be explored and there-
fore we understand that there are new fields of research that mix projects in the
Humanities with the blockchain.

6 Towards a Disintermediated Governance:
Adhocratic Relations and New Rules
of Creation and Hybridization

As we remarked before, blockchain can be used as a way to decentralize and
build new political frameworks. We are not advocating replacing democratic elec-
toral systems with new and unknown decentralized structures. However, we do
see an opportunity in the promise that a DAO has, to build new tools and pro-
cesses that eliminate inefficiencies (that due to human error, omission or spuri-
ous interests) may occur.

Integrate in the eAdministration, public institutions or political parties new
paradigms of interaction can develop a new common trust amongst citizens, poli-
ticians and public servants. This interaction can be constructed under the um-
brella of the DLTs, with specific DAOs developed for it. That means we can
automate with no human intervention a lot of processes and procedures. Por in-
stance, in the eAdministration everything with tax collection processes, to rein-
force the trust of citizens in local authorities we can use new e-Participation tools
with tokenized models, and regarding political parties they can present them-
selves to elections with automated political programs triggered in an automatic
DAO to be deployed automatically after the election of the institutional bodies
where they must govern.

Of course, those actions mean that we have the opportunity to deploy a new
governance model with new roles of all the stakeholders involved in this new
framework. If we are talking about transparency, decentralization and disinter-

What is Blockchain and How can it Help the Humanities? 101



mediation, we are talking about adhocratic schemes of administration, creating
new rules, roles, and actions. Blockchain can be a reactor not only for the digital
transformation but for new democratic frameworks.

A new key concept: techno-governance hybridization. Actually in Political Sci-
ences concepts as a hybrid regime is not a positive one. A hybrid regime is a
mixed type of a political system that is often a result of an incomplete transition
from an authoritarian regime to a democratic one, although there are regular
elections, these regimes hold political repressions. So, we are defining a new con-
text of polymorphic views about what we can consider a legitimate democracy. In
our post pandemic context, we can observe a new kind of a wave of democracy,16

emerging in the actual political context. On one side with the current situation of
governments in Russia, Brazil or Hungary, but on the other side with the possibil-
ities that new technologies such artificial intelligence and big data, together with
blockchain offers a real digital transformation in public institutions to be more
efficient, transparent, and cooperative.

Following Huntington’s scheme, we could affirm that we are experiencing a
new wave with two opposing directions. The one that is being directed by post-
politics (disinformation, fake news, alternative facts, etc.) and the one that can
develop a new type of more transparent governance, which is what we call
techno-governance, thanks to the implication that the technologies of the 4th In-
dustrial Revolution will have in the development of a new eDemocracy.

Building new processes and tools that allow the development of new and
more resilient democratic scenarios, more participatory and more effective, is an
opportunity that technologies such as blockchain offer us. Its ability to transform
the channels of eParticipation (Benítez-Martínez et al. 2020), electronic voting
(Holmes 2022), public contracting systems or the documentary certification of all
eAdministration processes (Parenti et al. 2022), are already a reality to change the
anti-democratic paths that some democracies are suffering in various countries
of the world.

But disintermediation is not only a property that will impact political systems
or the field of culture. Its ability to create new management systems, organize
processes or develop new tools that allow resources and networks to be managed
more effectively and efficiently, will be one of the fundamental premises of the
impact of blockchain in multiple fields.

 Wave of Democracy is a term that appeared in 1887 (Morse, “The Cause of Secession”), but
popularized by Samuel P. Huntington in his article published in the Journal of Democracy and
further explained in his 1991 book “The Third Wave: Democratization in the Late 20th Century”.
Democratization waves have been linked to sudden shifts in the distribution of power.
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As we have seen before, this impact will create new fields of study, new for-
mats and stories. The adhocratic capacity of the blockchain will allow the con-
struction of new scenarios, following its sociological properties. And from these
opportunities will arise to establish new epistemological paths in many disci-
plines of the Humanities and Social Sciences.

7 Blockchain and Humanities

As we have seen so far, the blockchain has great applications in the world of the
arts or in the definition of new governance systems, from the point of view of
political science or sociology, but there are many more fields where it can have a
great impact. Let’s see in some fields it can generate new possibilities.

Blockchain for Libraries

Regarding its properties, using blockchain in libraries can have a great impact in
the digital preservation and tracking of books and digital copies with the tokeni-
zation of the digital assets – the cultural works – and the way as the community-
based collections are shared.

The way that the inter library loan and actual voucher system can be shifted
also, including a strong and updated verification of credentials via a dApp (in-
stead the current library card).

Also we can organize the keeping of the corporate library records in a differ-
ent manner, including the provenance and authenticity of valued items. And of
course, all of these items allow data management (Frederick 2019) more effi-
ciently and with no loss of information (or misinformation caused by a breach in
data custody).

Blockchain for Scientific Publishing

Think about the opportunity to establish new models of scholarly publishing (and
the way as this type of works are shown and recorded). With the new DLTs we
can deploy easy tools for users with a low cost implementation, that will be an
independently and verifiable method that could be widely and readily used to
audit and confirm the reliability of scientific studies. This is because we treat in-
formation by creating a cryptographic hashing of every record (with plain text)
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in a scientific work adding this on the blockchain. This creates a time-stamped
record in the network, which other researchers can quickly verify in the future.
No data of the document can be changed or altered from the stored record, so a
verifiable network of scientists around the globe can store and preserve all this
information in a P2P platform owned by researchers, librarians and academic in-
stitutions at the same time. With a framework like this no third parties are
needed (publishers, for instance).

Therefore, this technology is the best fit for academia and gets a potential
pace in libraries and authors, to connect them with its final users, and can be
used to change the actual status quo within the scholars and publishers bringing
the opportunity to the universities and authors to hold their own rights for their
scientific contributions.

Blockchain in Museums and Archeology

The ability of the blockchain to be able to secure data and preserve it without the
possibility of altering it has a great impact on museology and archaeology.

The possibility of being able to manage museum collections through a toke-
nized system that assigns the value of the data and the origin of each work or
element of a museum is an intrinsic value for its chain of custody.

In addition to guaranteeing custody, by being secured in a blockchain net-
work, the data will be more transparent than ever for any stakeholder that inter-
venes in the value chain of each of the pieces in custody.

Examples such as the one used in Indonesia with the Prabu Geusan Ulun Mu-
seum, using Hyperledger Composer (a certification system based on the Ethereum
ecosystem) is a successful case study. To prove that the system worked, it was di-
vided so that one part of it needed human intervention and the other part was
fully automated to serve as a testing tool. (Hongo et al. 2021).

And in the field of archeology a based blockchain network can be used to as-
sure the traceability of the archaeological remains from the field where they are
collected to the laboratories where these items are going to be studied, dated and
secured. Actually, there is not an ongoing project published in the major data-
bases. But we are sure that blockchain will have a huge impact in this field re-
garding the promise of its properties.
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8 Future Landscapes: Convergences

One of the great challenges that society faces is how the convergence of several of
the technologies of the 4th Industrial Revolution will impact it. If we refer to Big
Data, that is, the capacity that our society currently has to create, store and ana-
lyze huge amounts of data, the challenge is enormous.

Therefore, one of the main challenges is knowing how we are going to treat
this data and how we are going to use it. The ethical, philosophical and political
dimensions are a great challenge. In order to advance in solutions that restore
confidence to citizens in how these data are treated and that they will not be used
against them, the role of the blockchain is decisive, due to the properties it has.

In addition, being Big Data the fuel that feeds the tools and algorithms that
are created through artificial intelligence, it is necessary to have technological
tools that can guarantee us levels of security in the treatment and custody of
data.

We are not only talking about a technological implication of this convergence
between blockchain and AI, something that is being considered as the work of
Ekramifard et al. (2020) pointed out. We are talking about the need in how the
humanities, with philosophy at the forefront, have to help this convergence to
occur in accordance with ethical principles that determine the regulatory frame-
work, present and future.

The social and political implications of how we are going to work in this tech-
nological-humanistic convergence is decisive for the future of our societies. The
trend towards dataism in our society cannot lead us to a datacism, where biases
and programming failures can cause social or political gaps. Or what is worse,
cause systemic failures that are difficult to repair or ignore.

We have to jointly build a “social algorithm” that is based on a clear (and
safe) ethical framework. The challenges faced by the so-called Metaverse and the
way in which decentralized digital identities are created (many of them based on
AI engines, that is, avatars that will be a digital twin of us), pose an even greater
challenge of how We must regulate and secure those artificial intelligences that
will intercede for us, with an impact on a personal level that we are not yet able
to fully imagine.

We have to be able to properly discern the advantages, benefits, threats and
challenges that all these convergences entail. The power of Big Data and artificial
intelligence is tremendous, but they need the blockchain and its ability to pre-
serve, seal and secure data in a distributed way, so as not to cause a “dataclism”.

There is no clearly established path. Both blockchain and artificial intelli-
gence capabilities are at an early stage to be democratized. That is, the possibility
that they have a great social capillarity, between citizens and small businesses, so
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that they do not cause social or economic gaps and are an engine of social and
economic rebalancing.

9 Epilog: How Humanities can Help Blockchain?

In relation to what we have exposed in this work, we invert the order of the sen-
tence in the title of this chapter and we consider how the humanities can help the
blockchain.

The question is not trivial, since more than ever it is necessary to critically
question the impact of technologies in our society, as we have already explained.

Indeed, the Humanities can (must) be the vector that does not allow the dehu-
manization of technology. In this sense, the intrinsic properties of the blockchain
are of great contribution, due to the great sociological and political burden that
its use entails.

Although the construction of the narrative of the blockchain policy is highly
conditioned by the first blockchain network, bitcoin, and its impact on the crea-
tion of crypto finance, there is an economistic preconditioning of its philosophy.
In the work of Golumbia (2016: 50–63) a very good approximation is made on this
issue and how polarized this debate is in society.

But, we must go further and establish multidisciplinary and hybrid channels
that allow us to develop a polyhedral conversation about the impact that the
blockchain will have on society.

We cannot forget that this technology is very young (it was born in 2009) and
that it is still developing its first steps. DLTs will have to adapt to provide solutions
to new challenges and social and economic problems, and this implies constant ad-
aptation and innovation. Beyond the need to create scalable and interoperable sys-
tems, there will be the need to analyze how problems are solved without creating
new ones. The convergence here of sociology, political science, law, history, anthro-
pology and the humanities in general with the blockchain seems to us to be some-
thing decisive for the future evolution of our society.

The challenge is enormous, and therefore this hybridization and generation
of new contexts and meta-narratives between different fields of knowledge is
more necessary than ever.
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Miguel Calderón Campos

Spanish Corpora: Big (Quality) Data?

1 Introduction

In Linguistics, reference to Big Data entails the reference to corpora and to their
ensuing size, type, representativeness and sample selection. Figure 1 shows the ten-
dency towards bigger and bigger Spanish corpora, from the early RAE projects of
over 100-million words (CREA) to the macro-corpora of project TenTenCorpora aim-
ing at over 10,000 million words. In the latter, the Spanish corpus, EsTenTen18, is
close to 17,000 million words.

The sizes shown in Figure 1 might give the impression that these resources are
already beyond the minimum necessary for the exhaustive description of any
question in Linguistics. Yet, the endless universe of the web and of social net-
works is still searched for new data, as if the big size of corpora were not enough
for the description of some words’ constructional or diachronic, stylistic or social
variation profile. Equally paradoxically, small corpora are built more and more
frequently to fill the gaps left by bigger, general corpora.

Computational Linguistics thus currently works on three fronts: the compila-
tion of macro-corpora reference corpora, the annotation of highly specific small

Figure 1: Spanish corpus size in millions of tokens.
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corpora, and the improvement of traditional Corpus Linguistics by means of the
analysis of massive internet and social network data.

This paper is an overview of Spanish Corpus Linguistics. Section 2 reviews
the synchronic and diachronic corpora available and points out limitations im-
posed by source quality and by the interfaces used (in general, RAE corpora offer
better data selection and achieve a higher representativeness, whereas non-RAE
corpora use more flexible and powerful search engines, as shown in section 2.1).
Based on the analysis of the Colombian Spanish token parce, section 2.2 shows
that inaccurate search results are closely related to low quality samples and geo-
graphic metadata. Section 3 uses massive corpora, internet data and social net-
work data for improved results on the little evidence of the quantifier algotro
(‘some other’) available in RAE corpora. Finally, section 4 compares Big Data sour-
ces with two specific diachronic corpora: Post Scriptum (P.S.) and Oralia diacróni-
ca del español (ODE).

2 Spanish Reference Corpora and Massive
Corpora

General corpora or reference corpora are corpora intended for the attestation of
general properties of a language at a given period of its history. For Spanish, a
general or reference corpus must contain all types of texts, of all the periods into
which the timeframe intended for research can be divided, and from all the coun-
tries where Spanish is spoken as a first language.

The Corpus del Español del siglo XXI (CORPES XXI) and the Corpus del Español
(CdE web/dialects) are the two commonly acknowledged reference corpora of
contemporary Spanish. The Corpus del Diccionario Histórico de la Lengua Espa-
ñola (CDH) and the historical subcorpus of the CdE (CdE hist) are diachronic Span-
ish reference corpora. The basic properties of all four corpora are outlined in
Table 1 below.

The latest versions of the two RAE corpora, CORPES XXI and CDH, amount to
ca. 400 million words. The former contains samples produced since 2001 and is
intended to increase by ca. 25 million words per year. Transcripts of spoken sam-
ples amount to 1%, some linked to audio files. The intended variety proportion is
ca. 30% European Spanish and 70% American Spanish.

The CDH includes the samples of the first RAE corpora, CREA and CORDE,
after descriptive annotation (lemmatization and morphosyntactic labelling), simi-
larly to CORPES XXI. Unlike the four major types of samples in CORPES XXI (fic-
tion, non-fiction, press, spoken), the samples of the CDH are classified by topic
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(i.e. arts, social sciences, science and technology, leisure and everyday life, politics
and economy, and health).

The CDH can be divided into three subcorpora, each of which can be accessed
separately: i) the CDH core subcorpus (CDH nuclear) is a 63-million-word represen-
tative collection of samples taken from the CORDE and CREA; ii) the CDH XII-1975
subcorpus is a 230-million-word collection of most of the contents of the old
CORDE corpus; and iii) the CDH 1975–2000 subcorpus is a 125-million-word collec-
tion of the CREA contents not included in the CDH core subcorpus. The proportion
of European vs. American Spanish for the period from 1492 onwards in the CDH is
71% vs. 29% respectively.

The CdE web/dialects corpus is a reference macro-corpus (nearly 2,000 million
words) of web samples of the period 2013 and 2014. It is arranged as two large sets
(blogs vs. general) and is representative of the 21 Spanish-speaking countries.1 The
CdE’s historical subcorpus contains samples from the 13th c. to the 20th c. Query
results can be sorted by century and, for the samples of the 20th c., also by sample
type (note that the 20 million words of the 20th c. are evenly distributed over the
four sample types shown in Table 1).

At 16,951 million words, EsTenTen18 is the biggest among the so-called mas-
sive corpora of Spanish. The samples were extracted automatically from internet
sources and can be searched with Sketch Engine. Structured by subdomains (Eu-
ropean Spanish domain.es, Mexican domain.mx, Chilean domain.cl, etc.), it allows
to combine searches by descriptive and geographic data (see section 2.2).

Table 1: The Spanish reference corpora.

Tokens
(by million)

Spain America Period Fiction Non-
fiction

Press Spoken

CORPES XXI (.)  % % – % % % %

CDH (.)  % % th
c.-

classified by topic

CdE (web/dialects)  % % – Blog (%) / General (%)

CdE (hist)  Data not
available

th
c.-th c.

th c.:
%

% % %

 21 countries including the United States, 22 including Equatorial Guinea.

Spanish Corpora: Big (Quality) Data? 111



2.1 Sample Quality vs. Interface Versatility

The main difference between the above corpora runs along the lines of Mair’s
(2006) contrast between ‘big and messy’ corpora vs. ‘small and tidy corpora’: the
bigger the corpus, the lower the quality, the representativeness, and the accuracy
of sample classification and annotation (both descriptive and presentational); by
contrast, smaller corpora lend themselves to manual annotation and, therefore,
achieve comparatively better sample selection and higher annotation accuracy.

RAE corpora are annotated and lemmatized remarkably accurately. Also,
their samples are selected according to representativeness and are annotated
with more accurate geographic, chronological and thematic metadata than non-
RAE corpora (Rojo 2010). By contrast, non-RAE corpora rely on a more flexible
and powerful search interface than RAE corpora, and count on bigger sizes: com-
pared with CORPES XXI, CdE web/dialects is five times as big, and EsTenTen18 is
nearly fifty times as big.

While the quality of CORPES XXI’s samples is praised on the CdE’s website, it
is also stated that ‘[. . .] it uses a fairly rudimentary web interface, which really
limits what can be done with concordances, collocates, and frequency lists. In
other words, the good textual data is “trapped” behind a poor interface, and is
inaccessible to end users’.2

EsTenTen18 is praised for its size, for the collocate-based ‘word sketches’ and
for the possibility to submit queries with CQP. By contrast, it is criticised for the
poor lemmatization and for the amount of wrong or inaccurate annotation. In-
deed, EsTenTen18 becomes unbeatable for its size and for its powerful, user-
friendly interface, when it comes to finding the combination profile (word sketch)
of highly frequent words. Graphical representations of a given token’s profile are
easily generated, as in the adjective severo ‘severe’ of Figure 2. Remarkably, the
same figure exposes one of the main shortcomings of this type of macro-corpora
too, namely their poor morphosyntactic annotation: funny enough, the most fre-
quent collocate for the adjective severo is Spanish Nobel prize winner’s surname
Ochoa (thus, Severo Ochoa).3

CdE web/dialects stands out for the possibility to research dialectal differences
across the 21 Spanish-speaking countries. Thus, a single query for the adjectival suf-
fix -oso returns Argentinian Spanish adjectives like ochentoso ‘eighty-like’, noventoso
‘ninety-like’, criterioso ‘sensible’, modernoso ‘modern’ or culposo ‘guilty’ vs. Euro-

 https://www.corpusdelespanol.org/compare.asp (17–12-2021).
 CdH yields the same wrong annotation. Wrong annotation can be revised only manually.
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pean Spanish adjectives like lioso ‘messy’, cantoso ‘flagrant’, picajoso ‘fussy’, paste-
loso ‘soppy’ or patoso ‘clumsy’.

The option Chart allows to obtain a very telling overview of well-attested gen-
eral usage. Thus, the query “re _J✶”4 yields a chart comparing the normalized fre-
quency of “re+adjective” in all the Spanish-speaking countries, and significant
contrasts can be noticed: the highest frequencies occur in the varieties of Argen-
tina (17.94 per million words), Chile (8.06 wpm) and Paraguay (5.58 wpm). Fre-
quencies below 3.20 wpm (Mexico) are attested in the remaining varieties. The
adverbial counterpart with re- (e.g. rebién ‘very well’, remal ‘very bad’, retarde
‘very late’, etc.) shows a similar distribution across varieties: Argentina attests
3.10 wpm, Chile 1.56 wpm and Uruguay 1.26 wpm. Guatemala attests a similar re-
sult as the south American countries: 1.07 wpm.

RAE corpora do not rely on search engines capable of rendering visual results
as in Figure 2. CORPES XXI and CDH present quantitative results as absolute and
relative frequencies by country. Surprisingly, the pie charts generated automati-
cally only give results of absolute frequencies, and this may severely distort the
picture. For example, the well-known American Spanish preference for computa-
dora ‘computer’ vs. European Spanish ordenador ‘computer’, is confirmed by the

Figure 2: A graphical representation of the collocates of the adjective severo ‘severe’ in EsTenTen18.

 I.e. re- prefixed to an adjective for intensification, e.g. rebueno ‘very good’, relindo ‘very nice’,
reloco ‘very crazy’, etc., NGLE 10.9j.

Spanish Corpora: Big (Quality) Data? 113



CDH data: at 1.5 wpm, the relative frequency of computadora in European Span-
ish ranks lowest among the Spanish-speaking countries (cf. Figure 3, generated by
the author, based on the CDH’s wpm frequencies for this query).

Contrarily, based on absolute frequencies, the CDH’s graphical representation
(see Figure 4),5 stands in sharp contrast with Figure 3 above, and is therefore mis-
leading: as European Spanish amounts to 71% of the samples in the CDH, the ab-
solute frequency of computadora for European Spanish (402 occurrences) is the
highest in the corpus. This is a serious weakness of the concordancer’s data man-
agement, and also one that could be easily overcome by linking pie chart genera-
tion to wpm frequencies instead of to absolute values.

Spain (1.5)Chile (4.96)
Antilles (8.22)

Mainland Caribbean (9.52)

Rio de la Plata (12.65)

Mexico and Central America (13.67)

Andean Region (18.52)

United States (90.23)

Figure 3: The frequency of computadora ‘computer’ in the CDH (wpm values).

Antilles (70)
Mainland Caribbean (133)

United States (168)

Rio de la Plata (256)

Andean Region (285)

Mexico and Central America (346)

Spain (402)

Chile (46)

Figure 4: The frequency of computadora ‘computer’ in the CDH (absolute values).

 This figure, generated by the author, is a copy of the figure generated by the CDH.
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The lower flexibility of the interface is compensated in RAE corpora with a bet-
ter sample selection and with more accurate descriptive (linguistic) and non-
descriptive (presentational) annotation. CORPES XXI and CDH therefore allow a
much more precise chronological and geographic identification of language data.
Take, for example, the adjective severo again, originally used in Spanish to mean
‘severe’ (as in castigo severo ‘severe punishment’ or crítica severa ‘severe criticism’,
etc.). A later development under the influence of English extended the semantic
range to mean severity of illness (depresión severa ‘severe depression’, discapacidad
severa ‘severe handicap’, traumatismo severo ‘severe injury’ etc.). Neither the CdE
corpus nor the EsTenTen18 corpus identify the earliest record of depresión severa,
which CDH attests earliest in a sample of Venezuelan Spanish of 1976 (sentimientos
de culpabilidad y lo suficientemente severos ‘guilt feelings severe enough’). Some-
thing similar applies to the collocation traumatismo severo, first attested in Argenti-
nian Spanish in 1988.

2.2 Precision and Recall. Corpus Evidence on Colombian
Spanish Parce

‘Precision and recall’ are defined by Stefanowitsch (2020: 111–116) according to
sample quality and annotation accuracy. Data retrieval is accurate whenever a
query returns only exact matches. Thus, research on imperative verb forms end-
ing in -lde (dezilde ‘you tell him’, dalde ‘you give him’, enbialde ‘you send (to) him’,
etc.) in a non-annotated corpus of the 16th c. will retrieve both imperative forms
and false positives, the latter as a result of the retrieval of nouns with the same
ending, e.g. alcalde ‘mayor’, balde ‘bucket’ or molde ‘cast’.

Exhaustive data retrieval (‘recall’) is achieved whenever every possible match
is retrieved. This is especially difficult to attain in historical research, for the many
orthographic variants that a token may display. Thus, the following variants are
attested for the token trébedes ‘trivet’ in the ODE, some of which are quite unpre-
dictable: trevedes, trebedes, treuedes, treodes, trévedes, trebes, estrebes, esttreores,
extrevedes, estrebedes. These forms cannot be retrieved under the same query and
are thus a major source of data loss during data retrieval (as ‘false negatives’).

This section assesses the degree of precision and recall of CORPES XXI, CdE
and esTenTen18 according to their samples and linguistic annotation. The source
of the samples of RAE corpora is mainly publications, including revised editions.
This reduces to a minimum the amount of typographical mistakes and inconsis-
tencies, in contrast with corpora built with samples collected from blogs and non-
institutional websites. This can be illustrated with the Colombian addressing term
parce ‘friend, pal’. A shortened form for parcero, it is used among the younger
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speakers as an addressing term to express comradeship or conviviality. The term
comes from Portuguese parceiro ‘friend, pal’. It was allegedly used first in the
lower class quarters of Medellín in the 1980s, and then spread over the rest of the
country (Castañeda Naranjo 2005: 67).6

CORPES XXI contains enough evidence to describe the usage or the geo-
graphic distribution of parce: out of the 49 instances recorded in the corpus, only
8 are not from Colombian Spanish (4 are typographical mistakes7 or foreign
words8 used in European Spanish samples; the other 4 are the vocative form used
by Colombian Spanish speakers in literary works or journal articles).9 The evi-
dence available in this RAE corpus thus confirms that parce is associated with Co-
lombian Spanish, and illustrates not just its combinatory possibilities and its
meaning (1), but also its origin (1) and its chronological development (2):

(1) Parce!!! (de parcero, que en Colombia es amigo) Hermano!!! («Miguel Bosé se
ofreció a mediar con las FARC al recibir nacionalidad colombiana». El Comercio.
pe. Lima: elcomercio.pe, 2010-03-17).

(2) Es 1994, todavía son pocos los que dicen parce (Castro, Samuel: A la velocidad
del byte. Medellín: Fondo Editorial Universidad EAFIT, 2008).

Parce is nearly always used as a vocative, before or after a pause (3–6). It is also
recorded as a noun meaning ‘friend, pal’ (“se trataba de un parce de ellos”). It is
often used with the pronoun usted (‘you [formal]’), except for one example with
vos (‘you [informal]’ 6) and another with sumercé ‘you [formal]’ (5).

(3) —Parces, ¿alguno de ustedes tiene algo para la cabeza? (Martínez, Fabio: «Los
ensayistas del Parque del Perro». El escritor y la bailarina. Cali: Escuela de Estu-
dios Literarios de la Universidad del Valle, 2012).

 The earliest attestation in the CDH dates back to 1994: “Un ejemplo: ¿Entonces qué, parce, vien-
tos o maletas? ¿Qué dijo? Dijo: Hola hijo de puta. Es un saludo de rufianes” (Vallejo, Fernando, La
virgen de los sicarios [Colombia] [Santafé de Bogotá, Alfaguara, 1999).
 Parce for parece: “parce que van dejando . . .”.
 The Latin formula “Parce nobis, Domine”, or the French causal conjunction “parce que” ‘be-
cause’: “Hay una frase recurrente durante la película: parce que moi je rêve . . .”.
 The Mexican example is by a Colombian character in a play (“Cuántos años tenemos de parces,
de amigos”). Two Ecuadorian examples are a news article about Colombian hit men (“acá lo coge-
mos, parce, y le damos paila”). The Bolivian example refers to Colombian singer Juanes’ album
P.A.R.C.E.
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(4) – Si su mujer le puso los cuernos, parce, yo no tengo la culpa, la culpa la tiene
usted (López, Andrés; Ferrand, Juan Camilo: Las muñecas de los narcos. Madrid:
Aguilar, 2010).

(5) -Hum, parce, sumercé anda desactualizado (Álvarez, Juan: C.M. no récord. Bo-
gotá: Alfaguara, 2011).

(6) —¿Querés, parce? (Franco, Jorge: El cielo a tiros. Bogotá: Penguin Random
House Grupo Editorial, 2019).

The dialectal distribution of parce according to the chart based on CdE data runs
against the data available from CORPES XXI, where the vocative is recorded in
other varieties of Spanish too: Colombian (2.26 wpm), Salvadoran (2.03 wpm),
Ecuadorian (0.88 wpm), Costa Rican (0.78 wpm) and Panamanian (0.67).

The quality of these varieties is, however, low. The use of the addressing
term parce is well attested in the concordances of Colombian Spanish in the
CdE,10 even if it is fraught with false positives as a result of typographical mis-
takes. This is not always the case in the other subcorpora: all the occurrences in
Salvadoran Spanish are a mistaken form for parece (“parce cada día más vacía”,
“me parce muy interesante el comentario”, etc.); in Ecuadorian Spanish, 21 occur-
rences are for the name Patricio Parces; Panamanian Spanish contains 15 occur-
rences, 5 of which are typographical mistakes and the remaining 10 are vocatives
but do not really evidence actual use in this variety: 2 occurrences come from a
Colombian website (colombiatvglog.com), 4 are from a staged interview with a
footballer from Barranquilla (Colombia), and the remaining 4 are comments on
the Colombian TV series El cartel de los sapos.

The results available from EsTenTen18 are unreliable too: at 4721 occur-
rences, parce has a frequency of 0.24 wpm, but most are typographical mistakes.
Even more, only 66 occurrences of parce out of 217 in the Colombian section (.co)
are vocatives. This means that, as the nominal form parce is virtually confined to
Colombian Spanish, the true positives out of the original 4721 occurrences in the
corpus must amount to slightly over 66.

Typographical mistakes mislead annotation and lemmatization to the extent
that a high degree of inconsistency can be noticed: parce ‘parece’ is sometimes
annotated rightly as VMIP3S0 (i.e. the third person singular of the present tense,
indicative mood) but is wrongly ascribed to the lemma parce; the opposite, i.e.

 E.g. “parce, vos tenés que callarte”; “Buenos días, parce, hágame un favor”; “mis parces no se
pierden ni un capítulo”; “quiubo, parce”; “vamos palante, parce, sintetiza el taxista”; “¿Parce, y la
pasaste bien? Sí, güevón, super chimba”.
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parce ‘friend, pal’ annotated as VMIP3S0 (“decir parce, en vez de parcero”), is also
recorded; some other times, both parce ‘parece’ and Parce ‘friend, pal’ are anno-
tated as NP (proper noun), especially if the initial is upper case.11 The precision of
the corpus is, thus, remarkably low and, while it does not make it impossible to
research specific cases in detail, data processing becomes significantly more
demanding.

False negatives or misses (i.e. “fail[ure] to include instances of our phenome-
non” Stefanowitsch 2020: 111) are a different case. In the example under study
here, data may be missed, if the spelling associated with the realization of /θ/ in
parce as /s/ (so-called seseo) were not considered. Lemmatization of the vocative
does not attest such spelling, so additional queries are necessary for the form
parse and its plural parses.

As in other examples described above, most of the instances retrieved are
false positives: the technical term parse (meaning ‘syntactic analysis’) prevails in
EsTenTen18,12 and parse as a typographical mistake for parte ‘part’ (“parse inte-
grante”) distorts the frequency in the Puerto Rican subcorpus of CdE. The only
relevant occurrences for this query are ca. 20 concordances taken from a blog
about rock music where the author imitates colloquial speech (“eyos escuchan
salsa y esa muciquita de regetoneros, parse, que paila que no aya tenido padres
metaleros” (rockombia.com, CdE).

The above is intended to show how low data quality may lead to low quality
query results and the latter, in turn, to wrong conclusions, e.g. if automatically-
generated charts are taken at their face value, i.e. without concordance analysis.
Awareness of the strengths and weaknesses of each corpus, i.e. of “the nature and
composition of the corpus used” and “the kinds of linguistic information provided
by automatic tools” is thus essential (Egbert, Larsson and Biber 2020: 1).

 Parce is annotated as NP (Nombre Propio ‘proper noun’) in both “Parce, si usted puede” and
“Parce ‘parece’ el problema de Linux”.
 This is clearly as a result of automatic data collection from computing blogs, which are of
little interest for a general corpus of Spanish; even so, some useful concordances can be re-
trieved: “–No se me ahogue más en alcohol, parse; ya deje de chupar” (foroactivo.com, Es-
TenTen18); “así que pues le dejo ese consejito, parse alivien no se ponga a hacer afirmaciones tan
absurdas” (prometec.net, EsTenTen18).
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3 Beyond Corpora: The Web and the Social
Networks

Octavio de Toledo y Huerta (2016) relied on systematic data gathering from online
resources (Google Books, Google Scholar, and Google’s search engine) to complete
the insufficient lexicographical data and the little evidence of algotro ‘some
other’ (from ‘algún otro’) available in RAE corpora. Additionally, he relied on the
general archive of the Real Academia de la Lengua Española and on oral corpora
(COSER). The data collected allowed to attest the origin of the abovementioned
indefinite quantifier in Extremadura rather than in Andalusia. The data also al-
lowed to identify the current distribution areas, namely El Salvador, Colombia,
Mexico, Honduras, Guatemala, Argentina, Chile, Ecuador, Panama, Costa Rica and
Peru (in order of decreasing frequency).

This section reviews the data collected by Octavio de Toledo on the reliability
of CdE and EsTenTen18 as regards research on low-frequency lemmas in RAE cor-
pora. The value of additional evidence of algotro gathered from Twitter is then
pondered as a qualification of the abovementioned corpus data.

The number of occurrences of algotro in RAE corpora is low but representa-
tive: 9 occurrences in the CDH between 1896 and 1954,13 and 2 occurrences of Sal-
vadoran Spanish in CORPES XXI. Figure 5 shows the wpm frequency of algotro in
the CdE web/dialects. According to this figure, the quantifier’s distribution by vari-

 Of these, 4 are from Colombia, 2 from Honduras, 2 from Guatemala and 1 from Spain, specifi-
cally from Felipe Trigo’s novel Jarrapellejos (1914), set in a village in Extremadura.

Figure 5: Wpm frequency of algotro in the CdE.
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ety is close to Octavio de Toledo’s claim, i.e. it is used mainly in Central America
(El Salvador, Nicaragua, Honduras, Guatemala, and Panama), Colombia, Ecuador
and, less frequently, in Mexico and Peru.

EsTenTen contains 132 occurrences of algotro, and the wpm frequency is
therefore very low: 0.01. 50 concordances of algotro can be referred to American
sources, 9 to Spanish, and the remaining 73 come from generic websites that can-
not be ascribed to a specific variety. Among the above, the 50 American occur-
rences are distributed very much as described in the former paragraph:
– 5 from El Salvador (0.27 wpm),
– 1 from Guatemala (0.19 wpm),
– 2 from Honduras (0.15 wpm),
– 15 from México (0.1 wpm),
– 9 from Argentina (0.1 wpm),
– 8 from Chile (0.1 wpm),
– 6 from Colombia (0.1 wpm), and
– 4 from Nicaragua (0.1 wpm).

Twitter data reveal facts about algotro that are not evidenced by the above sour-
ces. The first fifty tweets containing the lemma algotro disclose the following dis-
tribution by country:
– Honduras (19 occurrences),
– El Salvador (10 occurrences),
– Colombia (8 occurrences),
– Mexico (6 occurrences),
– Guatemala (4 occurrences),
– España (2 occurrences), and
– Argentina (1 occurrence).

The most significant finding is that half the concordances are negative comments
on the use of this quantifier. This is especially so in Hondurean Spanish, where 14
out of 19 tweets disapprove the use of this indefinite quantifier:

(7) Feliz día del idioma español . . . menos a los que dicen “haiga” “algotro” “em-
beces” . . . etc . . . no a ellos no! (Honduras).

(8) En una clase de la U un compañero exponiendo comete el terrible horror de
decir algotro y la catedrática le hizo unos ojos que lo quemó y a todos nos quitó
puntos por ese error, vieja cabrona (Honduras).

(9) ¿Qué flores se le compra a una dama que dice “haiga” y “algotro”? –Cilantro
(Honduras).
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(10) Valoro la creatividad de unir “algún otro” en “algotro”, pero no. No, por favor
(El Salvador).

(11) Le dice mi esposa a mi hija de 3 años: –Me sorprende oírte decir la palabra
algotro ya que es una palabra que cayó en desuso (México).

Twitter evidence stands out in other respects too. Remarkably, one of the exam-
ples of European Spanish confirms the current usage of this lemma in Extrema-
dura (“Nos encanta “algotro”, que aún se usa en Extremadura, aunque el DLE no
lo diga”). Otherwise, a tweet by a Mexican speaker illustrates the diastratic popu-
lar mark of algotro in Mexico:

(12) “Algotro lo tengo registrado en una de las entrevistas de mi tesis, de una
mujer, de 20 y tantos, con estudios básicos, nacida y crecida en San Felipe, Guana-
juato, México”.

Overall, the data available for algotro reveal the need for exhaustive procedures
in low-frequency lemmas: RAE corpora are a reasonable starting point in that
they supply fairly reliable chronological and geographic data. Three further sour-
ces may be used for additional evidence: i) CdE and EsTenTen18 data, ii) Google
searches, and iii) Twitter data. The resulting body of data allows the identification
of the dialectal, combinatory and sociolinguistic profile of low-frequency lemmas.

4 Small Specific Corpora in the World of Big Data

Besides Big Data sources, small, specific corpora may widen the research data
sources quite substantially. Specific corpora or complementary corpora are com-
piled according to a sample selection whereby the sources must share a given
property that is relevant to the research objectives (Rojo 2021: 75). Thus, the sam-
ple may be by a given author, of a given literary or musical genre, of a given field
of science, of a given period, etc.

Various specific corpora of Spanish are currently being compiled: diachronic
corpora, like Biblia Medieval, CHARTA, CORDIAM, COREECOM, CorLexIn, etc., and
spoken corpora, like COSER, ESLORA or PRESEEA. This section reviews two histori-
cal corpora managed with TEITOK both for language processing and for data selec-
tion and retrieval: Post Scriptum (Vaamonde 2017, 2018; Janssen and Vaamonde
2020) and Oralia diacrónica del español, ODE (Calderón Campos & Vaamonde 2020).

P.S. is a corpus of private correspondence of the Modern Period (1500–1833).
It contains two million words distributed over two surcorpora: one for Portu-
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guese and one for mainland Spanish. ODE is a corpus of handwritten documents
of the 16th c. to the 19th c. Unlike the P.S. corpus, compilation of the ODE corpus
is currently underway. It covers two sample types: i) witness statements at trials,
and ii) inventories of personal belongings. The target size of the ODE corpus is
one million words, and the original scope of sources has been widened from the
historical kingdom of Granada (today’s provinces of Granada, Almeria, and Ma-
laga) to the rest of Andalusia plus Extremadura and Madrid. The two corpora
allow simple retrieval as facsimiles, as palaeographic samples, and as modern
text. CQL searches and result mapping are also available.

At one and two million words respectively, these specific corpora are in-
tended to overcome the dialectal and/or stylistic limitations of the bigger refer-
ence historical corpora available of over 400 million words. Their purpose is,
therefore, to supply corpus evidence for research on historical dialectology or
pragmatics that is otherwise unavailable from larger reference corpora (Calderón
Campos & Díaz Bravo 2021).

Regarding dialectal variation, reference corpora limit themselves to the 21 or
22 Spanish-speaking countries (cf. note 1). These corpora allow retrieval of specific
usage in European Spanish (e.g. mogollón ‘a lot’, comerse un marrón ‘to own up to
something’, pasteloso ‘cheesy’, etc.), Chilean Spanish (fome ‘boring’, pololo ‘boy-
friend’, erís ‘[you.SG] are’, etc.), or Colombian Spanish (sumercé ‘you [formal]’,
chimba ‘cool, nice’, parce ‘pal’, etc.), but not within their regional or local varieties.

Regarding diaphasic or stylistic variation, reference historical corpora rely
mainly on formal language, e.g. literature, historical prose, essays, and scientific
and legal texts. Informal spoken language is barely represented in the corpora,
especially for the period before the 19th c. As a way of example, vos ‘you’ is re-
corded 668 times in the CDH core subcorpus (European Spanish, 19th c.), most of
them from samples of historical novels. Occurrences can be found in other genres
too, e.g. 17 occurrences in romance novels like Eumenia o la madrileña. Precisely,
example 13 illustrates the literary style of this genre, pompous (“tributó lágrimas a
los quebrantos de Eumenia”) and archaic (as evidenced by the use of vos ‘you’ as an
addressing form), but barely representative of informal Spanish of the 19th c.14 and
of addressing terms:

 Except for what regards the author’s laísmo, i.e. the use of the feminine form of the pronoun
la ‘her’ for the masculine or neuter lo ‘him’ or ‘it’, or for the gender-unspecified form le ‘to him/
her/it’.
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(13) Tributó esta muger amable algunas lágrimas a los quebrantos de Eumenia,
diciéndola: “Vos habéis sufrido mil penas, hija mía; lloráis aún la ausencia de un
esposo, pero ¿qué sería si os hubiera abandonado antes de serlo, después de sed-
iciros y deshonraros?” (1805, Zavala y Zamora, Gaspar, La Eumenia o la madri-
leña, teatro moral).

By contrast, the samples collected for P.S. and ODE are substantially different
from those of reference corpora: not only are they more representative of spoken
language, but they have also been transcribed according to the original spelling
and thus make available data that would have been missed, if the present-day
counterpart of the original samples had been used.

(14) Dijo a uisto y reconozido a la persona de Manuel Rodriges vezino de este
dicho lugar, la que reconozida, le hallo vna herida en el vrazo disquierdo en la
parte alta de el molleo, echa con instrumento cortante y punzante, como nabaja o
cuchillo, y por los accidentes que pueden acadezer, tiene peligro de muerte
(ARCHGR, Serie de pleitos, 5233/022, 1753, Cúllar Vega, Granada, ODE).

Example 14 shows how intervocalic d was frequently lost in the Spanish spoken
in Granada in the 18th c.: molleo (referred to an arm) actually meant ‘el molledo o
bíceps’ ‘the lean muscle or biceps’ after -d- elision. Later hypercorrection is even
more significant, as -d- was inserted between vowels, as in acadecer (for acaecer
‘happen’). Neither molleo nor acadecer are recorded in the CDH, whereas 105 oc-
currences of the full form molledo are attested.

The samples compiled for the ODE were selected according to their value as
evidence of informal, spoken language, and for the best possible exemplification
of the language spoken (and pronounced) in Granada in the Modern Period. Simi-
larly, P.S. contains transcripts of private correspondence, so the language spoken
in mainland Spain in the same period can be analyzed:

(15) thio mio con la ocasion de hallarnos muy apurados de dinero ni tener donde
cobrar por aber puestole a Dn Balthasar un pleitto las monjas de la conzepzion y
aberle enbargado todas las renttas donde abia de cobrar y asta que se concluya
no poder cobrar nada cansamos a Vm pidiendole que por amor de Dios nos aga
gusto de darnos quatro o cinco mill Rs (1702, P.S.).

Example 15, taken from P.S., is a passage of a letter sent by Catalina Señor to her
uncle, Pedro Señor y Angulo. A mother of seven children, Catalina Señor requests
funds for child maintenance in her letter. The tenor is thus respectful, with use of
the abbreviation V.M., which the corpus editors rightly do not spell out. As the
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P.S. corpus contains 9 letters sent by Catalina Señor to her uncle, other letters of
the same collection reveal the meaning of the abbreviation: “en casa todos esta-
mos buenos para lo que usted nos quisiere mandar que le obedezeremos con la
boluntad que Vm sabe”, and “de corazon reciui la de vuersa merced y siento
mucho que mi tia aya malparido”.

These passages thus reveal that the full form vuesa merced ‘your honour’ was
still in use in the early 18th c. alongside the formal pronoun form usted ‘you’,
which by then had become fully grammaticalized.

The letters reveal significant properties of the scribes’ language and, by ex-
tension, of the lexical resources of that period. The image copies of the documents
evidence two different handwritings: one by a scribe who used seseo (resetado
for recetado ‘prescribed’) and yeísmo, i.e. the pronunciation of the digraph ll as
the grapheme y (áyome for hállome ‘I am’, ayarme for hallarme ‘to be’, aller for
ayer ‘yesterday’); another by a scribe who used leísmo, i.e. the use of gender-
unspecified le ‘(to) him/her/it’ for masculine lo ‘(to) him’ or feminine la ‘(to) her’
(“si Vm tubiere un capote que no le sirva me le embiara; no canso mas a Vm si no
es que me le gde Dios”) and laísmo (“por no darla pesadumbre le digo que no lo
se y se me haze escrupulo el que aquella alma pierda las oraziones o misas que la
puedan dezir”).

These letters are also useful for attestation of everyday words that are barely
recorded in general corpora. Thus, Catalina, anxious about the cold in Madrid,
repeatedly requests from his uncle “2 cargas de arrax porque los frios por aca an
entrado” (‘two loads of [arrax] because the cold set in here’), i.e. two loads of “car-
bón de huessos de azeituna con que se hace un fuego mui apacible y durable
para los braseros” (Aut.) (‘brazier coal made of olive pits for a very comforting
and lasting fire’). This variant form of errax, originally from Arabic, was rare as
late as the 18th c. and is recorded once in the CDH.

All in all, the above shows that specific questions need both specific ad hoc
corpora to fill the gaps of general corpora, and the ensuing data analysis and in-
terpretation, which go beyond mere large-scale data collection.

5 Conclusions

Review of the strengths and weaknesses of RAE (CDH and CORPES XXI) and non-
RAE corpora (CdE and EsTenTen18) reveal higher sample quality and more accu-
rate descriptive and presentational annotation in the former, and bigger size and
higher interface flexibility in the latter.
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Automatic sample collection from various websites and blogs increases cor-
pus size and is less time-consuming and requires less effort during corpus compi-
lation. Still, there is a downside:
1. sample selection is less precise and, as a result, the resulting corpus is less

representative;
2. samples are collected from internet sources with poor geographical meta-

data, so a large number of examples cannot be ascribed to any language vari-
ety or are ascribed wrongly; and

3. sample quality is lower as a result of typographical mistakes (parce for pare-
ce, parse for parte, etc.) and of inconsistencies (passages in other languages,
parce que); this results in wrong annotation and lemmatization and, there-
fore, the degree of precision and recall decreases.

Despite the above, the resulting picture is good, especially if the user is fully
aware of the properties of their corpus and, especially, if complementary corpora
can be added. The review of algotro illustrates the use of this collaborative proce-
dure that runs from RAE corpora, goes through CdE and EsTenTen18, and reaches
internet websites and social networks.

Small, specific corpora can supply data to address research questions that Big
Data resources leave unanswered for their lack of highly specific samples and
data analysis qualitatively different from their large-scale data collection.
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Carolina Gainza C.

Literature and Algorithms: “Aesthesis”
and “Mathesis” in Digital Humanities

Digital Humanities: A Field in Tension

Digital Humanities (DH) and digital literatures have shown an important growth
in the last few decades. However, it is interesting to see how, along with their
growth, they have also split into two different disciplinary fields. This separation
is problematic, as it reproduces the disengagement between “mathesis” and “aes-
thesis”, encouraged by the settlement of science and particularly computational
thought as privileged forms of generating legitimate knowledge, and the disciplin-
ary schism that has made dialogue between sciences, arts, and humanities diffi-
cult. On the other hand, the growing drift of humanities towards quantification
corresponds to a colonizing movement which stems from its practice and institu-
tionalization in Universities in the United States, affecting the diverse practice of
situated digital humanities.

I consider myself part of the field of digital humanities and, in this article, I
would like to explain why. In a general manner, digital humanities have been de-
fined from the global north as a form of applied research within humanities
which intensively analyzes data through digital tools. It is not concerned to the
digitalization of humanities but is related to a computational turn that affect its
methodologies, forms of creation, resource management and the generation of
computational applications (del Río 2015). Given this heterogeneity it is hard to de-
fine the scope of applications of digital humanities, as pointed out by many au-
thors in the Hispanic world (Rodríguez 2014; del Río 2015; Ortega and Gutiérrez
2014). However, it is relevant to highlight what Nuria Rodriguez remarked: “What
defines, then, Digital Humanities in contrast to the set of humanistic disciplines
that simply use technological tools is the search of new interpretative models, new
disruptive paradigms for the comprehension of culture and the world” (2014: 14).1

Despite this difficulty, and in the search of a greater proximity to science, a
quantitative perspective has prevailed in digital humanities along with a search
for scientific/objective legitimation, which has often weakened the interpretative

 All translations in this article are mine. “Lo que define, pues, las Humanidades Digitales frente
al conjunto de disciplinas humanísticas que utilizan herramientas tecnológicas es la búsqueda de
nuevos modelos interpretativos, nuevos paradigmas disruptivos en la compresión de la cultura y
del mundo”.
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perspectives. Johanna Drucker, in her critique of the exclusion of aesthesis in the
practice of digital humanities, observes:

Digital humanities is an applied field as well as a theoretical one, and the task of applying
these metaconsiderations puts humanist’s assumptions to a different set of tests. It also
raises the stakes with regard to outcomes. Theorethical insight is constitutes in this field in
large part through encounters with application. The statistical analysis of texts, creation of
structured data, and design of information architecture are the basic elements of digital hu-
manities. Representation and display are integral aspects of these activities, but they are
often premised on an approach influenced by engineering, grounded in a conviction that
transparency or accuracy in the presentation of data is the best solution. Blindness to the
rhetorical effects of design as a form of mediation (not of transmission or delivery) is an
aspect of the cultural authority of mathesis that plagues the digital humanities community
(2009: 6).

I believe there are two problems in digital humanities which urgently need to be
addressed. The first one has to do with the separation between aesthesis and
mathesis, which takes relevance away from the role of imagination, critique, cre-
ation, and subjectivity in digital culture, in favor of the use of data to give human-
ities a status of scientific objectivity. Personally, as I will argue here, I do not
believe these two to be mutually exclusive activities. The second problem has to
do with the institutionalization of North American and European digital humani-
ties, whose definitions and practices, mainly related to this separation between
mathesis and aesthesis, are imposed onto other regions of the world. This not
only leads to a colonization of data, but it also overshadows the diversity in the
exercise of digital humanities. As Gimena del Río points out: “a genealogy of the
whats, whys and for whats of machine and software technology is perceived as
an unpaid debt in Digital Humanities at a global (not just Hispanic) scale” (2016:
102).2 Here, del Río remarks that within North American and European academia
there is already a closure in respect to a definition of digital humanities, which
excludes other perspectives, such as the Hispanic ones (del Río 2016).

As we can see, the definition of digital humanities is far from being a field free
of tensions. Its diversity, size and reach are so large that at times it seems like ev-
erything nowadays can be considered digital humanities. However, I would like to
point out that the same diversity – of languages, disciplines, geographies, and
themes – is precisely the most important characteristic of digital humanities, which
must be preserved. In fact, these different perspectives and applications make it so
that each practice of digital humanities is something different. As Padmini Ray

 “Una genealogía de los qué, los por qué y para qué sobre la tecnología de las máquinas y el
software se percibe como la deuda pendiente de las Humanidades Digitales globales (no sólo las
hispánicas)”.
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Murray stated “Your DH is not my DH—and that is a good thing” (Qtd. in Risam
2016). It is indeed a good thing, because it allows scholars to “glocalize” the digital
humanities practice, attending to their local concerns. This is something that is also
posed by Gimena del Río, an acclaimed voice in Latin American DHs, when she
highlights the diversity that exists within digital humanities, as well as the need to
ponder DHs from the global south.

Therefore, in this paper I am interested in defending a non-binary perspective
capable of integrating worlds, where it is not necessary to distance ourselves from
questions of aesthetics, creation, and qualitative perspectives in order to justify our
humanistic practice in current digital times. Even though as a researcher I do not
intensively use digital tools to analyze literary information – which would corre-
spond to the dominant definition of digital humanities – the analysis of the uses,
appropriations and resignifications of digital technologies, the elaboration of theo-
ries and concepts that allow as to approach and comprehend phenomena within
digital culture, still constitute a fundamental part of the development of this area
of humanistic studies. I believe that the use of software in digital humanities to an-
alyze and visualize data is something positive and has opened a field of study that
embraces artistic and cultural phenomena. This would have been impossible to
tackle in past decades without the help of these technologies. However, we must be
careful not to fall into a fetishism of data, which could make us lose sight of the
need to develop critical and reflective perspectives in respect to how technologies
affect humanity and how we relate with the phenomena of digital culture. This last
part is what I believe the dominant forms of understanding digital humanities
leave out. In this respect, Drucker points out:

The attitude that objectivity -defined in many cases as anything that can be accommodated
to formal logical processes- is a virtue, and the supposedly fuzzy quality of subjectivity im-
plicitly a vice, pervades the computation community. As a result, I frequently saw the tri-
umph of computer culture over humanistic values (7).

This dichotomy that exists within DH, objectivity/subjectivity – mathesis/aesthe-
sis, is producing a growing disciplinary division, which affects what has been the
task of humanities throughout its historical development. In this presentation I
seek to plead for a dialogue between mathesis and aesthesis in digital humanities,
my goal being to avoid the reproduction within humanities of the science/human-
ities dichotomy between science and humanities that prevailed during the 20th
century.

Regarding visibility of Latin American DH, let us take as an example this geo-
political map of digital humanities (Image 1), created by José Pino-Díaz and Domé-
nico Fiormonte (2018). The map is based on the participation of investigators in
the congress of digital humanities that took place in Montreal in 2017. We can see
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that Latin America, as well as other southern regions, have practically no repre-
sentation. One could argue that this is because the congress was carried out in
Canada, and that is one of the reasons, but the truth is that, in general, it looks
like DH do not exist in Latin America and other regions of the world.

According to the authors, this map goes to show the hegemonic part that Digi-
tal Humanities from the global north play in respect to the definitions and practi-
ces of digital humanities. This, of course, does not mean that DH are not present
in the global south, but it speaks to the invisibility of their practices in the face of
the homogenizing tendency that stems from a greater institutionalization of DH
in northern academia (Del Río 2016), which moreover, coincides with a predomi-
nance of mathesis in their practices. On the other hand, Élika Ortega and Silvia
Gutiérrez generated a map of DHs in 2014, which considers Spanish, Latin Ameri-
can, and Portuguese academics. They compiled the information during 2013
through an online survey sent to researchers in digital topics in the humanities,
and then spread it through social media. The results showed that in Spanish and
Portuguese speaking countries, digital humanities were growing through literary
studies, especially in the field of electronic and digital literature, and not so much
in relation to matters of methodological innovation. In the analyses presented by
these authors it is possible to observe within those years a growing link between
DH and that which I call “digital aesthetics”, meaning the creative and aesthetic
practices risen from the use of digital technologies in literary creation. In this
sense, the penetration of the digital into humanities in Latin America had more to
do with asking questions in respect to digital cultural phenomena than develop-
ing humanistic research involving the intensive use of digital tools.

The presence of digital humanities in Latin America has grown considerably
in recent years, with the emergence of digital humanities organizations in Mex-
ico, Colombia, Brazil and Argentina. It is also possible to identify a growing num-
ber of digital humanities researchers who are not on the maps. Gimena del Río
(2019), together with other digital humanities researchers, have proposed the
need to focus on the development of DH from the South, without waiting for vali-
dation from those developed from the North, as well as the need for Latin Ameri-
can governments to invest more in the development of these areas, both in
infrastructure (databases and archives) and in research. For now, digital humani-
ties in Latin America exist thanks to the effort and drive of researchers commit-
ted to the area, rather than concerns or policies that promote its development
and institutionalization, as can be seen in Europe and the United States (del Río
2019).

Although digital humanities cover a wide range of topics, the homogenizing
tendency of Northern DH has translated into a predominance of their mathemati-
cal dimension, data management and quantitative techniques for analyzing large
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volumes of information, with the goal of identifying trends and patterns, elabo-
rating maps, among others. As pointed out by R. Risam:

In spite of ongoing work to rewrite the maps of global digital humanities, a troubling trend
appears in digital humanities citations: erasure of local difference. Staci Stutsman’s analysis
of digital humanities syllabi has demonstrated that the same handful of theorists from these
countries (Susan Hockey, Lev Manovich, Matthew Kirschenbaum, Dan Cohen, Franco Mor-
etti, and Stephen Ramsay) is being taught repeatedly, with little variation. These are, indeed,
the same names that recur in digital humanities scholarship in South Africa, Nigeria, India,
and South Korea, regardless of their relevance to local context. There is an imperative here
to move from a logic that centers the Global North—advanced industrial and high-income
economies—in digital humanities toward embracing the diversity of practices around the
world and the intersecting forces that shape them. (Risam 2016).

Personally, the predominance of a mathesis perspective concerns me. This is to
say, the datafication and quantification that we currently observe in digital hu-
manities trying to legitimize themselves as scientific, is something that happened
before throughout the 20th century in the humanities. I think that one of the char-
acteristics of digital humanities that should not be lost is their power to link hu-
manities and science, that is, the possibility of generating transdisciplinary work.
This would allow combining aesthetic dimensions, linked to interpretation and
subjectivity, and mathematics, related to data and computational applications.

We can identify, therefore, two main ways of practicing digital humanities
that must necessarily be in dialogue. The development of new methodologies is
perhaps the dominant area, including the use of digital tools to analyze data,
make visualizations and cross-references between large amounts of information,
based on questions specific to the humanities. The other area has to do with re-
search on cultural, literary, visual, and linguistic modalities in the digital era. I
personally use digital tools to make maps and visualizations, but my main work
has to do with what is proper to the humanities: the question of language, experi-
ence, aesthetics, literary creation, and how it accounts for the phenomena we are
living. Methodological innovation, as a result of the incorporation of data analysis
software in the humanities, has allowed the opening of transdisciplinary practi-
ces. But it is very important not to lose sight of the questions, concepts, and theo-
ries, which sometimes land in the back seat in relation to the fascination with
data, or the pretension of making a science out of literature and the humanities
in general.

In this sense, I am interested in arguing that digital humanities are meant to
contribute in looking at the world differently, and not be reduced to data analysis in
the humanities or visualization of literary and artistic databases. DH bring together
research on how digital technologies affect our forms of creation and aesthetic expe-
rience, how we relate to them, and how they affect the status of humanity, along

134 Carolina Gainza C.



with new methodologies for analyzing phenomena in the humanities. If DH are de-
fined as transdisciplinary, it seems contradictory to me to introduce disciplinary bi-
narisms within the very exercise of the humanities.

Algorithmic Imagination and the Poetics of Code

My intention, then, is to contribute to break down the humanities-sciences dichot-
omy that is reproduced in some of the dominant ways of practicing digital hu-
manities. In the face of an increasing quantitative drift within digital humanities,
in this article I am interested in showing how mathesis and aesthesis can estab-
lish a dialogue in the field of digital literature through the intensive use of pro-
gramming languages in contemporary literary creation. As Johanna Drucker
(2009) points out:

From my very first encounters with digital media, I have been convinced that the powerful
cultural authority exerted by computational media, grounded in claims to objectivity prem-
ise on formal logic, can be counterbalanced through aesthetic means in which subjectivity
is central to the concept of knowledge as interpretation (xiii).

Digital literature illuminates questions regarding our digital environment and
leads us to ask ourselves questions that are not only of literature, but the humani-
ties in general. This type of literature has computer code at the basis of its defini-
tion. Following Katherine Hayles (2008), the digital code and the algorithms that
compose it are a structural part of this type of creative practice, where code lan-
guage participates in a direct or mediated way. In the first group, those where the
literary piece is directly programmed, the works are based on a programming
language that allows the generation of expanded, interactive and multimedia ex-
periences that would not be possible to appreciate or access in a printed format.
To this we can also add those literatures in which algorithms or artificial intelli-
gences have been programmed to intervene in the creative process, whether it be
in certain parts (as in generative literature) or in its entirety (as in some works
generated by artificial intelligences). In the second, where the literary piece is not
programmed directly but the code is part of the software or platform used, we
find those literatures that experiment with digital media, where creators take ad-
vantage of the tools offered mainly by social networks. We find in this dimension
the twitterature (Twitter), instapoetry (Instagram), transmedia and multimedia
stories on various platforms, literatures on WhatsApp, among others. Literatures
that experiment with the medium have been the least studied in the field of Latin
American digital literature, and here is a field of research yet to be explored.

Literature and Algorithms: “Aesthesis” and “Mathesis” in Digital Humanities 135



Code, the hidden language that seems intelligible to us, configures the poetics
of digital writings: their interactivity, hypertextuality, hypermediality, and the
possibility for these same algorithms to acquire an aesthetic sense. Digital human-
ities and digital literature fulfill the function of opening up spaces of legibility,
both in the sea of literary and artistic data through methodologies of visualization
and analysis in the former, and of algorithmic imagination in the latter. In digital
literature digital codes are projected in verbal, visual and sound languages, inter-
connecting them and experimenting with algorithms to generate literatures that
enable us to reflect on the language that surrounds us and passes through us, con-
figuring an algorithmic culture. In this sense, digital literature exposes the prob-
lem of code, which currently affects our experiences and forms of perception.

Dene Grigar, in her introduction to the book “Electronic Literature as Digital
Humanities” (2021) emphasizes that what we are really dealing with, therefore,
are two complementary areas of study:

In fact, we argue that Electronic literature is the logical object of study for digital humani-
ties scholars who have, by the second decade of the twenty-first century, cut their teeth on
video games, interactive media, mobile technology and social media networks (. . .) in sum,
electronic literature is digital humanities because of our shared philosophy that a computer
is not a tool or prosthesis that helps us to accomplish our work; rather, it is the medium in
which we work (3).

The field of digital literature is primarily concerned with the study and criticism
of literatures born in and for digital media. That is, it mostly deals with the aes-
thetic and programming language fields. Why should this be outside the digital
humanities? In her claim against mathematization of DH, Drucker, paraphrasing
Aristotle, declares “the role of aesthetics is to illuminate the ways in which the
forms of knowledge provoke interpretation” (2009: xiii). Digital literary works are
not only valuable because of their use of digital technologies and languages in
artistic creation, but even more so because they intervene in the discourses in-
stalled in digital culture and demand new interpretative models from literary
and humanistic criticism. I believe that to leave digital literature outside the field
of the humanities, as I have personally experienced in some recent conferences
or in conversations with researchers in the digital humanities, is to renounce the
possibility that humanities constitute a bridge in the contemporary that allows
the critical tradition of the humanities to dialog with the sciences and attend to
their mutual influences.
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Data and Aesthetics Can (and must) Dialogue
Within Digital Humanities

In my recent research, developed alongside academic Carolina Zúñiga at the Digi-
tal Laboratory of the Universidad Diego Portales, we published a Cartography of
Latin American Digital Literature, an information design project that visualizes
information of Latin American digital literature. The website allows a cohesive
visualization of the trajectory in this area, relating the works produced according
to their place and year of production, literary genre, format, and techniques used.
It is a multidimensional, comprehensive, and interactive research tool for re-
searchers of literature and digital culture, as well as for the general public to
learn about the works being developed in this field. The project records the devel-
opment of a growing creative community from a territorial perspective. On the
other hand, it explores interdisciplinary archival science, humanities, and design,
taking advantage of the strengths of cartography in its practical and reflexive di-
mension. It contains and represents information, while trying to propose a critical
view of the mapping exercise.

This description speaks of a project very typical to the digital humanities.
However, beyond information design and visualization, the main objective is to
condense these works in a single place in order to analyze them and characterize
Latin American digital literary creation. What digital literature does is question
the monopoly of verbal language, the definition of literary genres and territorial
boundaries. On the other hand, digital literature also leads us to ask ourselves
about the poetics of code, its creative possibilities and how they affect subjectiv-
ity, or the emergence of what I have called a “digital condition”.

Alexander Galloway (2004) pointed out several years ago how little attention
literary criticism paid to data and algorithms. Digital literature exists in data, or
in Yuk Hui’s (2016) words, writing is datafied and data objectified, that is, turned
into digital objects. These objects, like the works present in cartography, are read
by us, but also by machines, in order to be executed and have their various char-
acteristics appear in front of our eyes. For these readings to occur, between digi-
tal objects, and between digital objects and humans, mediations and interfaces
are necessary. For the machine to read code language, it must recognize it as an
object, and this happens through metadata: “in the age of hypertext, online ob-
jects are only meaningful to humans, not to machines. However, in the age of
metadata, online objects are considered meaningful to both, machines and hu-
mans. Machines understand the semantic meaning of objects via the structures
given to the metadata” (Hui 2016: 52). These translations, between human and
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non-human languages, exist because of the transmission of information through
interfaces that allow reading and translating one language into another.

In our mapping, metadata is very important. We used metadata protocols
(Dublin Core) that could be recognized by machines and, consequently, form net-
works with other digital literature archives. In other words, the digital system
recognizes them as digital objects and can establish relationships with other digi-
tal objects. This recognition of the set of data as a digital object by the machine, is
made possible by a mediation, a reading of data that is made possible by algo-
rithms that function as interfaces, as mediators. In the absence of this interface
corresponding to metadata protocols, the file or the literary piece remains iso-
lated and does not connect with the existing digital medium. In this sense, interfa-
ces allow the connection between different elements, which is fundamental for
the digital object to be constituted as such. Subsequently, there are other media-
tions that make the interaction between these digital objects and humans possi-
ble. If we were to stick to the quantitative tendency of the digital humanities, all
this theoretical-conceptual analysis on the objects contained in the cartography,
of a second order if you will, would not have been considered.

From the proliferation of these literatures during the first decade of the 21st
century, literary criticism established dialogues with computer science, media stud-
ies and philosophy of technology, among other disciplines, from which concepts
and theories have emerged for addressing specific aspects of digital literature.
Among these are Code Studies, Game Studies and Electronic/Digital Literature itself
as a field of study on its own. Although it could be said that these areas do not inno-
vate methodologically, their object of study is a digital object, which is problemat-
ized, analyzed and criticized from the field of digital literature studies by creating
new concepts and theories that account for the specificity of digital literary pro-
cesses and practices.

In the cartography we can find an important number of works that take ad-
vantage of both the methodologies of digital humanities and the conceptual-
theoretical frameworks of digital literature to be analyzed. In this regard, these
are works that require conversation between these two areas, a matter that re-
spond to a local perspective of the development of these disciplinary fields in the
region and not the trends of the global north that separate them. As Claudia
Kozak (2020) points out, it is possible to make these areas converge if we adopt a
decolonial perspective. The generative poetry of Milton Läufer, the hypermedia
of Jaime Alejandro Rodríguez, the narrative and hypertextual poetry of Carlos
Labbé and Carlos Cociña respectively, meme and gif poetry by Canek Zapata, or
the interactive and multimedia poetry of Michael Hurtado or Karen Villeda re-
quire a new theoretical-conceptual apparatus in order to be approached. For ex-
ample, in Unicode by the Peruvian poet Michael Hurtado, we find a sea of codes
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apparently without center, illegible under the literary canons or apprehended
meanings. In this poem, different codes are presented and engaged in dialogue:
the numerical code, the genetic code, the poetic code and the unicode. When mov-
ing through the page, the codes move and recombine until the user stops the
mouse. In this sense, it is a poetic work that, as is characteristic of digital litera-
ture, breaks with our horizon of expectations and requires new conceptual appa-
ratuses that allow us to account for this aesthetic experience.

On the other hand, in Do bots worry about writer’s block by Argentine writer
Milton Läufer we find a generative piece in which an algorithm co-writes with
the writer. This piece is part of the “writer’s tools” series created by Läufer with
the aim of “helping blocked authors”. From a word entered by the user, the algo-
rithm returns a text related to that word and, as we advance with the mouse, the
text increases its content. Under the verbal language that the interface shows us,
algorithmic operations are performed which affect the text and, along with that,
our subjective experience of literature, reading and writing is also affected.

Another interesting example is literary creation with artificial intelligence.
Not only because of the type of writings that are generated, but also because it
leads us to ponder the possibility of an aesthetic of algorithms, one that exists be-
yond the human. We find this in the case of Mexica, by Mexican author Rafael
Pérez y Pérez, which contains a collection of stories generated by an artificial in-
telligence that has been perfected by its author since the late 1990s. The stories
generated by these intelligent algorithms come from traditional Aztec tales. The
algorithm is fed with a database of stories, from which it learns the grammatical
structure, certain literary forms and logical sequences of actions. For example, if
there is a conflict in the story it is resolved by a fight that may end in the resolu-
tion of the conflict or the death of the protagonist or another character. In this
way, the algorithm, in an exercise of trial and error, learns to generate logical
sequences, giving way to short stories with motifs learned from those stories with
which the Mexica algorithm was fed.

In these literatures we can see that there is a poetic function of language, but
not only in the verbal language used, but also in the code with which the piece is
programmed. From this observation, it is possible to analyze the human-algorithm
relationship, digital aesthetics, subjectivities, forms of imagination, writing and
reading practices in digital, among many other aspects that today are addressed by
the field of digital literature. An algorithm is made of numbers, it is pure mathesis.
And yet, in digital literature it acquires an aesthetic dimension that must be studied
through new concepts that lead us to embrace the aesthetic particularity of this
phenomenon.
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Tearing Down Disciplinary Frontiers:
In Search of a Decolonized Practice of DH

According to what has been discussed so far, digital literature is a field that inno-
vates not only in writing practices, but in turn, these demand a conceptual and
theoretical creativity. In this sense, digital humanities cannot be reduced to visu-
alization methodologies, big data and use of technologies, but it is also necessary
to create new concepts and theories to address the digital phenomena that sur-
round us. In this manner, digital humanities can and should converse with the
field of digital literature, and that is something that has, in a way, already hap-
pened in Latin America. It is important that, from a decolonial point of view, we
do not allow the trajectories that these areas have followed in other parts of the
world to be imposed on us (del Río 2016; Kozak 2020). The fundamental question
we all ask ourselves today is what is human and how we relate to non-human
existences. And the humanities are, above all, asking questions about existence,
subjectivity, and experience.

Considering digital literature as part of the digital humanities, which does not
mean failing to recognize its singularity, aims towards generating a dialogue that
avoids the reproduction of the dichotomy science/objectivity/data and humanities/
subjectivity/interpretation. Based on the material gathered in the cartography pro-
ject, we are working on a critique of digital literature that allows us to identify a
certain poetic, which ultimately is what enable us to speak of literature, where the
interaction between algorithmic languages, humans and the mediations that interfa-
ces allow are taken into account. Just as we cannot speak of literature without refer-
ring to the poetic work with language, its structure and meanings, the ways of
reading and the book, its material and conditions of production, digital literature
pays attention to algorithmic languages, digital interfaces and their materialities, as
part of what allows us to speak of literature in the digital context. The cartography
of Latin American Digital Literature that we constructed not only groups and makes
works and authors visible, but also raises questions regarding forms of appropria-
tion, the existence of diverse relationships with technology, how it is re-signified and
how it permeates the construction of Latin American subjectivities in the current
global context. These literatures account, somehow, for what Yuk Hui calls “cosmo-
technics” (2020), that is, they question the particular ways in which algorithmic lan-
guages are used, thematized and appropriated, configuring aesthetics that situate
technologies in specific cultural contexts. This breaks away from the idea that, from
the global south, we are “consumers” of technologies and literatures, as in these lit-
erary pieces we can observe exercises of decolonization and production of thought
regarding how we incorporate and transform digital technologies.
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To conclude, I have tried to manifest against the imposition of a dominant
practice of digital humanities that reproduces the binary exclusion of science/hu-
manities, objective/subjective, mathesis/aesthesis. Digital humanities, as we can
observe in Latin America, should not exclude fields devoted to interpretation and
aesthetics, such as digital culture studies, digital literature o media arts. These
fields allow us to speculate and imagine possible and alternative futures. As I ar-
gued, the quantitative dominant practice of DH is associated with new forms of
colonization of knowledge as well. So, I defend that the research practice we con-
duct in the field of Latin American Digital Literature can be defined as related
and belonging to Digital Humanities. Particularly, my goal is to understand how
digital culture challenges and disputes the homogenic forms of knowledge operat-
ing in computational logic and datafication. I might or might not use computa-
tional methodologies to organize information and to analyze it. But my research
work, as humanist, is related mainly to proposing forms of reading and interpre-
ting our contemporary digital culture through innovative creative practices.
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3 Practical Applications





Carolina Ferrer

The Literary System of the Iberian Worlds
Through the Lens of Criticometrics

According to the historians José Javier Ruiz Ibáñez and Óscar Mazín Gómez:

The Iberian worlds are constituted by the group of people whose culture and history were
forged when the matrix of the Mediterranean world was projected through the Portuguese
and Spanish expansion. The populations that are protagonists of this process (Europeans,
Africans, Americans, and Asians) and their descendants share a common experience and a
way of conceiving the world (Ruiz Ibáñez y Mazín Gómez 2021:2).1

The purpose of our study is to map the literatures that belong to the above de-
fined Iberian worlds, in order to reveal the complex relations that the national
literatures that constitute these worlds have developed through time.

To this effect, this research is located at the convergence of two phenomena:
the conceptual turn from comparative literature into world literature (Damrosch
2014; Gupta 2009; Saussy 2006), and the emergence of big data in the humanities
(Boyd and Crawford 2012; Mayer-Schönberger and Cukier 2013; Schreibman, Sie-
mens, and Unsworth 2004, 2016). Specifically, in this paper, we will illustrate how
this availability of massive amounts of information for the humanities – unima-
ginable not long ago – will allow us to analyze the configuration of the literary
system of the Iberian worlds.

We would like to emphasize that, in this research, we modify the usual top-
down viewpoint to introduce a bottom-up perspective. To achieve this, we use the
methodological approach of criticometrics (Ferrer 2011), that we have developed
based on the exploitation of digital databases and which makes it possible to ar-
ticulate theoretical concepts with empirical research. Instead of imposing pre-es-
tablished criteria, this approach stems from the observation of thousands of

Note: This study draws on research funded by the Social Sciences and Humanities Research Council
of Canada, granted to the CRSH 435-2018-1115 project « Les études littéraires et les nouveaux obser-
vables de l’ère numérique : le système de la littérature mondiale de l’après-guerre à nos jours ».

 “Los mundos ibéricos están constituidos por el conjunto de personas cuya cultura e historia se
forjaron cuando la matriz del mundo mediterráneo se proyectó mediante la expansión portu-
guesa y española. Las poblaciones protagonistas de ese proceso (europeos, africanos, americanos
y asiáticos) y sus descendientes comparten una experiencia común y una forma de concebir el
mundo” (Ruiz Ibáñez y Mazín Gómez 2021: 2). We translate.
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studies carried out by the international academic community and relies on the
law of large numbers.

1 Systems Theory

In 2017, based on system analysis – introduced in the social sciences and the hu-
manities by Niklas Luhmann (2000) and Immanuel Wallerstein (2004) –, and,
more precisely, on the concept of champ developed by Pierre Bourdieu (1992;
1997) as well as on polysystem theory proposed by Itamar Even-Zohar (1990), we
inaugurated a research project in order to map world literature (Ferrer 2018).

According to Pierre Bourdieu, “the social world can be decomposed into a
multitude of microcosms, the fields or ‘champs’, each one featuring specific
stakes, objects, and interests” (Bourdieu 1997: 119).2 Moreover, the configuration
of the fields is characterized by complex relations between their diverse compo-
nents (Bourdieu et Wacquant 1997: 72).

Likewise, the interactions between national literatures also constitute com-
plex phenomena. In order to understand these interactions, we use Itamar Even-
Zohar’s polysystem studies, that allowed him to formulate hypothesis about the
functional relations between the components of the systems and subsystems
under scrutiny. As stated by the Israelian semiotician, the literary system is de-
fined as “the network of relations that is hypothesized to obtain a number of ac-
tivities called ‘literary,’ and consequently these activities themselves observed via
that network” (Even-Zohar 1990: 28).

One of our goals is to articulate theoretical concepts with empirical research.
To achieve this, we developed criticometrics, a methodology that we have elabo-
rated inspired by scientometrics.

2 Criticometrics

Initially developed by Derek De Solla Price (1963), scientometrics became possible
due to the tools elaborated by Eugene Garfield, founder of the Institute for Scien-
tific Information, that later became Thomson ISI and nowadays is known as Cla-
rivate. The goal of scientometrics is to measure and to analyze scientific and

 « Le monde social moderne se décompose en une multitude de microcosmes, les champs, dont cha-
cun possède des enjeux, des objets et des intérêts spécifiques » (Bourdieu, 1997 : 119). We translate.
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technological activity. By analogy, we created criticometrics,3 with the goal to
measure and to analyze critical activity in the arts, particularly in literary studies.
This meant to adapt scientometric indicators to the reality of the existing data-
bases dedicated to the humanities and the arts, with the aim of exploiting the
metadata contained in these bibliographies.

Following our analogy, we present the main scientometric indicators. There
are two categories of indicators. Those in the first category are called descriptive
indicators or activity indicators. Those in the second category are relational indi-
cators. They can all be measured at several levels of aggregation: researchers, re-
search group, institute, country, discipline. The simplest descriptive indicator is
the count of publications or patents. Another descriptive indicator is citation
counts (Leydesdorff 1998). This corresponds to the number of times a text is cited
in another publication. Supposedly, this indicator signals the quality of a publica-
tion. However, this argument has been extensively debated, and the consensus has
transformed it into an indicator of visibility (Cozzens 1985). In the case of critico-
metrics, we follow the viewpoint stated by Kees van Rees, who considers that “A
reliable indicator of the quality attributed to a work of art is permanent and inten-
sive attention – in the form of (spoken or written) discourses” (van Rees 1997: 93).

In turn, the simplest of relational indicators is the co-signing of publications.
One of the problems with this indicator is the difference of publication habits in
the different disciplines. To overcome the shortcomings of the citations indicator,
Henri Small (1973) created that of cocitations: to count the number of times that
two citations appear simultaneously in a publication. This coincidence of referen-
ces would indicate a closer link between the documents that contain them. An-
other method for solving the problems of the citations indicator was created by
Callon, Courtial, and Penan (1993). Instead of considering the number of referen-
ces, they proposed to count the cooccurrences of words in the documents. “The
higher the frequency of the cooccurrence of words in different texts, the more
reinforced are the research problems and the connexions between these prob-
lems” (Callon, Courtial et Penan 1993: 81).4

In the case of criticometrics, we measure the attention received by works and
writers in the form of discourse, to use van Rees’s terms. Consequently, we favor
three types of indicators: firstly, the cooccurrences of words, such as the national
literature label; secondly, the number of citations, for instance, the number of

 This is a summarized version of criticometrics. For a more detailed presentation, see Ferrer
2022.
 « Plus les mots co-occurrent fréquemment dans des textes différents et plus les problèmes de
recherche et les connexions entre ces problèmes se renforcent » (Callon, Courtial et Penan 1993 :
81). We translate.
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publications relating to a writer or a literary work; thirdly, the number of cocita-
tions, which allows us to reveal the relationships between the writers, or literary
works, who are the subject of comparative studies.

In this research, we interrogated the main literary database, the Modern Lan-
guage Association International Bibliography, to which we will refer to as MLA.
This database contains over 3 million references and covers more than 170 years
of texts published by the international academic community. Several types of
documents are listed: articles, books, book chapters, editorials, theses.5

Firstly, we compiled the critical references for each national literature, by
querying the terms “Portuguese literature”, “Spanish literature” and so on, thus,
using a data mining technique (Han, Kamber, and Pei 2012; Witten, Frank, and
Hall 2011) based on the cooccurrences of these terms (Callon, Courtial, and Penan
1993). Secondly, the total sample was created by forming an ensemble of the na-
tional literatures. Given that some references include more than one national li-
terature, the conglomerate of references of the literary system of the Iberian
worlds is not the simple addition of the national literatures.

3 The Literary System of the Iberian Worlds

The system of the Iberian worlds is composed of the countries whose territory is
in the Iberian Peninsula or, at some point, were colonized by the Spanish Empire
or by the Portuguese Empire. Since all the territories previously colonized by
these empires obtained their independence several decades ago, and in some
cases more than two centuries ago, we added an additional condition for the con-
stitution of the system: at least one of the official languages of the selected coun-
tries must be Spanish (Castilian) or Portuguese. According to these criteria, the
sample obtained from MLA contains 210,021 references and includes 2 European
literatures, 20 literatures of the Americas, 6 African literatures, and 2 Asian liter-
atures. The first reference in MLA was registered in 1887. The end date for our
sample was set at 2018.

Based on the number of references by national literature, Figure 1 corre-
sponds to the map of the literary system of the Iberian worlds.

In Figure 2, we observe the distribution of the publications by national litera-
ture. There is a huge disparity in terms of the critical bibliography dedicated to

 However, in this study, we omitted dissertations, as they are essentially restricted to those de-
fended in the United States, which would introduce a bias the data. See Dissertation Abstracts
International.
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each of them. For instance, Spain cumulates 531 times the number of publications
compared to those dedicated to Equatorial Guinea, which is the only Spanish
speaking national literature of the African continent.

From the continental viewpoint, Figure 3, we see that the European countries
cumulate 54% of the publications, those belonging to the Americas 45%, and those
from Africa less than 1% of the system. The publications about the Iberian litera-
tures in Asia are extremely scarce.

The chronological evolution of the publications about the system is repre-
sented in Figure 4. Although the first reference goes back to 1887, we only observe
a positive tendency of the series after World War Two, particularly since the mid-
fifties. This slope remains positive until 2004, when the number of publications
reaches its maximum of 5,839 references.

Table 1 shows the 25 most studied writers of the system of the Iberian worlds.
Among them, 13 are European, and 12 from the Americas. Moreover, we observe
that Spain concentrates 11 writers. There is only one woman in this list: Juana
Inés de la Cruz.6 Their life period cover from the 16th to the 21st centuries.

To diversify the list of writers, in Table 2, we present the 25 writers of the
Iberian worlds whose critical bibliography in MLA concentrates the highest per-
centages of their national literature. We thus see several names from the Ameri-
cas, Africa and even Asia. Among these, we find 4 of the 6 Spanish American
writers who have received the Nobel Prize in literature. Moreover, we observe
the presence of 3 women.

Table 3 corresponds to the 25 most studied literary works of the system.
Again, Spain is at the top of the list, this time with 2 titles. We also observe the
presence of a Portuguese title. The 22 other literary works are from the Americas,
with 2 of them signed by women. We must point out that 5 titles belong to the
Colombian writer Gabriel García Márquez. There also are 5 titles signed by Cuban
authors.

In Figure 5, we represent the linguistic distribution of the publications by na-
tional literature and for the Iberian worlds system. At a systemic level, Spanish
accumulates 57% of the sample, followed by English with 25% of the references.
Portuguese is in third place with 10% of the publications. Next come French, 3%,
followed by German, Italian and Catalan with 1% of the publications each. At
the national level, we observe that, except for Guinea-Bissau, Timor-Leste, and
Macau, where publications in English prevail, the highest percentage of publica-
tions corresponds to Spanish or Portuguese, both for the literatures of Spain

 For a detailed analysis of the place of women writers in world literature, see Ferrer (2019).
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and Portugal, as well as for the literatures of the countries that were formerly
colonized by them.

Thus, we consider that it is extremely important to measure the linguistic di-
versification of the system. To this aim, we introduce a diversification indicator.
It is inspired, on the one hand, by the Herfindahl-Hirschmann Index (Herfindahl
1950; Hirschmann 1945), used in economics to measure the degree of concentra-
tion of the markets, and, on the other hand, by the index developed in political
sciences by Douglas W. Rae (1967), with the goal of measuring the fractionaliza-
tion of political party systems. One of the advantages of this indicator is that it
enables the comparison of systems that have different numbers of components.

The indicator of linguistic diversification that we propose is similar to the
one elaborated by Rae:

LD ¼ 1�
Xm
j¼1

L2j

where Lj is the part of the total documents published in the language j.
The value of LD varies between 0 and 1. When one language concentrates an

important proportion of the publications, the LD index is close to 0. On the oppo-
site pole, when the publications are more equally shared by several languages,
the index tends to 1.

Figure 6 represents the LD index of the literary system of the Iberian worlds
and of the national literatures that compose it. Globally, its value is 0.6. Timor-
Leste is the literature with the lowest index: only 0.26. It should be noted that,
although Portuguese is one of the two official languages in that country, the criti-
cal bibliography in Portuguese corresponds to only 15% of the sample, since En-
glish accounts for 85%. São Tomé and Príncipe shows the highest index: 0.67. In
this case, the bibliography is divided between Portuguese, 44%, English, 32%,
French, 16%, and Spanish, 2%. In both cases, they are embryonic literary fields
belonging to countries that have undergone great political changes in recent de-
cades. Evidently, the percentage of publications in English, which fluctuates be-
tween 12%, in the case of Costa Rica, up to 85% in the case of Timor-Leste, would
be an indication of a possible literary interference, according to the terms used
by Even-Zohar.7

 In our opinion, the interference exercised by the United States in numerous literatures of the
Iberian worlds is undeniable. For instance, regarding the interference of the United States in
Spanish American literature, see Ferrer (2014).

150 Carolina Ferrer



Figure 1: Map of the Critical Bibliography by National Literature (MLA 1887–2018).

Figrue 2: Critical Bibliography by National Literature (MLA 1887–2018).
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Figure 3: Critical Bibliography by Continent (MLA 1887–2018).

Figure 4: Chronological Evolution of the Critical Bibliography (MLA 1887–2018).
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Table 1: The 25 Most Studied Writers of the Iberian Worlds (MLA 1887–2018).

National Literature Writer References %LSIW

Spain Cervantes Saavedra, Miguel de (–)  .%

Argentina Borges, Jorge Luis (–)  .%

Spain Vega Carpio, Lope Félix de (–)  .%

Spain Calderón de la Barca, Pedro (–)  .%

Spain García Lorca, Federico (–)  .%

Spain Pérez Galdós, Benito (–)  .%

Spain Unamuno y Jugo, Miguel de (–)  .%

Colombia García Márquez, Gabriel (–)  .%

Argentina Cortázar, Julio (–)  .%

Spain Quevedo y Villegas, Francisco Gómez de (–)  .%

Spain Valle-Inclán, Ramón María del (–)  .%

Mexico Fuentes, Carlos (–)  .%

Nicaragua Darío, Rubén (–)  .%

Mexico Paz, Octavio (–)  .%

Chile Neruda, Pablo (–)  .%

Spain Machado y Ruiz, Antonio (–)  .%

Peru Vargas Llosa, Mario (-)  .%

Portugal Pessoa, Fernando António Nogueira (–)  .%

Cuba Martí, José (–)  .%

Spain Ortega y Gasset, José (–)  .%

Spain Rojas, Fernando de (d. )  .%

Cuba Carpentier, Alejo (–)  .%

Mexico Juana Inés de la Cruz (–)  .%

Brazil Assis, Joaquim Maria Machado de (–)  .%

Portugal Camões, Luís Vaz de (/–)  .%
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Table 2: The 25 Writers with the highest percentage by National Literature (MLA 1887–2018).

National Literature Writer References % NL %LS IW

Paraguay Roa Bastos, Augusto (–)  .% .%

Nicaragua Darío, Rubén (–)  .% .%

Timor-Leste Cardoso, Luís (-)  .% .%

Guinea-Bissau Cabral, Amílcar (–)  .% .%

Colombia García Márquez, Gabriel (–)  .% .%

Mozambique Couto, Mia (-)  .% .%

Guatemala Asturias, Miguel Ángel (–)  .% .%

Equatorial Guinea Ndongo-Bidyogo, Donato (-)  .% .%

Argentina Borges, Jorge Luis (–)  .% .%

Peru Vargas Llosa, Mario (-)  .% .%

Uruguay Onetti, Juan Carlos (–)  .% .%

Panama Jaramillo Levi, Enrique (-)  .% .%

Dominican Rep. Henríquez Ureña, Pedro (–)  .% .%

Angola Pepetela (-)  .% .%

Chile Neruda, Pablo (–)  .% .%

Honduras Castillo, Roberto (–)  .% .%

El Salvador Castellanos Moya, Horacio (-)  .% .%

Venezuela Bello, Andrés (–)  .% .%

São Tomé and Príncipe Tenreiro, Francisco José (–)  .% .%

Panama Britton, Rosa María (-)  .% .%

El Salvador Alegría, Claribel (–)  .% .%

Equatorial Guinea Ávila Laurel, Juan-Tomás (-)  .% .%

Cuba Martí, José (–)  .% .%

Costa Rica Vallbona, Rima de (-)  .% .%

Peru Vallejo, César Abraham (–)  .% .%
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Table 3: The 25 Most Studied Literary Works of the Iberian Worlds (MLA 1887–2018).

National
Literature

Writer Literary Work References %IW

Spain Cervantes Saavedra,
Miguel de

Quijote (, )  .%

Spain Rojas, Fernando de La Celestina (ca. )  .%

Colombia García Márquez,
Gabriel

Cien años de soledad ()  .%

Mexico Rulfo, Juan Pedro Páramo ()  .%

Portugal Camões, Luís Vaz de Os Lusíadas ()  .%

Argentina Cortázar, Julio Rayuela ()  .%

Peru Garcilaso de la Vega, el
Inca

Comentarios reales de los incas
()

 .%

Paraguay Roa Bastos, Augusto Yo el Supremo ()  .%

Colombia García Márquez,
Gabriel

Crónica de una muerte anunciada
()

 .%

Peru Poma de Ayala, Felipe
Huamán

El primer nueva corónica y buen
gobierno ()

 .%

Guatemala Menchú, Rigoberta Me llamo Rigoberta Menchú ()  .%

Cuba Carpentier, Alejo Los pasos perdidos ()  .%

Cuba Carpentier, Alejo El reino de este mundo ()  .%

Chile Allende, Isabel La casa de los espíritus ()  .%

Cuba Lezama Lima, José Paradiso ()  .%

Cuba Cabrera Infante,
Guillermo

Tres tristes tigres ()  .%

Guatemala n.n. Popol Vuh  .%

Colombia Rivera, José Eustasio La vorágine ()  .%

Chile Bolaño, Roberto  ()  .%

Colombia García Márquez,
Gabriel

El otoño del patriarca ()  .%

Cuba Villaverde, Cirilo Cecilia Valdés o la loma del ángel
(, )

 .%
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Table 3 (continued)

National
Literature

Writer Literary Work References %IW

Peru Arguedas, José María Los ríos profundos ()  .%

Colombia García Márquez,
Gabriel

El general en su laberinto ()  .%

Colombia García Márquez,
Gabriel

El amor en los tiempos del cólera
()

 .%

Colombia Vallejo, Fernando La Virgen de los Sicarios ()  .%

Figure 5: Linguistic Distribution of the Critical Bibliography (MLA 1887–2018).
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4 Selected Writers

With the purpose of illustrating the relational analysis that can be carried out at
the level of writers, we have selected a subset of them. For each continent, we
chose the first man and the first woman whose language of expression is, respec-
tively, Spanish and Portuguese. This way, we constituted a sample of 13 writers.
Table 4 contains the essential metadata associated to them. There are 4 European
writers, 4 from the Americas, 4 from Africa, and 1 from Asia. Their life period ex-
pands from the 16th to the 21st centuries. In fact, Cervantes, who lived in the 16th

century, is the most ancient writer of the sample, followed by Juana Inés de la
Cruz, who lived in the 17th century. Most of the other authors were born in the
19th or 20th centuries, with the writers from Africa and Asia being the youngest of
the sample. Out of the 13 selected writers, 6 are women.

Figure 7 represents the number of references contained in MLA about each
of these writers. We observe important differences in the number of references
dedicated to each writer. Particularly, Cervantes and Borges concentrate very im-
portant volumes of publications. Also, in the cases of Spain and Portugal, there is

Figure 6: Linguistic Diversification of the Critical Bibliography (MLA 1887–2018).
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a striking disparity between men and women in the number of publications dedi-
cated to them.

Figure 8 corresponds to the linguistic distribution of the publications about
each writer. Except for the cases of Couto and Cardoso, whose bibliography is
mostly in English, and Chiziane, whose bibliography is exactly distributed be-
tween Spanish and English, the main language of publication of the bibliography
corresponds to the writing language of the authors. The bibliography that shows
the greatest diversification is that related to Pessoa, and the least one is that on
Cardoso.

The following 3 analysis refer to cocitations. For each writer, we selected the
cocited authors that represent at least 1% of the bibliography about the analyzed
writer. Figure 9 represents cocitations by gender. We immediately observe that
women are rarely cocited. Likewise, we see that, except for Ndongo-Bidyogo and
Couto, only women are cocited with other women. This indicator shows that
women are underrepresented not only in terms of the number of publications
about them, but they are also less frequently cocited.

In Figure 10, we have classified the cocited writers by continent. We note that
Spanish writers are only cocited with other Europeans, whereas Pessoa and the
writers of the Americas are cocited with writers from Europe and the Americas.
Cardoso is co-cited with writers from Europe and Africa, while Ndongo-Bidyogo is
cocited with writers from the four continents. Five writers are cocited with au-
thors from Europe, the Americas, and Africa. Except for Cardoso, mainly cocited
with Europeans, the most cocited writers belong to the same continent as the ana-
lyzed writer.

Figure 11 corresponds to the distribution of the writers cocited by national
literature. We have classified the literatures into 3 categories: national literature,
others of the literary system of the Iberian worlds, and extra systemic. Except for
Cardoso, who is cocited exclusively with other writers from the Iberian worlds,
each writer is cocited with at least one other author belonging to his/her own na-
tional literature. This percentage is particularly important in the cases of Cer-
vantes, Pardo Bazán, Agustina Luís and Borges.

Thus, we observe that there are important differences in the patterns of coci-
tations of writers, depending on the level of development of their own national
literature, as well as on the gender of the writer.
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Table 4: Metadata about the Selected Writers (MLA 1887–2018).

Writer National
Literature

Life Period Language References st MLA
Reference

Cervantes Saavedra,
Miguel de

Spain – Spanish  

Pardo Bazán, Emilia Spain – Spanish  

Pessoa, Fernando Portugal – Portuguese  

Luís, Agustina Bessa Portugal – Portuguese  

Borges, Jorge Luis Argentina – Spanish  

De la Cruz, Juana Inés Mexico ?– Spanish  

Assis, Joaquim Maria
Machado de

Brazil – Portuguese  

Lispector, Clarice Brazil – Portuguese  

Ndongo-Bidyongo,
Donato

Equatorial
Guinea

- Spanish  

Nsue Angüe, María Equatorial
Guinea

- Spanish  

Couto, Mia Mozambique - Portuguese  

Chiziane, Paulina Mozambique - Portuguese  

Cardoso, Luís Timor-Leste - Portuguese  
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Figure 7: Critical Bibliography by Writer (MLA 1887–2018).

Figrue 8: Linguistic Distribution of the Critical Bibliography (MLA 1887–2018).

160 Carolina Ferrer



Figure 9: Cocitations by Gender (MLA 1887–2018).

Figure 10: Cocitations by Continent (MLA 1887–2018).
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5 Conclusions

The analysis of the literary system of the Iberian worlds has revealed the complex
relationships between 30 literatures located in 4 different continents that share
Spanish or Portuguese languages as well as several historical events. In terms of na-
tional literatures, we have seen very significant disparities regarding the conentra-
tion of publications dedicated to them. We note that Spain occupies a central place
in the system, despite the important evolution of other national literatures, such as
those of Argentina, Mexico, Portugal, and Brazil. At the same time, we observe that
some literary subsystems are still at embryonic levels of development. This is essen-
tially the case of the Iberian national literatures found in Africa and Asia.

Regarding the writers, we were able to identify certain figures who occupy
an important place at the level of the literary system of the Iberian worlds, while
others are only recognized at the national level.

Additionally, we elaborated indicators to measure linguistic diversification
and identified the presence of critical publications in languages that do not be-
long to the system of the Iberian worlds, mainly English. In some cases, where

Figure 11: Cocitations by Region (MLA 1887–2018).
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English concentrates important percentages of the bibliography, this could be a
sign of foreign and even extra systemic interference.

Furthermore, thanks to the analysis of a subset of writers, we observed that
cocitations are much more important in critical bibliographies that refer to wri-
ters from the Americas and Africa. Several indicators also allowed us to corrobo-
rate the marginal place that academic literary criticism attributes to women
writers.

Finally, we consider that this study has revealed that, through the exploita-
tion of bibliographic databases and the introduction of quantitative methods in
literary studies, such as criticometrics, it is possible to increase our knowledge
regarding the configuration of world, continental, and regional literary systems,
and the relationships between them.
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Diana Roig-Sanz, Alessio Cardillo & Ventsislav Ikoff

Global Translation Flows in Ibero-American
Periodicals: A Network Science Perspective

1 Introduction

Literary, translation and art history, comparative literature, and intellectual history
have been featured in the last two decades by a data-driven perspective and by the
purpose of combining both qualitative and quantitative methodologies. Likewise,
global studies have faced the idea of connectivity and movement as a real chal-
lenge. In this regard, researchers are still struggling to analyze the existence (or
lack) of relations, flows, circulation and mobility, concepts that can shed light into
processes of cultural, political, economic, or social transformation. The role of con-
nectivity and the relevance of networks as the emerging form of social organization
has been at the core of fundamental works (Castells 1996) and historical questions
are increasingly analyzed in terms of network analysis, mathematical modeling
and visualization techniques. Cultural phenomena related to the concepts of cen-
trality and periphery also arise. Certainly, network science has put social relations
and the study of cultural mediators at the center and important endeavors such as
the platform Historical Network Research or the Journal of Historical Network Re-
search emerged. They provide training, workshops, lectures, research bibliography
and an open-access journal to a wide community that is now internationally oriented
and work in fields and geographical areas less prone to this approach, including
Ibero-America. Many researchers work in large-scale contexts and share this interest
for the analysis of global connections and entangled histories (Middell and Naumann
2010; Berg 2013, Conrad 2016, Rotger, Roig-Sanz and Puxán 2019), but this is not yet
widespread in all domains, academic traditions, and time periods (Liu 2018). For ex-
ample, cultural analytics (Manovich 2015, 2020) and knowledge data discovery (Meyer
and Schroeder 2015; Borgman 2015) have not been applied sufficiently in many non-
European contexts to test assumptions on literary value, institutions, or the position
of cultural producers in the cultural field, or to reassess the role of many actors.
These shortcomings can be due to the lack of structure and digitalization of many
sources and archives (Algee-Hewitt et al. 2016) in non-European contexts for a data
mining approach. But also because of the fact that previous research on world litera-
ture has placed most of these actors in relation to their “peripheral” origins, or in a

Note: This research is framed within the ERC StG project Social Networks of the Past. Mapping His-
panic and Lusophone Literary Modernity, 1898-1959 (Grant Agreement: 803860) led by Diana Roig-
Sanz.
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Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 International License.
https://doi.org/10.1515/9783110753523-011
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subjugated relation to the center or to the empire. Therefore, the idea of the network
as a mere metaphor to describe the existence of relationships among people or ob-
jects is no longer sufficient to address the complexity of the information encapsu-
lated in big amounts of data (Carbó-Catalan and Roig-Sanz 2021).

Within this framework, this paper aims at offering some insights regarding meth-
odological issues and practical applications when applying big data to disciplines in
the humanities (Schäfer, and van Es 2017). Specifically, it aims at contributing to the
analysis of circulation and global translation flows within a big translation history ap-
proach (Roig-Sanz and Fólica 2021; Fólica 2021) and a relational perspective (Ashrafi,
Hashemi, and Akbari 2019). We advocate for global translation zones, which can be
understood as a space of translation that is constituted upon the following criteria: a
geographical scale (human and political, but also physical: the Andean mountains, Río
de la Plata or the Caucasus), a time and a historical dimension (historical channels of
translation), and in terms of agency and networks (Roig-Sanz and Kvirikashvili forth.).
This means publishing zones (agreements between publishers, specific languages and
literatures, and literary magazines) and circuits of soft power (the role of national or
regional institutes in inter-peripheral translation flows or in the emergence of a trans-
lation policy). We claim that global translation zones must be explored in the longue
durée and in the framework of a complex and multilingual history that cannot be
overshadowed. In this respect, we aim at addressing the following research questions
in the field of translation and literary periodicals in Ibero-America (Fólica, Roig-Sanz
and Caristia 2020) in the first half of the twentieth century: 1) What is the level of
internationalization of these journals? Which literatures and authors will be trans-
lated and circulated? What is the geographical distribution of authors and languages
in relation to what we denote as global translation zones? 2) How do we analyze
global translation flows through the lenses of network science?, and 3) What profiles
can be found in relation to translators and writers and, specifically, to women trans-
lators or women writers if we apply a gender perspective?

To this aim, this paper will analyze the literary translations which were pub-
lished in a corpus of literary magazines already digitized to unearth and restore a
less-canonized translation history that is often overshadowed. The research is
based on a dataset of contributions published in 42 modernist and avant-garde pe-
riodicals from Spain and Hispanic America between 1891 and 1936, cataloged and
published by Ehrlicher (2020).1 In the dataset, a contribution is considered any tex-

 The full list of magazines cataloged for the dataset can be consulted in Ehrlicher (2020): Span-
ish-language Cultural Magazines from Modernismo to Avant-Garde: Processes of Modernization
and Transnational Network Formation. Revistas culturales históricas en lengua española desde
el modernismo hasta las vanguardias: procesos de modernización y formación de redes transna-
cionales. 0_Corpus-Overview.pdf. Accompanying Publications. DARIAH-DE. doi:10.20375/0000-
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tual or graphical piece published in the journal. In this respect, our results are not
exhaustive, yet they can highlight patterns of translation and circulation, as well as
translation practices. While one of the principles of creating this corpus has been
geographical variety and representation across Spain and Hispanic America, it has
to be noted that more than half of the records are from Spanish periodicals, mostly
published in Madrid. It is also worth reminding that the magazine as an object of
research had a key role in the construction of a collectivity, as it offered a space for
collaboration, exchange and collective projects. From a researcher’s point of view,
it offers the opportunity to trace networks of people and networks of translated
literatures, writers, publishers, and translators. To this end, we apply a network
science perspective (Barabási 2011) to explore and visualize metadata extracted
from these magazines (Fólica, Ikoff, and Roig-Sanz 2018; Fólica, Roig-Sanz and Caris-
tia 2020; Roig-Sanz and Fólica 2021; Lehmann and Ehrlicher 2022).

2 Data: Definition and Dimensions

The dataset contains about 31,500 data records (rows), each representing a contri-
bution and one corresponding contributing author,2 providing descriptive data
such as the title and genre of the contribution, the contributor (author), date of
publication, publication language, and for some entries, also the translator and/or
the original language. Overall, the dataset is made of 31,500 records of contribu-
tions in 26 different languages, corresponding to 4,551 authors and 266 translators
from 58 different countries. Table 1 (please see below) provides a summary of the
composition of the dataset according to the place of publication, as well as what we
have called global translation zones (please see the definition above). In the case of
Ibero-America, we have highlighted the following global translation zones: the Ibe-
rian Peninsula, Río de la Plata, Andes, the Caribbean, Mexico, which has specific dy-
namics in relation to publishing, translation flows and the marketplace, and Other,
which refers to Spanish-speaking journals published outside Ibero-America (for ex-
ample, in France). As the magazines in the corpus differ from one another in terms
of longevity, format, time of publication and volume, the properties of the corpus

000d-1d02-1. The ERC project Social Networks of the Past. Mapping Hispanic and Lusophone Liter-
ary Modernity, 1898–1959 has established a data sharing agreement with Prof. Hanno Ehrlicher
from the University of Tübingen. It’s also worth mentioning that translation is not at the core of
his research, so this chapter aims at filling this gap.
 This means that a contribution with multiple authors results in multiple records, one for each
author, as explained by the authors of the dataset in the accompanying publications (Herzgsell
2020).
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are quite heterogeneous. This means that the corpus is made by both periodicals
with a high number of contributions, as well as periodicals with only a few of them.
Moreover, it has to be said that although most magazines were fully cataloged, there
are six for which this was done only partially, due to either the unavailability of the
magazine as a digital object, or to limited resources for the cataloging task (Ehrlicher
2020).

Table 1: Number of journals, issues and records per global translation zone and city of publication.3

Region Place of Publication Magazines Issues Records Records, %

Iberian Peninsula Madrid    .%
Barcelona    .%
Sevilla    .%
A Coruña    .%
Málaga    .%
Santander    .%

TOTAL    .%

Río de la Plata Buenos Aires    .%
Montevideo    .%

TOTAL    .%

Andes Lima    .%
Santiago de Chile    .%
Puno    .%

TOTAL    .%

Caribbean La Habana    .%

TOTAL    .%

Mexico Mexico City    .%
Jalapa    .%

TOTAL    .%

Other Madrid-Paris    .%
Paris    .%

TOTAL    .%

TOTAL corpus    .%

 The dataset does not include magazines from Andean countries such as Ecuador or Bolivia, as
well as Caribbean countries such as Puerto Rico and Venezuela. We hope to fill this gap in the
future.
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As we are interested in translation, i.e., textual contributions, we take into ac-
count all the records except for those classified as “image,” leaving us with approxi-
mately 81% of all the records. Moreover, we also discard those records whose author
is either unidentifiable (e.g., “R.A.C.”) or does not correspond to a person (e.g., “Redac-
ción”), as our research is mainly interested in authors/writers, translators or cultural
mediators overall (Roig-Sanz and Meylaerts 2018). To this aim, we manually curated a
list of 296 “bad authors’ names” to exclude them from our corpus, leaving us with
only 20,663 records to analyze, corresponding to the 65.51% of the raw data. The list
of “bad authors’ names” is available online4. On the other hand, as we are also mostly
interested in translation, we have designed a criterion to discriminate those records
corresponding to translations from the rest of them. According to such criterion, data
record can be considered a translation either if the values of the “original language”
and “publication language” fields are different (e.g., English and Spanish), or if the
“translator” field is not empty (e.g., “Maseras, Alfons” or “Villaurrutia, Xavier”). By
applying this criterion we split the dataset into a subset of “certified translations”
(made of 981 records), and a subset containing all the other records (19,682 records).

3 The Internationalization of Ibero-American
Literary Magazines Through Translation

Global translation flows and the international circulation of literature has played
a historical role in the institutionalization of national cultures (Thiesse 2001;
D’Hulst 2012), especially in contexts characterized by a significant backwardness
compared to other spaces, or in contexts historically considered as “peripheral”
despite being at the forefront of many innovative literary or translation projects.
As we know, for translation in periodicals many important works were published
first in journals and literary magazines, the latter being especially important in
the Ibero-American context. Journals were the center of new movements, trends,
and intellectual debates related to any issue in relation to culture. They also
made visible the national (or international) recognition of an author, or a new
literary genre being discussed in this media. At the same time, journals were an
essential means by which literary and artistic groups staged public appearances,
and connections among them reinforced their mediating role between the global,
the regional, and the local scale of literary knowledge.

 The complete list of “bad authors’ names” is available at: https://cardillo.web.bifi.es/datasets/
translation-list_bad_names.txt.
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Within this general framework, this section seeks to analyze and measure the
internationalization of Ibero-American literary magazines through translation with a
twofold aim: 1) to analyze which kind of books, literatures, and authors were chan-
neled through translation, as well as which is the geographical distribution of au-
thors and languages in relation to what we understand as global translation zones,
and 2) to find out how literary magazines worked on a global scale and set up a dia-
logue with other international periodicals. We can already confirm that Spanish-
speaking literary magazines participated in a cosmopolitan community (Gramuglio
2013), and followed contemporary trends, which legitimated them as modern institu-
tions in both Europe and the world. In Spain, literary journals also fostered regional
identities (the Catalan La Revista or the Galician Nos) and also aimed to connect with
the transatlantic world (the Galician and Uruguayan Alfar). Indeed, it has to be said
that the international circulation of literatures in translation has pushed forward the
emergence of the first public translation policies to standardize translation practices
(Carbó-Catalan 2022). It has also helped to promote translation and cultural develop-
ment (Pegenaute 2018) and to institutionalize the profession of the translator. Trans-
lation in periodicals also encouraged the inclusion of non-European writers in an
international network of culture.

In Latin America, cosmopolitan purposes also coexisted with national cul-
tural projects (Fólica 2022), indigenism, and revolutionary ideals (the Peruvian
Amauta). In that respect, modernist journals contributed to enhance a newly
stratified Ibero-American market by conferring prestige and symbolic capital to
writers eager to reach an international audience. Apart from the cultural projec-
tion of their own countries abroad, writers with diplomatic careers also made a
living as authors or translators, increasing their literary prestige. Translations in
magazines were also crucial for the popularization and democratization of cul-
ture, and they acted as a shared space for both the dissemination of the various
national literary and aesthetical projects, and for the increasing cosmopolitanism
of Spanish-speaking literatures in the international literary field, (Willson 2004).

In this respect, our research shows that international contact, as well as the
intensification of connections among various countries and global translation
zones around the world throughout the period that some authors have called the
first globalization (Rosenberg 2012) affected multiple realms in the social field, in-
cluding the cultural one. These connections had close ties to the reinforcing of
national identities. Indeed, while the national space provides a scale of reference,
the analysis of translation flows in Ibero-American periodicals actually includes
many scales: the local, national, regional, and global (Bender 2006). In this sense,
translated literature constitutes a privileged object with which to view the selec-
tion of various authors that multiple editors made within a myriad of magazines.
Simultaneously, they also cast light on the construction of a literary and transla-
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tion canon – which was not homogenous across the region, despite sharing cer-
tain similarities in some cases. Thus, translation emerges as a way of contributing
to the construction of the nation, but is also a way of positioning the nation
within the world through the Other. Works by Thiesse (2001) and Wilfert (2020)
have demonstrated the complexity of this relationship – and we may add that,
through translation, a set of texts can become cultural heritage. In this sense, the
magazines in our corpus show how these publications situate themselves within
an international debate that cannot be taken separately from the many battles
for legitimacy and consecration taking place on multiple scales.

In what follows, we offer some quantitative insights that help us give an over-
view of the cultural phenomena we just briefly described above. Within a distant
reading approach (Moretti 1998, 2005, 2013), we have identified in our corpus the
presence of literary translations and the first observation that comes out is that
the fraction of contributions explicitly labelled as translations – identified via ei-
ther the name of the translator or the original language – tends to be small, given
that recognizing a contribution as translated or acknowledging the translator was
not common practice. For instance, in our dataset of the 31,497 records, 10,864 be-
long to unidentifiable authors. Thus, translations in our dataset represent a small
proportion of all publications, about 4.6% across the six global translation zones
that we have defined. As displayed in Figure 1, the most frequent languages are
Spanish, French, Catalan, English, German, Italian, Portuguese, and Galician.

Figure 1: Fraction of records according to their original language. We report the eight most
translated languages in our dataset. We also display the fraction of records whose language is not
among the most translated ones (Other), or it is not available (Unidentified).

Global Translation Flows in Ibero-American Periodicals: A Network Science Perspective 171



If we analyze the nationalities of authors’ writing languages different from
Spanish (Figure 1), we notice the presence of a non-negligible fraction of Italian,
Catalan, and Galician authors. In fact, the role of the Galician, Catalan, and Italian
migrant communities in the Río de la Plata’s region is fundamental and multilin-
gual practices appear in those magazines. In this respect, it is important to ac-
knowledge that this research has only considered as translations those texts with
information on the translator or the original language, but for the purpose of
identifying translations which are not explicitly marked as such in the periodical,
the idea that the authors’ nationality or country of birth may be used to infer the
language of their works does not always stand up to scrutiny. For instance, we
are aware that some authors with foreign names were able to express themselves
in languages other than their mother tongue. Thus, we are legitimate to believe
that some of these authors wrote in Spanish as a consequence of people’s transna-
tional movements. This is the case of the French national Paul Groussac, director
of La Biblioteca, and director of the Argentinean National Library between 1885
and 1929, or Israel Zeitlin, who also lived in Argentina and wrote in Spanish de-
spite being from Russian origins. Hence, in our corpus the contributions of these
authors are considered as normal contributions, not translations.

If we now examine the place of origin of all foreign authors published or
translated in the global translation zones that we have proposed for this chapter
(i.e., Andes, Caribbean, Río de la Plata, Mexico, Iberian Peninsula, and Others),
the results suggest significant differences between them (see Table 2 below). For
the Río de la Plata, about 62% of the translations were made from French, mostly
from authors of French origin (e.g., Henri Barbusse or Romain Rolland). However,
there are also French-Latin American authors such as Jules Supervielle (French
Uruguayan), or other authors with East European origin. If we examine the num-
ber of articles by authors identified as foreign in a small sample of four Argentine
magazines (La Biblioteca, Proa, Martín Fierro, and Claridad), we already see (Fig-
ure 2, see below) that most of them come from France, Russia, and Italy. Of the
131 translations identified, 80% of them belong to French, Russian, and Italian au-
thors, relegating English-speaking authors (i.e., those from the United States,
United Kingdom, Ireland, and Canada) and Portuguese language authors to mar-
ginal roles.

Similarly, literary magazines from the Iberian Peninsula and the Andes also
contain many translations from French. About 50% in the case of the Iberian Pen-
insula with authors like Émile Zola, Paul Verlaine, or Guillaume Apollinaire being
some of the most translated. In the Andes, translations from French (e.g., Panaït
Istrati, or Paul Verlaine) just about edge those from English (e.g., the American
writer Waldo Frank or the British Romantic poet P. B. Shelly), and Russian (e.g.,
Anatoli Lunacharsky or Isaac Babel) languages. Overall these three groups make
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up 67.4% of the whole translations, leaving a 32.6% of translations to other lan-
guages, thus suggesting a greater variety of translated literatures. These examples
also show an interest in the Russian Revolution (e.g., the short stories by Babel or
the works by Lunacharsky), the Soviet Union and communism (e.g., Barbusse,
Frank), but also the fight against fascism and their interest in pacifism (e.g., Roll-

Table 2: Distribution of languages across global translation zones. For each translation zone, we
report the percentage of records written in each of the three most common original languages in
each region together with the same quantity computed for all other languages (Other languages).

Region st Language nd Language rd Language Other Languages

Iberian Peninsula French English German
. . . .

Andes French English Russian
. . . .

Rio de la Plata French Italian English
. . . .

Caribbean English French Catalan
. . . .

Mexico French English Italian
. . . .

Other French – –
   

Figure 2: Percentage of records by authors belonging to certain foreign countries, published in four
Argentine magazines (La Biblioteca, Proa, Martín Fierro, and Claridad).
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and). We can also identify some authors writing in socialist periodicals (e.g., Is-
trati) and Nobel Prize nominated or winning authors (e.g., Zola, Supervielle, or
Rolland).

In the Caribbean region the most translated authors proceeded from English
speaking countries (47%), mainly from the US (for example, the writer and jour-
nalist Christopher Morley) and the United Kingdom (e.g., Rudyard Kipling and the
philosopher Bertrand Russell being the most translated). The second largest
group, corresponding to 27% of the records, is made of a set of authors from
France with no more than a couple of contributions each.

Finally, Mexican magazines published mainly translations from French (46%)
and English (41%). In the case of French, we have identified translations from
Guillaume Apollinaire, Jean Cocteau, and Paul Éluard, but also from Valéry Lar-
baud, Paul Morand, and the French Mexican author Ramon Fernández. Other
writers such as the French philosopher in science and religion Emilio Boutrox,
Louis Farigoule (better known as Jules Romains), Émile Salomon Wilhelm Herzog
(better known as André Maurois), Alexis Leger (better known as Saint-John
Perse), Maxime Leroy, Gaston Sevrette, and Adolphe Ferrière also appear. In the
case of English, it is worth highlighting the translations of William Blake, David
Herbert Lawrence, John Masefield, Alice Meynell, Nathan Asch, Aaron Copland,
T.S. Eliot, John Gould Flecher, Waldo David Frank, Langston Hughes, Edgar Allan
Poe, Dorothy Schons, Carl Van Doren, and Thornton Wilder. As it happened in
other Ibero-American global translation zones, Mexican literary magazines were
interested in Romantic writers such as Blake and Poe, avant-garde authors and,
more specifically, cubist and surrealist writers such as Apollinaire, Cocteau, and
Éluard. However, they were also interested in other modernist literary move-
ments such as the Anglo-American imaginism of the poet John Gould Flecher, or
the French imagist Paul Morand. The analysis of translation flows in Mexican lit-
erary magazines also gives a dominant place to poetry (e.g., Apollinaire, Cocteau,
Éluard, Blake, Flecher, Eliot). Unlike magazines in the Andean mountains, Mexi-
can periodicals also translated the writings of women who were close to the femi-
nist mouvement. For example, Alice Meynell (a British writer, publisher, critic
and suffragist) and Dorothy Schons, who authored the first English-language
novel on the Mexican Sor Juana Inés de la Cruz placing her as one of the earliest
American feminists. There was also an interest in the translation of works by au-
thors close to the Communist party (e.g., Paul Éluard and Ramon Fernández). We
can also stress some interest in philosophy (e.g., the French Émile Boutroux), edu-
cation (e.g., the Swiss Adolphe Ferrière) and music (a translation into Spanish of
an essay originally written in English by the American composer Aaron Copland
on the Mexican composer Carlos Chávez).
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Finally, we perform the analysis of the overall flows of translation occurring
between countries, languages, and regions. To this aim, Figure 3 portrays the
flows of translations via a so-called Sankey diagram5 (Wilke 2019).

The size of a box denotes the amount of elements with that feature, whereas the
thickness of the line connecting two boxes denotes the amount of elements possess-
ing both features. In our case, translated contributions can be classified according to
three features: the author’s country of origin, the contribution’s original language,
and the global translation’s zone where the translation has been published. The
boxes corresponding to each of the aforementioned features’ groups are aligned hor-
izontally, with the left column corresponding to the countries of origin, the middle
column to the original languages, and the right column to the translation’s regions.
For simplicity, we display only the most important languages/countries and group

Figure 3: Overview of the flux of translations between countries, languages, and regions. This
Sankey diagram displays the number of translation records between the authors’ countries of origin
(left column) and the most common original languages (middle column), as well as between the
original languages and the translation regions (right column). The height of each box denotes its
total number of records. In this diagram, each box corresponds to some feature, and a line
connecting two boxes indicates the existence of a “flux” between them. We highlight the translation
flows involving the English, French, and Unavailable languages.

 Sankey diagrams are named after Irish Captain Matthew Henry Phineas Riall Sankey, who
used this type of diagram in 1898 in a classic figure showing the energy efficiency of a steam
engine (see https://en.wikipedia.org/wiki/Sankey_diagram).
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all the other languages/countries into the “Other Languages” and “Other Countries”
categories. The “Unavailable Language” and “Unavailable Country” boxes corre-
spond, instead, to those records for which information on the original language or
author’s country of origin are missing. Thus, a quick analysis of Figure 3 reveals that
French and English are the two most translated languages, with the former consti-
tuting the bulk of our corpus. Also, French is the main translated language in the
magazines of the Iberian Peninsula, albeit it plays an important role also in the re-
gion of Rio de la Plata. Authors writing in French come mainly from France but, we
also observe the presence of other countries like Belgium, and a non-negligible frac-
tion of authors from Spain and the “Other Countries.” Regarding the English lan-
guage, authors writing in such a language are mostly from the USA and the United
Kingdom. Interestingly, the Sankey diagram highlights how English plays a signifi-
cant role for translation only in journals of Caribbean and Mexico zones as we have
also highlighted above with specific examples of translated authors, while it is more
marginal in all the other regions (including the Iberian Peninsula).

Likewise, we want to highlight the case of contributions for which the informa-
tion on the original language is missing (i.e., those corresponding to the “Unavailable
Language” box). These contributions have been identified as translation due to the
availability in their records of the information on the translator’s name. They consti-
tute a significant fraction of translations made within the Mexico and the Rio de la
Plata regions and highlight the importance of identifying translations using a crite-
rion based not exclusively on the analysis of the languages’ information.

Finally, indigenous literary production was also present in Ibero-American
journals. In the case of indigenous languages, we can highlight the work by Eusta-
quio Rodríguez Aweranka and Inocencio Mamani. Tres Poemas by Rodríguez Awe-
ranka, Mamani and Manuel Zúñiga Camacho Allqa were published in Quechua and
Aymara in issue 34 (1930) of Boletín Titikaka (1926–1930) to honor José Carlos Mariá-
tegui, who had recently passed away. In the case of poetry in vernacular languages,
we also find texts in the Quechua original, accompanied by a Spanish translation in
the case of Mamani (editorial, Boletín Titikaka, num. 19, in Quechua and Spanish;
also in num. 27 in Quechua and Spanish) and Aweranka (Boletín Titikaka, num. 32,
in Quechua and Spanish). However, we should not consider them as translations,
as Rodríguez Aweranka, Mamani and Zúñiga Camacho Allqa were authors them-
selves (poets and playwrights), and Spanish was their second mother tongue. In-
deed, it is worth mentioning that the number of records for Quechua-Spanish
translations is very low: the already mentioned 3 records over more than 31.000
entries. Yet, such types of cases are relevant as they highlight the presence of indig-
enous languages and multilingualism in Ibero-American literary magazines. More-
over, the specific case of Boletín Titkika is a great example to see how to combine
the vernacular and the cosmopolitan.
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4 Global Translation Flows in Ibero-America
Through the Lenses of Network Science

One way to measure the role played by each magazine/region for translation is to
analyze the data through the lenses of network science: an emerging discipline
mixing together the methods of graph theory, mathematical modeling, physics,
computer science, and statistics (Barabasi 2011). For this reason, we represent the
data as bipartite networks, and analyze their properties.

A bipartite – or, more in general, multipartite – network/graph is a network
having two (or m> 2) kinds of vertices/nodes, and in which an edge can exist only
between vertices of different kinds (Latora 2017). For instance, in our case verti-
ces can be either authors or magazines, and an edge connecting author i and mag-
azine j, e i, jð Þ, encodes the fact that such an author has published a contribution
in that magazine. Moreover, author vertices can be further distinguished accord-
ing to the gender attribute (M, F, or NA). The weight attribute of an edge connect-
ing vertices i and j, wij, can denote either the mere existence of a relationship
between them (i.e., wij = 1) or its intensity (i.e., wij = αwith α ≥ 1 2 R+). In the for-
mer case the network is said to be unweighted, whereas in the latter case the net-
work is said to be weighted. Here, the weight of an edge can denote, for instance,
the number of contributions one author has published in a given magazine.
Given a graph G with N vertices, its structure is mathematically encoded into the
so-called adjacency matrix A. Such a matrix is an N ×Nð Þ array whose elements
aij are equal to one if an edge exists between vertices i and j, and zero otherwise.
The weighted counterpart of the adjacency matrix A is called weight matrix, W,
and its elements wij are nothing but the weights of the edges. One indicator used
to measure the importance of a vertex is its degree, which counts the number of
edges incident with it. Using the information encoded in the adjacency matrix A,
the degree of a vertex i, ki, can be written as:

ki =
XN
j=1

aij: (1)

The weighted counterpart of the degree is called strength, s, and can be obtained
from Eq. (1) by replacing aij with wij.

In our work, we have considered –basically– two kinds of bipartite networks:
that of author-magazine relationships, and that of language-magazine ones. It is
possible to build two networks for each kind of relationship: one extracted from
the certified translation records Gct, and another obtained from all the other re-
cords, Got. Eventually, we can also generate a network obtained by merging to-
gether the aforementioned networks, Gmerge. Finally, magazine vertices can be
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collapsed into “regions,” thus enabling a macroscale level analysis of the system.
Table 3 summarizes the main features of the author–magazine relationships’
networks.

Figure 4 presents a visual representation of the Gct network. As edges in bipartite
networks can only connect vertices of different types, it is convenient to draw each
group of vertices on one side of the figure. In our case, magazines are arranged on
the figure’s left side whereas authors are arranged on the right side. Moreover, we
have used distinct shapes to denote vertices’ types (squares for magazines and
circles for authors), and colors to encode attributes like the magazine’s region or
the author’s gender. A quick glance at the intricate web of connections between
authors and magazines does not reveal any remarkable feature. However, a closer
look highlights that the size of the magazine vertices is not the same for all of them.
Such sizes’ heterogeneity is due to the fact that the size of a magazine vertex is
equal to its degree, ki (i.e., the number of distinct authors who have published a
contribution in such a magazine), and highlights the presence of magazines which

Table 3: Summary of the main features of the author–magazine networks.
For each network, we report its number of vertices N, of edges K, the

number of magazine Nmagz and author Nauth vertices. We report the

number of men, women, and “unavailable gender” authors Nauth
m , Nauth

w ,

and Nauth
o . We present also the average edge weight, wh i, as well as the

average values of the degree, kh i, of magazine and author vertices, and of

men and women vertices. The symbol hxi= 1
N

XN

i
xi denotes the

arithmetic average of quantity x.

Gct Got Gmerge

K   

N   

Nmagz
  

Nauth   

Nauth
m   

Nauth
w   

Nauth
o   

wh i . . .
kh i . . .
kh imagz

. . .

kh iauth . . .

kh iauthm
. . .

kh iauthw
. . .
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published the contributions of many authors (e.g., the Mexican Contemporáneos,
the Argentinean Claridad and Prisma, and the Peruvian Amauta). On the other
hand, the color of authors’ vertices helps to grasp the huge disproportion existing
between the amounts of men and women authors.

After analyzing the network of author–magazine relationships, one can ask
how wide a magazine’s languages portfolio is. To measure the level of “interna-
tionalization” of a magazine i, we consider two indicators. One is the degree of
the magazine, ki (see Eq. (1)), computed in the language–magazine network. The
other indicator, η, accounts instead for multiple aspects simultaneously and is de-
fined as:

ηi =
1
ΔTi

ki
Nlang

+ si
WTOT

� �
, (2)

Figure 4: Visual representation of the bipartite network of magazines–author relationships obtained
using only translations’ data, Gct. An edge between a magazine vertex (left side) and an author
vertex (right side) exists if the latter has published a contribution on such a magazine. The size of
magazine vertices’ denotes their degree, whereas its color denotes the region to which the magazine
belongs to. We display the names of those magazines whose degree is higher than the average.
Authors’ vertices, instead, are colored according to their gender attributes.
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where ΔTi is the magazine’s age (computed as the difference between the publica-
tion dates of the first and last issues available in our corpus). Nlang is the number
of original languages available in the whole corpus, and WTOT is the total weight
of the network (i.e., the sum of the weights, wij, of all the edges in the network). In
particular, the term 1=ΔTi in Eq. (2) accounts for the magazine’s longevity by di-
viding the other quantities by the magazine’s age ΔTi (i.e., converts them into the
average unit time counterparts). The term ki=Nlang 2 ε , 1½ �, instead, accounts for
the language diversity of contributions with ε = 1=Nlang corresponding to the least
diverse case (corresponding to translating contributions only of one original lan-
guage), and 1 (i.e., ki =Nlang) denoting the most diverse one. Finally, the term
si=WTOT 2 φ, 1½ � accounts for the volume of contributions translated by a maga-
zine, with φ= 1=WTOT denoting a magazine publishing a single translation, and 1
(i.e., si =WTOT) the case of a magazine publishing all the translations in the whole
corpus. Table 4 collects the values of both indicators for all the magazines com-
puted in the magazine–language network built using only translation records.
For each region, we highlight the magazine with the highest value of k and η.

Table 4: Estimating magazines’ internationalization. For each magazine, we report its
internationalization score computed either using Eq. (1) (column k), or Eq. (2) (column η).
We highlight the row corresponding to the most international magazine according to
each score. Scores indicated with “–” corresponds to those magazines which do not have
any translation.

Global translation zone Magazine Name k η

Iberian Peninsula Alfar  .
Alma Española  .
Arte Joven  .
Carmen  .
El Nuevo Mercurio  .
Gente Vieja  .
Germinal  .
Grecia  .
Helios  .
Horizonte (Madrid)  .

La Gaceta Literaria  .

La Vida Literaria  .
Litoral  .
Luz  .
Prisma  .
Reflector – –
Renacimiento  .
Revista Nueva (Spain)  .
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The results highlighted above can make us think about how to empirically
quantify the international character of Ibero-American journals and, more gener-
ally, the circulation of translation in periodicals. If we take into account linguistic
diversity (i.e., the number of translated languages and literatures), we are focus-
ing on the degree of magazines (given by Eq. (1)), and rank them according to it
(blue filled rows of Table 4). Specifically, we have, La Gaceta Literaria for the Ibe-
rian Peninsula, Contemporáneos in the case of Mexico, the Cuban Revista de
Avance for the Caribbean, the Peruvian Amauta for the Andes, and the Argenti-
nean Claridad for the Río de la Plata. All of them were avant-garde magazines,
and tried to combine aesthetics and politics, socialism and cosmopolitanism. The
translation of socialist authors, within the reference of the Russian Revolution,
was also remarkable and these magazines channeled through translation the re-

Table 4 (continued)

Global translation zone Magazine Name k η

Sur – –
Ultra  .
Vida Americana  .

Vida Nueva  .

Andes Amauta  .

Boletín Titikaka  .
Editorial Titikaka  .
Instantáneas  .

Luz i Sombra  .

Rio de la Plata Claridad  .

La Bibliotéca  .
Martín Fierro  .

Proa  .

Vanguardia  

Caribbean Cuba contemporánea  .

La Habana Literaria  .

Revista de Avance  .

Mexico Contemporáneos  .

Horizonte (Jalapa)  .

Irradiador – –
Revista Azul  

Revista Nueva (México)  .

Other Creación – –

Favorables Paris Poema  .
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lationship between the artistic avant-garde of the interwar period, and the prole-
tariat movement. Without going too much in depth, let us only remind that the
translation of socialist authors in the Mexican magazines Contemporáneos also
contributed to the consecration of the novel of the Mexican Revolution, which
also circulated internationally6. If we, instead, rank the entries of Table 4 using
Eq. (2) (which accounts simultaneously for linguistic diversity, volume of transla-
tions, and the longevity of the magazine) the most international magazine of each
region (corresponding to the rows of Table 4 highlighted in yellow) changes. Spe-
cifically, we notice the presence of a group of magazines established at the end of
the nineteenth century: La Habana Literaria (1891–1893), the Spanish Vida Nueva
(1898), or the Chilean Luz i Sombra (1900). All of them are characterized by a
shorter longevity compared to the group of magazines mentioned previously, al-
beit they possess a similar linguistic diversity and international scope. For the
twentieth century, this is also the case of the Mexican Horizonte, which appears
to be more international than Contemporáneos, the latter having a four times lon-
ger lifespan, despite having a slightly larger number of translations. We observe
a similar phenomenon for the case of the Argentinean Martín Fierro and Proa.
Whereas the first one lasts longer and has more contributions (translated texts),
the internationalization of the second one according to Eq. (2) is higher.

5 Global Translation Flows in Ibero-America
within a Gender Perspective

The use of big data and network science methods can unveil under-studied cultural
mediators, less-studied geographical scales, and world literary fields. The latter is a
much-needed methodology to explore how particular cultural developments were un-
dertaken by less well-known agents in less-studied geographical settings and, at the
same time, avoid simplifications like that a whole region can be represented in trans-
lation by single authors (for example, Neruda or Borges in the case of Latin America).
Hispanic cultural mediators contributed to foreign journals, and non-Spanish speak-
ing critics and writers also published in Ibero-American periodicals. Likewise, His-
panic periodicals advertised other journals, allowing us to examine the networks of
their alliance or rivalry relationships. Adding a gender perspective to the analysis of

 For example, the novel Los de Abajo, by Mariano Azuela, was translated into English by Enri-
que Munguía (The Underdogs, 1929), into French by Joaquín Maurín (L’Ouragan) and into Ger-
man by Hans Dietrich Diesselhoff (Die Rotte, 1930).
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global translation flows could help us in shedding light on a shadowed canon which
has suffered little recognition despite being popular at the time, and not very acknowl-
edged today or even completely forgotten. In this respect, the focus on Ibero-American
women (both writers and translators) is twice as rebellious as they have been consid-
ered as the “periphery of the periphery.” Within this framework, a network science
approach can verify the cultural mediator’s profile and corroborate or question
prevailing conceptions regarding ethnicity, class, and the contribution of women in
intercultural networks. For example, it can unearth cultural mediators who were over-
shadowed by mainstream history and may appear in the center of the network showing
a more significant role. Or, quite the contrary, a network science approach can show the
peripheral position of well-known authors in cultural mediating processes. Network
analysis can also restore the presence of women, contest their upper class and white
ethnicity, and address how women joined forces on a transatlantic scale through their
professional and personal relationships, as well as their travels and stays abroad, show-
ing how they not only contributed to the building of the Ibero-American modernity, but
also to a modern treatment of gender issues, (Roig-Sanz 2023).

In fact, the turn of the 20th century brought in the Ibero-American field im-
portant transformations in the traditional relation of women in the private
sphere. The emergence of women’s rights movements brought to light the collec-
tive identity of women in many fields, and women writers, and feminist period-
icals gave voice to a wide range of concerns. However, most Spanish, Portuguese,
and Latin American literary histories disregard women in Ibero-American mod-
ernisms, and even major figures are rarely included. Thus, we lack a clear under-
standing of their public and mediating role beyond national borders, calling us to
examine how Ibero-American women contributed to the shift of women’s roles in
the modern world through their work as diplomats, journalists, editors, cultural
animators, radio speakers and, ultimately, translators.

Concerning translation, we have extracted from our data a total of 266 transla-
tors. Beside their names, no other meta information is available on these translators,
so we do not have data on their gender, unless a translator is also considered as an
author in our database. In such a case, information about the translator’s gender
could be available. Although the aim of this paper is not to retrieve the gender of all
the translators, it is worth noting that data on translators is often lacking or hard to
find. At present time, our preliminary results show the following regarding the pres-
ence of women translated authors. Mexican literary magazines are those translating
in proportion more English speaking women writers. In the Caribbean and Iberian
Peninsula, women authors represent 7.69% and 8.82%. For French speaking authors,
only the Iberian Peninsula, Río de la Plata, and Caribbean magazines translated a
small amount (< 4%) of women. Surprisingly, as Figure 5 attests (see below), there
are no translated women writers in the Andean mountains and Other regions.
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Among the 266 translators that appear in our dataset, we can only find 14 differ-
ent names of women translators (13 as two of them are the same person) for the six
translation zones of our choice (Caribbean, Andes, Mexico, Iberian Peninsula, Río de
la Plata, and Other). The list is the following: for the Río de la Plata, the Argentinean
Adelina del Carril, Luisa Díaz Sáenz-Valiente, and Gràcia B. Llorens, pseudonym of
the Catalan poet, journalist and translator Maria Gràcia Bassa i Rocas. Adelina del
Carril, Ricardo Güiralde’s wife, was a translator for Proa; Díaz Sáenz-Valiente was
the translator of Pierre Reverdy in the Spanish literary magazine La Gaceta Litera-
ria, and Gràcia B. Llorens translates from Catalan into Spanish in the Argentinean
journal Claridad. For the region Mexico, Antonieta Rivas Mercado, feminist writer,
translator and artist, and Luz Murguía de Ramírez, who founded the journal Viole-
tas with Mateana Murguía; for the the Caribbean zone the Cubans Emilia Bernal,
Esther Lucila Vázquez, Mary Antiga Caballero, Mary Caballero de Ichaso, and Aure-
lia Castillo de González, and Carmela Eulate Sanjurjo from Puerto Rico. Emilia Ber-

Figure 5: Percentage of authors per gender group (men, women, and “unavailable gender
information” (NA)) across global translation regions. In each region, we compute the percentage of
authors per group for each of the three most translated languages.
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nal, Mary Caballero Antiga, and Mary Caballero de Ichaso are translators in the
Cuban journal Revista de Avance, whereas Aurelia Castillo González, in Cuba Con-
temporánea and La Habana Literaria. Caballero Antiga and Caballero de Ichaso
were the same person, signing the latter one with the family name of his husband,
the well-known Cuban intellectual Francisco Ichaso.

For the Iberian Peninsula, Zenobia de Camprubí, Juan Ramón Jimenez’s wife
and the first translator of Rabindranath Tagore into Spanish, María Teresa León,
who translates in our corpus with her husband Rafael Alberti, Carmina Colomé,
and Tatiana Enco de Valero, an exiled translator of Russian origin living in Ma-
drid who translates from Russian into Spanish a short-story by Ievgueni Zamatin
in La Gaceta Literaria. We have not included in this list the case of Kaethe Lewy.
Even though there is no reference to the translator, she probably translated from
German into Spanish some excerpts of a long interview with Jacques Maritain
published in La Gaceta Literaria (“Catolicismo en el extranjero. Francia. Neoto-
mismo. Conversación con Jacques Maritain”), which was originally translated
from French into German by Käthe Lewy and published in the German literary
magazine Die Literarische Welt. The name of Käthe Lewy might be one potential
variation of the name Ketty Levy, Enriqueta Levy de Rodríguez, a Spanish transla-
tor of German language. If this holds true, then we could analyze an interesting
case of triangular translation between French, German and Spanish. Among
Spanish women translators, we must also highlight the fundamental role of Zeno-
bia Camprubí, who was the translator of some prose by Rabindranath Tagore in
the literary magazine Grecia. She translates from English into Spanish and it is
well-known that despite signing many of these translations together with her hus-
band Juan Ramón Jiménez she was the main translator. Unfortunately, her name
does not appear in the sole dictionary of translation for Spain (Diccionario histór-
ico de la traducción en España, 2009), it does the name of her husband. A great
interest in the translation of poetry and in the translation of other women’s work
is also noticeable. For example, Carmina Colomé translates some poems by Cora
Laparcerie, a French poet and actress, in the magazine Grecia, whereas the
Cuban Aurelia Castillo de González translates poetry from Gregh Fernand and Al-
phonse Lamartine in Cuba contemporánea and La Habana literaria, the Mexican
Luz Murguía de Ramírez translated poems by Victor Hugo in Revista Azul, or the
Argentinean Díaz Sáenz-Valiente translates prose poetry by Revery.

Regarding the socio-biographical profile of these women translators, we can
expect high society and educated women such as Zenobia Camprubí, but also
feminist writers such as the Catalan Llorens, the Mexican Rivas Mercado, or the
Cuban Caballero de Ichaso, who was involved in the foundation of the Lyceum
Club in La Habana, and Castillo González, who was also concerned by the situa-
tion of black and mulatto Cuban women. There were also women translators who
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were close to communist ideology (for example, Enco de Valero) and women
translators who also had fundamental and transforming experiences of traveling
(for example, Zenobia de Camprubí or Llorens) or exile (for example, Enco de Va-
lero). Some of them were also Jews (for example, the above-mentioned potential
translator Lewy). The variety of languages they translate is also broad, being
French the most common. Beyond French and English, we can also highlight Ger-
man and Russian. As said above, there are no women translators in the journals
published in the Andean mountains and Other regions. In our dataset there are
other women in the role of authors who were translators too. This is the case of
the French Mathilde Pomès.

6 Conclusions

In this chapter, we have analyzed a large scale collection of scattered translations
and circulation of world literature in the Ibero-American literary press using
methods of network and data science and a perspective of big translation history
(BTH) (Roig-Sanz and Fólica 2021). Specifically, we have selected a sample of jour-
nals published in what we have called global translation zones: the Iberian Penin-
sula, the Andean Mountains (Chile and Perú), the Río de la Plata (Argentina and
Uruguay), the Caribbean (Cuba), Mexico, and Other (France). By focusing on these
zones, we show that by examining units of analysis other than nation states, we
escape from central languages (English or French) and more common disciplinary
approaches, and succeed in locating cultural transfers in other spaces, such as a
wider region or among minorities and small languages. Thus, we have provided
some examples to compare how looking at the data at different scales can change
our perspective and highlight similarities and differences between translation
zones. In the case of a vast region like Ibero-America, the information available
within the corpus analyzed here can be leveraged to shed light on the role played
by apparently less prominent localities for translation or intercultural exchange,
and not only in Madrid, Buenos Aires, Mexico City, or São Paulo. This is the case
of Puno, in Peru, where Boletín Titikaka was published, or Barcelona, in Catalo-
nia, Spain, for Luz and Prisma. These cities hosted many seminars, lectures, po-
etry readings, and a wide range of other cultural productions with the purpose of
breaking with the elitist idea of culture established, for instance, in Lima; or with
both cosmopolitan and nationalistic goals as in Barcelona. Thus, both Puno and
Barcelona were vibrant places of intellectual discussion, cultural, political and ar-
tistic renewal and global translation flows.
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Likewise, by understanding translation as an essential element of literary ge-
ography, we may also seek to investigate relevant differences between translation
practices established in port cities and the mountain capitals, as well as specific
challenges when analyzing cultural translation in periodical publications. In the
journals of our dataset, with different periodicity and published at different time
periods, we have identified their level of internationalization through the analysis
of translations, and literary excerpts of world literature mainly published in
Spanish, but also in other languages. By analyzing the publications’ records we
pinpoint those contributions associated with translations and, then, build bipar-
tite networks of relationships between either authors and magazines or between
magazines and languages. Journals and literary magazines tried to increase their
prestige and relevance through the connections with international: through the
publication of a wide range of translations in their pages, or via a wide network
of international relationships. In particular, the analysis of the structural proper-
ties of the network of magazines–languages relationships has proved to be useful
to quantify the degree of internationalization of those magazines. Indeed, the
data on translations and their original languages allowed us to calculate an index
to measure the international character of a literary magazine. Such an index can
be used as a comparison metric, particularly when studying magazines participat-
ing in international literary networks. While at first glance the overall results
might mismatch with the expectations of literary historians, a closer inspection
suggests that such a measurement may be promising. Further development of
Eq. (2) could include a more refined calculation accounting for other variables
like the number of issues or contributions over time, or the ratio of translations
vs. original works, and also be fine-tuned by including factors to weight the con-
tribution of each term.

In future endeavors, we would like to push forward other potential lines of
interest. These new research avenues include i) to amplify and balance the data-
set by adding more magazines from Ibero-America (including the Lusophone
area) and from different time periods within the general time frame of our inter-
est (1898–1959), ii) to provide comparisons on a lower level, e.g., between maga-
zines or between cities. The current approach assumes translation zones as
homogenic, while a detailed analysis of the magazines could confirm or disprove
this idea. And iii) to consider the chronological factor, which means, on the one
hand, to compare magazines, cities, regions horizontally in discrete time periods,
and consider the specificities of each period, and, on the other, to compare the
evolution within a magazine, city, region longitudinally, i.e., across different dis-
crete periods of time. Finally, we would like to delve more into the gender per-
spective, and offer new knowledge on the socio-biographical profile of women
translators and authors. In this regard, we envision two potential paths: Named
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Entity Recognition (NER) using machine learning algorithms or a combination of
techniques including NER and complementary cross-validation of the information
via platforms like VIAF, or customized analysis of the contribution’s type. We can
also identify Ibero-American women translators in projects such as the WikiPro-
ject Women in Red.
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Pedro Ruiz Pérez

Little Big Data: The Poem Against
The Database

Digitalization entails processes of uniformization that are not always desirable. In
the Aristotelian model of science (to know by universals), the neutralization of
specific differences is necessary and is the basis for intellection, and this guides
the formulation of laws of general application. In the field of aesthetics, and even
in that of history, being able to generalize is inescapable and valuable. This is so
in the field of theory, in longue durée periodization or in the defining of genres
(literary, artistic . . .). However, ultimately the value of singularity endures: the
singularity of the artistic object and the receiver, be they student, researcher, or
one who does so for pleasure. The notion and development of the “digital human-
ities” offers up an initial solution to this duality – or at least a space for dialogue
of the double perspective. The potential and speed of growth of the technological
component of the polarity multiplies the modalities of application and at the
same time colonizes the supposedly shared terrain. Without going too deeply into
the difference between information and knowledge, the play of tensions runs the
risk of reduction in the face of a situation of hegemony when numerical logic,1

and its extreme dimension, the realm of Big Data, imposes itself. What follows is
a reflection undertaken from a position of one working in research connected to
the Digital Humanities, and with the distrust of one who is wary of its risks and
limitations.2

 Obviously, I am not referring to the meaning that prevails in the use of numerique in French,
for which the term digital is used in Spanish and English. Neither am I evoking the idea that the
superseding of the analogical is produced through the 0/1 binary code, numbers that are also
coming to replace letters, beginning with those of the alphabets.
 The reflections that follow have arisen while working on the ongoing project, Biografías de
autor e institución literaria en la edad moderna [Author and Literary-Institution Biographies in
the Modern Age] (SILEM) RTI2018-095664-B-C21 of the National R&D&I Programme (<http://www.
uco.es/servicios/ucopress/silem>). It is a continuation of Sujeto e institución literaria en la edad
moderna [Subject and Literary Institution in the Modern Age], a National R&D&I Programme coor-
dinated project, FFI2014-54367-C2-1-R. Prior to this, there were two projects (PHEBO) on late ba-
roque poetry (<http://www.uco.es/phebo/es>). In this period I also coordinated the setting up of
the Aracne Network (<https://www.red-aracne.es/presentacion>), along with the complementary
Humanidades digitales y letras hispánicas [Digital Humanities and Spanish Literature], National
R&D&I Programme FFI2011-15606-E.

Open Access. © 2024 the author(s), published by De Gruyter. This work is licensed under the
Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 International License.
https://doi.org/10.1515/9783110753523-012
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Forms of Reading (And of Research)

If the steps I follow and the end I seek had to be reduced to a formula, it might be
found around a dialectic between the quantitative and the qualitative, one in
which balance was not imposed by an overwhelming power and which did not
end up being diluted by the traditional relationship between means and ends. In
other words, one in which mere technology does not end up dominating science,
again with reference to Aristotle. The aim is to preserve and cast the essential
factor of the aesthetic experience in a renewed space, while finding, through ex-
perience, a balance between certain bases in tradition and the expectations of
new technologies and epistemologies, specified in research possibilities. I begin
with a re-affirmation of the subject.

Yo nací (perdonadme) / en la edad de la pérgola y el tenis” (“I was born (for-
give me) / in the age of the pergola and tennis”), as go the well-known lines by Gil
de Biedma. I had no château with grass courts; I only belong to a time, or, at least,
come from one. More accurate, both in general and for this case, would be Rafael
Alberti’s words, which influenced de Biedma: “Yo nací – ¡respetadme! – con el
cine” (“I was born – respect me! – with cinema”). And I say this while witnessing
the growing hegemony of series on television platforms – that is, I am aware that
the basis of my scientific knowledge has shifted to another dimension, something
that has happened with audiovisual culture ever since the Lumière brothers.

In a space that is so propitious to uniformity, it is worth stressing the state-
ments that give character to a position, which is what I now maintain. In essence,
this is the consideration of the nature and specificity of the literary text and of
philology, as well as an active assumption of the need for qualitative advances in
research projects and professional networks, with the role they play in this
framework of Digital Humanities. My starting point is the experience of this jour-
ney with intellectual conviction, not blind faith. From this conviction, in which
there should always be a seed of doubt, I contemplate the changes that are taking
place.

We should not lose sight of the lines of continuity in the paradigms. I wrote
my thesis on a typewriter and using index cards. It was common practice, as it
was to incorporate statistics of verses, including rhythmic variants. We were not,
therefore, adverse to working with data, and that included an aspiration to glo-
bality (aimed for by the habitual title of “Life and Work of . . .”), for an all-
encompassing view (which, by the way, the new thesis model has fragmented),
and for the consequent development of management protocols.

Although now is not the time to historicize or fall into the habitual narcis-
sisms of the academic field, it may be a good time for a backward glance to have
a clear awareness of the place I am speaking from. Since 2005, the research pro-
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jects I have been involved in with some responsibility have tackled objects in
which the quantitative factor was foremost, and with a not insignificant scope in
the terms of our field.3 In fact, a methodological premise of mapping the field was
a constant in all of them, resulting in the producing of a more or less extensive
corpus or repertory, although in the usual terms in the research of our field, it
could be considered relatively big. This was the case in the study of fifteenth- to
seventeenth-century poetic texts with lists of authors, in the analysis of the poetry
that we ended up calling the Late Baroque, and, finally, in the research on dis-
courses in which the concept and image of the author and the literary institution
was forged – now in a longer period that stretched to the mid-nineteenth century.
We thus addressed the work that could be considered a poetic subgenre, in a de-
fined chronology and in a modality of discourse, with aspirations of attaining ex-
haustiveness. The instrumental aims were the drawing up of repertories or
catalogues, databases and digital libraries. The differences denote a process that
was both technological and conceptual: in the first project we worked with paper
index cards and Word files, resulting in the publication of a book (Ruiz Pérez
2010), in which the traditional indices tried to maintain a certain flexibility of use.
The second project included the design and creation of a database with an ad-
vanced search system and a library of static texts, all available on a website.
Lastly, in recent years, digital libraries with treatments of texts and the capacity
for conceptual searches have shown their potential for examining the composi-
tional mechanisms of a discourse.

This experience can explain my perspective. Its timing, coincidental with
what can be considered the widespread development of the Digital Humanities,
gives it a value of some significance. Computerization has exponentially increased
both pace and possibility, even turning them into a qualitative change, similar to
that brought about by the printing press when it overcame the incunabulum
phase (reproduction of manuscripts) and configured another model of volume;
or, as Guglielmo Cavallo (1975) and Armando Petrucci (1979) have shown, in the
previous shift from the scroll to the codex: changes in formats, changes in models
of reading. We are immersed in an equivalent paradigm shift.4 We need to seek
suitable adaptation, and this involves a review of the problems and limits of re-

 Please see the references and information given on the websites mentioned in the previous
footnote.
 On the speed of change, see the advances in information and reflection given in the mono-
graph coordinated by Morrás and Rojas Castro (2015) and in the volume edited by González and
Bermúdez Sabel (2019). Since the start of the century there has been a proliferation of associa-
tions, conferences and journals on Digital Humanities, which record the extent and progress of
this discipline. References and links can be found on the Red Aracne website, cited above.
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search, a reconsideration of the object (susceptible to being tackled in broader
terms, also quantitatively), and an appropriate design of the tools, hierarchically
subordinated to the previous principles.

In the shifts and turns undergone in the Digital Humanities, the initial stage
multiplied the possibilities of the individual reading, making a greater volume of
information available in the form of texts. Globalizing models in the consolidation
of the practice and the refinement of its tools will soon be established, if they
have not already. The development of the technique involves multiplication and
acceleration; its results, in exponential growth, first affect the object and end up
imposing uniformization, which affects the perception of the subject. The process,
logically, is in perfect harmony with the discourse of globalization. The problem
makes itself felt in its application to poetry. I use the strict meaning, which has
been central to my work, but the term can be applied to all textual reality that
cannot be reduced to strict categorization. Even without positioning myself at the
extreme end of the paradigm of the singularity of the literary text, its resistance
to the processes of neutralization is clear here – or, at least, the necessity for nu-
ances and particularizations.

The methods of quantitative analysis, and their application with tools that ex-
ponentially increase the numerical dimension, open up exciting paths for a re-
newed study of literature. However, many of these paths are unexplored; down
them lies the risk that the hope or impression of oases is but a mirage. In order
for the numbers of digitalization not to be imposed upon the discourse of words
in the humanities, we need to reflect, based on the premise that all technology
implies ideology, and prepare for incursions into wild territories without due cal-
culation of risk. In this perspective, the aspects considered in this reflection are
those relative to the specificity of literature and its discourses, the role of digital
tools and the dimension of big data in research in this field, the redefinition of
the object of study, and the creation of corpora to scale. I offer this as a trial run
of the possibilities of dialogue between the critical and philological tradition and
the epistemology derived from a technology that is still expanding.

The dilemma is this: will we master the technology and put it to the service of
certain criteria, or will we sacrifice the criteria to the omnipotence of the god of
technology? In less Manichean terms, up to what point should we refresh our cri-
teria with new perspectives?
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Some Aspects for Reflection

Let’s take the following postulate: the relationship between data and base, the
published edition of a text and the digital library, the index card and big data,
reproduces a comparable text-macrotext relationship, conceptually and function-
ally, which operates with particular intensity in a collection of poems. As a part
of the whole the poem does not lose its autonomy, but it is enriched in the dy-
namic of the book. And it is updated in every reading. Can we establish and main-
tain such a relationship in the design of our digital tools?

To walk this road, we need to establish a perspective, in its double meaning of
a depth of field and a line of sight. We can do so with a question that requires an
answer: what differences are there between humanist concordances, of the Bible
or the oeuvre of Virgil, and the possibilities of a database, aside from making it pos-
sible to endlessly expand the corpus? The advantages produced by technology,
where we must focus, enable us to surpass the possibilities of the alphabetical
search to find the use of a word or its recurrence in the corpus of a work or author.
Its repercussions in the design and execution of a research project in its widest
sense are found in several shifts: 1) from the static to the dynamic; 2) from the lin-
ear to the relational; and 3) from the strictly lexical to the conceptual.

1) From the static to the dynamic. This is the relationship that takes the economy of
a book of poems as parallel: that is, how its components work with the established
dispositio –talking in the terms of classical poetics – or, in the semantic field of com-
puters, with its architecture, with the functionality that entails. One lesson with re-
gard to overcoming the static nature of text is that of the linguistics of the text, with
its concepts of coherence and cohesion, its notion of discourse and the turn to the
syntagmatic. Its model is an invitation to abandon the consideration of isolated and
static elements, typical of an outlook with its basis in the paradigm. The model re-
quires a syntagmatic consideration, in which the elements are conceived relation-
ally, by their functions and their capacity to establish nexuses and dialogues with
the rest of the elements in praesentia – to continue with established terminology in
Philology and structuralist linguistics. Upon introducing data, we imitate the consti-
tution of a paradigm, that is, a more or less systematic set in which elements that
maintain some kind of relationship between them are arranged linearly. This is not
the only line possible but one established with a specific objective. In principle,
these data can enter the series with the independence appropriate to their real situ-
ation. Looking at the framework we are interested in, a piece of writing is material-
ized in a book (on paper or digitalized) with autonomous existence, whether on the
shelf of a bookshop or of a library, no matter their organizing principle (by author,
genre, chronology . . . even by size or colour). Only in the activity of the reader who
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feels moved by the message of the text they read is there the possibility of jumping
from one book to another with productivity. The conception and mechanics of a da-
tabase or a digital library make it possible to surpass that reading dynamic, enhanc-
ing and intensifying it, multiplying its potentiality. The quantitative difference (in
the number of texts and possibilities of interconnection) can be turned into a quali-
tative turn. When conceiving it grouped together, the datum/text ceases to be an au-
tonomous element and a value that literary studies emphasized some time ago
comes into play: all literary work is a weaving of intertextual relationships, where
we can find the beginnings of a principle of dynamic relationships that transcend
the strict frontiers of the text in its strict immanence. Its semantic and aesthetic rich-
ness comes alive to differing degrees, depending on the culture and capacity of each
reader. In a computerized repository, at least as far as research interests are con-
cerned, such a circumstance should be maintained, while making the most of the
potentiality provided by technology to increase this dynamic of relationships and
materialize them on a screen.

A paradox emerges, however. In literary philology, for centuries we have been
working not with a language (limitless productive force, dynamis, energeia), but
with texts (paradigm of perfect, complete ergon) – Text with a capital T, moreover,
emblematizing a clear paradigm: the reduction in criticism of all the variants gen-
erated by a process of dynamic and complex transmission.5 The supposed recon-
struction of the archetype or ideal text is, for a non-specialist reader, situated on a
line of exclusion opposite to the virtuality of hypertext. Yet the researcher or
reader moved by philological curiosity can make the most of the critical apparatus
to rebuild the trajectory of the text’s different avatars and contemplate it in its dy-
namism, whether to consider the process as a whole or whether to pause in consid-
eration of one of the episodes of their communicative course, of their different
historical realizations. As with the concordances, in the philological tradition we
discover – with all the nuances brought about by technological changes6 – a princi-

 I am thinking here about the essential aim, established according to principles related to faith
in the ideal text and, therefore, the consideration of errors for all its variants, so that critical
work consists in reverting disfigurations to return to the point of correction, the original
(whether existent or not). This is what should be offered to the reader. The utility that the traces
of previous work leave for the specialist, and that can be recorded in the same volume where the
archetypal text is published, with the critical apparatus, is something else.
 It is worth recalling that the development of concordances, such as indices and other paratex-
tual elements of reading orientation, was only possible with the shift from scroll to codex – that
is, from linear arrangement to a system of folding that enabled page numbering and therefore
the ease of finding an element in them, which before was only relatively possible in highly artic-
ulated works, such as in books, chapters and verses, as can be seen in the Bible. The Christian
holy book, with its fideist conception, also has an influence on the methodological configuration
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ple of reading (and even of textual arrangement) that very much takes into account
the dynamics of the text, its influences and internal recurrences and its material
transformations. Perhaps we can continue to learn from what has been opted for
in a centuries-old philological task in which the setting of the ideal text is presented
along with the testimonies of a tale of transmission that keeps a dimension of dy-
namic hypertext alive.

The digitalization of the literary humanities can be adapted to a mode of work
and the principles that it is based on, as long as this is done by tipping the scales
toward the opposite end of idealizing staticism. Into the black box of computer
tools,7 we introduce finished, closed texts; their very number can confine us to a
merely quantitative consideration (such as counting an author’s Sapphic hendeca-
syllables, as per the aforementioned model of theses of the past century). The chal-
lenge is to convert this new rhizomatic syntagm into an energy in motion, in which
to maintain or generate qualitative reflection, preserving and planning a similar
functioning to that of poems –as mentioned above – in the framework of a well-
constructed book. In its volume, above all when this reaches extraordinary – or at
least uncommon – dimensions, the data threaten to become an answer, the answer,
with totalitarian temptations. How can we avoid this? Let us now turn our gaze to
the experimental sciences. Set to collide, texts, like atoms, generate energy, but
they also open vacuums, and in them we must find the questions – the questions
that truly advance research. In physics, technological developments have enabled
the corroboration of previous scientific theories that were born out of analysis, re-
flection and judgement. The Geneva Large Hadron Collider finally proved Higgs
right in his theory of the boson, which pre-existed its experimental proof. The case
seems a model for the situation I am setting forth, and we cannot stay on the side-
lines of this situation and its implications in terms of the model of relationship be-
tween science and technique. When it is not a theory that precedes the research or
data accumulation, the latter in their quantitative dimension should become the
source of new research questions. In short, the amount of data is not sufficient by

of a certain model of ecdotic work, that of Lachmann and his followers, such as how the assess-
ment of the auctoritas of Virgil or Horace shaped the practices of Alexandrine philology, until
both models and perspectives converged in the Renaissance studia humanitatis.
 I use the notion of a “black box” taken from the scientific paradigm to highlight the relative
independence of philological research approaches regarding technology, in the sense of keeping
the relationship between episteme and techne, between research and its tools. For the humanities
researcher, it is not essential to be an expert in computing, however much an effective familiari-
zation can produce better results. The dialogue at the heart of a multi-disciplinary team brings
about the most propitious situation, since it prevents the autonomy or primacy of philological
principles from becoming impermeability. As I have been stressing, technology invites the re-
thinking not only of our procedures but also our concepts and objectives.

Little Big Data: The Poem Against The Database 197



itself; what we are need are modes of treatment to convert them into a dynamic
element of investigation.

2) From the linear to the relational. The digitalization of a library catalogue, for ex-
ample, or the creation of an archive, are not in themselves digital humanities, be-
cause they stay on the horizon of the paradigm and of linearity, in a very similar
way to the text of traditional writing. The management computing tool facilitates
searching in cases such as those mentioned, but does not generate knowledge by
itself. The information is quicker, but it is wholly outside the questions of research –

at least, if the data is kept on the level of a schematic file, such as in an OPAC. This is
due to the lack or the weakness of relational models and tools. The possibility of
making connections is a requirement, being essential to give a specific humanist
meaning to digitalization, beyond the generic usefulness that streamlining produces
in the handling of existing information. The objective of the application processes of
computing to research in the humanities is the (well-oriented) creation of new dis-
courses and knowledge. The key is the formulation of the questions. Thus it is possi-
ble to go from mere information (that of more or less numerous data) to knowledge
(based on judgement/reason).

Computer memory, with its differences – above all in the order of quantity –

reproduces that of the human mind, which constructs it to its image and sem-
blance. In both cases, we can distinguish two planes. First, there is the plane of a
merely receptive arrangement, in which memory is converted into a deposit for
the storage of information, articulated in data with differing degrees of refinement
or extent. Like material warehouses or the buried remains of an old civilization,
they lack value as long as they are not put to use. This is the function of the other
component of memory, as capacity to activate, to put to work and connect the avail-
able elements. This dimension is vital not only for the advance of scientific knowl-
edge but also for the very survival of the individual or the justification of a tool.

Let us return to the mechanism of reading, from the most conventional to, in a
little more than one and a half millennia, the reading fomented by hypertext. In the
former, the updating of the text when received, by means of the memory (increasing
with the degree of culture and capability of the receiver), calls upon other texts
read, stored in the memory, but updated with a reading that, through intertextual-
ity, activates the weave of relations. The reader has the materiality of a volume of
paper and lines of ink in their hand, while in their memory they hold the vestiges of
previous readings from similar objects. Intelligent reading adds to comprehension,
and delight in the text revitalizes those vestiges that are only seemingly absent. The
essence of this mechanism should be preserved in computerized procedures. At the
same time, it should be enriched with its possibilities, since its technology makes
almost instantaneous retrieval possible and from a considerably larger volume of
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data, but, above all – and here we must progress – it makes retrieval possible in
simultaneity. In the framework of research interests, this seems to me to be a more
productive condition of hypertext than that of substituting linear reading for the at-
tractions of browsing, and much more evocative and fruitful in the processes of ac-
tive reception of artistic creation in the virtual space.

In the scientific sphere – with the humanities included within it – the outlook
of objectivity means prioritizing denotation over connotation. Thus the content of
big data resources does not place its value so much on the plane of the possibilities
of browsing as on that of the handling of data with a certain simultaneity, that
which gives the relational weave, of the available data. Unlike a reader who reads
for pleasure, open to the suggestions of the (hyper-)text, whoever accesses the tool
with aspirations for scientific knowledge tends to do so guided by prior questions,
research questions that have emerged from earlier readings and the resulting curi-
osities. However, the condition of the Digital Humanities makes it possible to offer a
repertoire of dimensions that was unmanageable until fairly recently, and this real-
ity could become, in turn, fertile soil for new questions – research questions that
would be tricky to consider and resolve without the existence of this tool.

In order for the answers to questions to emerge, there is the inescapable re-
quirement of designing a conceptual and digital treatment to enrich the data and
give them meaning. An image of this challenge is provided by the distance be-
tween how social networks typically function and the creation of a community
framework with a bundle of relations. It is not enough to provide possibilities to
generate a positive discourse. One route in our field is to incorporate not merely
denotative information in the materials that are included in the database and go
on to form part of big data. I don’t believe it necessary to return to the example of
a computerized library register in which only the mere data of bibliographical
identification are recorded, and this case is transferrable to the formation of data-
bases of critical bibliography without distinction between their data and their
metadata. I propose broadening the dimension of texts in an opposite sense to
that of “augmented reality”: to deepen rather than adorn.

3) From the strictly lexical to the conceptual. The transcription or edition of a text
for its addition to a repository only mechanizes and facilitates access, but it does
not alter our knowledge, beyond the loss that is entailed when passing from the
material to the virtual.8 A search tool using words or sign sequences makes some

 Material bibliography has shown us how to discover the semiotic potential of all components
of a book, particularly one coming from manual printing, where it is meaningful from its format,
lettering and paper type to the paratext or constitution of its folds. Much of this information is
lost in digitalization and most of the transcriptions available online, and it is not always recov-
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processes possible, but does not open the way to readings and new questions. For a
new stage of knowledge in the application of digital tools to literary studies, we
need to advance in the hypertextual, with added levels of information, and to de-
sign suitable search tools for a relational, not linear, scenario. In more philological –
rather than computer – terms, this is about creating new reading tools that posi-
tively meet the possibilities of the technology. One possible reference here is the
work of Franco Moretti, with his notion of distant reading (2013) and its application
in the activity of the Stanford Literary Lab: tools for new readings.

Some of the proposals regarding artificial intelligence are oriented in this direction.
However, they do not avoid but rather increase what for us is a risk of partitioning,
bias and orientation in the image offered. The algorithms of the large search engines
serve as reminders in this respect. When we use them, beyond the craftmanship of
the criterion and the appropriate technique for their application, what degree of con-
trol do we have over how the software functions? Moreover, can we clearly discern
whether we are in control or are being controlled? Volume of information and speed
of access to it are in principle positive values; but they are not always synonymous
with knowledge – and I’ll let the evidence speak for itself. Indeed, they frequently
replace it. From the drive that moves knowledge, the accelerators provided by tech-
nology only make sense insofar as they enable us to construct lines of access to real-
ity (in our case of texts) with a greater chance of comprehension, free of distortions.
Quantitative and technological intervention in the entity of the object of knowledge
entails, at the speed we are moving, a metamorphosis of the subject’s structures of
thought – or, more radically, a mutation of the thinking subject.

In a process of decontextualization and neutralization brought about by its
integration into the mass of data, a text – particularly a literary text – suffers a
reduction in communicative efficacy. Like splashes of ink on paper, the binary
code of computing cannot replace the active mechanism of reading, but neither
should it limit it. In the workshops of the heirs of Gutenberg, in a process of cod-
ing reached by consensus, they fixed rules, elements and patterns of composition
that regulated and conditioned what at the beginning of the modern age was con-
sidered mass diffusion and reception. A similar process took place in the comput-
ing laboratories and in the management offices of corporations that direct their
work. The result is that secular textual models can become denatured when ren-
dered into new formats and, above all, when subjected to consumer processes

ered when editions aimed at this circuit are made. Along with accessibility, other possibilities of
virtualization should be considered in the treatment of texts that would make it possible to com-
pensate for this loss.
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that are far more massive than those seen back in 1500. And the phenomenon
multiplies exponentially when it is the texts themselves that are diluted in the di-
mensions of big data. The linearity of plain text of the printed page is converted
into a relic and is denatured with digitalization and insertion into a macro-
corpus. Either it runs a serious risk of doing so if the particularities of the literary
text are not taken into account, or its reception submits to a capitalist logic of the
number. Consideration as a datum places it on the plane of pure information,
which it does not belong to, in the strict sense, or which at least does not prove
specific to it. Its profitability lies in the possibilities of massification. Not only
must they be reduced to data; there must be many, vast numbers, like the profits
on an income statement. Thus the data have to be big to have productivity. As a
counterweight to this logic, what is moved by other interests is what must act.
The digital humanities must not lose the first of their components, the substan-
tive, but reserve the second for its auxiliary, instrumental function.

The condition of the datum, the minimum element of information, enables its
insertion in a quantitative paradigm, even on a mass scale, where it functions
like the lexical units in dictionaries – those graveyards of words, according to
Julio Cortázar. Only when words become concepts is judgement possible, and we
again turn to Aristotle. Thus, it is the conceptual treatment, the dimension of the
humanities, that can prevent the great catalogues from becoming the macro-
necropolis of postmodernity and the new versions of a liquid capitalism with its
uses and values. Philological editing has carved out a well-defined space to give
this value to the printed word. The footnote made it possible to incorporate a
deeper level of reading, or gave it a dimension that was not entirely explicit in
the text. The explanation of a term, a reference or a rhetorical schema main-
tained in the (para-)textual dispositio the etymological meaning of explicare, ‘un-
fold’, since it opened a widened – one might say hypertextual – horizon in the
reading. When the footnote established the appropriate connection with the text,
it ceased to be a simple datum and created a space of knowledge. If the printed
page allows this duplicity of planes, expandable with subheads and double or tri-
ple apparatus of notes, the flexibility of the volume gives the chance to add the
informative or analytical appendices as required. The screen, in turn, exponen-
tially multiplies these possibilities and takes the consideration and treatment of
the text into an essentially different dimension.

The notion of data and the illusion created by the implicit and latent conscious-
ness of their availability in a database generates unconscious mechanisms similar
to those of the market and consumption. In the push to purchase, the supply from
large data warehouses – now the great online retail platforms – creates the gener-
ally false impression of availability, which undoubtedly facilitates where the spend-
ing is directed, shoving it closer to wastefulness translated into profits. In the
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marketing sphere, the effect is no less irresistible even though it is known. In the
field of social engineering and political manipulation, it constitutes one of the big-
gest threats to the present and the immediate future, that of the next elections. In
the sphere of the humanities, these can be diluted by its new travelling companion,
digitalization.

Should our discipline remain in the state it was found in when Lorenzo Valla
revealed the forgery of the Donation of Constantine with which the Church sus-
tained its earthly power? It is obvious that it should not, as obvious as the need to
think about what can be changed and what is worth addressing, without losing
sight of certain values and the objectives they entail.

Towards a Liberation from the Fetishism of Data

Not entirely unintentionally, I continue with an image that is as schematic in its
formulation as it is rough in its visual resolution (Figure 1):

Playing with graphic reduction serves to show the confluence of three elements
of a disparate nature and the establishment of a space of intersection in the pro-
cesses of reading and research. In a triangular relationship, we find the focal
point represented by the interests of a subject, who cannot relinquish judgement;
some objects of specific nature, based on an irreducible specificity that is revital-
ized in every reading; and, lastly, some procedures (conceptual and technological)
that operate with intrinsic values unconnected to those of the other two ele-
ments – a philologist searching for a text in a digital library or a reference in a
database. But let us return to the schematization.

human subject / humanist

text

interests

literality

judgement

………… data        performance

………… quantity

scale

Figure 1: Reading and research processes. By the author.
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Venn diagrams, used in my time at school to develop set theory, and the paral-
lel of structuralist formalization, continue to serve, constrained by the limitations
of Word and my computing competence. Thus its representation emblematically
illustrates the dialectical triangle that I base my analysis upon and which shows
the following: the opportunities and threats of digitalization in terms of big data,
the specificity of texts such as literary texts, the unavoidable guiding presence of a
critical subject and, overall, the need to map and colonize the intersecting space
between these vectors. The limitations of the representation illustrate the spaces of
perplexity and disorientation that we face in the endeavour. And in this we must
distinguish between the constraints of technology and our limitations with that
technology.

I shall put to one side – but not negate – reflection on the dependence of
hardware, software and memory, or the potential depredation of their human
correlates – operational until a couple of decades ago. Sticking to what I have out-
lined, and to the occasion, I shall confine myself to questions on the strategies for
the positive resolution of the dialectic I have set forth. The orientation of these
questions points, in my opinion, to the introduction of dynamisms in catalogues,
which cannot be inert. Thus the potentiality of knowledge derived from numbers
can enhance the experience – singular in nature – that arises from a more tradi-
tional reading. And this dynamism in the big data archive should not be entrusted
to the typical algorithm. On the contrary, it must be established with a perspec-
tive that does not exclude the sense of the literary experience. The nature of this
experience and the research regarding it should adapt to and fit the territory to
be colonized, represented by the large catalogues; and, above all, the intervention
must be regulated, through the investigation processes, in the definition, estab-
lishment and management procedures of these tools. Their purposes are too im-
portant to relegate their access to algorithms that are not controlled, or left to
chance. It is not only a question of handling the existing tools and catalogues,
those that are already given (or imposed upon us). It is imperative that, through
our field of study, we take the lead in the design and making of the digital tools
and the big data catalogues that not yet to be accomplished, so that in this task
we keep the best remnant of a critical tradition that cannot be abandoned.

One line of work, developed by our project, is the use of the possibilities of
hypertextuality, establishing a double plane – the textual and subtextual – in the
materials, and adjusting the tools for the relational management of the data ob-
tained in searches. Semantic labelling makes it possible to revitalize the text, by
adding a plane to the mere sequence of signs and, above all, by introducing a se-
mantic architecture beneath the texts, as finished accomplishments. This, through
its logic, enables access to the planes of reading in which quantity becomes qual-
ity. In our case, the conceptual base is the construction of authorial notion and
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image. Around this, the establishment of a systematic ontology, with the arbores-
cent structure on the three planes defined by the TEI system (classes, attributes
and labels), becomes the route for introducing a historical and philological crite-
rion in the consideration of a good number of texts and a dynamic relationship
between them, beyond their location in a shared repository. This model makes it
possible to explore, for example, the recurrence of a value such as social status in
the configuration of the image of the writer or the references to the networks of
sociability in which they are registered.

This image of search results (Figure 2) serves as an example. The search was done
in the library of author biographies (currently with just over two hundred docu-
ments that have been referenced, transcribed and labelled), and the aforemen-
tioned coding parameters were introduced to locate the passages in which there
is mention of the writerly status of the biography subject and also of their inclu-
sion in literary social networks. We can see how in 1622 a man of letters such as
Tamayo de Vargas makes these traits clear when outlining the biography of Garci-
laso in the introduction to the annotated edition of his works, as well as the lan-
guage or resources he uses to express that information. The procedure makes it
possible to gather not only the passages where express use of such concepts are
used in their most recognizable lexicalization, but also those in which the allu-
sions appear obliquely, even before the critical establishment of a notion. At the

Figure 2: Search results in the SILEM Biographies digital library. http://www.uco.es/servicios/uco
press/silem/buscador/busqueda-pro-final.php?query=%20.//note[@type=%27network%27%20and%
20@subtype=%27literary%27]%20and%20%20.//socecStatus[@role=%27writer%27]&cadena=Sociabili
dad%20-%20Redes%20-%20Literaria%20and%20Rol%20-%20Escritor&biblio=BIO (June 3, 2023).
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same time, one can locate the other testimonies of this subgenre, in which one
can extract the same connection and establish parallelisms and differences, as
well as observe the density of its use in the established repertory. It is striking,
for example, that less than 25% of the texts collected – even though they are biog-
raphies of writers in very different historical and publishing contexts – refer to
these circumstances, which are so decisive in our consideration of a literary
author.

Regardless of the details of a specific proposal, I think we can make use of
the qualitative element, which can become prevention against the fetishism of
big data. If you’ll forgive me the wordplay, this is going from the virtual as dema-
terialization to the notion of virtuality as potentiality, which refers to a space of
freedom and judgement that is still the patrimony of the subject. In the notional
field of data mining, it is imperative to bear in mind that the extractive engineer-
ing that makes it possible to mine a seam is as important or more so than the
actual wealth of that seam.

To be precise, in the field of literary discourse, one cannot abandon the quali-
tative dimension, with a certain relativization of the productivism of the big, im-
posed upon the vitality of the materials that have to be reduced to data. One
factor in this consideration is the fact that we can work with a finite corpus, more
or less extensive, but stable and established. Think of the complete works of an
author or the texts that make up a genre, once there has been consensus on their
definition and scope. It is essential, therefore, for there to be a specific adjustment
of the statistical and projective models typical of the usual mining of big data,
paying attention to the qualitative that resides in the singularity. As with human
beings, texts, no matter how much they are digitized and added to databases,
should not have their distinctive traits annulled – or if at all, only in a methodo-
logical and functional way, and this journey requires an end as much as a starting
point. And at both points we must find the text, that small redoubt of reality.

Coda

Neither apocalyptic nor integrated – we must be travellers who should always be
somewhat suspicious in order to stay alert; we survey a battlefield with unequal
forces, the little philological David and the giant Goliath of computing. In terms of
epic battles, at Little Big Horn Colonel Custer’s cavalry perished with their boots
on. Epic propaganda refused to let the example given by the military disaster
show its tragic importance. It was so not because of the quantity of men lost, but
because of a prestigious officer’s sin of hubris, which led him to enter unfamiliar
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territory without sufficient precaution. Today, the role of the warriors of Crazy
Horse could be undertaken by the scientists of the quadrivium, the tribes of the
number, for their ability to lay waste. But we can and should turn this around,
and, if big data advances with the capability of an army and with its uniformity,
we can reclaim the value of savagery and seize a space of our own. Like the
poem, small and singular,9 we can start to operate in a kind of little big data, al-
most craftlike, humanizing the concept without rejecting the tools that form it,
taking possession of the tools of big data and adjusting them to the dimension of
our needs, which is also a way of maintaining consideration for the singular na-
ture of our purpose.
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Daniel Torres Salinas & Ana Gallego Cuiñas

Big Borges: What Can Big Data Show About
a Classic Writer on Social Networks?

1 Introduction

The Argentine writer Jorge Luis Borges is one of the most quoted authors in scien-
tific articles from any discipline when it comes to talking about big data.1 Stories
such as “The Library of Babel”, “The Aleph”, “The Analytical Language of John
Wilkins”, “Tlön, Uqbar, Orbis Tertius”, and “The Garden of Forking Paths”, func-
tion as examples of the ideas of infinity, accumulation, condensation, causality,
virtuality, and simultaneity, which govern twenty-first century digital dataism.
On top of this we can add the many artistic interventions carried out using the
big data of Borgesian works, such as: Libros de arena (Books of Sand) (2003)2 or
Cuatro días con Borges en mente (Four Days with Borges in Mind) (2012),3 by the
artist Mariano Sardón; El Aleph engordado (The Fattened Aleph) (2009), by the
writer Pablo Katchadjian; Remake (2011) by Agustín Fernández Mallo; and Borges-
tein (2012) by Sergio Bizzio.

This is all a response to the double effect that the poetics of Jorge Luis Borges
produces. On the one hand, it is ontological – in a technical and philosophical
sense – given that Borges’s texts are used to understand the nature, conceptualiza-
tion and problems of the new digital media, whose paradigm would be the story,
“Pierre Menard, Author of the Quixote” (Martínez 2007). On the other hand, the effect
is epistemological, as Borges becomes method, which is another way of saying he be-
comes a model of interpretation – we could almost say he becomes algorithm – of
the digital sphere and social media, to the point of being considered a precursor of
the internet by the way in which the new technologies seem to have been sketched

Notes: This study is produced by the Iber-Lab Scientific Unit of Excellence: Criticism, Languages and
Cultures in Ibero-America of the University of Granada (ref. UCE 18-03) and by the A-SEJ-638-UGR20
project (FEDER - Junta de Andalucia).

 Carolina Ferrer shows, in a study on the presence of Borges in bibliographic databases, that
Borges is quoted – not only quotations but also concepts – more in scientific texts (mathematics,
biology, genetics, anthropology, environment, geography, archaeology, sociology, linguistics, etc.)
than in works of literature and criticism (2012: 505–506).
 See https://marianosardon.com.ar/books/books_esp.htm.
 See https://www.marianosardon.com.ar/day_borges/borges_mind_esp.htmón.
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out in his work (Brook 1995; Lapidot 1999; Sasson-Henry 2007; Brown 2009; Callus &
Herbrechter 2009; Acuña Zumbado 2012; Newhouse 2019). In this area, the paradig-
matic story is “Kafka and His Precursors”, due to the fact that, after the rapid emer-
gence of digital techniques and of Artificial Intelligence, we read Borgesian fiction in
another way.

Yet Borges is not only a “classic” (Calvino 1993)4 and a cult figure in humanist,
scientific and technological discourse, but also – paradoxically – he is equally re-
vered in mass media, particularly on social media like Twitter. There is no doubt
that this media discourse – based on his myth and his oral output – forms part of
his oeuvre and of his poetics of fiction. It is therefore necessary to analyse it from
both a quantitative and qualitative point of view in order to measure his current
impact on media holistically. Moreover, the case study that we hereby present
opens up a new line of research in the field of literary studies, which means that
we need to expand the notion of the writer figure (Gallego Cuiñas 2020) based on
the (re)production, circulation and consumption of the authorial image and of the
literary text – oral and written – on social networks. It will even help us to recon-
sider the value of literature in (digital) mass culture and the need to resignify the
aesthetics of reception in the era of big data.

1.1 Borges and (digital) Mass Culture

In the decades of the seventies and eighties, Borges had already become a public
figure, a writer in demand by communication media from all over the world, and
he made regular appearances on the radio, television and in the press (cf. Borges &
Ferrari 1992, 1999; Borges & Carrizo 1997).5 His oral performances overflowed with
intelligence, erudition and humour, talking of the most sublime and the most pro-
saic, making constant references both to books and to personal anecdotes (Bruni
1999; Pauls 2004).6 And that is precisely what is striking about an author whose
written work is a sign of unreadability (Gallego Cuiñas 2019): his ability to “trans-

 Premat states that Borges is read (and is consumed, we would add) as a classic: “In any case,
Borges can be deemed to be the leading classic writer of Latin American letters” (2022: 9).
 Pineda Cachero recounts that in those years he would do up to three or four interviews a day
(2002: 52). Annick Louis specifies that this happened above all when he left his job at the Biblio-
teca Nacional (National Library) and withdrew into domesticity, when he began to receive jour-
nalists, students and critics at his home (2020: 276).
 Even when journalists asked him his opinion on political topics – due to his evident anti-
Peronism – or insisted on asking him about his private life – of his relationship with his mother
or his controversial marriage to María Kodama – despite his “policy of modesty”, as Pauls calls it
(2004: 45), being well known.
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late” the codes of high culture to mass culture without making distinction and fasci-
nating a non-specialist public.7

This peculiar relationship that Borges had with mass media has not received
much critical attention (i.e., Bruni 1999; Saítta 2018; Pineda Cachero 2022), at least
not specifically. However, there are two fundamental studies that address this
issue: the celebrated chapter devoted to it by García Canclini in Culturas híbridas
(Hybrid Cultures) (1990), and the recent article by Annick Louis, “A momentary
lapse of history” (2020). In the former, Canclini studies the protagonistic position
that the figure of Borges acquired in the media in the second half of the twentieth
century, and the way in which he contributed to the professionalization of the
writer when he reached out to mass culture – like Octavio Paz – with his literary
discourse. He then became the authorial benchmark of what a writer in the Spa-
nish language could do with the media (Canclini 1990: 95), of how to construct a
reading framework of the actual work and of the self for academic doxy and, si-
multaneously, for mass media.

Annick Louis, who has worked on the author figure of Borges for decades, for
his part has focused on the construction of the public character of Jorge Luis Borges
between 1976 and 1986, the figure that articulates a “poetics of the media” in dia-
logue and relationship with his literary oeuvre (2020: 271). It comes as no surprise,
therefore, that his oral work is almost as extensive as his literary production in his
later years (Premat 2022: 86). Although it was his fiction – national recognition, its
translation first in France and then in the US, the Formentor Prize – that won him
fame (being named as Director of the National Library and as professor of the Uni-
versity of Buenos Aires, and awarded various honorary doctorates), it was his
media appearances that made him popular (Louis 2020: 281). In what way? For
Louis, there are two main factors: his “enfant terrible, controversial and provoca-
tive” role that he performed in interviews, and the parallel predominance of his
image as a “wise and universal old poet” that prevailed in the media (Louis 2020:
277), particularly after he lost his sight in the mid-1950s.8 This biographical fact, as
Julio Premat notes, changed his way of conceiving literature and brought about his
conversion into an oral writer (2022: 85), of himself and of others. Alan Pauls also
stresses this transformation and the performative attitude of Borges in the media,
where he appeared more and more frequently: “The celebration of his sullenness,
the low voice as his hallmark, the fostering of malice and mockery that seep into a
laconic phrase” (2004: 47). This idea seems essential to us because it helps to ex-

 Borges ironized about his fame and the fact that people bought his books and did not read
them. This idea is still around today: Borges’s fiction is read little due to its intellectual difficulty.
 An association is frequently made between the coming of Borges’s fame and his blindness.
Even he himself considers it to be “a defining trait of his position as writer” (Premat 2022: 91).
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plain his strong presence on social media today – what we could call the “icono-
graphic capital” of Borges; or, what amounts to the same thing, the way in which
his image – his body – is a response to the pristine, romantic imaginary of the
writer: a blind old man, solemn and ingenious, who speaks and does not write – at
least not in the traditional way, because the older Borges dictated.

However, up until now, the way in which Borges, his image and his oral texts
are (re-)produced and circulated in digital mass culture has not been studied. By
way of clarification, we understand ‘digital mass culture’ to mean all that culture
that is created, transmitted, and experienced in a digital medium. Mass culture,
as understood by Adorno in his Dialectic of Enlightenment (1944), has not only ex-
panded exponentially over the last quarter century through the digital medium,
but is also dominated by three typical components of this medium: the audiovi-
sual, the aphoristic, and the affective.9 These three politics of mass culture explain
both the extraordinary success and the ‘conditions of reproduction’ of the word
and image of Borges in the twenty-first century.

The first component, the iconography, corresponds to the image of Borges that
has been assimilated to the prototype – one could also say cliché – of the universal
genius: an old man with a walking stick, blind – like Homer himself10 – and cosmo-
politan, who is capable of conversing with an astrophysicist, an expert in the Ka-
bbalah, or with Mick Jagger. The photographs of Borges that appear the most on
all media are those of him in old age: “In the last few years of his life, the visual
images of Borges framed, completed and defined his texts” (Premat 2022: 97). Yet
even in the market, the face of Borges appears on coins, bags, T-shirts, mugs, and
comics, to the same degree as Shakespeare and Virginia Woolf. He is also the sub-
ject of memes and YouTube montages, quotations from his oral discourse appear
on social media, and even in trap music compositions, with his poem “Ajedrez”
(“Chess”) reproduced in the style of the artist Bizarrap.11 What does this mean?

 As Cabot states: “Above all we must point out that the culture of today is not a digital culture –
this is only the medium – rather it is an audiovisual culture. Digitality is the last frontier, for
now, of a process that is as old as human reason: the reduction of multiplicity to unity, or, if you
will, the comprehensive reduction of the complexity of reality – complexity that increases at the
same pace that our understanding of it increases.” (2013: 24).
 Premat specifies in this regard: “The identification with Homer, the first legendary writer of
the West is explicit, as much as the value attributed to blindness: losing one’s sight is a trigger of
the writing; a writing that will construct a specific memory, an epic past, to culminate at last in
the emergence of a virtual life, a life made of ‘a rumour of glory and of hexameters’” (2022:
93–94).
 See the video uploaded by Diego Palatino in 2022 on his Instagram account, @lectordeltren:
https://www.instagram.com/p/CZaJvW3jsfT/?utm_source=ig_embed&ig_rid=2a4191da-5f55-4e31-
bf19-241e6922933b.
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One immediate deduction is that the classical and pop aura of the figure of Borges
prevails over that of his fictional oeuvre in mass media and has become an em-
blem of “the Great Writer” (Premat 2022: 86).

The second politics is the aphoristic, which is woven together through the use
of brevity, exactness and orality. Hence, Borges’s oral discourse, born out of the
many interviews he gave,12 functions as a double of his written discourse. For
Borges had a great capacity for speaking as he wrote, with sentences that appear
simple but contain truly surprising periphrases, paradoxes, and analogies, in
which terms that we could call Borgesian appear: “conjetural” (“conjectural”),
“vasto” (“vast”), “fatigar” (“tire”), or “acaso” (“perhaps”). The Borgesian practice
of the aphorism, both in fiction and in public, gave rise to the making of a docu-
mentary, Borges para millones (Borges for Millions) (1978) – the title, which seems
to be an oxymoron, is symbolic of the fusion between high and mass culture in
the figure of Borges – based on the utterances that, in the form of seductive sen-
tences, the “maestro” gave in the media. The compendium of Borges’s quotations,
Diccionario de Jorge Luis Borges, that Blas Matamoros published in 1979, likewise
arises out of this faculty. This was organized according to traditional and timeless
subjects such as love, art, cinema, philosophy, history, the Argentinians, books, lite-
rature, politics, religion, tango, and society, and contains the most popular of Borges’s
quotations, the same that now circulate throughout the internet. The attractiveness
of Borges’s aphoristic opinions lies in the illusion of truth, wisdom and authenticity
that the oral format in which they were uttered, through precise and careful lan-
guage that makes one forget the artificiality and fictional construction of all media
discourse. Hence it is the oral writer who is favoured in social networks, the Borges
who is more readable and more reproducible; rather than the writer of stories and
essays, who is unreadable and cryptic.

The third and last politics alludes to the era of affective capitalism (Illouz
2007; Santamaría 2018) or a capitalism of the emotions (Ahmed 2011) that greatly
strengthen digital mass culture through the hybridization of the sentimental
with the commercial. The consequences in the cultural field are clear: on the
one hand, art is associated with emotion and fun first, before emancipation and
resistance. On the other hand, the more symbolic capital an artist has, the more
(economic) value is attributed to their biographical space, thus a shift ends up
occurring from the myth to the man. As Canclini had already indicated in the
nineties: “What is most common is that the public shift their concentration from
the work to the biography of the artist and replace the struggle with forms by
historical anecdote.” (130). However, with respect to Borges, although the inte-

 One must remember that for Borges, the interview is a literary genre.
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rest in his biographical space increased after he got married to Kodama, his au-
thority in the emotional sphere (his well-known quotations on love, friendship
and life) is born out of the iconographic13 – that is to say, out of the image of the
artist “as the representative hero of big emotions” (Canclini 1990: 139) – that
comes from the romantic imaginary of the nineteenth century. Thus, as we will
see, the Borges that is praised in media is the “communicator” (Lipovestdky
2020: 94) who operates like a guru of feelings or of eudaimonia – as a medium of
subjective expression and self-legitimization for the users of social media.

In conclusion, in these three politics of (digital) mass culture that explain the
visibility of Borges, we find: (i) an increase in the exchange value of the signified
over and above the signifier (that is to say, of the content before the treatment
and formal innovation); (ii) greater social value of the oral and aphoristic than
the narrative and aesthetic Borges; (iii) an appropriation and use value of the
myth of the cult writer as mode of subjectivation and affective self-legitimization;
and (iv), the persistence of romantic values in the reception and use of the image
of the writer that circulates in mass culture.

1.2 The Borges Writer Figure

In the last quarter century, neoliberal capitalism has entered into a new ontological
phase, where the market, emotions, the processes of subjectivation and the new
technologies have saturated all spheres of life, including literary culture. This has
led to a significant change in the legitimization and valuation of the cultural and
social status of the writer. Their resemantization and overexposure as a media per-
sonality, their setting up as a consumer article and the multiplicity of gestures or
scenes that mediate their public (digital) image has made studying the writer figure
fundamental in the agenda of twenty-first-century literary criticism (Gallego Cuiñas
2022b). One could even maintain that it is one of the most revealing signifiers of the
changes that have occurred in the relationship between literature and mass cul-
ture. Few social actors depend as much as writers on a context, on a readership
and a market, “for what they are and for the image that they have of themselves
on the image that other people have of them and of what they are” (Bourdieu 2003:
21). In this media image, in this performance of the public personality that is cause
and effect of the meaning of the work, the social value of literature is also at stake.
Thus, “the aesthetics are relative to the positions that writers occupy in the field”

 As Ana Peluffo (2015) shows, scant attention has been paid to Borges’s relation with the cul-
ture of the emotions within his written work.
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(Sapiro 2016: 37) because their public interventions form part of the work and build
another interpretative direction for their poetics.

Despite the centrality the writer has acquired in our culture, until the twenty-
first century there was no growing interest for author figures14 in literary studies
(cf. Díaz 2007; Meizoz 2007; Premat 2009; Louis 2013; Gallego Cuiñas 2015; Fontdevila &
Torras 2016), since it was still seen – under an essentialism of a romantic ilk – to be a
topic and problem outside of the text, where literary value is not on the line. This
explains why the Borges writer figure in the public sphere has not been studied as
much as one would expect (with the exception of García Canclini, Louis, Premat, and
Saítta, along with Lefere). There are still areas that need covering, as is the case with
the uses15 of the oral texts and of the Borgesian image in social media. This lack of
attention to the figurations of the writer perpetuates the artificial separation between
high and mass culture, as if the author were not also (re-)produced, circulated and
consumed by the global and media market, and as if this did not constitute a(-nother)
frame of visibility and of readability. Borges, in contrast, did value this question of
“becoming an author” (Premat 2022: 8) and was very attentive to other writer figures
in his biodiscourse, where he constantly quoted “authors, author figures, with their
gestures, their manias, their idiosyncrasies, as one who quotes texts” (Molloy 1999:
231). What interested him was the myth, the way in which a writer forges an image,
as he did, to define “successive fields of production and of reception” (Lefere 2015:
159) that not only self-legitimize but also enshrine it.16 Moreover, as Annick Louis
states, “Borges’s early reflections on the question of fame (in essays from Inquisiciones,
El tamaño de mi esperanza and El idioma de los argentinos, see Louis, 2014: 353–354)
created in him an intense awareness of the implications of the processes of canoni-
zation, which he explored and translated into textual forms and into positions
throughout the rest of his career” (Louis 2015: 18).17

 In the critical field, the denomination “author figure” predominates, but we prefer to speak
of the writer figure to transcend the notion of authorship tied to the (intellectual) property of the
text and place emphasis on the specific exercise of the literary profession inside the cultural mar-
ket, whose forms of rating value are different to those of other artistic professions (Gallego Cui-
ñas 2020).
 We understand the category of ‘use’ not only in the Marxist sense but also as Virno (2017)
proposes it: an “appropriation” that emanates from the relationship between life and language,
between subject and object.
 Remember that, for example, in “Presencia de Miguel Unamuno” we note how he reads his
texts under the protection of the image of the writer, which is the one he projects in the work.
 In this sense, Louis speaks of two periods in the construction of the Borges-author: one from
1919 to 1955, and the other from the return of Peronism in 1973 until his death in 1986 (2015: 18).
She also takes brilliant charge of exploring the way in which the textual fiction of Borges forms
an image of the writer (e.g., The Aleph, Tlön, Pierre Menard, etc.). For Lefere, the most autobio-
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In (digital) mass culture, the modes of authorial (self-)representation are no
longer confined to the book-text, but to the texts and images that make up the
media figure of the writer (in interviews, lectures, notes, photographs, social net-
works, and so on). The social value thus shifts from the work, from the book-text
that becomes a zombie category, to the author, the image and the oral-text. This
entails thinking about an epistemology of the writer figure that needs to be ad-
dressed through three gestures (Gallego Cuiñas 2020):
– the posture: the way in which the writer occupies a position in the market

and is visible in various instances of mediation: publications, translations,
teaching, festivals, Master’s degrees, conferences, social networks, et cetera;

– the pose: the performative strategy of image circulation and the scenography
they deploy in the public sphere;

– the myth: consequence of the positive reception in academia, of the legitimi-
zation of high culture, and of meeting the levels of expectation of readers.

The case of Borges is revealing in this sense since he not only represents these
three epistemic instances to perfection, but has also been raised up as the post-
modern paradigm of the classic writer figure who triumphs on social media. It is
evident that the Borgesian “pose” of the seventies and eighties has contributed
significantly to furthering the “myth” of the erudite and cosmopolitan writer –

described in the previous section – that is still being reproduced in digital mass
culture almost forty years after his death. This becomes a specific digital “pos-
ture” on social media like Twitter, where Borges occupies the public place of the
romantic writer (the figure of the writer par excellence), but also that of the visi-
bility of the literary in mass media, which in spite of its loss of social influence is
still tied to positions of prestige that the users of social media perpetuate with
their tweets.

1.3 Borges and Social Media

The advance of the creative industries, the democratization and spectaculariza-
tion of culture, have all favoured the proliferation and professionalization of new
instances of mediation of the literary such as social media. The figuration of the
writer, as we said earlier, is no longer disseminated only in texts of fiction, oral
discourses, newspaper articles, and interviews; but in posed photos on Instagram,

graphical book by Borges is El Hacedor (2015: 154), because it is where he established his last
image.
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in memes, videos, blogs, bots and social networks. From among all those symbolic
and material “I’s” that proliferate in mass digital culture, the one that has gone
the most unnoticed by literary criticism concerns precisely the topic that we are
addressing: social media, that exceptional device for literary promotion and for
the construction of the writer figure today (cf. Gallego Cuiñas 2022a).

There is therefore a need to go further in the analysis of the figurations of the
writer based on social media such as Twitter – where the most attention is paid to
literary culture and the emotional18 – through dataistic, sociological and critical
reading, to see how this network operates with the literary field, through mecha-
nisms of reproduction and appropriation of certain writers and texts. Social net-
works function with an economy of affective representation that is modulated
through the image and the (auto)biographical discourse of the writer, two textual-
ities that certify and signify not only the authenticity or singularity of the authorial
myth, but also that of the (re)producers and consumers themselves. Indeed, the
first thing that we observe is that tweeters quote Borges because it causes an intelli-
gent “reading effect” in whoever uses it, even if they have not read him, along with
emotional capital in search of social recognition: “I read/know Borges”. As Sosa Es-
cudero explains, Borges has always caused “a contradictory sensation: on the one
hand, that one ought to read him: to do so requires an intellectual education that
only a chosen few possess, validated by a kind of secret sect that grants permission
to “be Borgesian” after some initiatory manoeuvres” (2020: 16). For this reason, the
Borges that is circulated on networks is the oral, aphoristic and affective Borges:
the consumable and readable Borges, who goes well with a distant reading for life;
rather than the literary work that is resistant and hard to read, which is more
suited to close reading for specialists in literature.

Nevertheless, the digital space seems to be a beneficial medium for critical
reflection because it makes it possible: (i) to measure the visibility of a classic
writer in current mass culture, which allows us to revitalize the dialectic between
literature and society; (ii) to think about the category of the writer figure via new
formats like social media, which perpetuate the romantic icon and extol the short
form and emotional content; (iii) to compare the ‘being an author’ (the writing)
with the authorial image (writer figure) to demonstrate the way in which the au-
thor as intellectual property of the work – which does not sell – is becoming sub-
ordinated to the writer as actor of the writer-subject that sells (or is sold) as a
work, the first example of which, in the history of Spanish-language contempo-

 As Helgueta Manso argues, Twitter is one of the “predominantly (hyper-)textual, and there-
fore literary, platforms, as opposed to the audiovisual applications” (2022: 45), where the textual
has a secondary role. Twitter, however, has as a driver the affective dimension, in its positive
and negative sides, not like Facebook, not allowing insults or direct confrontation.
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rary literature, is undoubtedly Jorge Luis Borges. Thus the writer figure of Borges
is a material sign of a particular idea of the (classic) writer, of literature and of
subjectivity that operates in the mass digital culture of our times, which has be-
come a vital route for the construction of the social value of the literary, crysta-
llized in the ability of reproducibility – digital – of a writer-subject, and no longer
of a work. The writer figure of Borges is only comparable to Shakespeare’s, to the
point at which both the global academic reception of his texts and his presence
on social media have turned him into one of the most recognized contemporary
writers and known as an intellectual – as ‘classic’ – throughout the world.

1.4 Objectives

Borges’s presence is increasingly prominent on Twitter, a medium on which mes-
sages are constantly being spread about him, and different appropriations of his
image and quotations constantly appear. This undoubtedly affects the construc-
tion of his authorial figure and the reception of his work. Taking this as our basis,
the framework objective that assembles and guides this study is focused on the
analysis of the diffusion, reception and assimilation of the figure of Borges on
Twitter, by means of informetric techniques (Moed, 2017) and Big Data (Zgurovsky
& Zaychegnko 2020; Domingo Barroso et al. 2021) that allow us to construct a theo-
retical framework of readability. On the practical level, we have organized and
divided our general objective into three specific sub-objectives:
– Volume: first, to find out the volume and frequency of tweets on Borges and

to determine some basic characteristics, such as the language, and the mea-
surement of the diffusion and interactions that generate such publications.

– Content: second, to find out what is shared, concerning ourselves with two of
the aspects included in the three politics of mass culture: the aphoristic, on
the one hand, and the iconographic, on the other.

– Community: third, we focus on identifying who are the actors – in this case
Twitter accounts – that are the most relevant when spreading Borges’s work,
identifying their basic characteristics (type, sector, followers, etc.).

Our results shed light in two complementary directions, one theoretical, the other
methodological. From the theoretical perspective, our investigation expands the
scope of the critical discussion concerning the relationship between literature
and mass culture through the way in which classic writer figures are reproduced
in social media. This appears to be an extraordinary chance to rethink, in turn,
the theory of reception, the writer figure, and the social value of the literary in
the digital medium. From a methodological perspective, we confirm the viability
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and advantage of using the most advanced informetric techniques and big data
for the gathering of mass data on a writer – in this case Borges – on a social net-
work. In this way, we show the different analytical possibilities, both epistemic
and technical, that Twitter offers for their application and development in later
research that we could include within the general category of “(Literary) Cultural
Analytics”.

Lastly, we have organized this paper into three sections: one on the method,
one on the results, divided into three subsections (quotations, audiovisual con-
tent, and community), and the final section with our concluding thoughts.

2 Big Data Methods

In order to carry out the proposed analysis, we have used the big-data app, Tractor,
for the data capture (Hurtado et al. 2021), to download the tweets that mentioned
Borges during the time frame 01/01/2018 and 12/31/2021. We thus concentrate on a
four-year period. In order to identify the tweets, we have sought the different ways
in which the Argentine author was quoted without generating noise, which are as
follows: “Jorge Luis Borges”, “Jorge L Borges”, “JL Borges”, “Borges JL”, “Borges, Jorge
Luis” and “Borges, Jorge L”. We recovered tweets published in all languages, al-
though in certain studies, such as the aphoristic, only tweets written in Spanish were
utilized. We refer to these sets of tweets as the “global collection” and “collection in
Spanish”, respectively. Lastly, regarding the search strategy, it should be specified
that we have taken into account the typologies of conventional tweets but also those
typologies that entail the diffusion and interaction of users, such as replies, retweets
and retweets with comments (quotes).19

The total number of tweets recovered, including the four typologies, amounts
to 205,216 (global collection). These tweets were exported in .csv format, subjected
to computer-aided normalization processes, such as for the quotations, which in-
volved the design of a semi-automatic routine for their identification and unifica-
tion. To analyse the content and communities, the main tool used was Graphext
software,20 another paid online platform directed at big data and knowledge dis-
covery. Thus we were able to transform the data, visualize and examine them to
discover patterns, tendencies and for their subsequent critical elucidation. More
specifically, Graphext enabled us to learn which emoticons and hashtags were
used the most, analyse account biographies, establish the professional sector of

 See: https://help.twitter.com/es/using-twitter/types-of-tweets.
 See: https://www.graphext.com/.
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the users and, lastly, for the analysis of the communities, to create an illustrative
network of co-mentions. In other words, in this network, two accounts will a-
ppear linked in the visualization if they have simultaneous mentions, with which
we have been able to define a series of communities and/or similar accounts
(Robinson-Garcia et al. 2019).

3 Results

3.1 Volume: The Big Numbers of the Borges Phenomenon
on Twitter

The global set of tweets that mention Borges amounts to 205,616, written in 49
languages (Table 1), where Spanish is the most represented with 144,047 (70%),
followed by English with 29,582 (14%). The other languages obtain values equal
to or less than 3%, and therefore their representation is not particularly signifi-
cant. The gross total of annual tweets is fairly stable, with figures of around
50,000 tweets, and with 2020 being the year with the most Borges messages
tweeted, at 56,184. The average number of daily tweets (Figure 1) was 141, with
prominent peaks on key biographical dates for Borges, such as the day of his
birthday, the 24th August (2,300 average tweets), or the date of his death, the
14th June (1000 average tweets). Curiously, on World Book Day, the 23rd April,
Borges also received a lot of attention, which confirms him as the epitome of

Table 1: Annual evolution of the number of tweets published on Borges in the period 2018–2021,
according to year and language of publication.

Tweets: Language
of publication

Year


Year


Year


Year


Total
–

%
language

Spanish      %
English      %
Portuguese      %
Italian      %
Turkish      %
French      %
Dutch      %
Catalan      %
Other languages ()      %

Total nº tweets ‣‣      %
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the classic writer figure: the great reader, surrounded by books, possessed of
immense erudition.

Having determined the volume and frequency of tweets on Borges (Figure 1),
we proceeded to examine the number of interactions and reactions generated by
those tweets. For this we calculated indicators, both for the global collection of
tweets (blue bars), and for those published in Spanish (orange bars). In 2.1 we can
see that the messages have been spread through a total of 1,115,341 retweets;
moreover, on 3,582,837 occasions they have caused a reaction in the reader, since
they were added to favourites.

Almost all the interactions and reactions were in Spanish, which clearly
exemplifies the predominance of this language community. Furthermore, ex-
amining the averages, we can see that this language also accounts for the most
retweets and tweets added to favourites (2.2). We can therefore affirm that not
only are there a large number of tweets published in Spanish on Borges, but
also these are the most shared and appreciated by users. In short, what these
figures demonstrate is that Borges is a stand-out model in the Ibero-American
twitter community, which is why in the following analyses, we focus exclu-
sively on their collection of tweets.

Figure 1: Daily evolution of the number of tweets on Borges from 01/01/2018 to 01/12/2021,
highlighting those days (anniversaries of birth and death, and World Book Day) when the greatest
number were written.
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Table 2: The 20 quotations of Borges that have received the most attention/dissemination on Twitter,
according to various indicators of diffusion: retweets, favourites, replies and commented retweets.

Borges quotations mentioned
on Twitter

Indicators of dissemination (interactions and reactions)

Nº
Tweets

Nº
Retweets

Nº
Favourites

Nº
Replies
+ r. with
comment

Total
Attention

. The pursuit of serenity seems to
me to be a more reasonable
ambition than the pursuit of
happiness.

    

. I won’t speak of revenge or
forgiveness; forgetting is the only
vengeance and the only forgiveness.

    

. Of the various tools invented by
man, the book is the most amazing;
the rest are extensions of his body
. . . Only the book is an extension
of the imagination and memory.

    

. Don’t speak unless you can
improve on silence.

    

. One can give what one does not
have. For example, a person can
give happiness and not be happy;
can scare and not be scared. And
one can give wisdom and not have
it. Everything is so mysterious in
the world . . .

    

. One can fake many things, even
intelligence. But one can’t fake
happiness.

    

. I owe you the best and perhaps
the worst hours of my life, and that
is a bond that cannot be broken.

    

. There are defeats that hold more
dignity than a victory.

    

. Of course I believe in dreams. To
dream is essential, it could be the
only real thing that exists.
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Table 2 (continued)

Borges quotations mentioned
on Twitter

Indicators of dissemination (interactions and reactions)

Nº
Tweets

Nº
Retweets

Nº
Favourites

Nº
Replies
+ r. with
comment

Total
Attention

. Neither have I lacked the
friendship of a few people in my life,
which is what matters. I don’t
believe I have a single enemy, or, if I
do, they never made me aware of it.
The truth is that no one can hurt us
except the people we love.

    

. If a book is tedious for you,
don’t read it – it hasn’t been
written for you. Reading should be
one of the forms of happiness.

    

. I always imagined that paradise
would be some type of library.

    

. Gratitude is one of the highest
forms of being.

    

. Don’t hate your enemy,
because if you do, you are in some
way their slave. Your hatred will
never be better than your peace.

    

. When one hates something,
one thinks about the other
constantly, and, in that sense, one
becomes their slave. The same
thing happens when we fall in love.

    

. We have the right and the duty
of hope.

    

. “Journalist: Do you think young
people are interested in politics?
Jorge Luis Borges: I don’t know. I
was never interested in politics. I’m
more interested in ethics. I think
that if everyone acted ethically that
could have a very large political
effect.”
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3.2 Content: Scope and Characteristics

3.2.1 Of Aphorisms and Affects: The Big Quotations of Borges

When we focus on the analysis of the tweet collection in Spanish, both initially and
using Graphext, we can quickly detect that one of the most disseminated types of
content are the quotations. Hence we undertook the task of identification and ho-
mogenization to learn their real weight. In total, we identified 98 different quota-
tions, which have been quoted on Twitter 40,255 times, which represents almost a
third of the tweets published in Spanish. In other words, one of every three tweets
on Borges has the aim of sharing a quotation of his, thus becoming the essential
Borges content on Twitter. These tweets, moreover, have received a great deal of
attention and reception in the medium, since they have been retweeted 482,861
times (52% of retweets in the Spanish collection) and marked as favourites 1,437,644
times (49% of favourites in the Spanish collection). These data verify the validity
and social value of the Borgesian word in (digital) mass culture.

Table 2 (continued)

Borges quotations mentioned
on Twitter

Indicators of dissemination (interactions and reactions)

Nº
Tweets

Nº
Retweets

Nº
Favourites

Nº
Replies
+ r. with
comment

Total
Attention

. Friendship does not need
frequency; love does.

    

. I would like a minimal state. I
lived in Switzerland for five years
and there nobody knows the
president’s name. I would propose
that politicians were not public
personalities.

    

. There are communists who
state that being anti-communist is
being fascist. That is as
incomprehensible as saying that
not being a Catholic is being a
Mormon.

    

Big Borges: What Can Big Data Show About a Classic Writer on Social Networks? 223



The most seen Borges quotation is a true aphorism, tied – as we noted at the
start of this paper – to the management of subjectivity and of the emotions: “The
pursuit of serenity seems to me to be a more reasonable ambition than the pur-
suit of happiness.” The entire amount of different indicators of diffusion (re-
tweets, favourites, etc.) comes to 118,170, a high figure that denoted that it has had
an extraordinary readership. In this regard, if we consider that it has been re-
tweeted 26,991 times, we can do a small arithmetic calculation of the potential au-
dience of this Borgesian aphoristic message. If we begin from the basis that each
person that has retweeted it has an average of 150 followers (a conservative esti-
mation – see the followers column, Table 3), this single quotation could have had
a remarkable reception and audience of 4,048,650 users.

This is not the only Borges quotation that has had an impact. In Table 2, we
compiled the twenty most popular quotations of Borges, which give a very clear
pattern of expression, since most are related to the short and sentimental form,
which adheres to the concept of personal “development” or “growth”, typical of
emotional capitalism and of universal teachers such as Seneca, Confucius, or Bu-
ddha. Examples of these are the following Borgesian aphorisms: “Don’t speak un-
less you can improve on silence”; “One can fake many things, even intelligence.
What one can’t fake is happiness”; “Gratitude is one of the highest forms of being”;
“We have the right and the duty of hope”; and, “Friendship does not need fre-
quency; love does.” We can also identify some subthemes that are repeated, particu-
larly in reference to books and libraries. The quotations on this theme are published
most often on 23rd April, which is World Book Day (Figure 1). One example is the
quotation, “I always imagined that paradise would be some kind of library”, which is
fourth in the total number of tweets in our ranking.

Thus, the identified quotations operate as universal dogmas that are perfectly
suited to rapid consumption and to the character constraints of Twitter messages.
Their content, moreover, is sufficiently impersonal that it would be possible to attri-
bute them not only to Borges but to any philosopher or intellectual in the world,
even to famous authors of self-help books like Eckart Tolle with Stillness Speaks
(2003) or Rafael Santandreu with Las gafas de la felicidad (The Lenses of Happiness)
(2015). It is no surprise, therefore, that the quotation with the most retweets occu-
pies this realm: “I won’t speak of revenge or forgiveness; forgetting is the only ven-
geance and the only forgiveness.” Borges’s power lies in his erudite figuration, in
his myth of genius, that he has knowledge not only of literature and culture but of
morality. Borges the opiner, who would today be quite the influencer, for in his
media discourse he condenses the elemental structures of seduction: “beautiful
rhetoric, slowness, ambiguity” set to serve an “emotional branding” (Lipovestdky
2020: 21), which is what triumphs on social media. Thus his success on Twitter
comes from the spreading of aphoristic quotations uttered in his oral biodiscourse –
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particularly in television interviews and in the press – rather than in his written
literature, because the creation of emotions, swift and collective, prevails over inte-
llectual reflection, deliberate and individual.

3.2.2 Iconography, Audiovisual Content and Notable Messages

Examining the semiotic elements that accompany the tweets can help us to accu-
rately trace the outline of Borges’s reception in (digital) mass culture. Illustrations
3.1 and 3.2 show the emojis and hashtags that appear when Borges is mentioned in
the Spanish collection. For example, an apple as a symbol of Apple alongside the
logo of iTunes indicate the privileged medium of technical (re-)production used to
mention Borges. Likewise, the most used emojis are associated (in order of fre-
quency) with the following elements and contexts: books; television (which under-
lines the proliferation of Borges’s image in the audiovisual media); a bomb or a
target (which stress the nature of certainty and truth that his quotations have); and
at the same time affective aspects such as a sun, a star, or hearts. The hashtags, for
their part, show the relevance of his quotations (reflections, thought), as we saw in
the previous section, while labels connected to the recommendation of his work (au-
diobook, books, reading) also abound.

As well as this, a significant proportion of the Twitter messages tend to be
accompanied by videos and images. We have identified a video that illustrates
the huge reach of audiovisual content: we are referring to the tweet on Borges
posted by the account “literland” (Community of reading and literature lovers) on
19th February 2019 (literland [@literlandweb1], 2019). This has text entitled: “Di-
ferencias entre amor y amistad según Jorge Luis #Borges” (“Differences between
love and friendship according to Jorge Luis #Borges”), and shares a video,
one minute in length, that received 8,175 retweets and 16,000 likes. On Twitter

3.1. – Most used emojis / emoticons 3.2 – Most used hashtags

x

Illustration 3: Emojis and hashtags included in the tweets on Borges written in Spanish.
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alone, it has been played 322,000 times, and if you look for it on YouTube, it has
more than 900,000 visits.21 This video could be considered the most popular of
Borges, and brings together precisely the three politics of (digital) mass culture
that we have discussed: the iconographic figure of the classic, blind and lucid
writer; the use of oral discourse; and the expression of affects, whose maximum
signifiers are precisely love and friendship.

The analysis of images likewise gives us another side of the multifaceted digi-
tal diffusion of the Borgesian universe (Illustration 4). In this category, we have
found the photograph of Borges that has the greatest circulation on networks,
which is one in which the author appears to be using some urinals (Escritores
haciendo cosas (“Writers doing things”) [@CosasEscritores], 2021), and looks as
though he was caught unawares. The photo is from 1973, when Borges went to
Mexico for the first time, and was taken in the toilets of the fabled Colegio de San
Ildefonso, where he recorded a television programme. As the photographer Roge-
lio Cuéllar recalls, Borges heard the camera shutter, but instead of getting angry
he took it with good humour and did not censure the photograph. In this image,
as you can see, Borges still represents the icon of the elderly writer, blind and
with walking stick, but here showing his human side. Thus, although we have
seen that the quotations occupy a central place in the reception of Borges, the au-
diovisual content and its iconographic value are also significant.

Illustration 4: Photographs uploaded with some of the tweets that have been shared the most.

 See: https://www.youtube.com/watch?v=7K-Hk1qt_mk.
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3.3 Digital Community around Borges

The Twitter community (Illustration 5) makes up a discursive and social ethos that
is of interest to literary studies due to the high circulation of cultural content that
exists on this network. If we focus on the accounts that bring together their commu-
nity of reception, we see that there is a total of 85,960 active users, although 63,918
have only published one tweet. If we draw a parallel with the consumers of books,
these users would be akin to those who buy just one book by the author and do not
declare themselves to be fans or specialists. If we consider the classification that
Graphtext gives according to the user biography, we can get a clear idea of the sec-
tor the biggest tweeters of the Borgesian message belong to. There are many a-
ccounts related to marketing and content marketers, above all as a marketing
strategy to gain followers and, also, the world of communication, where we can
identify many Argentinian newspapers that use Borges as a form of enticement.

There are also communities linked to entertainment, social sciences, politics,
art, sport, business, photography, medicine, economy, travel, and video games. In
an intermediate position we find the academic community, connected to the “uni-
versity”. On the network, we show how the accounts group together according to
their interactions, thus verifying that there is a connected community that spreads
content and comments on it, channelled through specific accounts on Borges and
other literary accounts from Argentina (red cluster). In addition, in the large cluster
on the right, we can make out personal accounts linked to various countries. Ulti-
mately, we can state that the (digital) Borgesian community is broad, made up of
sectors with diverse aims and interests, of which a relatively small proportion is
able to interact and stay connected.

5.1. Professional sector of the accounts 5.2. Groupings of the accounts by cluster

Illustration 5: General and summarized overview of the professional sectors the Twitter accounts
belong to and of the groupings/clusters of them according to their interactions through retweets
and annotations.
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If we now pause to examine the famous personalities who retweet the most
widespread messages on Borges, we can again identify a great deal of heterogene-
ity in the profiles. The tweets that stand out first are those of the president of Ar-
gentina, Alberto Fernández (Alberto Fernández [@alferdez], 2019), announcing
the donation of 6000 books from the Borges collection (4037 Retweets; 24.8 Likes);
and of the president of Mexico, Andrés Manuel López Obrador, who made a lau-
datory commemoration on the anniversary of Borges’s death (2757 Retweets;
12,200 Likes). Then there is the use of the term, “Matria”, which Borges used in a
debate in Spain, revived (Ángel L. Hernández [@Angel_L_Hern], 2021) as a sign of
authority and legitimacy; and the mistake made by the king of Spain, Felipe VI,
when getting Borges’s name wrong, saying José Luis Borges (Juan Carlos Mone-
dero [@MonederoJC], 2019). Curiously, in these two cases, the tweets are linked to
Podemos, a left-wing Spanish political party that campaigns for more and better
public education and the promotion of culture and reading as instruments for
critical emancipation.

Lastly, in Table 3 we show the most relevant accounts according to the
circulation their tweets have attained. We should explain that that it is not al-
ways the accounts that post the most on Borges that are the most relevant.22 The
first is Cultura Bang, which has posted 482 tweets on Borges, with aggregate indi-
cators that amount to a total of 335,283 retweets and interactions. In this list,
which already has a marked cultural and intellectual character, the accounts
dedicated to the dissemination of literature and reading, such as Literland, El
Lector, Libros y Escritores, Cementerio de Libros, and Letras Breves, predomi-
nate. These are serious accounts, usually with miscellaneous content, but with a
large following of tweeters, as illustrated by the 757,735 followers of Literland.
We can also find a few personal accounts on this list, such as the Argentine film
director Juan José Campanella, the Colombian journalists María José Castaño and
Félix de Bedout, and the director of communication of the publishing house Plan-
eta, Laura Franch from Spain. In these cases, the name of Borges is spread by
well-known personalities, tied to the world of culture and, as can be seen, from
different Ibero-American countries.

 These are some of the accounts that have posted the most tweets about Borges: importantbot
= 1254, LibretoStar = 2349, Autoayuda_Es = 1173, jinyounglandss = 1002, Libromovil = 793.
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4 By Way of Final (open) Reflection

In this chapter, we have studied a classic writer such as Borges through informe-
trics, a hyperquantitative perspective, and using a digital communication medium
such as Twitter, which is usually overlooked in literary studies. Thus we have
been able to measure the diffusion and reception of the literary message of Borges

Table 3: Twitter accounts / users that have reached the greatest propagation with the publication of
tweets on Borges. Only those that write in Spanish have been selected.

Account Aggregate Indicators of Diffusion & Interaction

Nº
Followers

Nº
Tweets

Nº
Retweets

Nº
Favourites

Nº quotes
Replies

TOTAL

Cultura Bang      

Literland      

El Lector      

Libertario      

Fuedicho      

Páginas Redondas      

Poetas Hispanos®      

Libros y escritores      

Alexis Pérez      

Winston      

Cementerio De Libros      

Alberto Fernández      

¿QuéLeer?      

El reinado de las flores      

Maria Jose Castaño      

Cúpula de Libros      

laura franch      

Jorge Luis Borges      

Ana Bolena      

Juan José Campanella      

Andrés Manuel      

Félix de Bedout      

Escritores haciendo cosas      

Letras Breves      

Eres Inteligente      

La Parada Poética      

Buenos Aires en el recuerdo      

Cristina CR      

¿Por qué es tendencia?      

Leer es Vivir . . .      
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and approach a reconfiguration of the concept of ‘writer figure’ thanks to the analy-
sis of the volume, content and communities that generate tweets about Borges. Our
analysis of 205,216 tweets has shown that the practical application of big data to liter-
ature opens up a whole field of study and offers an opportunity to reformulate and
update classic concepts of literary theory. In this regard, our first conclusion is that
the concept of literature tied only to the category of writing published in book form
is insufficient to grasp the new modes in which “literary culture” (Gallego Cuiñas
2022) is expanding today, through other (digital) codes and values that can be ana-
lysed with the help of dataistic tools, as our study has been able to demonstrate.

In the specific case of Borges, we can confirm that on Twitter the same phenome-
non is taking place as in academic production and in the mass media, whereby his
name is synonymous with erudition – “insolent, exasperated, exacerbated” (Premat
2022: 69), encyclopaedic, and transdisciplinary – which guarantees the impact of his
image and of his discourse in (digital) mass culture, governed by “the supremacy of
the law of being pleasing and emotionally moving” (Lipovestdky 2020: 17). It is evi-
dent that the oral Borges of mass culture, with his aphoristic potency, is winning the
battle of social value over the Borges that circulates in books and is praised in acade-
mia for the aesthetic values of unreadability, intertextuality and interdisciplinarity.
We have also shown that the quotations of Borges that are reproduced on Twitter
crystallize the stylistic traits of his poetics of fiction: erudition, concision, parody, effi-
cacy, linguistic precision, humour, use of the oxymoron and of the analogy, and so
on. Hence the oral, audiovisual and media discourse of Borges, associated with “intel-
ligence capital” (Lipovestdky 2020: 258),23 morality and the ontological revelation of
the truth, strengthen his own writerly myth and vice versa. In other words, they ex-
pand and enrich his poetics.

What implications does this have for criticism? On the one hand, the need also
to expand its objects of study, as occurs with ‘writer figures’, in order to legitimize
them as literary episteme and to think about them against the backlight of the no-
tions of ‘author’, ‘literary work’, and ‘reader’. As Julio Premat states, the iconic fi-
gure of Borges “is inseparable from his writing [. . .], therefore, it fulfils a function
in the reading of the texts” (Premat 2022: 97). On the other hand, the importance of
renewing the aesthetics of reception through sociology, (digital) mass culture and
big data, not as a mere empiricist record of audiences, public taste and opinion
(García Canclini 1990: 125), but through the way in which a non-specialist (digital)
community co-produces meaning by appropriating an author, or better still, a

 In this regard, Premat writes: “Borges puts us before the obligation to interpret, to reason,
which is why his readers feel that they are on the same level as the author. The reading of these
texts gives us the conviction, pretty difficult to define, of being intelligent, of being almost as in-
telligent as him” (2022: 153–154).
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name and a corpus that function as paratext of the work. These communities are
not interpretative, there is no textual exegesis; rather, they are reproductive of cer-
tain content, which arises from a selective gesture that simultaneously constructs
social and literary value.

What, therefore, do the communities of tweeters consume when they quote
a tweet on Borges? An augmented Borges. There is no doubt of the strong impact
the Argentine has, not only on social media but in academic discourse, which
turns him into a cult or pet writer for high culture and for mass culture, whose
separation – as we said at the beginning of this chapter – is revealed to be artifi-
cial. Because both appropriate his published and/or oral writing out of the same
“literary forms, which are, in Borges, inseparable from the aesthetic effect” (Pre-
mat 2022: 13). The joining of academic value – symbolic and experimental capi-
tal – and media value – iconographic and affective capital – is interwoven with
the correspondence that occurs between his life (his iconographic image) and
his work (his oral texts), as a paradigm of the romantic utopia of writer that is
commercialized in digital mass media (Illouz 1997), which the literary field
should not turn its back on. Thus social media acts as an ideal laboratory for
practising theory with the quantitative results that the big data analysis pro-
vides. Through Borges, we have tackled the relationship between literature and
(digital) culture today, which is set up as a new and productive route for socio-
logical interpretation for the “literary criticism of value” (Gallego Cuiñas 2022)
of the twenty-first century. In conclusion, what we have attempted to demons-
trate in this study is that the values of Big Borges are many and varied, and thus
many varied critical, literary and dataistic parameters are needed to give a
(good) account of them.
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